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Zusammenfassung

Der Fokus der vorliegenden Arbeit liegt auf der Anwendung von ab initio quanten-
chemischen Berechnungen zur Untersuchung des Einflusses von Wasserstoffbrücken-
bindungen und der elektrostatischen Umgebung auf die elektronische und moleku-
lare Struktur von kleinen Molekülen. Des Weiteren werden anspruchsvolle Modelle
der elektronischen Struktur zur präzisen Modellierung von multiplen lichtinduzierten
transienten Produkten von schwefelhaltigen Verbindungen in Lösung angewandt.
Diese Methoden ermöglichen die Charakterisierung jedes einzelnen elektronischen
Zustand, und somit die Zuordnung der dominanten Übergänge des Röntgenabsorp-
tionsspektrums. Weiterhin erlauben diese Methoden die Identifizierung des elektro-
nischen Charakters jeder finalen Anregung der Valenz-Elektronen, die bei resonan-
ter inelastischer Röntgenstreuung (RIXS) bei einer spezifischen Photonenenergie an-
geregt wird. Die Methoden sind jedoch durch ihren hohen Rechenaufwand verglichen
mit anderen Methoden, insbesondere der Dichtefunktionaltheorie, begrenzt.

Eine detaillierte theoretische Studie des Einflusses von Wasserstoffbrückenbindun-
gen und dem elektrostatischen Einfluss eines elektrischen Dipols auf die elektronis-
che Struktur von Wasserstoffcyanid (HCN) wurde mittels ab initio quantenchemis-
chen Berechnungen durchgeführt. Hierbei wurde der relative Einfluss verschiedener
Molekülorbitale (MO) mit höchster chemischer Spezifität aufgeklärt, um den Ur-
sprung von Nitril-spezifischen Raman Spektrallinien in RIXS-Spektren zu bestim-
men. Die anomale Frequenzänderung der Nitril-Linie aufgrund von elektrostatis-
chen Wechselwirkungen und von Wasserstoffbrückenbindungen wurde untersucht,
um ihren elektronischen Ursprung aufzuklären. Die Hauptunterschiede der elektro-
nischen Struktur von HCN sind elektrostatischer Natur und rühren von Dipol-Dipol
Wechselwirkungen her. Die durch diese Wechselwirkungen induzierte relative Verän-
derung der CN-Streckschwingung und die Wasserstoffbrückenbindung mit einem
Wassermolekül stimmen gut mit den experimentell gewonnenen spektralen Daten
überein. Die Berechnungen sind ein weiterer Schritt, um den Einfluss von Wasser-
stoffbrückenbindungen auf die elektronische Struktur von Stickstoffatomen in Nitril-
gruppen in dem organischen Molekül Acetonitril und seinen Komplex mit Wasser
mittels RIXS zu untersuchen.Ab initio quantenchemischen Berechnungen wurden zur
Interpretation der experimentellen Signatur von Übergängen der kernnahen Niveaus
bei Stickstoff verwendet. Diese theoretischen Resultate sind in sehr guter Überein-
stimmung mit den experimentellen Spektren und betonen somit die Sensitivität von
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RIXS auch für schwache intermolekulare Wechselwirkungen.
Komplexe chemische Reaktionen können auf ihre grundlegenden Reaktionss-

chritte, die zumeist eine funktionelle Gruppe mit einem oder mehreren Hetero-
Atomen, z.B. Sauerstoff, Stickstoff oder Schwefel beinhaltet, zurückgeführt wer-
den. Ab initio Methoden wurden zur Bestätigung und zum Verständnis neuer
Übergänge bei zeitaufgelöster Spektroskopie mittels Schwefel-1s-Anregungen und
zur Modellierung von lichtinduzierten, elektronisch angeregten Reaktionswegen von
Schwefel-Modelsystemen eingesetzt. Für ein aromatisches Thiol erklären Simu-
lationen erfolgreich die Entstehung von Radikalen und die Regioselektivität der
Thion-Isomerisationsreaktion.Des Weiteren wurde mittels zeitaufgelöster Röntgenab-
sorptionsspektroskopie (TRXAS) an der Schwefel K-Kante das UV-induzierte Auf-
brechen der Disulfid-Bindungen bei Dimethyldisulfid (DMDS) untersucht. Mithilfe
von RASSCF Rechnungen wurden das Methylthiyl und Methylperthiyl erfolgreich
als transiente Photoprodukte identifiziert. Mit Hilfe dieser Berechnungen können
chemische Reaktionswege und transiente Produkte von schwefelhaltigen Molekülen
aus experimentellen Schwefel-1s Spektroskopiedaten abgeleitet werden.
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Abstract

The work of this thesis is focused on employment of ab initio quantum chemistry cal-
culations to probe the influence of hydrogen bonding and electrostatic environments
on electronic and molecular structure of small molecules. In addition, high-level elec-
tronic structure methods are used for the accurate modelling of multiple light-induced
transient products of sulfur-containing molecules in solution. These methods give ex-
plicit access to each electronic state with the extracted information allowing to assign
the dominant transitions in the X-ray absorption spectrum. Additionally, these meth-
ods help to unearth the electronic character of every final valence excitation resulting
from resonant inelastic X-ray scattering (RIXS) at a specific incident photon energy.
However, they are limited by their high computational cost compared to other meth-
ods, especially density functional theory.

A detailed theoretical study of the influence of hydrogen bonding and electro-
static environment of an electric dipole on the electronic structure of hydrogen cyanide
(HCN) was investigated with the help of ab initio quantum chemistry calculations. In
the current study, the relative involvement of different molecular orbitals (MO) has
been elucidated with highest chemical specificity in order to determine the origin of
nitrogen-specific Raman spectral features from RIXS. The anomalous frequency of the
nitrile group shift due to electrostatic interactions and hydrogen bonding was investi-
gated to unravel its electronic origin. The major changes on the electronic structure of
HCN were electrostatic in nature and originate from dipole-dipole interactions. The
relative shifts of the CN stretching frequency induced by these interactions as well as
hydrogen bonding with a water molecule are in good agreement with experimentally
observed spectral changes. These calculations are taken one step forward to probe the
influence of the hydrogen bonding on the electronic structure of the nitrogen atoms
in nitrile containing organic molecule acetonitrile and its complex with water using
RIXS. Ab initio quantum chemistry calculations have been utilized to interpret experi-
mental electronic footprints via nitrogen core-level transitions. Our theoretical results
are in very good agreement with experimental spectra, highlighting the sensitivity of
RIXS even for weak intermolecular interactions.

Complex chemical reactions can be broken down into basic reaction steps, most
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of which involve a functional group containing one or more hetero-atoms, e.g. oxy-
gen, nitrogen or sulfur at the active site. Ab initio methods are employed to vali-
date and understand the character of new transitions in time-resolved sulfur-1s spec-
troscopy to model an electronically excited light induced chemical reaction pathways
for sulfur model systems. For an aromatic thiol model system, simulations success-
fully explain radical generation and the regioselectivity of the thione isomerization
reaction. By studying the dimethyl disulfide (DMDS) with time-resolved X-ray ab-
sorption spectroscopy (TRXAS), the UV-induced disulfide bond breaking at the sulfur
K-edge has been investigated. The formations of methylthiyl and methylperthiyl rad-
icals as transient photoproducts are identified using RASSCF calculations. With these
calculations, chemical reaction pathways and transient products of sulfur-containing
molecules can be established from experimental sulfur-1s spectroscopic data.
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Chapter 1

Introdution

1.1 Molecular interactions

Molecular interactions are the interactions among the constituents of molecules as well
as its nearby particles (e.g., atoms or ions). Forces mediating interactions between
molecules and other nearby particles are termed as intermolecular forces. It is nec-
essary to mention that intermolecular interactions of electrostatic nature (ion-ion in-
teractions) have strength comparable to covalent bonds. The electrostatic interactions
between the ion pairs of anionic and cationic moieties have significant importance in
the stability and functionality of proteins and nucleic acids [1, 2]. The combination of
ion-ion interactions and hydrogen bonds linking the charged groups of amino acids
side chains is known as a salt bridge (Fig. 1.1e).

Clairault [3] was the first to present a theory which envisioned two kinds of in-
terparticle forces during his work based on exploring interactions between water and
glass and those between the liquid particles themselves. The next step in this direc-
tion was taken by Laplace [4] in his investigations regarding “Capillary Action”. Two
decades later, Gauss [5] explained this by considering three forces including gravity
along with Clairault’s suggested forces. Maxwell in his series of papers investigated
gas phenomena on the basis of intermolecular forces to establish molecular or dynamic
theory of matter whose foundations had already been laid by earlier studies. Suther-
land’s work on specific laws of attraction between gaseous molecules represents the
next phase in the history of intermolecular interactions [6]. Inspired by Clausius’ trea-
tise [7] which presents heat as a phenomenon of motion, Johannes van der Waals suc-
cessfully derived the equation of state covering both the liquid and gas phase within
a unified framework. In 1921, Keesom was able to develop a first explanation for the
dipole-dipole interaction existing between dipolar molecules by taking the average
of the Coulombic potential over all mutual orientations using a Maxwell-Boltzman
distribution [8]. Considering the polarization effects on a molecule in the external
electric field, Debye developed the concept of the dipole moment and introduced the
dielectric constant which explained the displacements of charges within molecules in
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Chapter 1. Introdution

response to an electric field, a universal cause of intermolecular forces [9]. Explana-
tions regarding the van der Waals interactions between the species lacking permanent
dipole moments was given by London [10]. London proposed that electronic mo-
tions constitute an instantaneous nuclear-electronic dipole which induces a dipole in
a neighbouring molecule. As a reciprocal interaction the second molecule induces a
similar dipole on the first molecule which results in a universal attractive interaction
independent of any permanent molecular dipole moment. Developments in the field
of quantum chemistry paved the way to unravel these interactions ranging from the
simplest molecular to complex biological systems [11–21].

Intermolecular interactions play a crucial role in chemical and biological assem-
bly processes. These are directed by elegant expressions of collective behaviour on
the molecular scale [22–27]. In supramolecular chemistry, these interactions drive the
assembly of rationally designed molecular subunits to nanoscopic aggregates with tar-
geted functions. A clear understanding and accurate description of the full panoply
of interactions between molecules is essential for the elucidation of the mechanisms
of biological functions, the development of new synthetic applications in catalysis,
materials science and medicine. Intermolecular interactions include a wide range of
attractive and repulsive forces of different nature, magnitude and directionality. How-
ever, the classification of such interaction is sometimes indistinct or has blurred, or
overlapping boundaries. Several types of these interactions are introduced in the fol-
lowing subsections (Fig. 1.1)with special emphasis on hydrogen bonding which has
been studied in detail.
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FIGURE 1.1: Illustration of different intermolecular interactions a :
dipole-dipole interaction. b : dipole-induced dipole interaction. c : in-
duced dipole-induced dipole interaction. d : ion-dipole interaction. e :
Salt bridge consisting of hydrogen bonding and ion-ion interaction and

f : hydrogen bonding.
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1.1. Molecular interactions

1.1.1 Van der Waals interactions

The weak interactions between neutral molecules and atoms named after its discov-
erer Johannes Diderik Van der Waals play a subtle role in many fields including bio-
chemistry, nanotechnology, supramolecular chemistry, surface science, condensed mat-
ter physics and polymer science [28–30]. These interactions include the following
terms explained explicitly below.

The interaction between two dipolar molecules through space results in dipole-
dipole interactions. It is an attractive interaction between the partially positive part
of one polar molecule and the partial negative part of another molecule. This type of
interaction plays a vital role in the functionality and dynamics of many biologically
important species. These interactions are also referred to as Keesom interactions [8].
HCl is an example of a polar molecule in which the chlorine part is partially negative
owing to the electronegativity of the chlorine atom and the hydrogen part is partially
positive. So in a solution where there are thousands of such molecules with a slight
charge on each side giving rise to the natural orientation of molecules in such a way
that the positive part of one molecule will move until it is next to the negative part of
a neighbouring molecule. These forces between molecules tend to make them ’stick’
together.

The interaction between two molecules originates from the interaction between the
permanent dipole moment of one of the molecules with the dipole moment it induces
in the other one. The magnitude of the induced dipole moment depends on the mag-
nitude of the permanent dipole moment, the spacing between the two molecules, and
the polarizability of the molecule in which the dipole moment is induced.

These interactions are the weakest type of intermolecular interactions. As the elec-
trons of all atoms and molecules are in constant motion, this produces transient os-
cillations in the electron density, leading to temporary fluctuating distortions in the
charge clouds. These fleeting distortions in different molecules can interact with each
other, resulting in an eventual synchronization of the oscillations and an attractive
force between the molecules, e.g., an instantaneous dipole on helium atom induces a
dipole on neighbouring atoms. For the first time these interactions were rationalized
and described by London [10, 31], and hence are called London interactions. Long
range London dispersions represent the important contribution to the van der Waals
forces. These interactions explain the liquid behaviour of noble gases at low temper-
atures. The magnitude of dispersion interactions depend on the size of the electron
cloud as it is easy to move or polarize an electron in response to an instantaneous
dipole in larger molecules. As an example, the London interaction gains importance
in nonpolar molecular complexes where it gives rise to the only binding force and also
it is of paramount importance in large molecules with large polarizability.

It is an interaction between an ion and a neutral molecule with a permanent dipole.
It is a fundamental attractive force akin to van der Waals and hydrogen bonding and of
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Chapter 1. Introdution

importance for protein functionality [32] . A classic model of ion-dipole interaction is
the solvation process of an ion, as for example, the Na+ cation in water. The complexes
formed by crown ethers (the simplest of these compounds contains an 18-membered
ring with 6 oxygen atom) and alkaline ions are other examples of ion-dipole interac-
tions. This complex has a marked ionic character due to the interaction between a
small polarising cation and the lone pairs of the oxygen atoms. Utilization of this mo-
tif is frequent in situations of high specificity, structural stability and fixed geometry
is frequent [32].

1.1.2 Hydrogen bonding

The formation of a chemical bond is a result of the interaction between valence elec-
trons residing on different atoms under certain conditions. In the simplest case a hy-
drogen bond is denoted by X-H ... A, where X-H is called the proton donor, and A is
called the proton acceptor. In this notation the proton donor forms a covalent bond
with the hydrogen atom. The hydrogen bond between the electron-deficient hydro-
gen and the electronegative acceptor is considerably weaker and shown in dots. The
hydrogen bond consists of three interactions: electrostatic, induction and dispersion.
Chemical variation of donor and acceptor moieties can alter the relative contributions
of these interactions to the resulting hydrogen bond. As a result, hydrogen bonds exist
with a continuum of strength.

Though, H-bonds are typically weaker than most covalent bonds, they are usually
significantly stronger than Van der Waals interactions [33–36]. To give one scientist
credit for the introduction of the hydrogen bond is difficult. However, Alfred Werner
is credited for first suggesting a binding situation called Nebenvalenz (secondary va-
lence) to explain the properties of ammonium salts [37] . Ten years later Moore and
Winmill [38] used the concept introduced by Werner to explain their results on amines
in aqueous solution. Finally, in 1920 Latimer, Rodebush and Huggins - three young
scientists working in the laboratory of G. N. Lewis - defined the hydrogen bond con-
cept as is accepted today based on the Lewis’ dot formalism [39]. Pauling was most
likely the one who introduced the term hydrogen bonding [40] to interpret the struc-
ture of the [F:H:F]−. Intramolecular hydrogen bond formation in organic chemistry
was first proposed by Pfeiffer [41]. Hydrogen bonding has unequivocal role in func-
tionality, structure and dynamics of biomolecules. For example two secondary struc-
ture motifs found in proteins, the alpha-helix and the beta-sheet, rely on hydrogen-
bonds between the amine (-NH2 or -NH) and the carbonyl (C=O) groups of different
amino acids. It was Pauling, Corey, and Branson who postulated the existence of
the alpha-helix [42] whereas the beta-sheet was identified later by Blake and cowork-
ers [43]. H-bonds also play an important role in protein folding and molecular recog-
nition and have been implicated in many intermolecular interactions, including those
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1.1. Molecular interactions

involving protein-protein, protein-ligand, and protein-nucleic acid complexes. An-
other elegant manifestation of hydrogen bonding in biology is the deoxyribose nucleic
acid (DNA) which encodes genetic information. The helical double strands are held
together by hydrogen bonds between the base pairs - a structure that has been pre-
dicted by Watson and Crick [44]. Hydrogen bonding is very directional and of short
range. Elementary chemical reactions such as intra- and intermolecular proton and
hydrogen transfer, are mediated by hydrogen bonds. The enormous effect of hydro-
gen bonds on proton transfer can be seen in the anomalous diffusion of protons in
liquid water. Also, proton transfer is of great physiological importance in intra- and
intercellular signalling pathways [45]. H-bonding along with π-stacking interactions
is also responsible for the poor solubility of organic pigments or colorants [46]. An
effort to understand the structure and dynamics of hydrogen-bonded systems at the
molecular level using various experimental techniques advanced the knowledge of
these complex systems considerably [47–52].

The nitrile group is sensitive to solvent polarity, local electric fields and hydrogen
bonding. For that reason it is used as a vibrational probe to examine solvation and
the electrophilicity of different solvents. The nitrile group provides the site for H-
bond acceptance for proton donor groups like water due to a lone electron pair on
the nitrogen atom, leading to an anomalous shift of the CN stretching vibration to
higher frequency. This anomalous shift of the CN stretching vibration leading to bond
stiffening is very unusual because almost all other stretching vibrations of HB acceptor
groups with only few exception display a bond softening upon hydrogen bonding
[53]. This shift by incorporation of nitrile-derivatized amino acids is of great use in
the study of protein processes by using the nitrile group as spectroscopic label [54–57].
The native structure of proteins is only slightly perturbed by addition of such non-
natural amino acids and these are very useful to constitute spectrally-isolated and
well-distinguishable vibrational probes for electrostatic environments, charge transfer
and migration, and structural dynamics of local protein environments. Accordingly, a
number of studies have been reported on the use of nitrile groups to probe effects of
the electric field on active sites in peptides and proteins, protein folding and unfolding
dynamics, mechanisms of biological information transfer by nucleic acids, and many
other biological processes [58–61]. It is therefore important to understand and gauge
the electronic and structural response of the nitrile group to electrostatic and hydrogen
bond interactions on the atomic level which is one of the aim of this work.
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Chapter 1. Introdution

1.2 Heteroatoms in functional groups

A functional group is a group of atoms within organic molecules that govern the
chemical properties of molecules. The carbonyl (-CO), hydroxyl (-OH), carboxyl (-
COOH), nitrile (-CN), and amine (-NH2 or -NH) groups are few examples. A het-
eroatom is any atom other than carbon and hydrogen in organic chemistry. The pres-
ence of one or more heteroatoms in an organic compound results in quite differ-
ent physicochemical characteristics from analogues compounds lacking these atoms.
Functional groups which contain nitrogen or sulfur at the reacting sites imply sig-
nificance of their ubiquitous role in organic chemistry and are the main focus of this
work.

1.2.1 Nitrogen-containing functional groups

Nitrogen containing compounds are very widely distributed in nature and are essen-
tial to life; they play a vital role in the metabolism of all living cells. Nitrogen can
be found in variety of oxidation states ranging from +5 in the most oxidized com-
pound (nitrate) to -3 in the most reduced form (ammonium), but it is almost exclu-
sively present in the fully reduced state in biological compounds [62]. Its electronic
versatility makes it an important element for many research fields ranging from or-
ganic synthesis, medicinal chemistry, and materials science. One example showing
its significance in materials science are polymer emitting diodes (PLEDs). In PLEDs,
nitrogen containing heterocycles such as pyridine and quinoxaline serve as efficient
electron acceptors due to the presence of electron-deficient imine nitrogen C –– N [63].
The combination of an electron-deficient acceptor with an electron-rich donor results
in a conjugated polymer with a compressed band gap [64]. Aromatic nitrogen hetero-
cycles represent an important class of ligands in coordination chemistry [65]. The es-
sentiality of nitrogen is evidenced by its omnipresence in many biological compounds,
including: amino acids, purines and pyrimidines which are the building blocks of pro-
teins, nucleotides, and nucleic acids [66].

Organic compounds contain nitrogen in probably more combinations with oxygen,
hydrogen, carbon, and itself than any other element. Its presence in several oxidation
states enables it to form covalent bonds with these elements to produce a variety of
nitrogen-containing functional groups. Amine, nitrile, amide, imine, pyridine and its
derivatives are of main interest. Amines constitute an important class of organic com-
pounds derived by replacing one or more hydrogen atoms of ammonia by alkyl/aryl
group(s). Nucleophilic characteristic of amines confers them high reactivity which
make them a key intermediate in chemical industry [67]. Amines are used in rapidly
growing fields which produce polymers, agrochemicals, detergents, lubricants, food-
additives, and also drugs [67, 68]. Amines are also used as a key monomers in the
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1.2. Heteroatoms in functional groups

synthesis of polyamides, polyureas, polyepoxydes, which are all of growing produc-
tion in aerospace, automotive, or health applications [69, 70]. In addition, amines are
also found in many molecules essential to life, such as amino acids, hormones, neuro-
transmitters, and DNA.

The amide group displays a carbonyl group bonded to a nitrogen. The general
formula is RCO-NR′R′′ (with R′,R′′=H in case of simple amides and R′,R′′=alkyl,
aryl in case of complex amides). Peptides and hence proteins consist of amino acids
which are linked by amide bonds (peptide bonds). Existence of amide bonds is not
limited to biological systems but also found in a huge array of molecules, including
major marketed drugs [71]. Imines or Schiff bases are nitrogen analogues of an alde-
hyde or ketone in which the carbonyl group (C –– O) has been replaced by an imine or
azomethine group (C=N–). Schiff bases are condensation products of primary amines
and carbonyl compounds and they were discovered by the German chemist Hugo
Schiff in 1864 [72]. Imines constitute an important class of organic compounds with
a broad spectrum of biological activities, including antibacterial, antifungal, antipro-
tozoal, antiviral and antibacterial properties [73, 74]. Furthermore, imines are used
as catalysts, dyes, pigments, polymer stabilizers and corrosion inhibitors [75, 76]. In
organic synthesis, imines are used as precursors to yield amines by reduction of the
carbon-nitrogen double bond C –– N using transition metal hydride complexes [77,78].

The nitrile group ( – C ––– N) is a key constituent of numerous natural products and
has considerable importance as synthetic intermediate in dyes [79], agricultural chem-
icals, material sciences [80] and pharmaceuticals [81]. Nitriles also serve as chemical
solvents and recrystallizing agents. Nitrile are utilized as an important synthon for
preparation of carboxylic acids, aldehydes, amides, amines and ketones [81, 82]. Ad-
ditionally, the nitrile group is sensitive to hydrogen bonding, solvent polarity and
local electric fields [83–88]. Therefore it has received attention regarding its use as
vibrational probe of the local protein environment [88–98]. Incorporation of nitrile-
derivatized amino acids into proteins therefore enable the study of electrostatic local
environments, charge transfer processes and structural dynamics of local protein en-
vironments [58–61].

1.2.2 Sulfur-containing functional groups

Sulfur is an important element as it is the tenth most abundant element in the earth’s
crust [99, 100]. Sulfur can be found in a variety of oxidation states, ranging from -2 to
+6 due to which it can be found in multiple structural motifs with different proper-
ties [100, 101]. Sulfur is an essential constituent of many chemical compounds, rang-
ing from polymers, nanoparticles to many biomolecules due to its versatility and its
prevalence in the primordial environment [102–104]. Also, sulfur has attracted much
attention as thiophene-containing π-conjugated systems for use in the field of organic
field-effect transistors (OFETs), organic light-emitting diodes (OLEDs), and organic
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photovoltaics (OPVs) [105]. The importance of sulfur in biochemistry is evident as it
is found in amino acids, such as methionine (a thioether) or cysteine (a thiol) [106] and
in proteins as part of the tertiary structure due to covalent disulfide bonds between
cysteine residues. Sulfur is not only an essential constituent of amino acids but also
found as sulfide in the center of enzymes containing a metal-sulfide center [107].

Thiols are a class of organic compounds that contain a sulfhydryl group (-SH), also
known as a thiol group, that is composed of a sulfur atom and a hydrogen atom at-
tached to a carbon atom. Being the sulfur analogue of an alcohol group (-OH), this
functional group is also referred to a sulfhydryl group. Thiol group plays a central
role in biologically important reactions such as the formation of disulfide bridges
in proteins and cyclic peptides. Formation of disulfide bridges, in fact, increase the
biological activity and the stability of the molecules, inducing their natural folding
and structural stabilization [108–112]. Furthermore, hydrogen donations to carbon-
centered radicals by thiols are commonly invoked as the chemical repair reaction in
biological systems with formation of the more stable S-centered thiyl radical as an in-
termediate [113,114]. Due to the ability of the thiol group to form a covalent bond with
gold and to transport charge onto the gold surface it is used as an anchoring group for
molecular wires and molecular junctions [115, 116].

A disulfide bond refers to the functional group with the structure R-S-S-R′. The
linkage is also called an SS-bond, disulfide bridge, or crosslink. In proteins, disulfide
bonds are formed as a result of oxidation reactions of the two thiols, thus linking the
two cysteines and their respective main peptide chains by the covalent disulfide bond.
Disulfide bonds are common structural motifs for the stability, folding, and function-
ality of many bioactive peptides and proteins including hormones, neurotransmitters,
growth factors, enzyme inhibitors, and antimicrobial peptides [112, 117–119]. In addi-
tion, stability provided by disulfide bonds protects proteins from damage and increase
their lifetime [120]which is useful in protein-based therapeutics. Likewise, increased
stability of industrial enzymes can dramatically improve their yield and expand their
operational range [121].

1.2.3 Radical chemistry

Radicals, a class of subvalent chemical species characterized by one or more unpaired
electrons, are generally regarded as highly reactive, unstable transient species. Free
radicals of low molecular weight are extremely reactive and short-lived with lifetimes
ranging from nanoseconds to milliseconds [122]. Radicals are either electrophilic or
nucleophilic. So this sentence is only half true. As you point out in the following
sentence the radical acts either as oxidant or reductant(e.g., DNA, RNA, proteins and
amino acids) and carbon-carbon double bond (e.g., polyunsaturated fatty acids and
phospholipids). They behave as oxidant or reductant by either donating electron to
or accepting an electron from other molecules, respectively [123]. Historically, there
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were predictions about the existence of free radicals in the beginning of nineteenth
century, but Fenton’s free radical reaction was presumably the first reported [124]. In
1900, Gomberg was able to report convincing evidence for triphenylmethyl radical as
the first organic free radical [125] by homolysis of triphenylmethyl chloride with a
metal like silver or zinc in benzene or diethyl ether. The existence of this was also con-
firmed by Wilhem Schlenk and co-workers a decade later [126]. In 1929, Paneth and
Hofeditz were able to identify simple alkyl radicals [127]. Wieland and co-workers
conducted a series of experiments for detection and trapping of nitrogen centered rad-
icals [128, 129]. The world of free radicals in biological systems was, in 1956, explored
by D. Harman who proposed the concept of free radicals playing a role in the ageing
process [130]. In 1977, Mittal and Murad provided evidence that the hydroxyl radi-
cal OH stimulates activation of guanylate cyclase [131]. Since then, a large body of
evidence has accumulated that living systems have not only adapted to a coexistence
with free radicals but have developed various mechanisms for the advantageous use
of free radicals in various physiological functions. In addition, free radical reactions
are widely used in the formation of carbon-heteroatom bonds, including carbon-sulfur
bond formation [132,133]. The reaction mechanism underlying these processes is fun-
damental to understand in order to advance the synthetic utility of free radicals. For-
tunately, a large number of mechanistic studies on radical reactions are now available.
Factors that control radical reactivity, (stereo)chemical selectivity and the reaction rate
constant are being examined which will help to predict the reaction outcome [134,135].

A free radical is formed when a two-electron bond is broken symmetrically, by
a process known as homolysis in which a single electron stays with each fragment.
Sulfur-centered radicals or those influenced by the presence of a sulfur atom are cru-
cial in many biochemical reactions. The most important classes of sulfur-containing
radicals are thiyl and sulfonyl radicals for preparative organic chemistry. Thiyl radi-
cals are of concern to this thesis. It has been shown that a disulfide bond can be bro-
ken by one electron reduction [136, 137] or via homolytic cleavage of the sulfur-sulfur
bond using photolysis [138, 139]. The generation of RS radicals (with R=alkyl, aryl)
by splitting of the sulfur-sulfur bond appears to be the major route of radical-induced
disulfide destruction. Carbon-sulfur bond rupture may also occur, particularly when
the disulfide bridge is attached with tertiary carbon substituents [138]. The dissocia-
tion pathway of the carbon-sulfur bond cleavage results in perthiyl radical formation,
RSS , a sulfur analogue of the chemically well-characterized and well-known peroxyl
radical, ROO [140]. In biochemistry, a large wealth of information on the reactivity of
oxygen-centered radical species exists in scientific literature. Surprisingly, not much
attention has been paid to the biochemical aspects of sulfur-centered radicals. How-
ever, the discovery of RS radicals and development of related versatile chemistry in
biological materials has imparted new directions to radical chemistry. The efficient
addition of thiyl radicals to a wide range of unsaturated systems such as alkenes,
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alkynes, isonitriles, and thiocarbonyl groups is very well known in synthetic applica-
tions [141]. Thiyl radicals display hydrogen abstraction and displacement reactions on
sulfur atoms. Thiyl radicals react rapidly with molecular oxygen to form thiylperoxyl
radicals (RSOO ). It has been found biochemically that RS initiates lipid peroxidation.
However, the chemistry and biochemistry of perthiyl radical has received less atten-
tion despite its conceivable relevance in disulfide chemistry. The formation of the
perthiyl radical resulting from photodisociation of dimethy disulfide is also featured
in this thesis.

1.2.4 Reaction dynamics

The study of elementary physical and chemical processes occurring at the molecular
level is termed as chemical reaction dynamics. It seeks to understand what actually
happens during the course of physical or chemical transformations. In other words,
chemical reaction dynamics is the research field which studies chemical events during
the journey of reactants to products. In general, chemical reaction occurs on a large
range of timescales. A large number of chemical transformations are involved in re-
arrangements of biomolecular structures, such as DNA multiplication or protein syn-
thesis in ribosomes with a time span on the order of seconds to hours. The timescale
of bimolecular reaction dynamics is of the order of nanoseconds. The dynamical event
of a single-bond rearrangement, called elementary step in chemistry, appears to take
place on femtosecond to picosecond timescales [142]. Bond fission, cis-trans isomer-
ization, electron transfer, hydrogen and proton transfer are exemplified as ultrafast
chemical reactions [143]. The dynamical events occurring during these elementary
steps and means of probing, understanding, and controlling them is one of major goals
of molecular reaction dynamics.

Transformations of matter that are being studied encompass a wide range of phys-
ical, chemical and biological systems in all phases of matter. Molecular reaction dy-
namics is not limited only to neutral reacting species but also applicable to charged
species (cations and anions), either in their solvated or bare state. It explains the role
of different interactions on the functionality and design of systems under considera-
tions, e.g., electrostatic effects are central to biochemical reactions. For rational drug
design it is important to consider the interactions between drug and receptor and how
both are modified as a result of their interaction. The relevance of molecular reaction
dynamics beyond the traditional boundaries of chemistry is increasing day by day
due to today’s scientific and technological challenges. It is very important to under-
stand the structural and dynamical transformations on molecular and atomic levels.
The reason for this lies in its importance for the understanding of chemical reactions
in many fields of natural sciences ranging from ranging from biochemistry to material
sciences. Molecular reaction dynamics has been used to develop new synthetic routes
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and optimize existing ones on a lab or industrial scale due to its ability to unravel the
time history of a chemical event and to describe the change on molecular scale.

It has long been a dream of scientists to understand the nature of inter- and intra-
molecular dynamics in detail, to visualize the making and breaking of bonds and to
follow energy and charge flow in real time within molecular systems, to ‘see’ the ge-
ometrical rearrangements and chemical reaction after energy depositions. This dream
came true after the developments in the field of short-pulsed laser systems that gave
an opportunity to study ultrafast aforementioned changes using time-resolved elec-
tronic spectroscopy. For example, photodissociation, a process whereby a molecular
system is broken into fragments of different ratios as a consequence of one or multi
photon absorption has been studied with various ultrafast spectroscopies. The inten-
sity of the laser beam can even alter the chemical reaction pathways. This has been
observed for the photodissociation of acetophenone [144, 145].

The essence of chemical reactions and indeed life is the making and breaking of
molecular bonds. Elementary steps in bond transformation occur on the order of
femtoseconds. Therefore in order to probe and disentangle these processes femtosec-
ond time resolution is required. Additional high spatial resolution enables molecular
structural changes to be followed in real-time. The developments of ultrafast tech-
nologies, especially of ultrabright free-electron lasers (FELs) providing unprecedented
brilliance of photon flux has enabled several pioneering time-resolved structural stud-
ies [146–149] which has opened a new regime of studying dynamics of molecular
structures, variation of valance-charge distribution and photochemical pathways dur-
ing a chemical reaction. The application of spectroscopic techniques with the element
specificity, chemical sensitivity, and temporal resolution has technically made it possi-
ble to probe molecular dynamics which has extended the capability of measurements
to time and length scales on the order or shorter than periods of molecular vibrations.

Time-resolved X-ray spectroscopies have been used to study energy transfer and
charge separation in photosynthetic systems [150], proton-transfer reactions in solu-
tion [151] the evolution of the valence charge distribution of transition-metal com-
plexes [152], chemical reaction dynamics [153] and photochemical reaction pathways
[154,155]. In order to track photochemical reaction pathways in model sulfur systems,
time-resolved sulfur-1s absorption spectroscopy has been used in this work.
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Chapter 2

Theoretical framework

This chapter includes a brief description of quantum chemical methods that are used
to model the electronic spectra. The computational methods that have been used for
the investigation of the electronic structure of molecular systems comprising this the-
sis are nowadays well established and in wide use for various applications in quantum
chemistry. The following presentations of the computational methods focus on the
general idea of each method, its strengths and weaknesses, and the benefits of using a
particular method for computation of different spectral and electronic features. Since
the underlying theory is too lengthy and technical to be presented in a concise man-
ner, the interested reader is referred to the original literature or available compendia
on electronic-structure methods [156–158]for a detail overview.

2.1 Quantum chemical methods

All quantum chemical methods ultimately stem from the solution of the Schrödinger
equation. It treats molecules as a collection of charged particles: electrons and nuclei,
without any reference to chemical bonds. All information about the molecular struc-
ture of the system is obtained from the solution of the Schrödinger equation, with the
Coulomb interaction as a fundamental consitutent determining its chemistry. How-
ever, an analytic solution to the Schrödinger equation is only possible for one-electron
systems ( the hydrogen atom and He+), and approximations have to be made for nu-
merical solution of many-electron system. The nature of these approximations classi-
fies the quantum chemical methods, which in terms of their reliability, capability and
computational cost span over a wide range.

2.1.1 Born-Oppenheimer approximation

Any theory, describing stationary quantum states of a system is based on the Schrödinger
equation. It is the basic tool that the quantum chemist work with. The time-independent
Schrödinger equation has the form

ĤΨ(~r, ~R) = EΨ(~r, ~R) (2.1)

12



2.1. Quantum chemical methods

where Ψ(~r,~R) is the total molecular wave function, ~r and ~R, the coordinates of all
electrons and nuclei respectively, E is the energy and Ĥ is the Hamiltonian of the
system defined as

Ĥ = T̂nuc + T̂el + V̂nuc,nuc + V̂el,el + V̂el,nuc (2.2)

This Hamiltonian describes the kinetic energy terms (T) for the nuclei and electrons, as
well as the Coulombic electron-electron, nuclei-nuclei, and electron-nuclei interaction
terms (V). Since it is not possible to separate internal degrees of freedom for chemical
systems with more than two interacting particles (systems larger than the hydrogen
atom and He+), it is necessary to invoke a number of approximations to make prac-
tical use of the quantum mechanical formulation. The most important is the Born
and Oppenheimer approximation used for quantum mechanical descriptions of large
molecules [159]. Since the electrons are about three orders of magnitude lighter than
the electrons and can respond much more quickly as compared to the the motions
of the nuclei. The Born-Oppenheimer approximation simplifies the solution by sep-
arating nuclear and electronic motions. The physical picture of Born-Oppenheimer
approximation is one where the fast-moving electrons are able to re-adapt instanta-
neously to new nuclear geometry, as a result of the light electron mass with respect
to the nuclear one. The molecular wave function can be factorised into electronic and
nuclear wave functions with this assumption

Ψ(~r, ~R) = ψel(~r; ~R)χnuc(~R) (2.3)

ψel(~r; ~R) is the electronic wave function and χnuc(~R) denotes the nuclear wave func-
tion. The electronic wave function is a function of the electronic coordinates, ~r along
with the nuclear coordinates ~R parametrically, i.e. for different positions of nuclei
~R, the electronic wave function is a different funcion of electronic coordinates ~r. The
Hamiltonian can be now written by considering only the electronic wave function

Ĥψel(~r; ~R) = E(~R)ψel(~r; ~R) (2.4)

The solution of the electronic Schrödinger equation for different nuclear positions,
constitute a potential energy surface (PES) on which the nuclei move.
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2.1.2 Variational principle and Hartree-Fock theory

It can be shown that the expectation value of the energy for any wave function is al-
ways higher than the lowest energy E0 of the exact solution of the Schrödinger equa-
tion Ψ

〈ψel|Ĥ|ψel〉
〈ψel|ψel〉

> E0 (2.5)

Also, the closer the wave function is to the exact ground state wave function, the lower
is the energy expectation value. The variational principle states that the “best” wave
function can be found by varying it until the energy is at a minimum. The separation
of the potential energy operator corresponding to the Coulomb repulsion between the
electrons in the electronic Hamiltonian is not possible. The complex dynamics of a
many-electron system is decoupled to single particle with the independent particle
approximation in which it is assumed that an individual electron moves in the po-
tential created by the nuclei plus the average potential of the other electrons. The
corresponding part of the Hamiltonian can hence be replaced by the interaction of
the electrons with the average field in which they move. In the independent particle
model, a many-electron problem can be described with a set of coupled single electron
wave functions. Each of these one-electron Hamiltonian contains the kinetic energy of
the electron and the potential energy created by the nuclei plus the mean field of other
electrons.
A spatial function φ (an orbital) with a corresponding energy eigenvalue (solution
of the Schrödinger equation with this Hamiltonian) is associated with each of these
electrons. A complete description of an electron requires its spin along with the spa-
tial wave function φ. Because electrons are fermions, the total wave function of all
electrons cannot simply be expressed as a product of spatial and spin functions (spin
orbitals) χ; it must be antisymmetric under the exchange of any two electrons (i.e. the
Pauli exclusion principle).
In the Hartree-Fock method [160, 161], Slater determinants (SD) [162] are used to con-
struct the approximate N-electron wave function with the N occupied spin orbitals
χ’s

ψel = (N !)−
1
2

∣∣∣∣∣∣∣∣∣∣

χ1(1) χ2(1) · · · χN (1)

χ1(2) χ2(2) · · · χN (2)
...

...
. . .

...
χ1(N) χ2(N) · · · χN (N)

∣∣∣∣∣∣∣∣∣∣

(2.6)

where (N!)−
1
2 is a normalization factor. Note that the columns and the rows of N-

electron Slater determinant are labelled by spin orbitals and electrons respectively.
Application of the minimization procedure leads to the general Hartree-Fock (HF)
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equations for the spin-orbitals which transform to the canonical Hartree-Fock equa-
tions after a unitary transformation

F̂χj = εjχj (2.7)

where F̂ is the one-electron Fock operator defined as

F̂ = ĥ+ VHF = ĥ+
∑

i

(Ji −Ki) (2.8)

where ĥ is one electron operator which describes the motion of a single electron in
the field of the nuclei, while the Hartree-Fock potential (VHF ); two-electron operator,
describes the interaction of each electron with the average field generated by the total
electron density. The Hartree-Fock potential consists of the Coulomb operators (Ji),
describing the electrostatic repulsion between the electrons and the exchange operator
(Ki), a direct consequence of the antisymmetry of the many-electron wave function.

In modern computational chemistry, the molecular orbitals (MO) are described
by the linear combination of atomic orbitals (LCAO) in a many-electron system. The
molecular orbitals spanned by a finite set of basis functions φp is the second approxi-
mation in electronic structure theory. For M basis functions,

χj =
M∑

p

Cpjφj (2.9)

where Cpj are the expansion coefficients of basis functions φp. By expanding the un-
known MOs χj with known basis functions φp and substituting in Eq. 2.7 results in M
linear equations that are called the Roothaan-Hall equations [163, 164]

FC = SCε (2.10)

where S is the overlap matrix with elements Sij = 〈φi|φj〉 and F is the matrix repre-
sentation of the Fock operator with elements Fij = 〈φi|F̂ |φj〉, C is a coefficients matrix
and ε is the diagonal matrix of molecular orbital energies εi. The Eq. 2.10 is a matrix
equation and can be solved by numerical iterative methods for coefficients and orbital
energies. The Hartree-Fock method is widely used as an approximation for many-
electron problems. Accordingly, every electron moves in the potential created by the
nuclei plus the average potential of the other electrons. This leads to what is known as
the independent particle model which essentially reduces the many-electron problem
to the solving a set of coupled single electron equations. In the independent particle
model, a molecule can be described with a set of one-electron wave functions. The
one-electron Hamiltonian contains the kinetic energy of the electron and the potential
energy of the electron in the field of the nuclei. A spatial function φ –an orbital and a
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corresponding energy eigenvalue, obtained by solving the Schrödinger equation with
this Hamiltonian are associated with each electron. Not only the spatial function, but
also the spin, describes the electron. However, an N-electron wave function cannot
simply be expressed as a product one-electron space and spin functions (spin orbitals)
χ – it also has to be antisymmetric in order to obey the Pauli exclusion principle.

2.2 Electron correlation

As already mentioned, the Hartree-Fock method produces energy higher than the true
energy. There are two major assumptions used in the Hartree-Fock namely (i) each
electron moves in the field of the nuclei and average field of other electrons discard-
ing the instantaneous interaction between electrons and (ii) the wave function can be
written as a single Slater determinant which introduces an error in the wave function
and the total energy. In addition, this theory lacks electron correlation effects and its
incorporation is by no means trivial. The correlation energy Ecorr, also referred to as
electron correlation, is the difference between the exact non-relativistic energy Eexact,
and the non-relativistic Hartree-Fock energy EHF

Ecorr = Eexact − EHF (2.11)

The electron correlation can be separated into two categories: dynamic and static.
The dynamic correlation is short range and related to the movements of individual
electrons. It corresponds to the decreased probability of finding electrons near each
other due to Coulomb and Pauli repulsion. The assumption to approximate the elec-
tron’s Coulomb interaction with other electrons via average charge density neglects
the correlated motions of electrons with opposite spins. Static correlation (long range)
becomes important for systems where molecular wave functions are degenerate or
nearly degenerate or when the electronic wave function of a molecule is not accu-
rately described by a single Slater determinant, i.e. when the actual wave function is
described by the mixing of electronic configurations rather than single electron con-
figuration.

2.3 Møller-Plesset perturbation theory

The use of perturbation theory to obtain electron correlation-corrected descriptions of
the electronic structure of atoms and molecules has been started from the early days
of quantum chemistry. In 1934, Møller-Plesset proposed the HF wave function and
the corresponding HF energy can be used as zeroth order approximation to the exact
wave function and energy, respectively. Møller-Plesset perturbation theory, abbrevi-
ated as MPn, where n stands for order of the perturbation included in the calculations.
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MPn differs from second order perturbation theory by the choice of the perturbation
operator. Møller and Plesset [165] suggested to use the Hartree Fock calculation as a
starting point with zeroth order Hamiltonian as a sum of Fock operators

Ĥ0 =
∑

p

f̂p (2.12)

and the remaining term of the exact Hamiltonian as the perturbation

Ĥ1 =
∑

p≥q

1

rpq
−
∑

p,i

[̂i(p)− K̂i(p)] (2.13)

where ̂i(p) and K̂i(p) are the Coulomb and exchange operators of electron p. Eq. 2.13
is also called either the correlation or the fluctuational potential. The zeroth-order
wave function, the HF wave function (Ψ(0) = Φ(HF )) is an eigenfunction of the zeroth-
order Hamiltonian. The corresponding eigenvalue is given by the summation of oc-
cupied orbital energies:

E(0) = Eorb =
occ∑

i

εi (2.14)

Applying the perturbation operator, the sum of zeroth-order and first-order pertur-
bation energy results in a HF energy which was first computed by Møller and Ples-
set [165]. In order to introduce the correlation energy, one needs to apply second
or higher order in the perturbation. Systematic studies using MP2 and higher order
perturbations revealed that the method does not necessarily converge due to oscillat-
ing potential terms. The detailed studies on orderwise convergence rate, as well as
the existence of convergence and its dependence on the precise chemical system have
been presented by Leininger et al. [166]. Second order Møller-Plesset (MP2) [165] is
nowadays the most used level of MP calculations and provides the best accuracy with
respect to computational cost. It is important to remember that the MOs obtained from
HF are not re-optimized at the MP2 level due to which all deficiencies of these orbitals
are carried over to MP2. Spin contamination and symmetry breaking may be resulted
as a consequence of unrestricted MP2 theory level.

2.4 Density functional theory

The methods described so far use the wave function as a central quantity and attempt
to reach the exact energy by using the exact Hamiltonian and improving the wave
function. However, it is clear that the wave function contains more information than
needed. The idea of using the electron density as the main variable dates back to the
advent of quantum mechanics. The electron density being a function of only three
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space dimensions in contrast to a wave function (which has 3 dimensions per elec-
trons) describes the complicated physics behind the many-electron interactions con-
stituting a system. This is the principle of density functional theory (DFT).

The idea was rationalized by Hohenberg and Kohn [167] who proved that the den-
sity uniquely defines the Hamiltonian, which in turn implies that all necessary infor-
mation is contained in density and that the energy could be written as a universal
functional of ground state density. Electron-nuclei and electron-electron Coulombic
interactions are a known functional of density, but the main problem is to determine
the functional for kinetic energy and exchange-correlation terms. Several attempts
have been made to derive such functionals based on analytical models, but with lim-
ited success. The main problem with those models is the kinetic energy, as it is of
the same magnitude as the total energy (from the Virial Theorem). Therefore, a small
error in its description results in catastrophic consequences. Kohn and Sham [168]
suggested to reintroduce the wave function as a system of non-interacting electrons.
Therefore, they constructed a fictitious system of non-interacting electrons with a den-
sity which is equivalent to density of a real system. The exact wave function of this
non-interacting electron system is a single Slater determinant. This approximation
represented a great leap forward for DFT as the kinetic energy of real system is far
better approximated with the kinetic energy of this fictitious system than previously
existing functionals. Currently, the Kohn-Sham framework is used in almost all DFT
calculations. However, it is worth noting that efforts to develop orbital-free DFT are
ongoing, due to a significant increase in the computational cost of DFT with orbital
introduction. After the Kohn-Sham solution to the kinetic energy functional, DFT still
needed the exchange-correlation as a functional of density. The local density approxi-
mation (LDA) functionals based on analytic formulas and accurate calculations on the
uniform electron gas was the first step towards the solution of this problem. The main
problem with LDA is that it treats all the system as uniform which limits this approx-
imation especially for systems with highly non-local exchange term. In order to move
forward, gradient information of density may be included into exchange-correlation
functionals, giving the so-called generalised gradient approximation (GGA). These
semi-local functionals can lead to significant improvements with accuracy, approach-
ing the already established wave function methods, but for a cost similar or less than
HF. Developments in DFT functionals then went into different directions. Some kept
on improving GGA or meta-GGA functionals (the latter depending also on the sec-
ond derivative of the density), while others continued in Kohn-Sham’s steps by in-
troducing more and more wave function terms with first the hybrid [169] and range-
separated hybrid [170] functionals containing some HF exchange and then the double-
hybrid [171] containing some wave function correlation.
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2.5 Multi-configurational methods

The HF wave function is based on the mean field approximation. The wave function
ansatz implies that the electrons are moving in the field of the nuclei and the aver-
age field of the other electrons. The instantaneous reaction to the motion of the other
electrons is neglected, which is often called the neglect of electron correlation. De-
pending on the system, this may be a serious approximation, leading even to qualita-
tively incorrect results. In this section, different methods to include effects of electron
correlation starting from the HF wave function are discussed.

2.5.1 Configuration interaction

The HF wave function ψ, is approximated by a single Slater determinant, but in con-
figuration interaction (CI) a linear combination of all possible determinants formed
from complete set of spin-orbitals χ’s as a better approximation of N-electrons wave
function. Slater determinants are built by taking into account all possible ways of
arranging electrons in complete basis set

Ψ = c0φ0 +
∑

ia

cai φ
a
i +

∑

i<j
a<b

cabij φ
ab
ij + · · · (2.15)

where c’s are expansion coefficients (weights), φ0 is the ground state HF wave func-
tion, complemented by a series of excited determinants. The singly excited determi-
nants φai are equal to the HF reference, but with an electron excited from occupied
molecular spin-orbital χi to unoccupied, virtual, spin-orbital χa. Virtual spin-orbitals
are the one that form, together with the occupied spin-orbitals, a complete orthonor-
mal set. φabij is a doubly excited configuration state function involving excitations from
spin-orbitals χi to χa and χj to χb. The wave function with all possible (up to N-fold)
excitations together with the HF wave function constitutes a complete set. The proce-
dure given by Eq. 2.15 in which all N-electrons are promoted from occupied to virtual
spin-orbitals is referred to as the full CI. Full CI is computationally very expensive;
therefore a truncation scheme is often applied up to a specified excitation level.

2.5.2 Multi-configurational self-consistent field methods

The static correlation based on multi-determinantal spin-orbitals is captured with the
help of multi-configurational self-consistent field (MCSCF) method. In MCSCF, not
only the coefficients Cpj Eq. 2.9 of spin-orbitals χ’s but also the expansion coefficients
c’s for determinants of Eq. 2.15 are optimised, which makes the calculation computa-
tionally more demanding. As a result of optimising both sets of coefficients, more ac-
curate results can be achieved with a smaller number of configuration state functions
(CSFs). The selection of the necessary configurational space for the property of interest
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is the major problem with MCSCF methods. Contrary to full CI in which the complete
molecular spin-orbital space within a given basis is used; in MCSCF, a CI calculation
within a selected subset of molecular spin-orbitals is performed. The MCSCF results
obtained by performing full CI calculations for a subset of the molecular spin-orbitals
is called the complete active space self-consistent field (CASSCF) method [172].

The CASSCF method constructs the wave function from two sets of molecular or-
bitals namely, active and inactive orbitals. The inactive orbitals are constrained to be
doubly occupied or empty throughout the calculation and in active orbitals all per-
mutations consistent with spin multiplicity and system symmetry are allowed. The
CASSCF wave function method therefore, constitutes a full CI within the active or-
bitals (active space) as shown in Fig. 2.1a. In this way, an active space defines the
realm in which the electrons can form all configurations giving all the excited states
in addition to the ground state. The sound knowledge of the molecular system and
its chemical properties under considerations is mandatory to select an active space so
that all electronic excitations of interest are covered. Usually, selection of the active
space is based on the inclusion of full π electronic system with chemically important
lone pairs [173]. However, this recommendation becomes rather impractical for larger
molecules due to restriction imposed by computational cost on size of active space. It
is important to remember that the energy optimization of several states in the CASSCF
calculations should be treated in a state-averaged manner to ensure the orthogonal-
ity of the different wave functions [174]. A common notation for the active space of
CASSCF is [n, m] indicating n electrons distributed in m orbitals.

It is possible to restrict the rapid growth of CSF with the increase of MOs in the
active space by splitting the active space into three subspaces as explained in Fig. 2.1b.
The first subspace RAS1 includes orbitals which are mostly doubly occupied, but have
the flexibility of a maximum number of holes. The second subspace RAS2 is equiva-
lent to the active space in CAS type wave functions, i.e. all occupations are allowed.
The third subspace RAS3 includes mostly unoccupied orbitals, but may have a maxi-
mum number of electrons. This way of subdividing the active space is referred to as
the restricted active space SCF (RASSCF) method [175]. The RASSCF method is very
versatile, since the wave function expansion can be equivalent to that of previously
mentioned methods by choosing the active space in specific ways.

The RASSCF method is very useful for calculations with specific cases of ionized-
excited or core-excited states. When all the valence orbitals (occupied and unoccu-
pied) in the active space are placed in the RAS2 subspace, the core orbitals may be
chosen to belong to the RAS1 or RAS3 subspace. In general, the best choice is to put
the Nc core orbitals in the RAS3 subspace and allow one hole (2Nc-1 electrons) in this
subspace which will ensure that the lowest states are those states which have a single
core-hole as shown in Fig. 2.1c. Furthermore, the wave function collapse during the

20



2.5. Multi-configurational methods

a) CAS

All excitations

0,1 excitations

All excitations

c) Core-RAS

  0,1 or 2
 excitations

b) RAS

All excitations

FIGURE 2.1: Illustration of the a) CAS : the active space is divided into
the active and the inactive orbitals. A full CI is constructed in active
orbitals. b) RAS : active space is divided into three subspaces. Dou-
bly occupied orbitals are placed in RAS1 with flexibility of a maximum
number of holes. All orbitals without occupational constraints are kept
in the CAS equivalent subspace RAS2 and RAS3 subspace consisting of
unoccupied orbitals where maximum number of electrons can be con-
trolled. c) Core−RAS : RAS2, a CAS equivalent subspace without
occupational constraints and RAS3, consisting of core-electrons with
control over number of holes, generally, at most one electron is allowed

to be excited.

RASSCF calculations and the presence of irrelevant low-energy configurations dur-
ing the calculation of core excitations are avoided by grouping the active space in this
way. This method is referred to core-RAS method [176] with a drawback that the CI
expansion includes all (up to 2Nc-fold) excitations from the core orbitals and, even
though their contribution to the wave function is negligible, the number of determi-
nants may become too large. If that is the case, placement of the core orbitals in the
RAS1 subspace with up to one hole would be a better choice. The disadvantage of the
core orbitals in RAS1 subspace is that the lowest states are states without a core-hole,
which complicates the calculations. All computed results involving core-hole states in
this thesis are obtained by using core-RAS method.

2.5.3 Multi-configurational perturbation theory

The use of the CASSCF wave function method accounts for quasi-degenerate cor-
relation effects, often referred to as static or non-dynamic correlation. It describes
the correlation between two largely separated electrons, e.g., a full valence CASSCF
wave function will always dissociate a molecule correctly. However, the CASSCF
wave function lacks the dynamic electron-correlation: only a small portion of the cor-
relation energy of the electrons is captured by the CASSCF method. The dynamic
electron-correlation energy needs to be included either by multi-reference CI (MRCI)
treatment or second-order perturbation theory [177, 178]. In this work, the second
order perturbation theory is used in which N-electron Hamiltonian is splitted into
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reference and perturbed Hamiltonian (a two-electron operator). In perturbation the-
ory, the correction to energy is computed by taking into account all combinations
where two electrons in the reference wave function are excited to virtual orbitals. The
CASSCF/RASSCF wave function is used as a reference wave function for second or-
der perturbation theory CASPT2/RASPT2. The extensive use of the CASPT2 method
in describing the electronic spectra of a wide range of molecular systems over the years
revealed several shortcomings that arise from the use of a multiconfigurational wave
function and a truncated active space. Examples of artifacts are the appearance of
so-called intruder states and the strong mixing of valence-Rydberg states [179]. How-
ever, the problem of intruder states often arises in the use of the CASPT2 method. The
reason for this problem is a substantial lowering of the energy of an electronic state
resulting from perturbational correction that is not captured by the CASSCF refer-
ence wave function. The solution for this problem is the use of an imaginary shift, by
adding a constant to the zeroth-order Hamiltonian. In addition to this limitation, the
use of CASPT2 method has led to problems in calculating the potential energy surfaces
at avoided crossings [180]. The CASPT2 method can be either used with a single ref-
erence state or with a two or more state-average states given by a multiconfiguration
CASSCF type wave function giving rise to single state CASPT2 (SS-CASPT2) [181,182]
and multi-state CASPT2 (MS-CASPT2) [183] respectively. In the latter method, the
single-state CASPT2 is allowed to mix via an effective Hamiltonian. The studies pre-
sented in this thesis use both SS-CASPT2 and MS-CASPT2 methods.

2.6 Computing excited states

The ground state solution of the Schrödinger equation provides many chemically rel-
evant properties of system. Different spectroscopic methods are in experimental use
to analyse the structure and properties of matter. Specifically, theoretical methods
for obtaining the excited state wave functions to obtain energies and other molecular
properties (such as dipole moments) of a system have become a major tool to analyse
experimentally observed spectral features.

Excited states are a direct consequence of computing full CI as higher order eigen-
vectors and eigenvalues of the Hamiltonian. Since all MCSCF methods, with or with-
out perturbative corrections, also involve some form of CI expansion, they are also
able to compute an arbitrary number of eigenvalues and eigenvectors. CASSCF cou-
pled with CASPT2 is among one of the most accurate multi-configurational meth-
ods for computing excited states. Besides the high computational costs of CASSCF
methods, the choice of active and configuration space is another disadvantage af-
fecting their accuracy because photochemical excitations and static correlation highly
depends upon this choice. For core-level spectroscopy, the core-RAS formalism is a
convenient way to compute excited states within the state-averaged (SA-RASSCF)
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method with a single set of molecular orbitals but with unique CI expansion coeffi-
cients for each state. In SA-RASSCF method, many states can be computed simul-
taneously without optimising each of them in a state specific fashion and also or-
thogonality of the different computed states is ensured. Dynamic correlation to each
SA-RASSCF state is added by MS-CASPT2 method with the only limitation that this
approach creates singularity points for states close in energy.

For single-reference calculations, a class of methods employing the ground state
scheme to both the excited state and the ground state to compute energy difference is
referred to as the ∆SCF method. In the ∆SCF scheme, the orbital occupation has to be
fixed by symmetry or by spatial constraints in order to avoid variational collapse in
the excited state. In the ∆SCF method, the excitation energies are found by means of
single-reference SCF calculations for different electronic configurations. This method
can be difficult to converge and is not strictly rigorous for DFT as the theory is nor-
mally valid only for the ground state [184]. A commonly used zeroth-order method to
compute excited states of variety of molecular systems is CI singles (CIS). In CIS ap-
proach, the wavefunction is obtained by linear combination of all single excitations in
HF wavefunction. CIS approach is very useful to get insight into charge transfer states
and can be used to compute many excited states. Another very common way to deal
with excited states is to add the electromagnetic field of the light in the Hamiltonian
and to solve the resulting time-dependent Schrödinger equation, usually by (pertur-
bative) linear response methods. One thus obtains the so-called time-dependent HF
(TD-HF), also known as random phase approximation (RPA), which is very similar
to the CI singles (CIS). When this approach is used for DFT, the resulting equations
are the time-dependent DFT (TD-DFT) [185], which are now the popular methods to
compute excited states. On top of the intrinsic approximations of methods (HF or
DFT), these methods also have errors arising from the linear response approximation.
In particular, TD-DFT is unable to describe charge-transfer excitations, spin-orbit cou-
pling for heavy open shell systems and can only describe single excitations within the
adiabatic approximation [186, 187].

2.7 State interaction

Many properties of interest are related to matrix elements of one-electron operators
between the ground state and some excited states. These include transition dipole
moments to calculate the intensity of electronic transitions in spectroscopic studies. To
find the required matrix elements, independent states are computed with the CASSCF
wave function methods which are further utilized to find interactions between these
states by using the state interaction procedure. Let us assume that two states functions
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(i.e., |Ψ1〉 and |Ψ2〉) are expressed on different, mutually non-orthogonal orbital basis

|Ψ1〉 =
∑

µ

CAµ ΦA
µ (2.16)

|Ψ2〉 =
∑

µ

CBµ ΦB
µ (2.17)

where the index µ is a list (p...q) of the occupied orbitals. ΦA
µ is the CSF on the basis

of SD constructed by some specific spin-coupling scheme with a set of orbitals χAp and
likewise for index B. The transition matrix element for a one-electron operator can be
written as expression:

〈Ψ1|f̂ |Ψ2〉 =
∑

µ,ν

∑

p,q

CAµ C
B
ν A

µν
pq 〈χAp |f̂ |χBq 〉 =

∑

p,q

ΓABpq fpq (2.18)

where ΓABp,q contains the dipole matrix element which can be computed from two sets
of CI expansion coefficients and one-electron operators coefficients

ΓABp,q =
∑

µ,ν

CAµ C
B
ν A

µν
pq (2.19)

and fpq = 〈χAp |f̂ |χBq 〉 is the matrix element of the operator f̂ over a basis of orthonor-
mal one-particle orbitals.

RASSCF wave functions describing two electronic states are used to calculate the
transition dipole moment between them using the method of Restricted Active Space
State Interaction (RASSI) module implemented in MOLCAS package. The RASSI
method calculates the electronic dipole transitions based on either RASSCF wave func-
tion, or CASSCF-type wave function using Eq. 2.18. It is noteworthy to mention
that the RASSI method computes the interaction among CASSCF states expanding
the same set of configurations i.e., having the same active space size and number of
electrons.

The RASSI method can use spin-free states as a basis to compute spin-orbit in-
teractions matrix elements and the spin-orbit eigenstates are then obtained by diag-
onalising the spin-orbit interaction matrix. Apart from computing dipole transition
elements, the RASSI method can be used to compute overlaps and Hamiltonian ma-
trix elements which are further used to compute electron transfer rates.

2.8 Core-level spectroscopy

The electronic structure of molecules can be divided into the inner shell (core) orbitals
and outer shell (valence) orbitals. The formation of chemical bonds results from the
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electrons in valence orbitals with binding energies in the range of visible or ultraviolet
light. The nature of a chemical bond can thus be understood by analysing the va-
lence electronic structure. The core-electrons, on the other hand, are localized around
the atomic centres (nuclei) with well-separated binding energies, usually in the X-ray
region of the electromagnetic spectrum. They do not take part in the formation of
a chemical bond and can be considered ‘inert’ to the chemical state of an atom or a
molecule. The core-level of a specific element has its characteristic spectrum at which
it absorb energy, therefore, spectral features originating from a specific element are
easily identified. This ability to probe the local and geometric structure around a spe-
cific element in a molecule by examining X-ray spectra result in considerable interest
in using core-level spectroscopy as a tool.

The spectroscopic calculations used in this thesis are mainly in the soft X-ray regime
in which the wavelength of the radiation is longer than the atomic dimension (∼ 1).
Therefore, the transition probability of dipole-allowed transitions dominate over elec-
tronic quadrupole or magnetic dipole transitions which are significantly weaker. This
assumption is called the dipole approximation. In this thesis, spectral features on the
nitrogen K-edge and the sulfur K-edge in dipole approximation regime are explained
using multi-configurational quantum chemical methods.

2.8.1 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) is an element specific technique which measures
the absorption as a function of incident X-ray energy Ein. XAS of any material, be it
atomic or molecular, is characterised by absorption edges. For a particular edge, an
electron is initially excited to empty or partially filled orbitals yielding information
about the unoccupied density of states. The absorption edge is defined by the ener-
getic position of a specific shell (K, L, M...) of an element making X-ray spectroscopy
an element specific probe of the electronic structure. The K-edge absorption corre-
sponds to an excitation of a 1s core electron into the empty 2p level and an L-edge
absorption to the excitation from a 2s or 2p level to an unfilled d orbitals as shown in
Fig. 2.2.

The oxidation and spin state of the absorbing atom can be characterised by the
energy of the absorption edge. The cross-section of electronic transitions between two
states can be described by the Fermi’s Golden Rule, which treats light field within first
order perturbation theory for the light field and the light-matter interaction is treated
in the semi-classical approximation. The absorption cross-section is expected to be
linearly proportional to the transition probability from an initial state to a final state.
The X-ray absorption cross section is written within the one-electron transition model
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Continuum
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K

FIGURE 2.2: Schematic depiction of the relationship between X-ray
absorption edges and the corresponding excitations of core electrons
is shown. The excitation corresponding to the K and L X-ray absorp-
tion edges are shown. The threshold energy difference is displayed by
arrows. Any transitions higher in energy to the continuum are also al-

lowed.

in terms of a dipole matrix element from initial state |g〉 to |f〉

σ
(
ω′
)

=
4π2e2

3h̄c
h̄ω′

∑

f

|〈f |T̂ |g〉|2 × Γf/2π

(h̄ωf − h̄ωg − h̄ω′)2 + Γ2
f/4

(2.20)

where h̄ω′ is the incident photon energy; h̄ωg, h̄ωf are energies of ground and interme-
diate states and the parameter Γf is the core-hole lifetime broadening, e is the elemen-
tary charge and c is the speed of light. The matrix elements of the transition operator
T̂ between two states |f〉 and |g〉 are given by Eq. 2.18. An electric dipole transition
will only take place if the transition dipole matrix element for the corresponding tran-
sition is non-zero. If the cross-section for an electric dipole transition operator is zero,
the transition is forbidden. The chemical information that is contained in each transi-
tion is governed by the nature of the atomic and valence orbitals of the surrounding
atom. Due to the atomic nature of X-ray absorption spectroscopy, the transitions cor-
responding to each edge follow the standard selection rule of atomic spectroscopy
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(∆`=±1). Dipole-allowed transition from 1s to 2p levels are probed in K-edge spec-
troscopy whereas electronic transitions from 2p to 3d energy states are dominant in
L-edge spectroscopy.

The region around the absorption edge up to 20-50 eV corresponds to the X-ray
Absorption Near Edge Structure (XANES). In this region, photoelectrons with low en-
ergies undergo multiple scattering events which enables XANES to provide informa-
tion about the three dimensional structure around the absorbing atom (bond distances
and bond angles) in many biological systems [188], surfaces [189], solids and solu-
tions [190]. Extended X-Ray Absorption Fine Structure (EXAFS) is obtained by excita-
tions from a core level to the continuum states, far from the threshold (>50 eV). Due
to higher energies, single scattering events of the photoelectrons usually dominate as
scattering cross-section decrease with increasing energy. The information about coor-
dination number and bond distances of first coordination shell around the absorbing
atom can be obtained in EXAFS region.

XAS spectra can be obtained by fluorescence yield (FY) and total electron yield
(TEY). The FY method is based on the detection of emitted photon due to relaxation
of electrons from the excited state. If no energy discrimination of the out coming pho-
tons is employed in the detection method and a spectrum is obtained by a summation
over all emitted photons, then the term total fluorescence yield (TFY) is used to de-
scribe the technique. Measured TFY spectra suffer distortions due to self-absorption
and saturation effects [191, 192]. Monitoring a particular fluorescence transition or
a set of transitions using an energy dispersive detector is called partial fluorescence
yield (PFY). The contributions from undesired electronic transitions are avoided by
selecting emitted photons with high energy precision [193]. The total electron yield
(TEY) measurements detect the number of electrons that are ejected from a sample
as a function of excitation energy. This quantity is proportional to the number of pho-
tons absorbed by the sample at a given energy. Electrons from the ground flow into the
sample due to the removal of an electron from the sample resulting in a current [194]
which can be measured.

Time-resolved absorption spectroscopy

Time-resolved spectroscopy encompasses a valuable set of techniques that allow for
probing and characterizing electronic and structural dynamics in isolated and sol-
vated molecules. A complete photophysical profile of the ensemble under investi-
gation is obtained by utilizing the flexible and tunable light sources with wide range
of spectral and temporal resolution. In time-resolved X-ray absorption spectroscopy,
a sample is promoted to electronically excited state by means of an excitation (pump)
pulse. The simplest and most common method of measuring transient spectrum is
schematically shown in Fig. 2.3. To avoid multiphoton/multistep processes, a weak
probe pulse is sent through sample with a time delay ∆t with respect to the pump
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pulse. In general, one is interested in the change in absorbance ∆A(λ,∆t) induced
by the pump pulse defined as the difference between the absorbance of the pumped
(Ap(λ,∆t)) and the unpumped sample (Au(λ)).

∆A(λ,∆t) = Ap(λ,∆t)−Au(λ) (2.21)

The change in absorbance ∆A(λ,∆t) contains the information required to explain the
dynamical processes such as excited state energy migration, chemical reaction path-
ways, isomerization, electron and/or photon transfer processes and intersystem cross-
ings occurring in the photosynthetic system under study [154, 195].

Sample

De
tec
torLaser

X-r
ay

Δt

Detector

FIGURE 2.3: Schematic depiction of a typical time-resolved XAS setup
for the study of liquid samples. The continuously-refreshed sample can
be a flow-cell, high speed liquid jet or a flow capillary. ∆t is the time

delay between laser pump and X-ray probe.

Time-resolved X-ray absorption spectroscopy (TRXAS) is a tool, capable to follow
reaction dynamics with element specificity. It is possible to track the structural dynam-
ics of the relevant atomic species in a ultrafast chemical reaction by combining the high
chemical specificity of spectroscopic techniques with time resolved methods. TRXAS
has an advantage over valence spectroscopic techniques to follow the electronic and
molecular structure during photochemical reaction as it exploits the fact that atomic
species with different spin and oxidation states have distinct spectral features. X-ray
absorption spectrum is sensitive to bond order, symmetry and valance charge distri-
butions which helps to identify different intermediates and photoproducts, especially
when multiple reaction pathways are available.
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2.8.2 X-ray emission spectroscopy

The complementary technique to X-ray absorption is X-ray emission (XES) as it probes
the occupied states contrary to absorption measurements which provide an energy re-
solved picture of unoccupied states in the material. Like XAS experiments, the XES
measurements are element-selective, site-selective, and obeying dipole selection rules
that determine the symmetry of the electron orbitals that can participate in the tran-
sition. The first step in the emission process is to create an excited state through the
interaction of a photon with a core electron as in XAS and in the second step, the prob-
ability for the relaxation to the final state (the emission process) is explained. XES can
be described by a two-step model in which absorption and emission are considered
as two decoupled processes. Soft X-ray emission techniques can be divided into two

occupied
valence
states

unoccupied
valence
states

core
states

XASa)

ℏω

Con�nuum

NXESb)

ℏω
ℏω

Con�nuum

RXES/RIXSc)

ℏω
ℏω

Con�nuum

FIGURE 2.4: Schematic representation of a) XAS : resonant absorption
of X-ray photon, promoting a core electron to an unoccupied orbital
under the condition of dipole symmetry selection rules. b) NXES :
The molecule is core ionized by an X-ray photon. A valence electron
from an occupied orbital of same symmetry, refills the core-hole with
emission of a photon. c) RXES/RIXS : a core electron is promoted to
an unoccupied orbital by resonant absorption. The core-hole is filled by

a valence electron under selection rules with emission of a photon.

general categories based on the choice of excitation energy as shown schematically
in Fig. 2.4. The simplest case is non-resonant X-ray emission spectroscopy. The ab-
sorption of a photon above the ionization potential leads to the core ionization of the
molecule. This results in fluorescence as an electron from an occupied state relaxes
down to fill the core hole. A valuable information about the electronic structure of
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the material is obtained by this emitted photon. The spectral weights for this case
are largely independent of incident photon energy and Γn + Γf corresponds to the
lifetime broadening of the spectrum.The other case involves resonant excitation, in
which the excitation energy corresponds to an absorption resonance, and so the elec-
tron is promoted to a bound state. Resonant excitation is used in resonant inelastic
X-ray scattering (RIXS) measurements discussed in the proceeding section.

2.8.3 Resonant inelastic X-ray spectroscopy (RIXS)

In RIXS, the incident photon energy is tuned to the energy of an unoccupied orbital
below the ionization potential as shown in Fig. 2.4c. On absorption of an incident
photon, several intermediate states are accessible, each with a specific symmetry set-
ting and certain constraints for the decay considering the symmetry and polariza-
tion of the emission. The intermediate core-excited states can decay into many final
states via emission of a photon. Therefore, coherently coupled absorption and emis-
sion processes in RIXS can be considered as a single-step scattering event. Coherently
correlated absorption and emission processes are treated by the Kramers-Heisenberg
formula [196–198] containing the sum over all possible intermediate and final states.
The interference effects between different states close in energy are taken into account
by summation over all these states in square modulus of the scattering amplitude

F (ω, ω′) =
∑

f

∣∣∣∣∣
∑

n

〈f |T1|n〉 〈n |T2| g〉
h̄ωg − h̄ωn − h̄ω + iΓn

2

∣∣∣∣∣

2

×
Γf

2π

(h̄ωg − h̄ωf − h̄ω + h̄ω′)2 +
Γ2
f

4

(2.22)

where h̄ω and h̄ω′ are the energies of the incident and emitted photon; h̄ωg,n,f are
energies of electronic configurations involved and T1 and T2 are transition dipole op-
erators. The energies of all intermediate and final states are related to same reference
state by defining h̄ω−h̄ω′, the energy transfer. The matrix elements of dipole operators
between two states are given by Eq. 2.18 as implemented in the RASSI program. RIXS
being a second-order process can be described by coherently coupled absorption and
emission processes. Due to this coupling, interference effects of intermediate states de-
caying to the same final state are characteristic for this type of spectroscopy [196,199].
The spectra are broadened by Γn along incident energy and by Γf along energy trans-
fer (h̄ω − h̄ω′), where Γn and Γf are the lifetime broadening of intermediate and final
states respectively.

Among the many salient features, RIXS helps to understand the chemical sensitiv-
ity of the different types of atoms in a simple way due to its ability to be an element
and an orbital specific by tuning the incident photon energy. Such transitions are
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called absorption edges. With distinguishable absorption edges, RIXS can individuate
different valencies, the inequivalent chemical bondings sites or inequivalent crystal-
lographic positions of same the chemical element [196, 197]. In addition, by tuning to
electronic excitations at different X-ray edges of the same chemical element (K-edge
and L-edge); a variety of information can be collected. Compared to the available
spectroscopic methods, RIXS uniquely combines the advantages of bulk sensitivity,
momentum and energy resolution, while at the same time requiring only small sam-
ple volumes. The inelastic transitions are further categorised as d-d transitions and
charge transfer transition. Transitions in the range of 0-5 eV are termed as d-d transi-
tions while charge transfer transitions often occur in the range of 4-15 eV. RIXS offers
a much higher spectral resolution when compared to XES. The reason for sharper
spectral line width lies in longer lifetime of the final state contrary to XES in which the
intermediate state limits the spectral resolution. Final states do not contain a core hole,
which results in a comparatively longer lifetime and therefore narrower peak width
of the final state. The limitation of RIXS lies in its complex instrumentation. It requires
an intense and tunable photon beam to collect a reasonable amount of scattered pho-
tons. However this requirement for high photon flux can be fulfilled by a synchrotron
source.
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The influence of hydrogen bonding
and electrostatic interactions on
nitrile groups

Understanding the influence of hydrogen bonding on the molecular level is a funda-
mentally important challenge. Ab initio quantum chemistry calculations give explicit
access to each electronic state and help to unearth the electronic character of every fi-
nal valence excitation. In addition, these calculations are of great use to determine the
origin of nitrogen-specific Raman spectral features from resonant inelastic X-ray scat-
tering (RIXS). Furthermore, the effects of hydrogen bonding on valence charge den-
sity, the interplay between the valence orbitals and the associated molecular structural
changes were investigated with nitrogen-1s RIXS spectroscopy. RIXS spectroscopy is
a uniquely suited method to provide quantitative information on electronic structure
details such as covalency, charge delocalization, and spin/oxidation states.

A detailed theoretical study to probe the influence of hydrogen bonding and elec-
trostatic environment of an electric dipole on the electronic structure of hydrogen
cyanide (HCN) was employed. The relative involvement of different molecular or-
bitals (MO) was elucidated with highest chemical specificity to determine the origin
of nitrogen-specific Raman spectral features from RIXS. For the calculations of the
nitrogen-1s RIXS spectrum, the first principles multi-reference RASSCF method with
active space comprising mainly of the orbitals having π, σ and π∗ characters was used
with no symmetry imposed. On comparison of isolated HCN and HCN-water, the
spectral shifts of transitions originating from the lone pair orbital on the nitrogen atom
were an indication of its stability. The predominant electrostatic nature in this weak
hydrogen bonding was demonstrated and linked to the anomalous frequency shift
of the nitrile stretching vibration by replacing water molecules with an electric dipole.
The placement of dipole charge distributions on a distance equal to the hydrogen bond
distance along the nitrile group leads to a CN bond strengthening by lowering of lone
pair orbital energy. In addition, computed vibrational modes and blue shift of the Ra-
man UV line at 10.5 eV was also in good agreement with the literature. The dominant
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nitrile groups

transitions based analysis is used to understand altered charge distributions caused by
electrostatic dipole field. The weakening of the CN bond, reshuffling of σ and π origi-
nated dominant transitions and the splitting of π orbitals relaxations due to molecular
symmetry breakage were significant changes on the placement of dipole perpendicu-
lar to the nitrile group. In addition, the induced effects with dominant contributions
from electrostatic interactions were not linked to any particular ligand around the ni-
trile group. The results based on this study show that ab initio quantum chemistry
calculations are helpful in combining electronic and structural probes for comprehen-
sive understanding of a nitrile model system subjected to hydrogen bonding and elec-
tric dipoles. Understanding the effects of electrostatic interactions of electric dipole is
useful to unearth the nitrile response to such interactions on an atomic level in a sys-
tematic way and may act as a probe of electrostatic environments in solvated systems
and small peptides.

This approach was taken one step forward: computational findings are further
elaborated by an experimental study using acetonitrile as a model system and em-
ploying XAS and RIXS to specifically study the influence of hydrogen bonding on the
electronic structure of this molecule. The choice of acetonitrile for experimental study
is due to toxic effects and considerable dissociation of HCN in water. Acetonitrile is
an important solvent and cosolvent for many hydrophobic and hydrophilic materials
and has been studied using RIXS at the nitrogen K-edge to investigate different aspects
of nitrile groups [84,88]. Also, it is reported that acetonitrile provides two sites for hy-
drogen bonding namely the lone pair electrons centered on the nitrogen atom and the
other on the C ––– N triple bond. The former is termed as σ bonding which was only pos-
sible energy minima in HCN case and the later, the perpendicular arrangement with
triple bond is referred to as π bonding which was not the energetic minimum in case
of HCN. Among aprotic solvents, acetonitrile is one that has miscibility with water at
any ratio. Therefore, acetonitrile is a good starting point to establish a connection of
the nitrile group interactions with its environment already reported for HCN.

The effects of the influence of hydrogen bonding on the electronic structure of ace-
tonitrile and acetonitrile-water complex were investigated using XAS, RIXS and elec-
tronic structure calculations. These calculations give explicit access to each electronic
state with the extracted information allowing assignment of the dominant transitions
in the X-ray absorption spectrum, and unearthing the electronic character of every fi-
nal valence excitation resulting from RIXS at a specific incident photon energy. Our
theoretical results are in very good agreement with experimental spectra, highlight-
ing the sensitivity of RIXS even for weak interactions. In comparison to computed
spectrum of the HCN-water complex, similar spectral shifts indicative of stabiliza-
tion of the lone pair orbital on the nitrogen atom of the acetonitrile-water complex are
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observed. Also, the relative shifts of the CN stretching frequency induced by dipole-
dipole interactions with a water molecule are in good agreement with computed spec-
tral changes.
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Ab initio quantum chemistry calculations have been performed to probe the influence of hydrogen bonding on
the electronic structure of hydrogen cyanide (HCN). Our calculations determine the origin of nitrogen-specific
Raman spectral features from resonant inelastic X-ray scattering (RIXS) occurring in the presence of a water
molecule and an electric dipole field. The similarity of the two interactions in altering the electronic structure
of the nitrogen atom differs only in the covalent contributions from the water molecule. The CN stretching
mode as a structural probe was also investigated to study the electronic origin of the anomalous frequency shift
of the nitrile group when subjected to hydrogen bonding and an electrostatic dipole field. The major changes
on the electronic structure of HCN are electrostatic in nature and originate from dipole-dipole interactions.
The relative shifts of the CN stretching frequency are in good agreement with those experimentally observed.

I. INTRODUCTION

Noncovalent interactions are important for the func-
tionality of biomolecules and play a major role in the
structure and dynamics of a wide class of molecular
systems.1–13 Understanding the influence of noncova-
lent interactions, namely electrostatic, hydrogen bond
(HB), and van der Waals interactions, on the elec-
tronic structure poses a considerable challenge and has
been the topic of extensive studies in protein structure
and dynamics.14,15 A large number of studies on hy-
drogen bonding at the molecular level have shed light
on spectroscopic changes taking place in these com-
plex systems.16–21 Among the noncovalent interactions,
hydrogen bonding is very directional, of short range,
stronger than van der Walls interactions, and crucial for
proton transfer.

Of the many accepting groups in hydrogen bonds, we
have a particular interest in the nitrile group for reasons
that we detail below. There are several studies on donor-
acceptor interactions of nitrile groups with different sol-
vents to determine electrophilicity and solvation proper-
ties. The nitrile group is a weak HB acceptor which is
sensitive to hydrogen bonding, solvent polarity, and sur-
rounding electric fields.9,15,22–32 The presence of a lone
electron pair on the nitrogen atom of the nitrile group
provides the site for hydrogen bond acceptance of the
proton donor group such as water, leading to an anoma-
lous shift of the CN stretching vibration to higher en-
ergy. This bond stiffening is unusual because almost all
other stretching vibrations of HB acceptor groups (with
the exception of diazo and azide groups for instance) dis-
play bond softening upon hydrogen bonding.33 Studies
of protein processes have made use of this shift by incor-
poration of nitrile-derivatized amino acids.14,15,34,35 Such
non-natural amino acids cause only small perturbations
in the native structure of proteins and constitute spec-

trally isolated and well distinguishable vibrational probes
for electrostatic environments, charge transfer and mi-
gration, and structural dynamics of local protein envi-
ronments. Accordingly, a number of reports have been
published on the use of nitriles as a probe of protein fold-
ing and unfolding dynamics, electric field effects on active
sites in peptides and proteins, mechanisms of biological
information transfer by nucleic acids, and other biological
processes.36–39 It is therefore important to understand
and gauge the electronic and structural response of ni-
triles to electrostatic and hydrogen bond interactions on
the atomic level.

The HCN molecule is the simplest molecule contain-
ing a nitrile group and represents a good starting point
for establishing basic principles of interaction of the ni-
trile group with its environment. Several prior studies
on hydrogen cyanide (HCN)40–45 exist. However, a com-
bined systematic study of X-ray methods as element-
specific probes of electronic and molecular structure is
missing. Such an approach would generally highlight the
interplay of electronic and structural degrees of freedom.
Over the last decade developments in the fields of syn-
chrotron radiation research and sample delivery opened
up new scientific avenues for more advanced core-electron
spectroscopic methods, allowing for investigation of com-
plex chemical reactions and local effects in heterogeneous
environments due to surrounding solvent molecules, in-
terfaces, or electrostatic fields from charge distributions
generated by, for instance, protein side chains. Ab initio
methods help to establish a connection between physi-
cal observables and electronic structure to guide the in-
terpretation of spectral features observed experimentally.
In particular, solvent-solute interactions can be energet-
ically decomposed into their contributing parts using ab
initio methods.17,18,20,21,46

The nitrogen K-edge provides an element-specific res-
onance with an initial state having a highly localized 1s-
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electron that allows studying the nitrile group in the pres-
ence of protic solvents like water and surrounding elec-
trostatic environments directly at the interaction site. As
structural and electronic changes generally manifest sen-
sibly in the infrared and the ultraviolet spectral range,
respectively, it is of particular interest to understand
and link complementary local structural and electronic
probes. Such insight could shed light on the origins of
the anomalous frequency shift of the stretching vibra-
tion of the nitrile group (also found in the correspond-
ing vibrations of the diazo, and azide groups) which has
not been satisfactorily explained on the level of atomic
charge distributions. This work investigates the response
of HCN to model electrostatic environments and relates
this response to electronic and structural changes de-
tectable in nitrogen-1s resonance Raman spectra in the
ultraviolet (more commonly known as resonant inelastic
X-ray scattering or RIXS) and frequency shifts of the CN
stretching vibration in the infrared. We compare com-
puted nitrogen-1s RIXS spectra of HCN to the response
of the HCN-water complex and similar calculations for
dipoles of varying strength in axial and equatorial con-
figuration in order to separate and classify the observed
spectral features arising from covalent and purely elec-
trostatic interactions of HCN and water.

RIXS is an element-specific form of resonance Raman

FIG. 1. Schematic representation of Raman processes exploit-
ing a nitrogen-1s core-level excitation. The Stokes process will
promote the system into an excited state. Within the single
particle picture, the RIXS process that starts from the elec-
tronic grounds state (GS) can be subdivided into a core-level
excitation (CE), lasting a few femtoseconds, and a subsequent
relaxation into a valence-excited (VE) state. A similar excited
state could be reached with direct (dipole) excitation but with
different quantum mechanical selection rules.

scattering, in which a core-excitation of a particular el-
ement is exploited to achieve chemical specificity while
obtaining Raman spectra of molecular excitations. The
Raman process is not limited to vibrational excitations
but can be employed to measure element-specific elec-
tronic spectra in the visible and ultraviolet as Fig. 1 il-
lustrates. An X-ray-initiated Stokes process can result in
an electronic excitation in the ultraviolet while an anti-
stokes process in the multi-eV range cannot be effected
thermally under standard temperature and pressure con-
ditions. However, anti-Stokes scattering pathways have

been exploited using short light pulses (promoting the
molecular system into an electronically excited state).47

As customary in Raman spectroscopy, the energy differ-
ence between incoming and inelastically scattered photon
(the energy loss) is plotted which provides the studied
system’s vibrational and valence electronic excitations.

A. Computational Details

The equilibrium geometries of HCN and the HCN-water
complex were optimized at second order Møller-Plesset
theory(MP2) level with the Dunning correlation consis-
tent basis set aug-cc-pvtz.48 The results of the vibrational
frequency analysis reveal that the computed structures
are those of true energy minima. Geometries were opti-
mized using the Gaussian 09 suite49 of programs.

RIXS spectra were calculated with the first-principles
multi-configuration restricted active space self-consistent
field (RASSCF) approach50 using the Dunning correla-
tion consistent basis48 set aug-cc-pvtz for all atoms. No
symmetry is imposed for the RIXS calculations. The ac-
tive space of HCN comprises 8 electrons distributed in 8
orbitals having characters of π, σ and π∗. For the HCN-
water complex, the active space comprises 12 electrons
distributed in 11 orbitals with 8 of them having same
character as those of the isolated HCN molecule. These
two orbital sets are shown in Fig. 2.

For the calculation of valence states, state averag-

FIG. 2. Energy level diagram of HCN (A) and the HCN-water
complex (B). Molecular orbitals (MOs) marked in red and
black are included in the active spaces for RIXS computations.
These orbitals are partitioned into the two subspaces RAS2
(red occupied and virtual orbitals) and RAS3 (black nitrogen-
1s core-level). For orbitals involved in dominant transitions
isodensity surfaces are plotted.

ing with 13 states is performed, whereas for the cal-
culation of core-hole states the energies of three states
are averaged in the self-consistent calculation. All or-
bitals without occupational constraints are kept in the
active subspace RAS2 while core electrons are placed
in the active subspace RAS3, where at most one elec-
tron is excited (thus suppressing configurations with a
doubly filled or excited nitrogen core orbital). Group-
ing the excitations in such a way avoids the presence of
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irrelevant low-energy configurations during the calcula-
tion of core excitations and prevents the variational col-
lapse of the wave function during the RASSCF calcula-
tions. Dynamic correlations are included by multistate
second-order perturbation theory (MS-RASPT2)51–53 us-
ing 0.25 Hartree for the ionization potential electron
affinity (IPEA) shift and an imaginary shift of 0.3 Hartree
to avoid intruder states. The dipole transition moment
between any two RASSCF wave functions is obtained by
restricted active space state-interaction (RASSI)54,55 cal-
culations. RASSCF/RASSI calculations were performed
using the MOLCAS 7.8 suite.56

RIXS intensities are computed within the static ap-
proximation (without propagation of the system while
in the core-excited state) by the Kramers-Heisenberg re-
lation using matrix elements obtained by the state in-
teraction framework over RASSCF wave functions.50 We
have chosen a scattering geometry that is customary for
solution-phase RIXS experiments, with photons incident

on the sample having a k-vector ~kin ‖ ~ux and a polariza-

tion ~εin ‖ ~uy. Scattered photons are detected if ~kscat ‖ ~uy
and ~εscat ‖ ~uz. A liquid jet would have a flow veloc-
ity ~vjet ‖ −~uz. The unit vectors ~ui define an orthog-
onal coordinate system with ~uz pointing upward. This
perpendicular arrangement suppresses the elastic peak
to acceptable levels allowing for the largest signals to
arise from inelastically scattered photons. The scattering
cross-section (in atomic units), averaged over all orienta-
tions of the molecule and integrated over all directions
and polarizations, is57,58

σi→f =
8πω3

Sω
′
I

9c4

∑

ρλ

∣∣∣(αfi)ρλ
∣∣∣
2

(1)

where (αfi)ρλ is the polarizability tensor element describ-

ing inelastic scattering according to

(αfi)ρλ =
∑

n

〈f |Tρ|n〉 〈n |Tλ| i〉
En − Eg − ~ωI − iΓn

. (2)

The integral RIXS cross-section coincides with the
scattering cross-section at the so-called “magic” angle
(54.74◦) between the polarization of incident and scat-
tered photons.58 In the above equations, ωI and ωS are
the angular frequencies of the incident and scattered pho-
tons. Ei,n,f correspond to the energies of the initial, in-
termediate, and final states, respectively. The subscripts
ρ and λ denote x-, y- and z-components of the electric
dipole transition operator T. The lifetime broadening of
the intermediate states is denoted by Γ and c is the speed
of light (∼137 in atomic units). Equation 2 describes a
resonant process while non-resonant terms are irrelevant
in this case and have been omitted. Interference effects
of intermediate states decaying to the same final state
are characteristic for this type of spectroscopy.58,59

Orbital energies were used to rationalize the variation
in electronic eigenstate energies as a function of dipole
strength. Orbital energies correspond to Hartree-Fock

ground electronic state calculations, and for the mul-
ticonfigurational electronic wavefunctions it was in all
cases possible to identify a leading configuration and a
well defined excitation character in terms of those single-
particle functions. In order to correlate structural and
electronic degrees of freedom, the potential energy sur-
face (PES) of CN bond stretching in HCN in the presence
of dipoles of varying strengths is computed by changing
the CN bond length within the small (i.e. harmonic)
variation limit. The CN bond length is varied in such a
way that the center of the CN bond and the length of
the CH bond are fixed. From the computed curvature of
the PES for each dipole configuration and strength, the
frequency of the CN stretching vibration is calculated ac-
cording to νCN = (2π)

−1√
k/µ, with k as the molecular

force constant derived from the PES curvature by finite
differences and µ as the reduced mass of the C and N
atoms. For the strongest dipole we constructed a two-
dimensional section of the PES along the CH and CN
stretching coordinates and diagonalized the correspond-
ing Hessian matrix to obtain the vibrational frequencies
and normal modes. Owing to the small coupling between
the two stretching vibrations, treating the CN stretching
mode as an isolated vibration does not alter the results.

II. RESULTS AND DISCUSSIONS

A. Isolated HCN

Spectroscopic studies on isolated HCN and its clus-
ters have reported the electronic and molecular
structure.40–42,60 This work focuses on exploring the sen-
sitivity of nitrogen-1s RIXS as a probe of weak to inter-
mediate solvent-solute interactions by identifying partic-
ular spectral features of an altered valence charge dis-
tribution with atomic detail and correlating them with
structural probes. The calculated RIXS spectra of HCN
at the nitrogen K-edge are obtained at 400 eV incident
photon energy where the maximum absorption is pre-
dicted. The corresponding loss spectra are presented
in Fig. 3 (black line) along with the lowest unoccupied
molecular orbitals (LUMOs) involved in the dominant
core-level transitions. Our theoretical assignment at-
tributes the elastic peak at zero loss energy to the re-
laxation of the core-level excitation from a π∗ LUMO
subsequent to N-1s excitation. The first inelastic peak
is observed at a loss energy of 8.5 eV. It is due to a
relaxation originating from two occupied MOs of π char-
acter. The next higher RIXS feature manifests at a loss
energy of 10.22 eV. It stems from valence-to-core tran-
sitions originating from molecular orbitals of mainly σ
character. The spectral feature observed at about 12.6
eV corresponds to a Rydberg state of very mixed charac-
ter with major contributions from π orbitals. A similar
theoretical feature in acetonitrile is characteristic of an
isolated molecule which vanishes in solution.21,61
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FIG. 3. Loss spectra of HCN (black) and hydrogen bonded
HCN (blue). Lineshapes are the same for both calculations.
The isosurfaces represent the orbitals from which the core-
hole is predominantly filled, the LUMO π∗, the HOMO π, and
the lone-pair σ orbital. The HCN-water complex features ad-
ditional transitions between 10 eV and 11 eV from hybridized
HCN-water orbitals as indicated by the blue arrow.

B. HCN-water complex

Next, we investigate the N-1s RIXS spectra of HCN in-
teracting with one water molecule. The loss spectrum
of hydrogen-bonded HCN (blue line) is also plotted in
Fig. 3. Clearly, all the major spectral features for iso-
lated HCN are preserved in the relatively weakly inter-
acting complex. The elastic peak originates from the
two π∗ orbitals populated upon core-level excitation and
core-hole relaxation without photon energy loss. The re-
laxation from initially occupied π orbitals is now shifted
to slightly lower energy loss of 8.3 eV. The largest change
occurs at the peak originating from the relaxation of the
lone pair electrons in the σ orbital, resulting in a loss
energy transition of 10.44 eV. Owing to hydrogen bond
formation, the resonant enhancement occurs at a lower
emission energy, i.e. larger loss energy—a clear indica-
tion of orbital stabilization. In the same range of the
loss spectrum additional transitions appear upon hydro-
gen bonding (cf. blue arrow in Fig. 3) which enhance
the peak at 10.5 eV. These transitions originate from
orbitals of mixed HCN-water character, pointing to or-
bital covalency between the two molecule. We conclude
that even weak hydrogen bonds with lengths as large as
dNO = 3.05 Å are not entirely electrostatic in nature.

The increased binding energy of the lone-pair electrons
can be correlated with a stiffened CN bond as frequency
calculations on the ground electronic state PES show:
The CN stretching frequency is predicted to shift from
2200 cm−1 for isolated HCN to 2206.5 cm−1 for the HCN-
water complex, in agreement with results reported by
Purcell, and are also found theoretically as well as exper-
imentally in other systems containing nitrile groups.62,63

C. HCN-dipole interaction

One aim of this study is to explore the response of the
nitrile group to charge distributions. Moreover, the sep-
aration of electrostatic from covalent interactions in the
observed spectral shifts can be attempted by placing a
dipole of varying strength along the symmetry axis of
an isolated HCN molecule. The positive charge of the
dipole is thereby facing the nitrogen lone-pair at a dis-
tance of 2Å, which is equal to the distance R(N· · ·H) in
the HCN· · ·H2O complex (the corresponding hydrogen
bond length is the donor acceptor distance of 3Å). The
effects of such a dipole on the loss spectrum of HCN are
presented in Fig. 4. All spectral features have the same
assignments as those of isolated and hydrogen-bonded
HCN. It is clear from these spectra that the peaks result-
ing from the elastic scattering transition and those of the
occupied π orbitals to the core-level do not show signifi-
cant changes as a function of dipole strength. The major
change is observed in the transitions involving the occu-
pied σ orbital. These transitions exhibit a pronounced
shift to higher energy with increasing dipole strength,
correlating with the stabilization of the σ orbital as al-
ready discussed for the HCN-water complex. This is a
clear indication of the largely (but not entirely) electro-
static nature of weak hydrogen bonds formed with weak
hydrogen bond acceptor groups such as the nitrile group
interacting with a water molecule. Importantly, this re-
sult indicates that such a shift is universal rather than
linked to the particular hydrogen bond donor that we
chose to investigate. We conclude that such shifts can be
used as quantitative probes of an electrostatic environ-
ment in more complex systems.

Further insight into the altered charge distribution
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FIG. 4. Simulated N-1s loss spectra of HCN in the pres-
ence of an axial dipole of increasing strength as indicated in
the legend. A. Computed energy loss range. B. Energy loss
region with largest spectral changes. Vertical lines indicate
transitions without broadening.

of the nitrile group subjected to an axial dipole can be
gained from analysis of the dominant transitions and the
Hartree-Fock-based orbital energies of the relevant high-
est occupied molecular orbitals (HOMOs). Both quanti-
ties are plotted in Fig. 5A and Fig. 5B, respectively. The
orbital energies of the π HOMOs show only small changes
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while the energy of the σ HOMO orbital exhibits a lin-
ear dependence on the dipole strength. This increasing
stabilization with a stronger dipole results in lower emis-
sion energy of the transition from the core-excited (CE)
to a valence-excited (VE) state (cf. Fig. 1) and therefore
larger energy loss (i.e. increased binding energy) in the
computed spectra of Fig. 4.

It is informative to examine the dependence of the CN
stretching frequency on the dipole strength. The results,
computed by variation of the CN bond distance, are plot-
ted in Fig. 5C. The CN stretching vibration shifts to
higher energy with increasing dipole strength, signaling
a stiffened CN bond. This behavior and the increasing σ
orbital stabilization (directly manifesting in the loss spec-
tra) can be related to the charge density difference be-
tween the isolated and the field-subjected HCN molecule.
Differential isosurfaces for four dipole strengths are pre-
sented in Fig. 5D. The charge density difference shows
the expected shift of charge from the nitrogen atom to-
wards the applied dipole. But the response of the nitrile
charge distribution to a dipole or a hydrogen bond donor
group is remarkable because it not only results in a shift
of the lone-pair electrons of the nitrogen atom toward
the dipole/HB donor (thereby inducing a dipole) but it
actually creates an additional charge density modulation
between the nitrogen and the carbon atom that polarizes
the HCN molecule. This density modulation is shown in
Fig. 5E. Its shape resembles the nitrogen σ-orbital that
participates in the triple CN bond (Fig.3). It appears
that the induced lone-pair dipole acts as a transducer,
polarizing the nitrogen σ-orbital along its nodal lines.
This effect, we conclude, holds responsible for the com-
putationally observed bond shortening by a fraction of a
picometer which also shifts the CN stretching frequency
higher by 3-4 cm−1/D. We also find the same charge den-
sity modulation in the HCN-water complex. This find-
ing provides an atomically-resolved explanation of the
well-known anomalous blue-shift of the nitrile stretching
frequency as observed, for instance, in acetonitrile.22 We
expect this mechanism to be of more general validity, not
just dictating the response of nitrile groups to an electro-
static dipole but also acting in a similar fashion in diazo
and azide groups.

D. HCN-dipole interaction in perpendicular arrangement

Lastly, we present simulated results on the HCN molecule
in the presence of a dipole that is arranged perpendicu-
larly to the CN bond. The loss spectrum is calculated
by placing the dipole 2Å away from the midpoint of the
CN bond. This dipole arrangement can be envisioned
for structurally fairly well-defined environments such as
proteins while in solutions, solvent molecules with an
intrinsic dipole would orient antiparallel to the nitrile
group. In aqueous solution, HCN is not stable and dis-
sociates. Nonetheless, for the purpose of establishing an
understanding of electrostatic sensing on a fundamental

FIG. 5. A. Energies of valence excitation as a function
of dipole strength. B. Hartree-Fock orbital energies of the
HOMO-π and HOMO-σ orbitals as a function of applied
dipole strengthC. Computed CN stretching frequency of HCN
in harmonic approximation as a function of dipole strength.
D. Isodensity surfaces (at 0.005 value) of differential charge
density between isolated HCN and HCN in the presence of
an axial dipole. Green regions denote positive (increased)
and red regions denote negative (decreased) charge density.E.
Cross-section of the differential charge density for the 1.85 D
dipole. Blue and yellow to red areas represent increased and
decreased charge density, respectively.

level and relating structural degrees of freedom to valence
charge distributions, HCN is a good starting point.

The dipole in a perpendicular arrangement is break-
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FIG. 6. Simulated N-1s loss spectra of HCN in the presence
of an equatorial dipole of increasing strength as indicated in
the legend. A. Computed energy loss range. B. Energy loss
region with largest spectral changes. Vertical lines indicate
transitions without broadening.

ing the molecular symmetry, thereby re-hybridizing the
nitrile’s π and σ orbitals. The computed loss spectra are
shown in Fig. 6. A very small negligible shift of the elas-
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tic line can be observed with respect to the dipole-free
case. The behavior of the σ and π orbitals leads to an
increasingly complex loss spectrum as a consequence of
the symmetry loss. The transitions originating from π
orbitals split as is evident from comparison of the tran-
sitions in panel Fig. 4B with those in Fig. 6B at 8-9 eV
energy loss. The decrease in symmetry affects the π1 or-
bital facing the dipole in an manner opposite to that of
the π2 and σ orbitals resulting in the following trends in
the loss spectra: (i) the loss transitions associated with
the two π → π∗ transition at 8.3 and 8.7 eV shift to
higher energy monotonically by about 0.1 eV/D. (ii) The
σ → π∗ transition at 10.3 eV migrates to higher energy
and rapidly diminishes with increasing dipole strength
while also changing its character to a π1 → LUMO+2
transition. (iii) A π1 → LUMO+2 transition of negli-
gible oscillator strength grows in with increasing dipole
strength at 9.3 eV which conversely changes its character
to a σ → π∗ transition to become the dominant transi-
tion of the loss spectrum. We note that it is indeed a very
abrupt change in transition character and not a gradual
spectral migration

In order to understand this behavior, valence excita-
tion energies between the ground electronic state and the
low-lying excited states with intensity in the loss spectra
are displayed in Fig. 7A, and Hartree-Fock orbital ener-
gies as a function of the dipole strength are presented in
Fig. 7B. The symmetry change lifts the degeneracy of the
π orbitals and engenders an energetic approach of the σ
and π1. Structurally, the CN bond softens considerably
as Fig. 7C reveals. The bond softening can be traced to
the dipole-induced delocalization in charge density. We
visualize this change in charge density again as isosur-
faces of the total charge density difference between no
dipole and a dipole of varying strength in Fig. 7D. Thus,
a very characteristic spectral reshaping of the loss spec-
trum characterizes a perpendicular arrangement that can
act as a proxy for this kind of electrostatic environment
in more complex systems. Lastly, we note that the some-
what artificial case of a water molecule place in perpen-
dicular arrangement to the HCN molecule is predicted to
induce very similar changes to the electronic structure of
HCN.

III. CONCLUSIONS

The interaction of a nitrile group with one water molecule
and an electric dipole have been investigated by utilizing
ab initio RASSCF theory to calculate RIXS and spec-
tra and vibrational frequencies. In comparison to iso-
lated HCN, we find spectral shifts indicative of lone pair
orbital stabilization on the nitrogen atom of the HCN-
water complex. The spectral features due to hydrogen
bonding are further investigated by replacing water with
an electric dipole. The shift of the CN stretching mode
to higher frequency is found for both, a dipole and a hy-
drogen bond, in agreement with reported results.22,63,64

FIG. 7. A. Energies of valence excitation as a function
of dipole strength. B Hartree-Fock orbital energies of the
HOMO-π and HOMO-σ orbitals as a function of applied
dipole strength C. Computed CN stretching frequency of
HCN in harmonic approximation as a function of dipole
strength. D. Isodensity surfaces (at 0.005 value) of differential
charge density between isolated HCN and HCN in presence
of a perpendicular dipole. Green regions denote positive (in-
creased) and red regions denote negative (decreased) charge
density.

We conclude from these results that the effects of hydro-
gen bonding are mostly of electrostatic nature. These
effects are therefore universal and not linked to partic-
ular ligands around the nitrile group. A dipole charge
distribution aligned with the nitrile group lowers the en-
ergy of the σ orbital and leads to a strengthening of the
CN bond via polarization of the σ-symmetry orbitals.
This can be distinctly seen in the corresponding vibra-
tional frequency, but also very clearly as a marked shift
in the Raman UV line at 10.5 eV. The effect is the op-
posite when the dipole is placed perpendicular to the
nitrile group, leading to a weakening of the CN bond.
The dominant σ and π transitions are reshuffled and the
transitions corresponding to relaxations from the π or-
bitals split because the molecular symmetry is broken by
the electrostatic environment.

Our analysis approach links UV excitations of the elec-
tronic system to the molecular structure which is impor-
tant for understanding the interplay of electronic and nu-
clear degrees of freedom. This work also indicates that
RIXS spectroscopy of nitrile groups may act as a sensitive
and complimentary tool of hydrogen bonding and electro-
static environments in solvated systems or small model
peptides. The electronic structure information can fa-
cilitate the interpretation and deepen the understanding
of local dynamics where such vibrational reporters are
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employed. Further investigations of different nitrogen-
containing functional groups and more complex electro-
static environments will follow.
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17S. Myneni, Y. Luo, L. Å. Näslund, M. Cavalleri, L. Ojamäe,
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M. Beye, S. Schreck, S. Grübel, M. Scholz, D. Nordlund,
W. Zhang, R. W. Hartsock, W. F. Schlotter, J. J. Turner,
B. Kennedy, F. Hennies, F. M. F. de Groot, K. J. Gaffney,
S. Techert, M. Odelius, and A. Föhlisch, “Orbital-specific map-
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51K. Andersson, P. Å. Malmqvist, B. O. Roos, A. J. Sadlej, and
K. Wolinski, “Second-order perturbation theory with a CASSCF
reference function,” J. Phys. Chem. 94, 5483–5488 (1990).
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Resonant inelastic X-ray Scattering (RIXS) Studies of
Hydrogen-Bonded Cyano-Groups at the Nitrogen K-
edge

Abid Hussain,aSimon Schreck,ePhilippe Wernet,eAlexander Föhlisch,eOriol Vendrell∗c,d

and Nils Huse,∗a,b

The influence of hydrogen bonding on the electronic structure of the nitrogen atoms in cyano-
groups has been explored for acetonitrile and acetonitrile-water mixtures using X-ray absorption
spectroscopy and resonant inelastic X-ray scattering (RIXS) along with electronic structure cal-
culations. We employed first principles restricted active space self-consistent field (RASSCF)
calculations in order to interpret experimental electronic structure probes via nitrogen core-level
transitions. In the current study, we elucidate with highest chemical specificity the relative in-
volvement of different molecular orbitals (MO). These calculations give explicit access to each
electronic state with the extracted information allowing to assign the dominant transitions in the
X-ray absorption spectrum, and unearthing the electronic character of every final valence exci-
tation resulting from RIXS at a specific incident photon energy. Our theoretical results are in
very good agreement with experimental spectra, highlighting the sensitivity of RIXS even for weak
interactions.

1 Introduction
Hydrogen bonding is an essential intra- and intermolecular inter-
action which has remarkable properties, i.e. this interaction is
substantially weaker than covalent bonds1,2 but often highly di-
rectional in comparison to diffusive interactions such as van der
Waals forces.3 Hydrogen bonds allow for well-defined long-lived
structures and functional flexibility4–7 but hydrogen-bonded sys-
tems span remarkably large ranges of dynamics, most promi-
nently observed in neat water.8–11 Proton-transfer reactions are
greatly facilitated by hydrogen bonding, providing clear routes
for protonation/deprotonation pathways and concerted proton
motion over larger distances due to electronic/electrostatic cor-
relations.12–14 Vibrational spectroscopy is a prominent probe of
hydrogen bonding for more than a century8,15 due to the strong
depence of vibrational modes to interactions with Hydrogen bond
accepting groups (RX-H...YR’), expecially X-H streching vibra-
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tron Laser Science, 22761 Hamburg, Germany.
b Department of Physics, University of Hamburg, 22761 Hamburg, Germany. Tel: +49
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e Institute for Methods and Instrumentation in Synchrotron Radiation Research,
Helmholtz-Zentrum Berlin,Albert-Einstein-Straße 15, 12489 Berlin.

tions, due to a strong dependence in anharmonicity of the un-
derlying potential energy surfaces. Vibrational spectroscopy ex-
ploites local modes which are largely confined to two atoms or
three atoms, a complimentary spectral probe of electronic stuc-
ture using core-level transitions in the X-ray regime is highly de-
sireable for several reasons: (i) Core-level transitiosn provide ele-
mental specificity such that for a small set of atomic species such
as nitrogen atoms transitions originating from specific atoms, (ii)
electronic probes provide additional information to understand
the interplay of nuclear and electronic degrees of freedom, (iii)
X-ray probes could in principle reach attosecond time-resolution
in dynamic spectroscopy experiments to follow changes in charge
distribution on the relevant timescales.

The acetonitrile (ACN) is one of the simple aprotic solvents due
to its miscibility with water at any ratio. Furthermore, the inter-
actions of ACN molecules are weak among themselves, while a
hydrogen bond network is formed with water molecules. X-ray
diffraction studies on pure acetonitrile molecules revealed that
the ACN molecules are associated via weak dipole-dipole interac-
tions16. In addition, ACN molecule can form hydrogen bonding
either with lone pair electron on nitrogen atom (σ bonding) or
with C−−−N triple bond (π bonding). Several prior experimental
studies on hydrogen bonded ACN-water mixtures using different
spectroscopic methods17–24 has been reported. Also, ACN-water
complex has been topic of many theoretical studies using ab initio
methods25,26 and molecular dynamics simulations27–29. How-
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ever, a systematic study on the origin of different observed spec-
tral features using X-ray methods as element-specific probes of
electronic structure is missing although core-level spectroscopic
techniques are superb probes of element-specific electronic struc-
ture. In this paper we investigate the sensitivity of core-level tran-
sitions to weakly hydrogen-bonded systems to elucidate if very
weak hydrogen bond interactions can be probed with X-ray spec-
troscopy.

2 Experimental Details
Experiments were performed at beamline U41-PGM at the syn-
chrotron radiation source BESSY II of the Helmholtz-Zentrum
Berlin. We measured RIXS spectra from liquid microjet in vac-
uum using the setup described by Kunnus et al.30. The setup uses
a Grace XES 350 x-ray emission spectrometer, which is mounted
under 90◦ with respect to the incident x-ray beam. We used lin-
early polarized x-rays with the polarization vector in the scatter-
ing plane. A 20µm diameter liquid jet and flow rates between
0.3 and 0.5 ml/min were used. For energy calibration of the inci-
dent x-ray beam we used the incident energy and corresponding
signal at a particular channel. The slope of line obtained by the
channel number to corresponding incident energy approximates
elastic resonance. We calibrated the emission energy scale using
the elastically scattered light from spectra measured at different
excitation energies. Acetonitrile with a purity of 99.8% was pur-
chased from Sigma-Aldrich and used as received. Deionized wa-
ter was used for the aqueous mixtures. During measurements the
sample reservoir was constantly flushed with nitrogen gas to pre-
vent dilution of acetonitrile due to its high hygroscopic character.

3 Theory

3.1 Electronic Structure Calculations

Multi-configurational ab initio methods were employed for mod-
eling and understanding the resonant inelastic X-ray scatter-
ing (RIXS) and X-ray absorption spectra (XAS) obtained exper-
imentally for acetonitrile (ACN) and acetonitrile-water. The
equilibrium singlet ground state geometries for acetonitrile and
acetonitrile-water were obtained by using the ANO-L-VTZP basis
set31. We used the multi-configurational restricted active space
self-consistent field (RASSCF) method to calculate valence and
core excited states. Dynamic correlation was included by second
order perturbation theory RASPT232–34 on RASSCF wave func-
tions with an imaginary level shift of 0.2 hartree. The multi-
configurational computational study was carried out by using
the MOLCAS 7.8 program suite35. GAUSSIAN0936 was used for
ground state geometry optimizations at the MP2 level of theory
to perform normal mode vibrational analysis.

In the RASSCF calculations we set RAS3 subspace (where the
number of electrons is restricted) as the Nitrogen 1s orbital, while
all other active orbitals were placed in RAS2 subspace (where all
configurations are permitted). The sorting of electrons into active
spaces in this way is known as the core-RAS method and very use-
ful in suppressing configurations with a doubly filled or excited
nitrogen core orbital. In addition, such grouping of the RASSCF
calculations prevents the variational collapse of the wave function

as well as the presence of irrelevant low-energy configurations in
the core excittations is avoided. The restricted active space state
interaction (RASSI) routine37 is used to obtain transition dipole
moments between computed states.The active space for present
studies of the Nitrogen K-edge XAS and RIXS is shown in Fig. 1.
The ground state configuration of acetonitrile having symmetry
C3ν

38–40 is (core)6(4a1)
2(5a1)

2(6a1)
2(1e)4(7a1)

2(2e)4. The lowest
unoccupied molecular orbitals are two 3e(antibonding π∗C ≡ N)
and 8a1(antibonding σ∗C−C)orbitals. We computed the Nitro-
gen K-edge XAS and RIXS spectra of acetonitrile by employing the
active space that consisted of twelve electrons distributed over
eleven orbitals as shown in panel (a) of Fig. 1. These orbitals
have mainly bonding (π,σ)and antibonding (π∗,σ∗) character. In
case of Nitrogen K-edge calculations for acetonitrile-water, six-
teen electrons were distributed over thirteen orbitals. These or-
bitals have the same character as those considered in the active
space for acetonitrile as shown in panel (b) of Fig. 1.
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Fig. 1 Molecular orbitals (MOs) included in active space for A. ACN B.
ACN-water complex. The active orbitals are shown in red.

3.2 Spectroscopy

The absorption cross-section for a transition from state |g〉 to |n〉
is calculated using Fermi’s Golden Rule

σ(ω) = (4π2/c)h̄ω ∑
n
| 〈n |T2|g〉 |2×

Gamman/2π

h̄ωn− h̄ωg− h̄ω +
Γ2

n
4

(1)

where h̄ω is the incident photon energy, h̄ωg, h̄ωn are energies of
ground and intermediate states and Γ being the lifetime broad-
ening and matrix elements of transition operator T̂ between two
states | f 〉 and |g〉 descibing the strength of electric dipole tran-
sitions were calculated by using the RASSI approach37,41 over
RASSCF wave functions. Similarly, the RIXS intensities are cal-
culated by the Kramers-Heisenberg relation without taking into
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account system progration during the core-excited state42,43

F(ω,ω ′) = ∑
f

∣∣∣∣∣∑n
〈 f |T1|n〉〈n |T2|g〉

h̄ωg− h̄ωn− h̄ω + i Γn
2

∣∣∣∣∣

2

×
Γ f
2π

(h̄ωg− h̄ω f − h̄ω + h̄ω ′)2 +
Γ2

f
4

(2)

where h̄ω and h̄ω ′ are energies of incident and emitted photon;
h̄ωg,n, f are energies of electronic configurations involved; T1 and
T2 are transition dipole operators. The energies of all intermedi-
ate and final states are related to same reference state by defining
h̄ω − h̄ω ′ energy transfer. RIXS being second-order process can
be described by coherently coupled absorption and emission pro-
cesses. Due to this coupling, interference effects of intermediate
states decaying to same final state are characteristic for this type
of spectroscopy.44,45.The spectra are broadened by Γn along inci-
dent energy and by Γ f along energy transfer (h̄ω− h̄ω ′), where
Γn and Γ f being the lifetime broadening of intermediate and final
states respectively.

For a particular transition (g → n ; n → f ), the unpolarized
intensity of transition summed over all directions is proportional
to the square of expectation value of dipole operator which can
be written in terms of transition operator at resonance energies
as

I(g,n, f )o =
8
π
· 1

Γ2
n ·Γ f

∣∣∣∣∣∑ρ,λ
〈

f
∣∣T1ρ

∣∣n
〉
〈n |T2λ |g〉

∣∣∣∣∣

2

(3)

where the summation indices ρ,λ are taken to run over the three
components x, y, z for the transition dipole operator. For linearly
polarized absorbed and emitted photons at an angle θ , the polar-
ization dependent intensity can be written as46–48

I(θ) = Io[1−R(
3
2

sin2(θ)−1)] (4)

where θ is the angle between the directions of absorbed and emit-
ted photon, Io is the total unpolarized intensity; R is anisotropy
parameter of polarization. For well separated final states f, R
takes the simple form;

R = R f =
1
5
(3cos2(φ f )−1) (5)

where φ f is an angle between the transition dipole moments of XA
and XE. It is clear from section 3.2 and eqs. (3) and (4) that the
knowledge of both the transition moment from electronic ground
state to the core excited state in XAS and transition from the core
excited state to valance excited state in XES is necessary for the
calculations of angular anisotropy (R). The value of anisotropy
parameter R is dependent upon the symmetry of emitting and
initially excited orbital. The anisotropy R takes a value of 2

5 when
the emitting orbital has the same symmetry as that of the intially
excited orbital. For emmision orginating from an orbital of differ-
ent symmetry, R becomes - 1

5
46. In our experiments, the geometry

is such that the spectra are recorded at an angle θ = 0. The emis-

sion intensity can be written as

I(0◦) = Io(1−R) (6)

To allow for comparison, theoretical results of computed angular
anisotropy for ACN and H-bonded were convoluted using a Voigt
line shape. The Lorentzian line shape is used with half width at
half maximum (HWHM) of 0.2 eV to account for lifetime broad-
ening. These results are further convoluted with a Gaussian line
shape with half width at half maximum of 0.2 eV in order to ac-
count for experimental spectrometer resolution. The parameters
for Voigt profile and algorithm are taken from the literature49,50.

4 Results and Discussions
4.1 RIXS maps
Experimental RIXS data were collected by scanning the incident
photon energy ω by using a monochromator and emitted photon
energy ω ′ by grating spectrograph. The two dimensional data for
incident energy plotted against emitted photon energy gives the
resultant intensity distributions (RIXS map). The experimental
RIXS maps for acetonitrile and acetonitrile-water along with en-
ergy loss maps are reported in Fig. 2. The width of elastic peak
as labelled by line ‘A’is not in wide energy range; therefore elastic
resonance can be considered as straight line. The slope of this
line can be used for the calibration of incident photon energy. In-
cident energy calibrated according to slope of elastic peak gives
the energy loss map as indicated in panel c and panel d of Fig. 2.

Fig. 2 Experimental results of RIXS map for (a)acetonitrile (b)
acetonitrile-water complex. The corresponding energy loss maps for
acetonitrile and acetonitrile-water complex are shown on panel (c) and
panel (d) respectively.

Although theoretical results lack vibrational progressions, how-
ever these calculations are very useful to assign electronic charac-
ter to every final state involved in RIXS at specific incident photon
energy. These calculations can also reproduce the qualitative fea-
tures of experimental data depending upon the selection of active
and inactive orbitals in the active space. The detailed study of
fluorescence core-hole decay helps to understand the valence ex-
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citations.

4.2 X-Ray Absorption and Emission Spectra

In the following we compare the experimentally measured XAS
spectra of the N 1s as total fluorescence yield (TFY) and par-
tial fluorescence yield (PFY), with ab initio calculations. The
ab initio calculations provide the information about the nature
of MOs contributing in XAS spectra. Each spectrum of discrete
transitions, based on absorption cross sections obtained by us-
ing eq. (1), is broadened by using a Voigt profile. The simulated

Fig. 3 Comparison of theoretical and experimental results for XAS of
(a) ACN (b) ACN-water complex. Vertical bars represent the spectra
without broadening. Experimental non-resonant XES for ACN and
ACN-water is presented in panel (c).

XA of the Nitrogen K-edge are presented in Fig. 3. Experimen-
tally measured spectra in TFY and PFY mode are also plotted in
the same figure for comparison.The comparison between theo-
retical and experimental results is in excellent agreement, with
all qualitative features reproduced accurately. Panel a), showing
simulated and measured absorption spectra at the K-edge of ni-
trogen for acetonitrile, has one pronounced feature at 399 eV. On
the basis of RASSCF calculations, it is assigned to the N1s → 3e
transitions. The low intensity peak near energy 405 eV is mainly
due to the transitions N1s → 8a1. On Panel b), absorption spec-
tra at the K-edge of nitrogen for acetonitrile-water complex are
presented. In case of acetonitrile-water, simulated absorption
spectra were shifted to the red with respect to the experiment
by about 2 eV for the purpose of comparison. This shift may cor-
respond to the size of active space which is different in case of
acetonitrile-water compared to acetonitrile. The XA spectra for
acetonitrile-water complex have almost same feature as that of
acetonitrile. The experimentally observed RIXS spectra for ace-
tonitrile and acetonitrile-water complex provides no information
for excitation energies above the π∗ resonance, therefore low in-
tensity peaks occurring at 405 eV have no further role in the cur-
rent studies. The non-resonant XES observed experimentally is
presented on panel c of Fig. 3. The XES spectra does not provide
any additional structural information which can be useful for un-
derstanding the hydrogen bonding involved in acetonitrile-water
complex. Therefore energy loss spectra are considered for better
insight into the features observed experimentally.

4.3 Energy Loss Spectra

On the panel (a) of Fig. 4, the experimental energy loss spectrum
for acetonitrile is presented. In order to get insight into the MOs
involved in the transition peaks observed experimentally, simu-
lated energy loss spectra is calculated and presented on Panel c)

of Fig. 4. Overall, the theoretical spectra resembles that of the
one obtained experimentally, except energy loss is slightly over-
estimated by simulated spectra. The orbitals involved in transi-
tions corresponding to different peaks in spectra, help to assign
anisotropy. The intensity of transitions involving orbitals of same
symmetry as that of 3e should decrease and for transitions origi-
nating from orbitals of different symmetry (’a’), intensity should
increase due to value of anisotropy parameter R. On the basis
of theoretical assignment, the relaxation of degenerate 3e (anti-
bonding π∗) orbital to fill core hole gives rise to peak A leaving
system in ground state. The peak B observed at energy loss of
about 8 eV is attributed to the relaxations of two MOs of symme-
try 2e and energetically separated by about 0.38 eV. The intensity
is weaker under horizontally polarized excitations because both
MOs have the same symmetry as that of 3e. The next transition

Fig. 4 Energy loss spectra for pure acetonitrile (a) Experimental
spectrum (b) Theoretically calculated spectrum. Energy loss spectra for
acetonitrile-water mixture (c) Experimental spectrum (d)Theoretical
calculated spectrum. Vertical bars represent the spectra without
broadening.

occurring at energy loss of 9.2 eV giving rise to peak C is due to
N1s ← 7a1 transition. The stronger intensity is expected by the
transition originating from the orbital 7a1. This is due to the fact
that the orbital involved in this relaxation is of different symmetry
from the excited 3e orbital and gives rise to stronger intensity in
horizontally polarized excitations (cf. (eqs. (5) and (6))). There
are some other transitions occurring at energy loss of about 12 eV
due to orbitals mainly of 1e symmetry with very weak intensities.

To understand the effects of hydrogen bonding, energy loss
spectra of acetonitrile-water are presented on panel b) and panel
d) in Fig.4. According to these results, the spectra for acetonitrile-
water is brodended at peak B and peak C as compared to pure
acetonitrile and is shown in Fig. 4. The reason for broadening
in peak C is relaxation of 7a1 orbital to fill core hole, generated
by excitations to energetically different states. It is also notable
that the peak C occurs at greater energy loss as compared to pure
acetonitrile by an amount of 0.4 eV. This is due to the reason
that orbital 7a1 becomes stabilized by hydrogen bonding through
lowering of the energy gap with the core orbital. The majpor con-
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tributions are due to dipole-dipole interactions and mixing of or-
bitals with the water orbitals51. On the basis of orbital occupancy,
as π character of N changes due to addition of water, the ener-
gies of the orbitals are affected (due to hydrogen bonding) which
manifest in the slight shift towards lower energy loss of peak B
on panel b) and panel d) in Fig.4.The main features observed for
acetonitrile are originating from the orbitals as reported52.

All energies utilized in calculating the energy loss spectra are
obtained by multi-state (MS) RASPT2. RASPT2 calculations have
been performed using the default value for ionization potential
electron affinity (IPEA) and an imaginary shift of 0.3 to avoid
intruder states53.

It is important to know the effects of hydrogen bonding, result-
ing from water molecule in acetonitrile-water complex, on the
orbitals involved in active space shown in 1. It is reasonable to
assign the orbital of lower energy from sp hybrid orbitals of nitrile
group as lone pair of electron on N and remaining two degenerate
hybrid orbitals as π bonds54. The ab initio calculations provide
insight into the experimentally observed peaks and help in assign-
ment of MOs that majoraly contribute to these peaks. From the ab
initio calculations, the (π∗ orbital involved in resonant transition
and giving main observed features in absorption is shown on top
of both panels of Fig. 5. The main features observed in energy
loss spectra are due to the relaxations of valence orbitals of type
σ and π. The π and one of σ orbitals involved in transitions are
presented in Fig. 5. The isosurface of these orbitals shows the ef-
fect of hydrogen bonding on lone pair orbital of acetonitrile-water
complex.

Fig. 5 Isosurface of orbitals from top to bottom in each panel, valence
3e orbital, 2 orbital and lone pair electron 7a1 orbital of a) acetonitrile
b) acetonitrile-water mixture.

4.4 Structural Properties of the ACN-water complex

The experimental results for different geometrical parameters of
the acetonitrile molecule in gas phase are well known55. The
optimized structural parameters for acetonitrile in gas phase are
reported in Table 1, where they have been compared with exper-
imental data and theoretically predicted results56.

Table 1 Selected parameters for acetonitrile and water bonded
acetonitrile

ACN ACN−H2O

Description* Computational Experiment Computational Literature**

RC−C 1.465 1.4584 1.464 1.467
RC≡N 1.129 1.1571 1.126 1.134
RC−H 1.080 1.1036 1.080 1.082
RN...H – – 2.254 2.249
RN...O – – 3.194 3.183

θC−C≡N 179.973 – 179.9 179.9
θC−C−H 109.660 109.5 109.6 109.7
θH−C−H 109.279 109.5 109.4 109.3
θN...H−O – – 174.3 169.5
θC≡N...O – – 172.0 171.6

*Distances (R) in and angles (θ) in degrees.
**Ref.20

5 Conclusions
The influence of hydrogen bonding on the electronic structure of
the nitrogen atoms in cyano-groups, acetonitrile and acetonitrile-
water mixtures have been investigated using X-ray absorption
spectroscopy and Resonant Inelastic X-ray Scattering (RIXS). We
employed a ab initio RASSCF calculations in order to interpret
experimental electronic structure probes via nitrogen core-level
transitions. These calculations give explicit access to each elec-
tronic state with the extracted information allowing to assign the
dominant transitions in the X-ray absorption spectrum, and un-
earthing the electronic character of every final valence excitation
resulting from RIXS at a specific incident photon energy. The com-
puted shift of the CN stretching mode to higher frequency is found
which is in agreement with reported results.57,58 This can be dis-
tinctly seen in the corresponding vibrational frequency, but also
very clearly as a marked shift in the Raman UV line at 9.2 eV.
These spectral shifts pinpoint the stabilization of the lone pair or-
bital on the nitrogen atom of the acetonitrile-water complex.

Our calculations helps to links UV excitations of the electronic
system to the molecular structure which is important for under-
standing the interplay of electronic and nuclear degrees of free-
dom. This work also indicates that RIXS spectroscopy of cyano
groups may detect even a very weak hydrogen bonding hydrogen
bonding in solvated systems or small model peptides. Further
investigations of different nitrogen-containing functional groups
and more complex electrostatic environments will follow.
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Chapter 4

Understanding ultrafast reaction
dynamics using X-ray absorption
spectroscopy

It is of paramount importance to understand the chemical reactions on levels of atoms
and electronic configurations in many fields of chemistry ranging from biochemistry
to material sciences. Sulfur is an important element in many chemical compounds due
to its abundance and existance in a variety of oxidation states. Ab initio calculations are
employed to validate and understand the character of new transitions in time-resolved
sulfur-1s spectroscopy. These calculations are helpful in modeling an electronically
excited, light-induced chemical reaction pathways for sulfur model systems.

In paper I, a model system 4-methylthiophenol (4-MTP) was used to study the
light-induced radical formation and thione isomerization by time-resolved sulfur-1s
absorption spectroscopy. The differential absorptions spectrum was obtained follow-
ing irradiation with 267 nm (4.64 eV) light at two different fluences: 25 mJ cm-2 (low)
and 50 mJ cm-2 (high). At 100 ps time delay of pump-probe, two prominent signals
were observed; a negative signal corresponding to the bleach of the ground state along
with three induced absorption peaks emerging at energies of 2467.0, 2468.5, and 2470.3
eV, respectively. In order to understand origin of the induced absorption features, first
principles multi-reference RASSCF method employing an active space comprisng of
14 electrons distributed over 13 orbitals was used with no symmetry imposed. Fur-
thermore, a constant shift of -2.8 eV was applied to match the computed spectrum of
different molecular species with the experimental one. The absorption spectra of rel-
evant species namely, 4-methylthiophenoxy radical, the formally hydride-abstracted
cation, and the thiolate anion along with three possible thione isomers as a possi-
ble photoproducts were computed to explain emergence of three induced absorption
peaks. The spectral feature observed at 2467.0 eV underscores a photoinduced ho-
molytic bond cleavage on comparison with computed spectra of 4-methylthiophenoxy
radical. The induced absorption peak observed at 2468.5 eV matches very well to the
computed spectra of two thione isomers namely, para-thione and ortho-thione with
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small variation in intensity and energy of the dominant transition. The third induced
absorption peak observed at 2470.3 eV is assigned to fluence-dependent anion forma-
tion as it appears only at high fluence (50 mJ/cm2). From this picture different reaction
pathways emerged as anion generation, thione isomerization and radical formation.

It is important to understand the photophysics and photochemistry of disulfide
due to their existence between cysteine residues in proteins. In paper III, the simplest
disulfide containing molecule, dimethyl disulfide (DMDS) was used to investigate dif-
ferent photoproducts as a consequence of photolytic bond cleavage. The differential
absorption spectrum was obtained following irradiation with 267 nm (4.64 eV) light.
The transient spectrum at a time delay of 100 ps indicates a negative signal corre-
sponding to the bleach of the ground state with two prominent peaks at energy values
of 2471.5 and 2473.0 eV along with two distinct induced absorption peaks emerging
at energies of 2466.5 and 2467.3 eV, respectively. In addition to these induced absorp-
tion peaks, a broad shoulder in the energy range of 2467.8 to 2469.7 eV is also a part
of differential signal. In order to assign the spectral features in the differential ab-
sorption signal and thus to gain insight about the nature of the photoproducts, first
principles multi-reference RASSCF calculations with no symmetry were carried out.
The active space for the simulated spectrum of the ground state and perthiyl radical
comprises of 14/13 electrons in 12 orbitals respectively, which is reduced to 11 elec-
trons in 11 orbitals for simulation of thiyl radical spectrum. In addition, aug-cc- pvdz
basis was used for all atomic centers. However, the results obtained by aug-cc- pvtz
basis for all atomic centers do not converge for the thyil and perthiyl radicals due to
intrude state problems. The absorption spectra of relevant species namely, dimethyl
disulfide cation, thiyl radical, perthiyl radical, and different allotropes of sulfur were
computed to explain the emergence of induced absorption features. The spectral fea-
ture observed at 2467.3 eV compares well with the computed spectrum of the perthiyl
radical and thus underscores the photoinduced homolytic C-S bond cleavage. The
induced absorption peak observed at 2466.5 eV matches very well to the computed
spectra of thiyl radical formed by an S-S homolytic bond cleavage. Several photoion-
ization products to interpret the shoulder in energy range of 2467.8 to 2469.7 eV have
been considered. However, the absorption spectrum of DMDS cation fits in the re-
gion of the shoulder but according to reported literature the ionization energy (8.13
eV) of DMDS to its cation is not accessible in our experiment at 4.6 eV excitation en-
ergy. Consideration of two-photon absorption effects gives rise to energy of 9.2 eV at
which photoionization of DMDS might be possible. Also, reported data for the cation
formation had been extracted from the experiments in the gas phase. In short, photo-
chemical dynamics of DMDS results in S-S and C-S bond cleavage as two dominant
reaction pathways giving rise to the formation of thiyl and perthiyl radical, respec-
tively.
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ABSTRACT: We applied time-resolved sulfur-1s absorption
spectroscopy to a model aromatic thiol system as a promising
method for tracking chemical reactions in solution. Sulfur-1s
absorption spectroscopy allows tracking multiple sulfur species
with a time resolution of ∼70 ps at synchrotron radiation
facilities. Experimental transient spectra combined with high-
level electronic structure theory allow identification of a radical
and two thione isomers, which are generated upon illumination
with 267 nm radiation. Moreover, the regioselectivity of the
thione isomerization is explained by the resulting radical
frontier orbitals. This work demonstrates the usefulness and
potential of time-resolved sulfur-1s absorption spectroscopy for
tracking multiple chemical reaction pathways and transient
products of sulfur-containing molecules in solution.

■ INTRODUCTION

Understanding chemical reactions on levels of atoms and
electronic configurations is of major interest in most fields of
chemistry, ranging from biochemistry to material sciences in
order to mimic biological reactions, optimize existing chemical
processes on a lab or industrial scale, or access new synthetic
routes. Complex chemical reactions can be broken down into
basic reaction steps, most of which involve a functional group
containing one or more heteroatoms, e.g., oxygen, nitrogen, or
sulfur at the reacting functional group. Sulfur is of high
chemical importance as it is the tenth most abundant element
in the universe and in particular, the earth’s crust1,2 and can be
found in a variety of oxidation states, ranging from −2 to +6.2,3

Its electronic versatility makes it an important element in many
chemical compounds, ranging from polymers, nanoparticles,
and electrode materials in batteries to molecular electronics
devices. In the latter, sulfur is widely used as anchoring group
for “molecular wires”4 and in the form of thiophene-containing
π-systems in organic field-effect transistors (OFETs), organic
light-emitting diodes (OLEDs), and organic photovoltaics
(OPVs).5,6 Furthermore, sulfur plays an important role in

biochemistry: In both peptide chains and reaction centers of
proteins, sulfur is an important element, i.e., as one of the
amino acids methionine (thioether) or cysteine (thiol) and as
sulfide in metal−sulfur-complexes, respectively.7
The thiol group has a central function in many biologically

important reactions such as the formation of disulfide bridges
via several thiol−disulfide interchange reactions in proteins.8−10
Thiols are also active in radical repair by donating an H atom to
a radical thereby forming the more stable S-centered thiyl
radical.8,11 Thiols in general are known for their antioxidant and
radical scavenging properties. The thiyl radical as the product of
the repair reaction and the intermediate of thiol-including
reactions in biochemistry can undergo many different
secondary reactions of which some are potentially biologically
harmful.12−14 Increased protein folding and unfolding of
disulfide-containing proteins by addition of substituted
thiophenols in vitro has been observed as well.10,15 Accordingly,
the chemical behavior of aromatic thiols and corresponding
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thiyl radicals and thiolates are of major interest for biochemical
and biological applications.
Aromatic thiols show a higher nucleophilicity and reactivity

toward disulfides than aliphatic thiols.8 Photoexcitation of
thiophenol and its derivatives with ultraviolet light seems to
primarily result in the formation of the S-centered thiyl radicals
(thiophenoxy radicals) via homolytic bond cleavage of the S−H
bond.16−18 Riyad et al. investigated the reaction kinetics of the
thiophenoxy radical after photodissociation of several sub-
stituted thiophenols including 4-methylthiophenol (4-MTP, 1)
with laser flash photolysis.18 Theory predicts the photo-
dissociation to result from population of the repulsive πσ*-
state (S2). In solution, the formation of a conical intersection
between the S2 and the ground-state S0 would allow for direct
relaxation back to the ground state, but the dissociation
pathway which leads to radical formation dominates.19−22

Accordingly, the reported decay rates of the radical population
are consistent with diffusion-limited recombination. In addition,
a second product was ascribed to a hydrogen adduct (H-
adduct) resulting from the reaction of a hydrogen atom with
the aromatic ring of the parent thiophenol molecule. A third
product appearing within ∼15 μs was hypothesized to be the
disulfide dimer formed by the reaction of two thiophenoxy
radicals.
More recently, femtosecond ultraviolet absorption spectros-

copy revealed the formation of a secondary photoproduct after
photodissociation of 4-MTP on a time scale of tens of
picoseconds with the same spectral footprint as the H-adduct
observed by Riyad et al.,18 which suggested the appearance of
this photoproduct to coincide with the initial decay of the
thiophenoxy radical.19−21 The structure of this species was
suggested to be a thione isomer, where the H atom is bound at
the ortho-, meta-, or para-position of the phenyl ring.21,22 Since
the meta-adduct is thermodynamically less stable than the other
products, the Bradforth group concluded that this recombina-
tion pathway is strongly disfavored.19 However, this inter-
pretation is tentative as the dynamical UV and vibrational
studies are based in part on theoretical predictions with only
qualitative agreement with experiment. A clear spectral
identification of the transient photoproducts is paramount for
a reliable understanding of the reaction mechanism. Unfortu-
nately, optical probes are generally very difficult to simulate
quantitatively, even with high-level electronic structure
calculations, due to strong electron−electron correlations and
the broad and often nondescript nature of valence-to-valence
transitions.
In this work we investigate the photochemistry of 4-MTP

(1) with time-resolved X-ray absorption spectroscopy
(TRXAS) at the sulfur K-edge, which is capable of following
reaction dynamics of sulfur-containing systems with elemental
specificity. The abundant body of literature on studies
employing static sulfur K-edge XAS to molecular systems
both experimentally and theoretically23−40 underscores the
usefulness and important information content of sulfur-1s
spectroscopy. Pairing the high chemical specificity of spectros-
copy in the soft,41−44 tender,45−48 and hard49−55 X-ray range
with time-resolved methods is becoming an established
spectroscopic tool for structural dynamics by tracking the
relevant atomic species during ultrafast chemical reactions.
TRXAS exploits the inherent element specificity of core-level
transitions, the initial state of which is highly localized and of
well-defined symmetry and spin. Moreover, distinct spectral
features of atomic species in different oxidation and spin states

permit the precise assignment of photoproducts, thereby
allowing TRXAS to follow dynamics of electronic and
molecular structure more precisely than valence spectroscopy
permits. The sensitivity of X-ray absorption spectra to bond
order, symmetry, and valence charge distribution around the
absorbing atomic species can be particularly useful in the
identification of different reaction intermediates and products
when multiple reaction pathways are present. In particular,
sulfur-1s absorption spectroscopy is known to exhibit large
spectral separations for different chemical environments of the
sulfur atom.56−61 It permits identifying the chemical state of
sulfur-containing functional groups very precisely and with
atomic resolution for spectrally distinct sulfur sites within a
molecule or among different photoproducts. In the following,
we present a time-resolved study at the sulfur K-edge with
sulfur 1s → 3p transitions as a probe of molecular dynamics of
4-MTP in cyclohexane solution.

■ METHODS
Experimental Setup. All experiments were conducted at beamline

6.0.1. of the Advanced Light Source in Berkeley, California, and the
experimental setup has been described previously.62,63 The exper-
imental setup is shown in Figure 1. The filling pattern of the storage

ring consists of 276 electron bunches, one of which is placed in a 100
ns gap for isolated detection. A 4-kHz heat-load chopper transmits 10-
μs long X-ray bunch trains. The X-ray beam is monochromatized with
a cryogenically cooled Si(111) double-crystal monochromator (ΔE/E
= 1/7000). The X-ray pulses are focused to 170 μm × 250 μm at the
sample position.

Pump pulses at 267 nm from a third harmonic generator (THG) of
the Ti:sapphire 800 nm pulses are focused with a CaF2 lens to 270 μm
× 300 μm with 60 μJ at the sample position, impinging on the liquid
jet at an angle of 15° with respect to the X-ray pulses. The laser
oscillator is locked to the subharmonic of the 500 MHz radio
frequency (RF) clock of the synchrotron storage ring while the
Pockels cells of the laser amplifier are triggered by the X-ray chopper.
Timing between X-rays and laser pulses is controlled by a phase shifter
between the laser oscillator and the RF clock.

Static absorption spectra were collected in total fluorescence yield
(TFY) using an integrating photodiode and a current amplifier.
Transient differential absorption spectra are recorded in transmission
at 4 kHz while the sample is intermittently excited at 2 kHz. The X-ray
probe pulses impinged on an avalanche photodiode (APD) which is
shielded from laser radiation with 200 nm of aluminum foil. The APD
signal is amplified and sent to a boxcar integrator. The sample is
delivered through a 100-μm wide sapphire nozzle by a gear pump at
flow rates of >0.5 mL/s. Prior to data collection, the sample chamber
was evacuated and filled with helium to 1 atm.

Chemicals and Materials. 4-MTP and cyclohexane were
purchased from Sigma-Aldrich, and used without further purification.
Cyclohexane solutions of 4-MTP (200 mM) were prepared by

Figure 1. Schematic drawing of the experimental setup at beamline
6.0.1 of the Advanced Light Source.
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dissolving 12.4 g of 4-MTP in 500 mL of cyclohexane. Samples were
always replaced after 8 h of use.
Theoretical Calculations. The equilibrium geometries of all

molecular species were obtained by second order Møller−Plesset
perturbation theory64 (MP2) with the Dunning correlation consistent
basis set aug-cc-pvtz65 using the Gaussian 09 program package.66 In
order to simulate the X-ray absorption spectra, the first-principles
multireference restricted active space self-consistent field (RASSCF)
method was used with no symmetry imposed. The active space for
simulated XAS comprised 14 electrons distributed over 13 orbitals.
The aug-cc-pvtz basis is used for sulfur and the three adjacent carbon
atoms, while aug-cc-pvdz was used on all other atomic centers. The
energies of the computed states were further improved by applying
second order perturbation theory (RASPT2)67−69 to RASSCF wave
functions to account for dynamic correlation effects. In the RASSCF
calculations of core-excited states, the core orbital was kept in the
RAS3-subspace, thus restricting the possible configurations to those
with at least one electron missing from the core orbital and preventing
a variational collapse during the wave function optimization that would
refill the core-hole with a valence electron (this sorting of electrons
into active spaces is known as the core-RAS method).70 RASSCF/
RASSI calculations were performed with the Molcas 7.8 program
suite.71 All transition energies were rescaled by a constant factor
(equating to an energy shift of about −2.8 eV) such that the computed
4-MTP spectrum matches the experimental one.

■ RESULTS AND DISCUSSION

Figure 2A shows the static X-ray absorption spectrum of 4-
MTP in cyclohexane at the sulfur K-edge. Two prominent
transitions are observed at 2472.5 and 2473.6 eV, along with

additional less resolved transitions above 2475 eV which merge
into the actual continuum edge. The resulting differential
absorption spectrum upon ultraviolet excitation at 267 nm
(4.64 eV) at a pump−probe time delay of 100 ps is shown in
Figure 2B. The negative bleaching signal at 2472.5 eV signals a
loss of absorption and coincides with the two main absorption
peaks of the ground state. Three induced absorption features
emerge at energies of 2467.0, 2468.5, and 2470.3 eV,
respectively. The apparent area ratio of the energetically lowest
two peaks is about 1:3 while the small induced absorption is
hard to quantify and only appears at high excitation fluence
(see discussion below). Pump−probe transients at photon
energies of the strongest absorption changes fully emerge
within the time resolution of our experiment (∼70 ps) and stay
constant over the observed time frame of about 500 ps, as does
the ground-state bleaching signal. For details on the
experimental time traces and their modeling see the Supporting
Information.
In order to identify the spectra in Figure 2, we employed

RASSCF calculations to predict the sulfur-1s transitions of the
ground state of 4-MTP (1) and possible photoproducts in
order to recreate the experimental differential spectrum at 100
ps. Figure 2A shows three distinct transitions that match the
experimentally observed ground-state transitions around 2472
eV very well. We have not convolved the transition lines with a
Voigt profile for clarity. However, a monochromator resolution
of σ = 0.35 eV and a Lorentzian lifetime broadening of 0.8 eV
reproduce the main absorption features in Figure 2A (for
convolved data see Figure S2). We note that our high-level
electronic structure calculations neither describe the Rydberg
series nor the atomic continuum absorption edge. Other
theoretical approaches would be more appropriate for
describing multiple scattering and the EXAFS region. However,
RASSCF provides a very accurate approach to describing
electronic correlations, and the bound−bound transitions
relevant to this experimental study.
The initial chemical reaction step in 4-MTP upon excitation

with 267 nm pulses is the cleavage of the S−H bond. Oliver et
al. reasoned for homolytic bond dissociation with production of
a hydrogen atom, a 4-methylthiophenoxy radical, and an
additional adduct.19 The 4-methylthiophenoxy radical (II) as
shown in Figure 2C exhibits a theoretical S-1s spectrum that
matches the experimentally observed induced absorption peak
at 2467 eV, underscoring that indeed photoinduced homolytic
bond cleavage occurs. However, the methylthiophenoxy radical
alone does not reproduce our experimentally observed
differential absorption spectrum at 100 ps. Another induced
absorption peak at 2468.5 eV is clearly discernible.
In order to identify this feature, we have computed spectra

for two 4-methylthiophenoxy ions, as these are most closely
related to the 4-methylthiophenoxy radical (II): the formally
hydride-abstracted cation (Ia) and the thiolate anion (III),
both of which could be produced through heterolytic S−H
bond dissociation. However, the computed sulfur-1s transitions
of the cations (Ia and Ib) and the thiolate anion (III) deviate
notably from the experimentally observed spectral feature at
2468.5 eV (see Figure S3). Moreover, the ejection of a hydride
anion seems very unlikely since sulfur is the more electro-
negative atom in the S−H bond, polarizing the bond toward
the sulfur atom. Two-photon ionization of 4-MTP toward the
cation (Ib) at 9.3 eV seems possible72 albeit the first ionization
energy of elementary sulfur is at 10.36 eV.73

Figure 2. (A) Static sulfur-1s absorption spectrum of 4-MTP in
cyclohexane solution and calculated lowest S-1s transitions (yellow).
(B) Differential absorption spectrum at 100 ps after 267 nm excitation
(50 mJ/cm2), and calculated S-1s transitions for ground-state bleach
and observed photoproducts: 4-MTP (yellow), radical (orange), and
thione isomers (red). (C) Structures of 4-MTP (1), 4-methylthio-
phenoxy radical (II), and ortho- (2a) and para- (2b) thiones.
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Instead, we consider the three possible thione isomers to
explain the observed emergence of this new spectral feature.
These species can emerge when the photolytically cleaved
hydrogen atom attaches to the aromatic ring of the parent 4-
MTP radical residue, either in the ortho- (2a), para- (2b), or
meta- (2c) position (see also Scheme S1), thereby disrupting
the π-conjugation of the ring. The corresponding calculated
lowest sulfur-1s transitions for 2a and 2b, namely, 4-
methylcyclohexa-2,4-diene-1-thione (2a) and 4-methylcyclo-
hexa-2,5-diene-1-thione (2b), henceforth denoted as ortho-
(2a) and para- (2b) thione, respectively, both match the
second observed induced absorption peak at 2468.5 eV very
well. The dominant transition of the ortho-thione is predicted
0.15 eV lower in spectral position and with 20% higher
amplitude than the para-thione. A distinction between the two
isomers with sulfur-1s absorption spectroscopy is difficult due
to the inherent lifetime broadening of ∼0.8 eV. The ortho-
thione assignment matches slightly better with the experimental
data.
The nearly identical transition energies of both thione

isomers point to the fact that the S-1s transitions are strongly
influenced by the bonding order and oxidation state of the
sulfur atom. For both thione isomers, the dominating feature is
the CS double bond. The position of the newly formed sp3-
hybridized carbon does not influence the electronic structure of
the sulfur atom substantially because the sulfur atom and the
newly formed CH2 (2a) or CHCH3 (2b) group are separated
by either two (2a) or four (2b) chemical bonds, respectively.
The meta-adduct 2c cannot be described as a stable thione
product in the conventional Lewis formalism but has to be
conceived as a delocalized biradical which manifests itself as an
energetically highly disfavored species19 with sulfur-1s tran-
sitions appearing at much higher energy than the induced
absorption peak at 2468.5 eV in Figure 2B (see also Scheme
S1). Recently, Reva et al. found clear evidence for the formation
of the thione isomers 2a and 2b upon photoexcitation. Steady-
state infrared spectroscopy was used in cryogenic argon
matrices in which these isomers form extremely long-lived
metastable states.74 Moreover, no evidence for the formation of
the meta-adduct 2c was found while photoexcitation with 267
nm light resulted in the formation of 2a and 2b. These results
are in excellent agreement with our findings. However, our
method observes the photochemistry of 4-MTP under ambient
conditions in real time, i.e., in the liquid phase at room
temperature, with a site-specific electronic- and structural-
probe.
Our theoretical calculations provide detailed information on

the electronic structure of the different sulfur species. In the
following, we discuss the character of the spectral lines in terms
of highest occupied and lowest unoccupied molecular orbitals
(HOMOs and LUMOs, respectively), as well as the singly
occupied molecular orbital (SOMO) for the 4-MTP radical. In
the ground state of 4-MTP, we observe three major transitions
as observed in Figure 2A. The lowest sulfur-1s transition is
predominantly (>90%) described by the population of the
LUMO + 2 orbital as shown in Figure 3. The two higher-lying
transitions in Figure 2A are well-described by linear
combinations of LUMO + 3 ± LUMO + 5 with less than
10% from other states. For the 4-MTP radical (II) and the
thione isomers 2a and 2b, only one major transition in each
species is found. These transitions are dominated by a single
configuration, populating the LUMO (thione) and the SOMO
(radical), respectively (Figure 3). Additional transitions are

smaller by at least 2 orders of magnitude compared to the
respective major transitions depicted in Figure 2. From the
orbital scheme in Figure 3, the relative shift of the lowest
absorptive sulfur-1s transitions in Figure 2B can be inferred
qualitatively for each species: The HOMO−LUMO gap follows
a clear trend that reflects the relative energetic stability of the
three sulfur species. The relative energy difference between the
sulfur-1s orbital and the dominating orbital of the sulfur-1s
excitations decreases in the same order from 4-MTP (1s →
LUMO + 2) via the thione (1s → LUMO + 0) to the radical
(1s → β-SOMO). In the radical, the energy level scheme
exhibits additional complexity because the unpaired electron
divides the transitions into α- and β-densities, owing to the fact
that transition energies of spin-up and spin-down excitations
interact differently with the unpaired electron of the SOMO.
The calculations are also able to explain the regioselectivity of
the observed thione isomerization: In the 4-MTP radical (II),
the HOMO is a SOMO, which governs the radical’s chemistry.
As can be seen from the isosurface for the SOMO in Figure 3,
even though the radical is mainly sulfur-centered, there is also
electron density at the ortho- and para-carbon atoms and none
at the meta-carbon atoms. This is a manifestation of the
regioselectivity of the observed thione isomerization reaction
which strongly disfavors the meta-form.
It is also instructive to consider the trend of the sulfur-1s

orbital energies for 1, II, and 2a: Recent publications provide
evidence that the 1s-orbital energies in transition-metal
complexes are strongly correlated with the amount of effective
valence charge on a bound nitrogen atom.44,75,76 The N-1s
spectra were found to be similarly correlated because they
depended mainly on the N-1s orbital energy in these
compounds. We performed a natural population analysis to
check for a similar correlation between valence charge and S-1s
orbital energy. The results are given in Table 1 along with the
calculated sulfur−carbon bond distance. There is a significant

Figure 3. Molecular orbitals and corresponding isosurfaces relevant to
the lowest sulfur-1s transitions in the three main species (4-MTP (1),
ortho-thione (2a), 4-MTP radical (II)).

Table 1. Bond Distance and Natural Populations

4-MTP thione radical

d(C−S)/Å 1.77 1.64 1.73
nat pop 0.042 −0.043 0.056a

aNatural populations of α and β spin densities were added.
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bond contraction (>10 pm) between the sulfur and carbon
atom upon transition from the ground-state 4-MTP molecule
to the thione isomers 2a or 2b as expected for a double bond
formation. This change is accompanied by a significant
reduction in the natural population of the sulfur atom, leading
to a lower S-1s orbital energy and signaling a reduced valence
charge density on the sulfur atom. The sulfur radical does not
reveal significant differences from the 4-MTP parent com-
pound. We interpret this finding as a manifestation of the
relative inertness and stability of sulfur radicals compared to the
very reactive oxygen radicals. X-ray photoemission spectrosco-
py is sensitive to these binding energies while transition
energies of X-ray absorption spectra depend not only on the
binding energy of the core-level electrons but also on the dipole
selection rules dictated by the symmetries of the respective
LUMO states. This fact can lead to a seeming lack of systematic
ordering of transitions while the basic concept of core−electron
screening by an atom’s valence charge density still holds.
The differential spectrum in Figure 2B exhibits a third

induced absorption peak at 2470.3 eV which appears only at
high pump fluence of 50 mJ/cm2 while it is absent at half the
fluence (Figure S4). We have considered several possible
species (Scheme S1) for this induced absorption peak of which
the calculated 4-MTP anion (III) absorption best matches the
observed spectral position (Figure S3). We cannot exclude that
the anion species could emerge from highly excited states upon
multiphoton absorption. However, it is known that cyclic
aliphatic hydrocarbons undergo multiphoton absorption in
strong femtosecond laser fields, producing fast decaying
hydrocarbocations and free solvated electrons.77 Such electrons
constitute a highly reactive species and could react via a single
electron transfer (SET) process with a 4-MTP radical (II) to
yield the 4-MTP anion (III) within our time resolution. A
second species with nearby sulfur-1s transitions is the 4-MTP
dimer, the generation of which can result from two 4-MTP
radicals (II). This diffusion-limited process cannot occur in the
measured time frame (<1 ns) although Riyad et al. observed a
product formation on microsecond time scales which they
interpreted as dimerization. Only the formation of prearranged
dimers, trimers, and tetramers of aromatic thiols would allow
for dimerization to occur rapidly enough. Oligomers of
aromatic thiols have been reported in solution, where the
thiol group of one molecule coordinates to the π-system of
another molecule. It is possible that such dimer formation
occurs under our experimental conditions of 200 mM 4-MTP
concentration. However, the 4-MTP dimer has its lowest
absorption peak above 2471 eV. We therefore exclude

dimerization and attribute the fluence-dependent induced
absorption to anion formation.
We end the discussion with a few considerations of the

temporal evolution of the 4-MTP photochemistry. The
observed initial photofragmentation of 4-MTP into 4-MTP
radicals (II) and hydrogen atoms occurs on an ultrafast time
scale which eludes our time resolution of ∼70 ps, and for the
initial reaction dynamics, we refer to Zhang et al.20 Upon UV
excitation the 4-MTP molecule is photodissociated to generate
a radical pair IV in Scheme 1. The excess excitation energy is
converted to kinetic energy and carried largely by the hydrogen
atom, which is ejected into the solvent shell with an average
ejection length of 9 Å or about two to three solvent spheres.20

Suppression of fast geminate S−H recombination at such large
ejection lengths is characteristic of weak solute−solvent
interaction as found in cyclohexane solution. The initial radical
concentration was observed to partially decay to a constant
value within less than 50 ps.20 The H-adduct, which we identify
as the thione isomers 2a and 2b, emerges at the same rate.20 No
change in the relative populations occurs in the observed
subnanosecond time frame, in agreement with the time
evolution of the signal (Figure S1).
The reaction pathways are depicted in Scheme 1: Upon

photoexcitation, 4-MTP (1) is promoted to a dissociative state,
and the hydrogen atom is ejected into the surrounding solvent
cage (IV in Scheme 1). The H atom will either escape the
solvation shell, producing the long-lived 4-methylthiophenoxy
radical (II), or attach to the aromatic ring of the parent 4-MTP
molecule yielding the thione isomers 2a and 2b. If the 4-MTP
radical (II) survives, it will only be consumed upon diffusion-
limited recombination with a hydrogen atom or another 4-
MTP radical (II). Solvent hydrogen abstraction seems less
likely given the long radical lifetime extracted from flash-
photolysis studies.18 Matrix isolation studies74 have demon-
strated optical switching between the thione isomers 2a and 2b,
but it is unclear whether these two isomers will form both or
interconvert at room temperature in solution. Time-resolved
vibrational exchange spectroscopy could provide an answer
because the isomers have discernible infrared spectral finger-
prints.74 Lastly, we note that in the same matrix isolation
studies UV excitation of thione adducts has resulted in
reformation of the 4-MTP ground state. This observation
explains the low quantum yield of radical formation in
nanosecond flash-photolysis studies: Thione formation occurs
within a few picoseconds, and a nanosecond UV excitation
pulse will therefore partly consume the thione isomers and
generate the 4-MTP parent species again.

Scheme 1. Reaction Pathways of 4-MTP upon 267 nm Excitation
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■ CONCLUSIONS AND OUTLOOK

We have successfully followed a chemical reaction in the liquid
phase using sulfur-1s absorption spectroscopy to reveal the
different reaction pathways of an aromatic thiol model system
(4-MTP) following irradiation with 267 nm light, namely
radical generation, thione isomerization, and anion formation.
High-level theoretical calculations permit assigning the two
prominent spectral signatures to the 4-MTP radical and the
thione isomers. The regioselectivity of the isomerization
reaction is governed by the radical SOMO which only has
high electron density on the sulfur and the ortho- and para-
carbon atoms, favoring S−H recombination or isomerization to
the observed ortho- and para-thiones.
Time-resolved sulfur-1s spectroscopy provides new insight

beyond the corresponding optical spectroscopy techniques: It is
element specific and well-described by theory. The high
spectral sensitivity to different oxidation states and chemical
surroundings of the sulfur atom renders this technique a
valuable tool to study chemical reactions involving sulfur
functional groups. Sulfur-1s spectroscopy can be applied to
various systems, both in solution and in solids, and could be
especially useful in the field of battery research and X-ray
radiation damage of proteins (in operando, in crystallo). In
combination with free-electron lasers or laser-plasma sources,
sulfur-1s spectroscopy can follow chemical reactions of sulfur
functional groups on atomic and possibly electronic time scales
due to ultrashort and bright femtosecond X-ray pulses. This
would allow for the observation of initial reaction steps and
help disentangle the emergence of different photoproducts and
their potential conversion of one initially formed photoproduct
into another. In summary, our study underscores the potentially
broad applicability of time-resolved sulfur-1s spectroscopy to
follow the evolution of sulfur atoms in a variety of different
bonding situations and oxidation states making it a valuable
tool to study chemical reactions of sulfur-containing functional
groups and materials.
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We have investigated dimethyl disulfide as the simplest disulfide system with picosecond time-resolved X-ray 

absorption spectroscopy at the sulfur K-edge to study the photochemistry initiated by 267-nm femtosecond pulses. 

We observe a broad but distinct induced absorption spectrum which decays on at least two time scales in the 

nanosecond range. We employed RASSCF electronic structure calculations to simulate the sulfur-1s transitions of 

multiple possible chemical species and identified unambiguously the methylthiyl and methylperthiyl radicals as the 

primary reaction products. In addition, we identify disulfur and the CH2S thione as the secondary reaction products 

of the perthiyl radical that are most likely to explain the observed spectral and kinetic signatures of our 

experiment. Our study underscores the importance of elemental specificity and the potential of time-resolved X-

ray spectroscopy to identify short-lived reaction products, providing a complex reaction scheme that underlies the 

rich photochemistry of disulfide systems. 

Introduction 

Sulfur is an important element in biochemistry and is 

found in many proteins and enzymes either as metal-

sulfur active sites1 or as one of two amino acids, L-

methionine or L-cysteine incorporated into the 

protein backbone.2 The latter is very important in 

structure determination of a protein’s tertiary 

structure as the side chains of two L-Cysteine amino 

acids can be covalently linked via the oxidative 

formation of a disulfide bond. Since disulfide bonds 

strongly influence the tertiary structure of many 

proteins, they play an important role in the protein 

folding process and for structure retention.  

The stability of a protein’s structure is pivotal in 

maintaining its biological function. However, the 

structure and thus their function is dependent on 

many environmental factors such as temperature 3, 

pH 4, oxidizing environment5, solvent6 and hard and 

soft radiation exposure from cosmic radiation7 and 

hard X-rays8,9 to near ultraviolet and visible 

radiation.10 It is well-known that the disulfide bond is 

most prone to cleavage when exposed to UV 

radiation. Investigation of the early timescale kinetics 

of the UV induced disulfide bond breakage is 

therefore crucial in order to understand the 

photostability and photodamage repair mechanisms 

in proteins. 

Dimethyl disulfide (DMDS)—the simplest organic 

disulfide—can serve as a model system for the 

photochemistry of disulfide bonds. DMDS is one of 

the major volatile organic sulfur compounds (VOSCs) 

and considered very toxic for all organisms.11 

Naturally, DMDS occurs as a decomposition product 

in the microbial degradation pathway of sulfur-

containing amino acids12 and is also a luring agent 

dead-horse arum (Helicodiceros muscivorus).13 This 

plant uses the odor of DMDS along with the VOSCs 
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dimethyl sulfide and dimethyl trisulfide as fly-

attracting luring agents to help with pollination. 

DMDS also plays an important role in the 

atmospheric sulfur cycle as a sulfur reserve and is 

primarily found emanating in swamps and salt 

marshes.14 Accordingly, the photochemistry of DMDS 

is important in order to understand its atmospheric 

UV-induced photochemistry. More importantly, 

simple organic disulfides such as DMDS is a very 

suitable initial model system for the investigation of 

the disulfide bond motif of proteins and has already 

been studied with both static and time-resolved 

optical methods both in the gas phase15,16 and in 

solution. 17 

Early on, organic disulfides were found to form 

free radicals upon irradiation with suitable light, 

undergoing various subsequent chemical 

transformations rather than reforming the S-S 

bond.18 It was also established that the two major 

initial chemical reaction steps are breakage of the S-S 

and the C-S bond, which yield thiyl and perthiyl 

radicals as reactive species, respectively.17 

Furthermore, early time-resolved studies of the S−S 

bond breakage in 4-aminophenyl disulfide showed 

that the initial bond cleavage is ultrafast and takes 

places on a sub-picosecond timescale.19 

The first time-resolved optical studies of pure 

DMDS in the gas phase on microsecond timescales 

reported two dominant reaction pathways upon 

excitation with either mid-infrared multiphoton 

absorption or with UV light. Accordingly, DMDS 

would either decay via a molecular four-centered 

transition state producing S2 and C2H6 or to dissociate 

homolytically to yield CH3S· thiyl radicals.20 Further 

studies on the UV-photodissociation of aliphatic 

disulfides in the gas phase using time-of-flight mass 

spectrometry revealed two major photoproducts: (i) 

S-S bond cleavage, producing thiyl radicals or (ii) C-S 

bond cleavage, yielding perthiyl radicals.21 At 

wavelengths shorter than 250 nm, S-S bond cleavage 

was reported to dominate and only at longer 

wavelengths, C-S bond cleavage becomes 

competitive. From these findings, Bookwalter et al. 

concluded that the dissociation has to occur from an 

excited state and not the ground state because the 

bond enthalpy of the C-S bond (235 kJ/mol, 2.4 eV) is 

lower than that of the S-S bond (280 kJ/mol, 2.9 eV). 

Resonance Raman spectroscopy with 267 nm 

excitation and semi-empirical calculations by Rinker 

et al.14 indicated that excitation into the lowest 

singlet excited states favors a C-S bond cleavage 

along the C-S stretching vibration and features a 

barrier for S-S dissociation, while the opposite is the 

case for next higher excited state. Rinker et al. 

concluded that 267 nm excitation accesses the lower 

excited state, while excitation as shorter wavelengths 

also promotes the system into the second excited 

state. More recently, theoretical studies with high-

level SA-CASSCF and MS-CASPT2 approaches were 

applied by Luo et al. to investigate both the vertical 

excitation energies and the photodissociation 

mechanism of DMDS.22 These calculations indicate 

that both, the S1 and S2 state, strongly favor S-S bond 

fission due to a barrier for C-S bond cleavage. C-S 

bond fission at 267-nm excitation should occur from 

the ground state. Clearly, the reaction pathways are 

neither fully understood nor all products 

unambiguously identified for a given excitation 

wavelength. 

More recent time-resolved mass spectrometry 

(TRMS) studies of model disulfide compounds 

indicate that structural restriction render disulfide 

bonds in proteins more stable because the produced 

radicals remain in the vicinity of each other to 

geminately recombine. 23,24 The restoration of the 

disulfide bond in the model system 1,2 dithiane was 

found to take place within 2.75 ± 0.23 ps. For 

comparison, this time-scale is much slower than  

observed excited state quenching in DNA.25,26 

However, the radical recombination is still faster than 

the intramolecular vibrational energy redistribution 

(IVR). The latter would allow the carbon backbone of 

the protein to move the two radicals away from each 

other resulting in partial loss of the tertiary structure. 

Comparison of these findings for the cyclic disulfide 

1,2-dithiane with the linear diethyl disulfide (DEDS) 

further points toward the photostability of the 

disulfide bonds in proteins to be a structural property 
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that confines the sulfur radical spatially.24 The 

disulfide bond may therefore also act as radiation 

shield in proteins, protecting the integrity of the 

proteins tertiary structure by absorption of harmful 

radiation and energy dissipation through fast radical 

reformation and subsequent (not preceding) 

vibrational energy redistribution. 

Recently, time-resolved spectroscopy at the sulfur 

K-edge has been employed as a valuable new tool for 

understanding photochemical reactions of sulfur-

containing compounds.27,28 . Sulfur is very sensitive 

for its electronic and chemical environment. This 

sensitivity reflects in sulfur-1s transitions in the X-ray 

spectral range shifting substantially depending on the 

respective sulfur atoms binding state. Combining this 

spectral fingerprint of sulfur chemistry with time-

resolved measurements and electronic structure 

calculations (RASSCF, DFT) yields a powerful method 

to follow sulfur chemistry with elemental specificity. 

For instance,  we investigated the photochemistry of 

an aromatic thiol upon 267-nm illumination which 

features two dominant reaction pathways: The first is 

the expected homolytic bond cleavage of the S-H 

bond, which yields hydrogen atoms and thiyl radicals. 

The second pathway is the isomerization of the 

aromatic molecule to a thione isomer. The latter 

pathway is somewhat surprising, as aromatic systems 

usually exhibit a high stability and do not undergo 

isomerization by revoking their conjugated aromatic 

system. These experiments provided insight into the 

UV photochemistry of the thiol group, which also 

plays a very important role in protein chemistry. 

In previous studies by the Kennepohl group static 

X-ray absorption spectroscopy has already been used 

to investigate radiation damage and photochemistry 

in biomolecules and biologically relevant 

molecules.29,30 Herein, we report the first time-

resolved study of the photochemistry of the simple 

disulfide model system, DMDS, in a solvent 

environment by employing TRXAS at the sulfur K-

edge. We establish the basic photochemical behavior 

of disulfide containing linear molecules upon UV 

irradiation at 267 nm and provide insights and 

implications for the radiation stability of disulfide 

bonds in proteins on sub-nanosecond to sub-

microsecond timescales. 

Methods 

Experimental Setup 

All measurements were conducted at beamline 6.0.1 

of the Advanced Light Source in Berkeley, California. 

Details of the experimental setup have been reported 

previously.27,31 The sample was excited by 267-nm 

laser pulses of 100 fs duration obtained by third 

harmonic generation (THG) of the 800-nm 

fundamental wavelength of a Ti:Sa regenerative 

amplifier. A fluence of 50 mJ/cm² was used for all 

measurements. Long delay scans at specific energies 

were corrected for electronic background variation 

by subtracting these electronic artefacts with no X-

rays on the sample. Static spectra were recorded 

with an integrating photodiode in total fluorescence 

yield (TFY) mode. Time-resolved spectra were 

recorded with an avalanche photodiode which was 

shielded with a 100-nm thick aluminum foil. The 

sample was delivered through a sapphire-nozzle 

liquid jet driven by a gear pump with flow rates of 

≥450 mL/min. 

Chemicals and Materials 

Dimethyl disulfide and cyclohexane were purchased 

from Sigma Aldrich and were used as received 

without further purification. DMDS solutions 

(100 mM) were prepared by filling up 1.8 mL DMDS 

with cyclohexane to 200 mL. Samples were run in a 

continuous loop for up to 6 hours before being 

replaced by a fresh sample. 

Theoretical Calculations 

The equilibrium geometries of all studied molecular 

species were obtained at the second order of Møller-

Plesset perturbation theory32 (MP2) with the Dunning 

correlation consistent basis set aug-cc- pvtz33. The 

vibrational frequency calculations confirm that the 

computed structures are true energy minimum 

structures. Geometry optimizations were obtained 

using very tight convergence criteria in the 

Gaussian0934 suite of programs. 
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The X-ray absorption transitions were simulated 

using the first principles multi reference restricted 

active space self-consistent field (RASSCF) method 

with no symmetry imposed. The active space for the 

simulated sulfur-1s transitions for dimethyl disulfide 

and the perthiyl radical comprised 14 electrons 

distributed over 12 orbitals. The active space for thiyl 

radical was reduced to 11 electrons in 11 orbitals. 

The aug-cc- pvdz basis was used for all other atomic 

centers. The active space in the RASSCF calculations 

is divided into two subspaces, namely RAS2 

containing all orbitals without occupational 

constraints and RAS3, comprising the two sulfur 1-s 

core electrons of which at most one electron is 

allowed to be excited (thus suppressing 

configurations with a doubly-filled sulfur-1s core 

orbital). The wave function during the RASSCF 

calculations and the presence of irrelevant low-

energy configurations during the calculation of core 

excitations are avoided by grouping the excitations in 

this way. The energies of the core excitation obtained 

by RASSCF calculations were further improved by 

applying multi-state second order perturbation 

theory (MS-RASPT2)35 while for the ground state 

energy single-state CASPT236,37 was used with 0.25 

Hartree for the ionization potential electron affinity 

(IPEA) shift and an imaginary shift of 0.3 Hartree to 

avoid intruder states. The RASSI module is used for 

the calculations of the transition dipole moments on 

the wave functions obtained from the RASSCF 

calculations. RASSCF/RASSI calculations were 

performed with the Molcas 7.8 program suite38. 

Results and Discussion 

Figure 1A shows the static X-ray absorption spectrum 

of DMDS in cyclohexane solution at the sulfur K-edge. 

Two major transitions are observed at 2471.6 and 

2473.1 eV along with additional less pronounced 

transitions above 2475.0 eV, which merge into the 

continuum edge. Below, panel B shows the 

differential absorption spectrum 100 ps after 267-nm 

(4.64 eV) excitation. The negative absorbance change 

at 2471.5 and 2473.0 eV coincides with the main 

absorption peaks of the DMDS spectrum, signaling 

loss of ground-state absorption. Two distinct induced 

absorption peaks are observed at 2466.5 eV and 

2467.4 eV are accompanied by a broader shoulder 

between 2468 eV and 2470 eV. The observed pump-

probe signals fully emerge within the time resolution 

of our experiment (~70 ps) and decay in a bimodal 

 
Figure 1. The static sulfur K-edge spectrum is shown in panel A 

along with the computed energetically lowest sulfur-1s 

transitions. Beneath, differential absorption spectra at time 

delays of 0.1, 5, 50, and 150 ns after excitation with 267-nm 

pulses are shown in panel B. The corresponding time evolution 

at three distinct photon energies, indicated by color-coded 

arrows in panel B, show the temporal evolution of the 

absorbance changes (spheres and doted lines) along with 

exponential decay models (solid lines) fit to the experimental 

data in panel C. The black trace in panel C is the difference of the 

modeled time traces at 2466.0 eV and 2467.4 eV 
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fashion on timescales of nanoseconds and tens of 

nanoseconds. Notably, even after 50 ns, signals still 

persist. In fact, the bleach signal persists at least up 

to 150 ns while the induced absorption decays to 

very small levels. The reasons for this behavior will be 

discussed below. 

The recorded time traces at the three probe 

energies of 2466.5 eV, 2467.4 eV, and 2471.5 eV 

along with biexponential decay models are shown in 

Figure 1C. The difference of the two decay models for 

the evolution of the induced absorption is also 

plotted as a black solid line, indicating a maximum 

difference of induced absorption at 2466.5 eV and 

2467.4 eV at 4 ns delay. The convolution of the 

instrumental response function (given by the 70-ps X-

ay pulses) with the response of the DMDS has been 

modelled with: 

 ΔA(E;t) = {1+erf[(t-t0)/(√2∙σ)]}/2 ∙ … 

 {A1∙exp[(t-t0)/τ1] + A2∙exp[(t-t0)/τ2]}. 

This approximation is adequate because the X-ray 

pulse duration is much shorter than the observed 

time-evolution of the molecular system (for details 

see the supporting information of reference 27. We 

have modeled the persistent bleach signal with an 

additional component of the form A3∙{1-exp[(t-t0)/τ2]} 

to account for a long-lived signal beyond the 

maximum measured time delay of 150 ns. 

The long time-constant τ2 shows similar values for 

all three time traces and we have chosen to use a 

global fit routine with t0 and τ2 as common fit 

parameters. The X-ray pulse duration was set to σ = 

30 ps, amounting to 70 ps FWHM. The long decay 

constant assumed a fit value of τ2 = 160 ns while τ1-

values of (9±3) ns, (3±1) ns, and (4±1) ns yielded an 

optimal fit for the data at 2466.5 eV, 2467.4 eV, and 

2471.5 eV, respectively. We note that time traces are 

generally harder to measure with similar signal-to 

noise ratio but despite the larger error bars the data 

in panels B and C of Figure 1 are fully consistent and 

show that the spectral region of induced absorption 

above 2476 eV initially decays more rapidly than the 

induced absorption peak at 2466.5 eV. We will relate 

the implication of this result to the spectral 

interpretation in the next discussion section. 

We have employed RASSCF calculations to predict 

the sulfur-1s transitions of the ground state of DMDS 

and possible photoproducts to interpret our 

experimentally obtained spectrum at 100 ps. Figure 

1A shows three distinct sulfur 1s transitions that 

match our experimental ground state spectrum very 

well. For clarity, we have not convolved the transition 

lines with a Voigt profile. However, a lineshape 

function with a Gaussian broadening due to the finite 

monochromator resolution with σ=0.35 eV and a 

Lorentzian lifetime broadening of 0.8 eV reproduces 

the main absorption features in Figure 1A well. Solely 

the strength of the first transitions relative to the 

second one falls about 10% short. We note that our 

high-level electronic structure calculations provide a 

very accurate approach to describe electronic 

correlations and the bound-bound transitions 

 
Figure 2. Possible sulfur species are displayed in a color-coded 

fashion in panel A with roman numerals assigned to transient 

species (i.e. radicals). The computed energetically lowest sulfur-

1s transitions for all species are overlaid with the differential 

absorption spectrum at a time delay of 100 ps after excitation 

with 267-nm pulses in panel B. Scaling is arbitrary but the 

dominating species are the thiyl and perthiyl radicals (orange 

and purple transitions, respectively). 
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relevant to this study. However, these calculations 

can neither describe the Rydberg series nor the 

atomic absorption edge and other theoretical 

approaches provided by programs such as FEFF39 

would be more suitable to describe the EXAFS region. 

Two major initial reaction pathways in the UV 

induced photochemistry of DMDS have previously 

been proposed: S-S and C-S bond cleavage, yielding 

methylthiyl and methylperthiyl radicals, henceforth 

abbreviated as thiyl (I) and perthiyl (II) radical, 

respectively. Figure 2 shows the species that have 

been discussed in the literature along with the 

calculated sulfur-1s transitions overlaid with the 

differential absorption spectrum at 100ps delay. The 

thiyl radical (I) exhibits a theoretical sulfur 1s 

spectrum that fits our experimentally observed 

induced absorption feature at 2466.5 eV similar to 

our previous findings27. The theoretical sulfur-1s 

spectrum of the perthiyl radical II, however, behaves 

slightly different. Two dominant transitions are 

predicted of which the energetically lower one 

matches our second observed induced absorption 

feature at 2467.4 eV. The second appreciable 

transition overlaps with the lowest DMDS transition 

and would therefore be masked by the bleach signal. 

Our theoretical predictions show very good 

agreement with the two accepted photoproducts and 

we can already conclude that the thiyl and perthiyl 

radical species are produced with similar yields, 

thereby settling the question for 267-nm excitation. 

The transients in Fig. 1C provide interesting 

additional information: the perthiyl radical initially 

decays more rapidly, a conclusion that may have 

added to the confusion of product yields when 

investigating disulfide systems with poorer time-

resolution or more ambiguous probes. Perthiyl 

radicals are generally less stable than thiyl radicals 

and our measurements underscore this difference 

between the two radical species. 

Our differential absorption spectrum shows a 

pronounced should that cannot be explain by either, 

thiyl or perthiyl radical sulfur-1s transitions. 

Microsecond time-resolved studies by Kumar et al. 

suggested that one possible reaction pathway could 

lead to the production of S2.
20 We therefore 

calculated S2 as a possible by-product of the photo 

reaction. Four theoretical transitions of disulfur (2) 

emerge of which two are found at 2468.8 eV and 

2469.3 eV while the higher-lying transitions are again 

masked by the bleach signal of the missing DMDS 

absorption. The energetically lowest transitions could 

explain the observed shoulder between 2468.5 eV 

and 2470 eV (considering a lineshape function of 

slightly less than 1 eV). We cannot fully exclude the 

formation of DMDS cations by two-photon 

absorption during the excitation process because the 

short pump pulse duration and relatively high fluence 

would provide 9.2 eV for such an ionization process 

and Borkar et al. have reported an adiabatic 

ionization energy for DMDS of 8.13 eV.44 However, 

our spectral interpretation of disulfur formation from 

perthiyl radicals is consistent with the fact that a 

relative increase of absorption between 2468.5 eV 

and 2470.0 eV compared to the absorption between 

2467.4 eV and 2468.5 eV has occurred at 5 ns delay. 

Cation formation would require a different decay 

channel of the perthiyl radical that does not absorb 

in the latter spectral region. To our knowledge, 

literature does not provide such an explanation. 

Indeed, there are several studies of other groups 

that suggest that 2 is a decay product of the perthiyl 

radical II.40-42 While early studies promote the idea of 

disulfur (2) being generated by spontaneous decay of 

hot II,43 later studies foster the idea that ground state 

II could be photo-triggered by UV light to dissociate 

into methyl radicals and disulfur (2).41 Our 

experimental results point to the conclusions from 

earlier studies since our initial UV excitation pulses 

are of 100-fs duration—too short for perthiyl 

generation and subsequent photo-excitation within 

one single pump pulse. Since the bond enthalpy of a 

C-S bond is about 2.4 eV but the exciting photons 

carry 4.6-eV light quanta, it is certainly valid to 

assume that the nascent radical species are 

vibrationally hot enough for a perthiyl radical to 

decay into disulfur and a methyl radical. 

65



We end our discussion on the decay of the 

perthiyl radical II with a suggestion by Cole-Filipiak et 

al. which considers another reaction channel that 

would lead to the formation of an SH radical (III) and 

the thione CH2S (3). Our calculated sulfur-1s 

absorption spectrum for III shows one major 

transition at 2465.1 eV and another one with roughly 

half the intensity at 2472.6 eV. The latter one would 

again be masked by the ground state bleach signal of 

DMDS but the first transition at 2465.1 eV overlaps 

with a small signal at the rising edge of the induced 

absorption of the thiyl radical (I). This signal is barely 

significant but the simultaneous thione generation 

would have a predicted transition at 2467.8 eV. Such 

a formation process would explain the broad induced 

absorption between the predicted perthiyl and 

disulfur transitions. 

Scheme 1 summarizes our findings on the 100-

picosecond to sub-microsecond timescales of the 

photochemistry of DMDS observed with sulfur K-

edge TRXAS. Upon illumination with 267 nm light, 

two dominant reaction pathways are accessible: S-S 

and C-S bond cleavage to yield methylthiyl (I) and 

methylperthiyl (II) in similar branching ratios. Both I 

and II have distinct lowest-energy sulfur-1s 

transitions as shown in Fig. 2B. Disulfur (2) is one of 

the most likely decay products of II as is the 

formation pairwise formation of a hydrogen sulfide 

radical (III) and the CH2S thione (3). The relatively 

complex reaction scheme highlights the need for 

advanced spectroscopies. It would certainly be 

interesting to extend this study to other disulfide 

systems that to relate important research fields such 

as aerosol chemistry or radical migration in proteins. 

Furthermore, femtosecond X-ray sources in the 2-

3 keV photon energy range are currently coming 

online and be able to access the very early dynamics 

of the reactions allowing to also understand the 

mechanisms by which product formation occurs. 

Conclusions 

We have unambiguously identified the thiyl and 

perthiyl radicals as the primary reaction products of a 

model disulfide system (dimethyl disulfide) in 

solution and under ambient conditions excited with 

267-nm femtosecond pulses. Additional spectral 

absorption features and their temporal evolution 

provide clear evidence for disulfur and CH2S thione 

formation. This study underscores the usefulness and 

potential of time-resolved X-ray spectroscopy by 

virtue of its elemental specificity and sensitivity to 

electronic structure changes and altered chemical 

bonding. With an increasing number of X-ray free –

electron lasers providing new instrumentation, it will 

be possible to carry studies as the one presented into 

the femtosecond regime to observe the early time 

evolution of complex photoinduced reactions which 

in turn will help unravel the underlying causes that 

lead to the rich photochemistry of sulfur-containing 

systems. 
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Chapter 5

Conclusions and Outlook

In this PhD work, RASSCF calculations were employed for the accurate modelling of
multiple light-induced transient products of sulfur-containing molecules in solution.
In addition, ab initio quantum chemistry calculations have been performed to probe
the influence of hydrogen bonding and electric dipoles on the electronic structure of
nitrile containing molecules.

The chemical reaction of 4-MTP and dimethyl disulfide (DMDS) in the liquid phase
were successfully followed using sulfur-1s absorption spectroscopy to reveal the dif-
ferent reaction pathways. Upon ultraviolet excitation in solution phase, the differ-
ent reaction pathways of 4-MTP namely radical generation, thione isomerization, and
anion formation were revealed using sulfur-1s absorption spectroscopy. Explicitly, I
have performed quantum chemical calculations to interpret the experimental data ob-
tained for a model aromatic thiol system. RASSCF calculations were used to assign the
sulfur-1s transitions of the ground state of 4-MTP and the induced absorption peaks
providing insight to the nature of the photoproducts. In a joint experimental and the-
oretical study, light-induced radical formation and Isomerization was explained with
the help of high level electronic structure calculations. Furthermore, the regioselectiv-
ity of the thione isomerization was explained by the resulting radical frontier orbitals.

The basic photochemical behaviour of disulfide containing linear molecules of
DMDS have been investigated using sulfur-1s absorption spectroscopy. The energy
of the excitation photon is sufficient (4.6 eV) to break a C-S bond (2.4 eV), as well as
an S-S bond (2.9 eV). In order to understand the observed spectral features, quantum
chemical RASSCF calculations were performed for the ground state and other possible
photoproducts for correct assignment of experimental peaks. In these simulations, an
explicit access to each electronic state with the extracted information allows to assign
the dominant transitions. Therefore, simulations were paramount in providing de-
tailed information on the electronic structure of the different sulfur species. For clear
spectral identification of the transient photoproducts and a reliable understanding of
the reaction mechanism, several photoionization products were simulated. Radical
formation by C-S and S-S bond cleavage was confirmed with computed spectra in
accordance with the reported UV induced photochemistry of DMDS.
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The RIXS process corresponds to a photon-in photon-out mechanism, which is
a highly useful tool for studying the electronic structure and chemistry of gaseous
and condensed matter systems. RIXS spectroscopy is suitable tool providing relevant
information on chemical bonding and can also serve as a probe for weak hydrogen
bonding between molecules. A RIXS event can be considered as a consecutive process
of X-ray absorption and emission. In addition, the RIXS technique provides a local
probe of both the unoccupied and the occupied electronic orbitals in a single experi-
ment, and in an element and site-selective manner. For the specific molecular system
HCN, it is shown that the axial dipole charge distribution lowers the energy of the σ
orbital and leads to a strengthening of the CN bond. Further insight in this respect is
provided by the anomalous frequency shift as well as very clearly marked shift in the
Raman UV line originating from the σ orbital. The analysis based on dominant transi-
tions is used to understand altered charge distributions caused by electrostatic dipole
field. The simulations show that ab initio quantum chemistry calculations allowed
to combine electronic and structural probes to comprehensively understand a nitrile
model system subjected to hydrogen bonding and electric dipoles. Furthermore, these
simulations address and gauge the anomalous frequency shift of the nitrile stretching
vibration and link it to the changes in electronic structure. Experimental evidence
for the predicted behaviour of HCN requires a less toxic and more practical system.
The effects of (weak) hydrogen bonding on the electronic structure of acetonitrile have
been investigated using XAS, RIXS, and electronic structure calculations. The spectral
differences could largely be attributed to hydrogen bonding, highlighting the sensi-
tivity of RIXS even for weak interactions.

Outlook

The work presented in this thesis has facilitated a number of research projects that
should be explored in the future. The work based on tracking the light-induced re-
action dynamics in solution has opened up the prospect to conduct pump-probe ex-
periments at femtosecond timescales to reveal the different reaction pathways. This
method would be a viable tool to probe proton transfer and other charge transfer pro-
cesses in sulfur containing molecular, biological, and material systems. In addition,
combined experimental and theoretical studies on different sulfur and nitrogen con-
taining molecules have been planned. The purpose of this work would be to follow
different photo-excited dynamic processes like proton transfer and selective chemi-
cal bond deformation. Moreover, one step beyond the RASSCF calculations will be to
model reaction pathways using non-MEP (non-minimum energy path) involving reac-
tion path bifurcations, roaming and non-statistical dynamic effects. This methodology
has been explained and implemented by J. Rehbein and B. Wulff [200] to accumulate
detailed information on dynamics of various reactions.
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The stage is also set to perform systematic investigations on the response of other
nitrogen-containing functional groups such as diazo group. Diazo groups have a more
tunable and a broader range of reactivity which is responsible for their chemoselectiv-
ity in chemical biology [201]. Diazo compounds have served as chemical probes and
evoked novel modifications of proteins and nucleic acids. Moreover, their diverse re-
activity is exemplified by their ability to alkylate oxygen, nitrogen, sulfur, and even
carbon [202]. Therefore, the simplest molecule diazomethane would be a good start-
ing point for theory in order to establish basic principles of interaction of the diazo
group with its environment. A detailed ab initio initio study would be performed to
probe the influence of hydrogen bonding and electric dipoles for comprehensive un-
derstanding of electronic and structural changes.

In this thesis, nitrogen and sulfur containing small molecules have been inves-
tigated with high-level ab initio methods. The rapid growth of computational cost
for these methods limits their applicability to treat the effects of systems embedded
in a larger environment, for instance solvent molecules. Mixed quantum mechan-
ics/molecular mechanics (QM/MM) simulations have the potential to describe chem-
ical reactions and other chemical processes, such as charge transfer or electronic exci-
tation in systems influenced by an interacting larger environment. QM/MM method
leads to a better understanding of chemical reactions, and the mechanisms by which
in particular protein environments control these reactions. These simulations not only
predict the chemical properties accurately but have become an almost routine tool
for modeling of biomolecular systems and for the investigation of inorganic/organo-
metallic and solid-state systems [203–205]. In QM/MM methods, the region of the
system in which the chemical process takes place is modelled at the ab initio quantum
chemical level, whereas the remainder is described by a molecular mechanics force
field. Thus I would envision to plan simulations of nitrogen and sulfur containing
systems (e.g., enzymes) to investigate electrostatic interactions and hydrogen bond-
ing with their environment using Raman spectroscopy and QM/MM calculations.
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