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3.1 Reference triangle Ẽ and mapping τ . . . . . . . . . . . . . . . . . . . . . 19
3.2 Basis functions on the reference interval: linear functions (top), quadratic

functions (bottom) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Linear basis functions on the reference triangle . . . . . . . . . . . . . . . 20
3.4 Quadratic basis functions on the reference triangle . . . . . . . . . . . . . 21
3.5 Bisection of element E into E1 and E2. . . . . . . . . . . . . . . . . . . . . 31

5.1 Initial condition uε(x, 0) (left) and solution uε(x, 1) (right). . . . . . . . . 40
5.2 Arti�cial viscosity (here ε = 0.01) in the dual asserts that coinciding

discontinuities appear only at t = 1 (right) and not at t = 0 (left). . . . . . 41
5.3 Initial condition of the primal and the dual problem . . . . . . . . . . . . 46
5.4 Solution of the primal (left) and the dual problem (right) at t = 1 and t =

0, respectively, with k = 0.001, h = 0.125, and dual di�usion coe�cient
ε = 0.1 (�rst line). The second line shows the corresponding values of the
known solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.5 Global L2-error of the (primal) advection problem at �nal time t = 1
(left) and dual advection-di�usion problem at �nal time t = 0 (right) with
ε = 0.1. The timestep in both cases is k = 0.001. . . . . . . . . . . . . . . 47

5.6 Absolute value of the additional residual, k = 0.0001, ε = 0.1. . . . . . . . 49
5.7 Absolute value of local error estimators on a uniform grid with h = 0.0625

and arti�cial viscosity ε = 0.05 . . . . . . . . . . . . . . . . . . . . . . . . 50
5.8 Absolute value of local error estimators on a locally re�ned grid with

h = 0.5, 0.25, and ε = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.9 E�ectivity of the global estimator without arti�cial viscosity in the dual

equation (left) and with and without the additional residual, ρ∗(zε, u0 −
uhk0 ) with viscosity ε = 0.001 in the dual equation (right). . . . . . . . . . 52

5.10 E�ectivity of the global estimator with and without the additional residual,
ρ∗(zε, u0 − uhk0 ), for ε = 0.01 (left) and ε = 0.1 (right). . . . . . . . . . . . 52

5.11 Left: Initial condition (A). Right: Numerical solution for (A) at t = 1 . . . 54
5.12 Left: Initial condition (B). Right: Numerical solution for (B) at t = 1 . . . 55
5.13 Left: Dual initial condition (A). Right: Numeric solution for (A) at t = 0 57
5.14 Left: Dual initial condition (B). Right: Numeric solution for (B) at t = 0 . 57

9



5.15 Global L2-error of the dual advection-di�usion problem at �nal time t = 0
with ε = 0.1. The time step size is k = 10−4. . . . . . . . . . . . . . . . . 57

5.16 Nodes of quadratic basis functions, Pi, i = 1, . . . , 6, and interpolation
points P , Q, and R. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.17 Linear interpolation (dashed line) of the piecewise constant explicit Euler
solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.18 Absolute value of the additional residual, k = 10−5, ε = 0.1. . . . . . . . . 62
5.19 Local error indicators obtained by formal evaluation (left) and with dual

modi�cation with viscosity ε = 0.1, (right). . . . . . . . . . . . . . . . . . 63
5.20 E�ectivity of the global estimator without arti�cial viscosity in the dual

equation (left) and with and without the additional residual, with viscosity
ε = 0.1 in the dual equation (right). . . . . . . . . . . . . . . . . . . . . . 64

A.1 The error function on the interval [−5, 5] . . . . . . . . . . . . . . . . . . . 69



List of Tables

5.1 Dependence of the global error estimators and the error in the goal func-
tional on the grid size. Uniform grid size h is marked in bold. ε = 0.1 . . 50

5.2 Dependence of the global spatial error estimators on the dual di�usion
coe�cient ε, with J(u0)− J(uhk0 ) = 0.0140 . . . . . . . . . . . . . . . . . 52

5.3 E�ectivity and approximated Peclet number for ε = 0.0001 (left), ε = 0.01
(middle), and ε = 0.1 (right), with k = 10−4 constant and 40 quadrature
points for a composite trapezoidal rule. . . . . . . . . . . . . . . . . . . . . 53

5.4 Dependence of the modi�ed global error estimator and the error in the
goal functional on the grid size (2D) . . . . . . . . . . . . . . . . . . . . . 63

5.5 E�ectivity index of the modi�ed and of the formal error estimator . . . . 64

11



0.1

0.1 Abstract

In the dual-weighted residual method for goal-oriented error estimation residuals have to
be evaluated which include the computation of derivatives. For hyperbolic problems in
general the residuals are computed in the standard weak form. Potential discontinuities
of the solution prohibit direct (weak) derivatives, therefore all derivatives are taken on the
test function by means of partial integration. The same holds true for the dual problem.
In the dual-weighted residual method, the test function of the primal residual contains
the dual solution and the test function of the dual residual contains the primal solution.
Therefore computation of residuals and weights is not well de�ned in the situation of
coinciding discontinuities.
In this thesis the problem of coinciding discontinuities in primal and dual solution is
avoided by adding arti�cial viscosity to the dual equation, while leaving the primal
problem unchanged. This procedure causes an additional residual term in the error
estimator, accounting for the inconsistency between primal and dual problem.
The e�ectivity of the extended error estimator, assessing the global error by a suitable
functional of interest, is tested numerically in 1D and 2D. Used as an indicator to control
grid re�nement, the proposed extended and an unmodi�ed error estimator perform sim-
ilarly. However, only the proposed modi�ed method provides an e�cient error estimator
in 1D.
In 2D, with the tested parameters and approximation of weights, the e�ectivity index
does not converge to one. However, the e�ciency of the modi�ed error estimator is better
than the unmodi�ed one.
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0.2

0.2 Kurzfassung

Die dual-gewichtete Residuen (DWR) Methode für ziel-orientierte Fehlerschätzung nutzt
die Auswertung von gewichteten Residuen zur Bestimmung von Fehlerschätzern. Dabei
müssen auch Ableitungen berechnet werden. Bei hyperbolischen Problemen in der
schwachen Form werden die Ableitungen durch partielle Integration auf die Testfunktio-
nen angewendet, da mögliche Unstetigkeiten der Lösung selbst eine schwache Ableitung
der Lösung nicht zulassen. Da dieser Sachverhalt auch für das duale Problem gilt, ist die
Berechnung von Residuen und Gewichten im DWR Kontext für den Fall von aufeinan-
dertre�enden Unstetigkeiten nicht de�niert.
In dieser Arbeit wird das Problem der aufeinandertre�enden Unstetigkeiten umgangen,
in dem in der dualen Gleichung eine künstliche Viskosität hinzugefügt wird. Dabei wird
das primale Problem nicht verändert. Für dieses inkonsistente primale-duale Problem
wird in dieser Arbeit ein Fehlerschätzer entwickelt, der im Vergleich zu dem klassischen
DWR Fehlerschätzer ein zusätzliches duales Residuum beinhaltet, das der Inkonsistenz
Rechnung trägt.
Die E�zienz des erweiterten Fehlerschätzers wurde in einem 1D Testfall untersucht, bei
dem die analytische Lösung bekannt ist. Dabei zeigte sich, dass sowohl der erweiterte,
wie auch der klassische Fehlerschätzer als Fehlerindikator geeignet ist, jedoch nur die
erweiterte Version e�zient ist.
Des Weiteren wurde der Fehlerschätzer in 2D getestet, ohne eine gegebene analytische
Lösung, sodass eine Approximation der Gewichte durchgeführt wurde. Der E�ektiv-
itätsindex des modi�zierten Fehlerschätzers konvergierte mit den getesteten Parametern
nicht gegen Eins. Jedoch ist die E�zienz des in diser Arbeit vorgeschlagenen Fehler-
schätzers besser, als die des klassischen DWR Fehlerschätzers.
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0.3

0.3 Nomenclature

Real and natural numbers:

b ∈ R+ Jump penalty term
C ∈ R+ Constant for estimation
c ∈ R+ Constant for estimation
c̃ ∈ {−1, 1} Stabilization coe�cient for DG
c̄ ∈ R Coe�cient for transport equation
c1, . . . , c4 ∈ R Constants for estimation
d ∈ N Degrees of freedom/

dimension of �nite dimensional space
e� ∈ R+ E�ectivity of the error estimator
h ∈ R+ Spatial step/ element size
href ∈ R+ Spatial step/ element size of re�ned mesh
k ∈ R+ Time step size
K ∈ N Order of continuous di�erentiability
m ∈ N Number of elements
M ∈ N Number of quadrature points per element
N ∈ N N + 1 time steps
n ∈ R Spatial dimension
p ∈ N Polynomial order
P ∈ N Order of integrability
Ph ∈ R+ Peclet number
R ∈ R Remainder of goal error estimation
R̃ ∈ R Remainder of goal error estimation
T ∈ R+ Final time
t ∈ R+

0 Time variable
tj ∈ R+

0 , j = 0, . . . , N Steps for time discretization
t̃ ∈ R+

0 Fixed time
TOL ∈ R+ Error tolerance
s ∈ [0, 1] Integration parameter
v ∈ R Advection velocity
wi ∈ R+, i = 0, . . . ,M Element quadrature weights
w̃j ∈ R+, j = 0, . . . , N Time quadrature weights
x ∈ R Space variable
y ∈ R Space variable
δ ∈ R+ Smoothing parameter
ε ∈ R+ Small di�usion coe�cient
η ∈ R Transformation variable for x, y
ηE ∈ R+ Local error estimator on E
ηE,0 ∈ R+ Formal local error estimator on E
ηhkE ∈ R Discrete local error estimator on E
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0.3

η∗hkE ∈ R Discrete dual local error estimator on E
ηhk ∈ R Discrete global error estimator
ηhkuni ∈ R Discrete global error estimator on uniform grid
ηhkref ∈ R Discrete global error estimator on loc. re�ned grid
η̂j,E ∈ R+, j = 0, . . . , N Local error estimator on E at time tj
ηj,E ∈ R+, j = 0, . . . , N Local error estimator on E at time tj
ηE ∈ R+ Global error estimator for E
Θ ∈ [0, 1] Dör�er parameter
ξ ∈ R Transformation variable for x, y
∆ρ ∈ R Di�erence between primal and dual residual
τ ∈ R Transformation variable for t

Sets and spaces:

B(V,R) Set of bounded linear functionals from V to R
E = {E1, · · · , Em} Triangulation of Ω̄
Eh Triangulation with longest edge h
Ehref Re�ned triangulation
∂E Set of edges of elements in E
E ∈ Ω Elements of E
Ei, i = 1, · · · ,m Elements of E
E′ Neighbor element of E
Ẽ Reference element
∂E Boundary of E
Iref = [−1, 1] Interval of re�nement
NEh(E) Neighborhood of E
V Space of test functions/ dual solutions
V h Finite dimensional subspace of V ,

(discretization in space)
V hk Finite dimensional subspace of V ,

(discretization in time and space)
W Space of dual test functions/primal solutions
W h Finite dimensional subspace of W ,

(discretization in space)
W hk Finite dimensional subspace of W ,

(discretization in time and space)
Ω ⊂ R2 Open rectangular domain in R2

∂Ω Boundary of rectangular domain Ω
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Functions:

ẽi ∈ Pp
(
Ẽ
)

Basis polynomials of order p on Ẽ

ei ∈ Pp (E) Basis polynomials of order p on E
eh ∈ V Spatial discretization error, elliptic problem
e = u− uhk ∈W Time and space discretization error
e∗ = z − zhk ∈ V Dual time and space discretization error
erf ∈ C∞(R) ∩ L1(R) Error function
f ∈ L2 (R) Source term
G : Rn × [0, T ]× Rn × [0, T ] Green's function

→ Rn × [0, T ]
Gξ,t̃ : R→ R Green's function for �xed t̃
H : R→ {0, 0.5, 1} Heaviside function
R : ∂E → R Element boundary residual, hyperbolic example
R̃ : ∂E → R Element boundary residual, elliptic example
r : E → R Inner element residual, hyperbolic example
r̃ : E → R Inner element residual, elliptic example
u ∈W (Primal) solution
uh ∈W h (Primal) solution, space discretized
uhk ∈W hk (Primal) solution, time and space discretized
uEup∂E → R Upwind solution on edge ∂E
u0 ∈ L∞ (Rn × (0,∞)) Solution of linear advection equation
uε ∈ C∞ (Rn × (0,∞)) Solution of linear advection-di�usion equation
uini ∈ L∞ (R) ∩ LP (R) Initial data
uδini ∈ C∞c (R) Smooth approximation of uini
uini,t̃ ∈ L∞(R) ∩ LP (R) Initial condition shifted by v1t̃

uδ
ini,t̃
∈ C∞c (R) Smooth approximation of uini,t̃

ũ ∈ V Solution of elliptic problem
ũh ∈ V h Solution of elliptic problem in V h

z ∈ V Dual solution
zh ∈ V h Dual solution, space discretized
zhk ∈ V hk Dual solution, time and space discretized
z0 ∈ L∞ (Rn × (0,∞)) Solution of dual linear advection equation
zε ∈ C∞ (Rn × (0,∞)) Solution of dual linear advection-di�usion equation
zT ∈ L∞(Ω) Dual initial data
τ : Ẽ → Rn Bilinear, a�ne mapping
φ ∈W Test function (T.f) for the dual problem
φh ∈W h T.f. for the space discretized dual problem
φhk ∈W hk T.f. for the time and space discretized dual problem
ψ ∈ V T.f. for the primal problem
ψh ∈ V h T.f. for the space discretized primal problem
ψhk ∈ V hk T.f. for the time and space discretized primal problem
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ψ̃ ∈ V,W T.f. for elliptic problem

Vectors and matrices:

B ∈ Rn × Rn Rotation matrix
BE ∈ Rp × Rp Discretization matrix on E
c ∈ R2 Coe�cient of transport equation
DE ∈ Rp × Rp Discretization matrix on E
ei, i = 1, · · · , d Basis element of V h

f ∈ Rd Source term vector
Jτ ∈ Rn × Rn Jacobi matrix of τ
MẼ ∈ Rd × Rd Local mass matrix on Ẽ
ME ∈ Rd × Rd Local mass matrix on E
ME ∈ Rp × Rp Local mass matrix on E (1D)
n ∈ Rn Outwards pointing normal
u ∈ Rd Basis function coe�cients for uh

v ∈ Rn Advection velocity
v ∈ R2,v = (v1, v2)T Advection velocity
x ∈ Rn Coordinate in space
x ∈ R2,x = (x, y)T Coordinate in space
f ∈ Rn Coriolis parameter
α ∈ Rn Multi index for derivatives
ξ ∈ Ẽ, ξ = (ξ, η)T Coordinate in reference element Ẽ
ξ0 ∈ Rn Transformation parameter
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Operators and functionals:

a(·, ·) : W × V → R Semilinear form
ã(·, ·) : V × V → R Elliptic bilinear form
a∗(·, ·) : V × V → R Functional for adjoint weak formulation
a0(·, ·) : L∞

(
Rn, L2(0, 1)

)
× C1

c (R× [0, T ))→ R Linear form for advection
aε(·, ·) : C∞ (Rn,×(0,∞))× C1

c (R× [0, T ))→ R Linear form for advection-di�usion
B(·) : V → R Linear functional
F(·) : C1(Rn)→ C0(Rn) Flux
F∗(·) : C1(Rn)→ C0(Rn) Numerical �ux
f̃(·) : V → R Bounded linear functional
Ih : V → V h Approximation operator in space
Ihk : V → V hk Approximation operator in time and space
J(·) : W → R Linear goal functional
L(·, ·) : W × V → R Lagrangian functional
S(·) : W → R Source term
ρ(·, ·) : W × V → R Primal residual
ρ∗(·, ·) : V ×W → R Dual residual
ρhkE (·, ·) : W hk × V → R Discrete primal residual on E
ρ∗hkE (·, ·) : V hk ×W → R Discrete dual residual on E
∂t : C1((0, T ))→ C0((0, T )) Partial derivative in time
∂x : C1(R)→ C0(R) Partial derivative in x-direction
∂y : C1(R)→ C0(R) Partial derivative in y-direction
∇ : C1(Rn)→ C0(Rn) Gradient with respect to space
∆ : C2(Rn)→ C0(Rn) Laplace operator with respect to space
O : R+ → R+ Landau symbol
(·, ·)Ω : L2(Ω)× L2(Ω)→ R L2(Ω) inner product
〈·, ·〉 : B(V,R)× V → R Dual pairing
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Chapter 1

Introduction

1.1 Background

Numerical simulation is a widely used tool to predict �ow behavior. In weather
prediction and tsunami warnings as well as in �ows around cars, ships, or aircrafts. Most
of these �ows are advection dominated or even pure hyperbolic problems. Hyperbolic
problems can cause shocks in �nite time, even with smooth initial conditions. To capture
these shocks, steep gradients, or local �ne scale behavior of the solution the grid has to
be resolved su�ciently. A globally very �ne grid causes, however, a high computational
e�ort. Static local re�nement or adaptive local re�nement in time is in many cases more
e�cient, e.g., [BB09].

Adaptive grid re�nement requires local error indicators for indication of re�nement
areas. These indicators are often local residuals of �nite element methods. Besides
[AO97], [BR78a], [Ver96], many others speci�ed residual-based error estimators for a
variety of partial di�erential equations. In contrast to the error estimates for global error
norms, the idea of goal-oriented error estimation is to control a post-processed quantity
of interest, see, e.g., [AO97, BR01, EEHJ95]. This quantity could be a global or local
energy, an average value on a speci�c area of interest, or other derived quantities.
In the goal-oriented context, the dual-weighted-residual (DWR) method, cf., [BR01],
provides an error estimator for the error in a linear goal functional evaluation, consisting
of weighted residuals of the primal and dual equation. While elliptic and parabolic
problems provide, in general, su�ciently regular solutions for the application of DWR
methods, the derivation of DWR estimates for hyperbolic problems is not straight
forward. The solution to the formal dual problem might not be su�ciently regular to be
used as a test function for the primal equation, see, e.g., [SH03]. A standard approach
to circumvent this problem, cf., [SH03], is the consideration of an elliptic or parabolic
regularization/stabilization for the corresponding set of equations. While this approach
coincides with the standard discretization with continuous �nite elements, additional
stabilization is not so natural for discontinuous Galerkin methods (DG).
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1.1

In this thesis, a DWR error representation for DG discretizations of hyperbolic problems
is presented. This estimator requires a stabilization only for the, auxiliary, dual problem
while leaving the primal problem unchanged.

Indeed the problem of �nding a suitable representation of the error in the quantity of
interest via adjoint calculus has to be expected since di�erentiability of such functionals
w.r.t. the problem data is a subtle issue, see for instance [Ulb02], [Ulb03], and [GU10],
where the problem was tackled by �shift di�erentiability�, suitably modi�ed adjoint based
derivative computations, and application of arti�cial viscosity to the primal and adjoint
equations, respectively.
In this thesis, the appearance of discontinuities is only suppressed in the dual solution by
modi�cation of the dual equation providing an adjoint based error representation. Due to
the modi�ed dual problem, the resulting error representation will contain an additional
residual term. It is then shown numerically that this term is needed to obtain an e�ective
error estimate, while it is not necessarily needed to obtain mesh re�nement indicators.
The DWR error representation can typically not be evaluated exactly because the weights
contain the unknown, primal and dual, analytic solution. Consequently, the weights need
to be approximated utilizing the discrete, primal and dual, solutions. These discrete
weight approximations can then be used within the DWR error representation (formal
DWR); regardless of whether the exact weight is regular enough for this task or not. The
di�culties in using the exact weight will consequently give rise to a more subtle matter
in the DWR method; namely if the exact weight is not suitable in the representation,
then it is not clear why the approximate weight should give an accurate error estimate.
Indeed, this thesis shows numerically that the e�ciency of the error estimate provided
by a formal DWR estimator without modi�ed dual equation will be worse then the one
given by the newly proposed method, in the case where the exact weights are not suitable
to be inserted into the error identity.
While there are two ways to obtain a discrete adjoint problem � either by discretization of
the continuous adjoint equation or by adjoining the discrete primal equation � the non-
existence of the continuous error representation will give trouble in both cases. With
an adjoint consistent discretization, as pure Galerkin discretizations, both approaches
generally result in the same error estimation. Due to the simplicity of applying an auto-
matic adjoining algorithm, the discrete adjoint is often used, e.g., [RKM11], [PPF+06],
and [VD00]. But also several continuous adjoint models were developed: In [BBS+14] a
continuous adjoint model of the shallow water equations is derived to apply the DWR
method with r-adaptivity for a �nite element discretization. In [SS98] the element-wise
continuous adjoint model of the Euler equations is applied and discretized by the �nite
volume method. In both cases the primal and dual solution were su�ciently smooth such
that the solutions can be used as weights for the residuals. As mentioned above, this is
not the general case as the weighted residuals of hyperbolic problems are not bounded
in general, if neither the primal solution nor the dual solution are weakly di�erentiable
in space. However, if both solutions have coinciding discontinuities, the residual of the
primal equation can not be tested with the dual solution.
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For a clearer understanding of the problem, the next section, which was preprinted in
�Hamburger Beiträge zur Angewandten Mathematik� in September 2016, gives a moti-
vating abstract example of the di�culty.

1.2 Motivation

For the use of the DWR method, it is suitable to rewrite the conservation law in weak
form. In this context, let a(·, ·) : W × V → R be a semi-linear form, i.e., it is linear in its
second component, and let F (·) be a linear functional on V .
Suppose that u ∈W is a solution of

a(u, ψ) = F (ψ) ∀ψ ∈ V, (1.2.1)

where W is a suitable function space and V is the proper test function space.
The weak form might also be utilized for discretization, such as the �nite element or
�nite volume method. If the discrete solution uhk on a spatial mesh with element size h
and time step size k is to be post-processed by evaluating a goal-functional J , a natural
question is the sensitivity of the functional value with respect to, small, perturbations.
To this end it is useful to consider the adjoint solution z ∈ V of

a′(u;φ, z) = J ′(u;φ), ∀φ ∈W (1.2.2)

Due to the de�nition of the primal and adjoint solution u ∈ W and z ∈ V should
hold. For a reasonable problem the primal solution is indeed in W , but the adjoint
problem (1.2.2) does not necessarily have a solution in the space V ! To see that this is
in fact a problem, we discuss this along a simple example.
For an advection equation a natural space is W = L∞(Ω;L∞(0, T )) and if the initial
values contain a jump no more regularity can be expected. Thus, the test functions have
to be di�erentiable, i.e. a possible choice is V = H1(Ω;H1(0, T )), such that the weak
form has a meaning. On the other hand, the solution of the dual problem, which is again
an advection equation, will only be in L∞(Ω;L∞(T, 0)) and consequently not necessarily
in V . Consequently, the adjoint solution z need not be regular enough to be used as a
test function in (1.2.1). See also [SH03, Example B] for a more detailed exposition.
There are two obvious possibilities to match the solution spaces and test spaces in this
setting: For a linear problem, modi�cation of the goal functional, and consequently the
data of the dual problem, can increase the regularity of the dual solution z and allow z to
be used as a test function in (1.2.1). Second, and more generally applicable to nonlinear
problems, arti�cial viscosity can be used to prevent shocks and obtain su�ciently smooth
adjoint solutions, see for instance [SMN11]. The method presented subsequently in the
thesis at hand can do without modi�cation in the primal equation and only relies on
arti�cial viscosity in the dual equation.
The problem of non-�tting solution spaces and test spaces for the primal and dual prob-
lem is also mentioned in [BR01, Remark 2.3].
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1.3 Objective

With the above motivation in mind, this thesis has the objective to clarify the following
questions:

i. What happens, if the dual problem is posed in such a way that the weights do not
satisfy the necessary regularity conditions for the estimator?

ii. How does a modi�cation of the dual problem by arti�cial viscosity change the
error estimator?

iii. How is the numerical performance of the modi�ed estimator?

To answer the �rst question, the formal DWR error estimator is evaluated for a simple
advection example, in 1D (section 5.1.7) and 2D (section 5.2.5). Since this linear example
with constant advection velocity cannot create a shock, a discontinuous initial condition
is given and the goal functional is chosen such that the discontinuities in the dual equation
coincide with the discontinuities of the primal problem.
The second question is addressed in section 5.1.5, where a modi�ed DWR error estimator
is derived. The derivation follows the idea of Becker and Rannacher, [BR01], but replaces
the solution of the dual advection equation by the more regular solution of the dual
advection-di�usion equation.
The modi�ed estimator is then again tested in 1D and 2D (section 5.1.7 and 5.2.5,
respectively).

1.4 Overview

This thesis is structured in the following way: Chapter 2 is a short introduction to the
advection and the advection-di�usion equation and contains solution formulas and Lp-
convergence of the advection-di�usion solution to the advection solution for vanishing
viscosity. Both equations are discretized in Chapter 3 in detail. The discretization
includes the set up of the grid structure, introduction to the �nite element method and a
discontinuous Galerkin discretization as well as straightforward residual error estimation.
Chapter 3 closes with marking strategies and the re�nement technique used in the applied
codes.
The derivation of the formal dual weighted residual method used in this thesis is done
in Chapter 4.
The main chapter, Chapter 5, builds on the groundwork of the chapters before. Firstly,
it introduces a 1D test case in which the dual weighted residual cannot be computed
right away due to discontinuities in the primal and dual solution. This di�culty is
circumvented by modi�cation of the dual problem with arti�cial viscosity. This causes
the error estimator to have an additional term, a correction term. The extended error
estimator is numerically tested for its e�ciency.
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The second part of Chapter 5 is concerned with two 2D test cases. The �rst test case,
which is quasi 1D, ensures the correct implementation of the discretization of the di�usive
term, as the solution is compared to the analytic solution. The second test case is
treated without the knowledge of the analytic solution and therefore uses approximation
of weights. Both of these test cases contain discontinuities, similar to the 1D test case. For
the test case with the approximated weights the e�ciency is investigated numerically.
At the end of this thesis, the numerical results are summarized and discussed in the
conclusion. A short outlook describes reasonable further studies of the modi�ed estimator
and suggests a possible application.
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Chapter 2

Solution theory

In this chapter solutions for the linear transport equation with and without di�usion are
discussed. In both cases the initial conditions are discontinuous as these are used later
on in the numerical examples.
In the �rst section, function spaces and norms are de�ned, which will be of use in the
following. In the second section, the linear advection equation is introduced and a weak
solution is given. The third section deals with the advection-di�usion equation and its
weak solution. In the last section of this chapter the asymptotic behavior of the solution
of the advection-di�usion equation towards the solution of the advection equation for
vanishing viscosity is presented.

2.1 Function spaces and norms

The following de�nitions and notations that I used in this thesis are standard and can
be found, for example, in [GT98].
Let C0 (Ω) be the set of continuous functions on the domain Ω ⊂ Rn with real values.
And let CK (Ω), K ∈ N, be the set of functions of which the derivatives up to order K
are continuous in Ω. The function space of CK (Ω) functions with compact support is
denoted as CKc (Ω).

For 1 ≤ P <∞, the Banach space LP (Ω) is de�ned as

LP (Ω) :=
{
u : Ω→ R

∣∣u measurable and ‖u‖LP (Ω) <∞
}

with the norm

‖u‖LP (Ω) :=

∫
Ω

|u|P dx

 1
P

.

In case of P = ∞, the space L∞ (Ω) is de�ned as the space of essentially bounded
functions on Ω, equipped with the norm

‖u‖L∞(Ω) := sup
Ω
|u|.
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Besides the space of P -integrable functions and the space of K times continuous di�er-
entiable functions, spaces of functions that have derivatives in a weaker sense need to be
introduced. Therefore, let α be a multi index and

∇α =
∂|α|u

∂xα1
1 . . . ∂xαnn

the derivative to the power of α. Let u be a locally integrable function on Ω. A locally
integrable function v is called a weak derivative of u of order α if∫

Ω

ψv dx = (−1)α
∫
Ω

u∇αψ dx

is satis�ed for all ψ ∈ Cα
c (Ω).

Thus, WK (Ω) shall be de�ned as the space of locally integrable functions that have
weak derivatives up to K-th order, i.e.,∀|αi| ≤ K, i = 1, . . . , n. If the functions are not
only weakly di�erentiable, but the weak derivatives are P -integrable, the Banach space
WK,P (Ω) is de�ned as

WK,P (Ω) :=
{
u ∈WK (Ω)

∣∣∀α, |αi| ≤ K : ∇αu ∈ LP (Ω)
}
.

with

‖u‖WK,P (Ω) :=

∫
Ω

∑
|α|≤K

|∇αu|P dx

 1
P

as a possible norm on WK,P (Ω).
Since WK,2 (Ω) is a Hilbert space it is also denoted as

HK (Ω) := WK,2 (Ω)

with the inner product

(u, v)HK(Ω) :=

∫
Ω

∑
|α|≤K

∇αu∇αv dx.

2.2 The linear advection equation

The linear advection equation can be used as a model for the transport of a substance
which is represented as a concentration u0(x, t) at x ∈ Rn at time t ∈ (0,∞). The
classical formulation of the linear advection equation with constant transport velocity
v ∈ Rn is

∂tu0(x, t) + v · ∇u0(x, t) = 0, (x, t) ∈ Rn × (0,∞). (2.2.1)

Equipped with an initial condition,

u0(x, 0) = uini(x), x ∈ Rn,
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this problem has a unique solution

u0(x, t) = uini(x− vt), (x, t) ∈ Rn × (0,∞). (2.2.2)

This is even true not only for uini ∈ C1 (Rn), but also for discontinuous initial condition,
uini ∈ L∞ (Rn). Compare, e.g., the remark in [Eva10, p. 19]. If the initial condition is
discontinuous, then the solution (2.2.2) is discontinuous, too. Thus, it can obviously not
satisfy the classical formulation (2.2.1) and is thus only meaningful in a weak sense.
Let ψ ∈ C1

c (Rn × [0,∞)). Multiplication of (2.2.1) with the test function ψ and integra-
tion by parts results in

∞∫
0

∫
Rn

u0∂tψ + u0v · ∇ψ dx dt +

∫
Rn

(uini(x)− u0(x, 0))ψ(x, 0) dx = 0, (2.2.3)

omitting the space boundary integrals, which are zero since the test function is compactly
supported. If u0 ∈ L∞ (Rn × (0,∞)) satis�es (2.2.3), it is called a weak solution of
problem (2.2.1).

2.3 The advection-di�usion equation

The linear advection-di�usion equation (ADE) with source term f : Rn → R reads

∂tuε(x, t) + v · ∇uε(x, t)− ε∆uε(x, t) = f(x), (x, t) ∈ Rn × (0,∞), (2.3.1)

with initial condition
uε(x, 0) = uini(x), x ∈ Rn. (2.3.2)

As the in the advection equation, the substance is transported with velocity v ∈ Rn
but additionally a di�usion of the substance takes place. The isotropic strength of the
di�usion is controlled by the di�usion coe�cient ε ∈ R+. With constant advection and
di�usion coe�cients, the above equation can be rewritten into a conservative form as

∂tuε(x, t) + div (vuε(x, t)− ε∇uε(x, t)) = f(x), (x, t) ∈ Rn × (0,∞).

The argument of the divergence is called the �ux term. This formulation is often used in
the context of discontinuous Galerkin discretizations and is also applied in sections 5.1.6
and 5.2.4.
By changing the frame of reference, the advection-di�usion equation can be transformed
into a pure di�usion equation. Thus, the ADE inherits the property of in�nite speed of
information transport and smoothening starts instantaneously on the whole domain after
initial time. Solving the di�usion equation and retransforming it to the original space is
one way to solve the problem.
An other option is the application of a Green's function . [XTB07] give an overview on
Green's functions for the advection di�usion equation with various boundary conditions.
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For the two dimensional case the solution to (2.3.1) with initial condition (2.3.2) is given
by

uε(x, y, t) =

t∫
0

∞∫
−∞

∞∫
−∞

Gf dξ dη dτ +

∞∫
−∞

∞∫
−∞

[Guini]τ=0 dξ dη

+

t∫
0

∞∫
−∞

[ε (G∂ξuε − ∂ξGuε)− v1Guε]
∞
ξ=−∞ dη dτ

+

t∫
0

∞∫
−∞

[ε (G∂ηuε − ∂ηGuε)− v2Guε]
∞
η=−∞ dξ dτ

(2.3.3)

In this formula, G = G(ξ, η, τ ;x, y, t) is the Green's function, a product of Green's
functions for the 1D case,

G(ξ, η, τ ;x, y, t) =
H(t− τ)

4πε(t− τ)
e
− (ξ−x+v1(t−τ))

2+(η−y+v2(t−τ))
2

4ε(t−τ) , (2.3.4)

with the Heaviside function,

H(t− τ) =


1, t > τ

0.5, t = τ

0, t < τ.

The limit of the solution uε for t → 0 exists in the distributional sense, meaning the
Green's function converges to the δ-distribution and uε(x, y, 0) = uini(x,y). Furthermore,
due to the smoothness of the Green's function, the solution is smooth for any t > 0.
Because of the vanishing Dirichlet boundary condition (??) the evaluation of the last
two summands of (2.3.3) is zero. If, additionally, the source term is zero, the solution
formula (2.3.3) simpli�es to

uε(x, y, t) =

∞∫
−∞

∞∫
−∞

Guini|τ=0 dξ dη. (2.3.5)

This is also true for non smooth initial conditions on a open but bounded domain Ω, since
parabolic problems with initial data in L2 (Ω) and source terms in L2

(
0, T ;H−1 (Ω)

)
have

solutions in L2
(
0, T ;H1 (Ω)

)
, [Eva10, pp.351].

For the 1D case, the Green's function is

G(ξ, τ ;x, t) =
H(t− τ)√
4πε(t− τ)

e
− (ξ−x+v1(t−τ))

2

4ε(t−τ) ,

and the solution formula is

uε(x, t) =

∞∫
−∞

Guini|τ=0 dξ. (2.3.6)

CHAPTER 2. SOLUTION THEORY 9



2.4

Since the Green's function is a Schwartz function for t 6= τ and therefore all derivatives
are uniformly bounded, the homogeneous problem with a bounded and continuous initial
condition, uini ∈ C (Rn) ∩ L∞ (Rn), has a smooth solution, uε ∈ C∞ (Rn × (0,∞)). For
a problem with source term, the regularity of the solution is depending on the regularity
of the source term.

2.4 Asymptotics for vanishing viscosity

In the previous sections solution formulas for the advection and the advection-di�usion
equation were given. Since this thesis focuses on the replacement of a solution of the
advection equation by the solution of the advection-di�usion equation this section is
about the convergence of these two solutions for vanishing di�usion. Convergence is
not obvious, due to the fact that the analytic behavior of the solutions is in�uenced
primarily be the derivatives of the highest order. [Eva10] gives an example of a singularly
perturbed transport equation and the convergence of solutions. In [BLN79] convergence
of solutions is proven for uini ∈ C2 (R).
In this thesis, convergence in LP (R) is shown for uini ∈ L∞ (R)∩Lp (R) and the special
1D case of constant advection velocity. This means, the following Lemma is especially
true for piecewise continuous initial conditions with a compact support.

Recalling the solution formulas, the solution of the advection equation is

u0(x, t) = uini(x− vt) (2.4.1)

and the solution to the advection-di�usion equation is

uε(x, t) =

∫
R

1√
4πεt

e−
(ξ−x+vt)2

4εt uini(ξ) dξ. (2.4.2)

Lemma 1. Let the initial condition uini ∈ L∞ (R) ∩ LP (R) and the advection and

advection-di�usion equation have the solution formulas (2.4.1) and (2.4.2), then

lim
ε→0

∥∥u0(·, t̃)− uε(·, t̃)
∥∥
LP (R)

= 0.

holds for P ∈ [1,∞) and arbitrary but �xed t̃ ∈ (0,∞).

To prove this, the solution formula of the di�usion equation is rewritten into a convolution
form for �xed t̃ ∈ (0,∞)

uε(x, t̃) = Gε,t̃(ξ − x) ∗ uini(ξ)

with the heat kernel Gε,t̃(ξ − x) := 1√
4πεt̃

e−
(ξ−x+vt̃)2

4εt̃ . The solution of the advection

equation at �xed time t̃ ∈ (0,∞) is also rewritten to

u0(x, t̃) = uini(x− vt̃) =: uini,t̃(x).
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Let uδ
ini,t̃
∈ C∞c (R) be a smooth approximation with compact support of uini,t̃ ∈ L∞ (R)∩

LP (R) and uδini ∈ C∞c (R) be a smooth approximation with compact support of uini ∈
L∞ (R) ∩ LP (R), respectively. Thus, it is∥∥u0(·, t̃)− uε(·, t̃)

∥∥
LP (R)

=
∥∥∥uini,t̃ −Gε,t̃ ∗ uini∥∥∥

LP (R)

=
∥∥∥uini,t̃ − uδini,t̃ + uδ

ini,t̃
−Gε,t̃ ∗ u

δ
ini +Gε,t̃ ∗ u

δ
ini −Gε,t̃ ∗ uini

∥∥∥
LP (R)

≤
∥∥∥uini,t̃ − uδini,t̃∥∥∥Lp(R)

+
∥∥∥uδini,t̃ −Gε,t̃ ∗ uδini∥∥∥LP (R)

+
∥∥∥Gε,t̃ ∗ uδini −Gε,t̃ ∗ uini∥∥∥

LP (R)

(2.4.3)
The last norm can be approximated by Young's inequality for convolutions∥∥∥Gε,t̃ ∗ uδini −Gε,t̃ ∗ uini∥∥∥

LP (R)
≤
∥∥∥Gε,t̃∥∥∥

L1(R)

∥∥∥uδini − uini∥∥∥
LP (R)

.

The integral of the Green's function is one independent of ε, see (A.1.3).∥∥∥uini,t̃ − uδini,t̃∥∥∥LP (R)
and

∥∥uini − uδini∥∥LP (R)
can become arbitrary small, depending on the

choice of δ, since C∞c (R) is dense in Lp (R). So I chose δ such that both terms are smaller
then an arbitrary small, positive κ. With this choice (2.4.3) becomes∥∥u0(·, t̃)− uε(·, t̃)

∥∥
LP (R)

≤ 2κ+
∥∥∥uδini,t̃ −Gε,t̃ ∗ uδini∥∥∥LP (R)

For initial condition uδini ∈ C2(R) the solution of the advection-di�usion equation con-
verges to the solution of the advection equation in Lp sense, see [BLN79]. I.e.,

lim
ε→0

∥∥∥uδini,t̃ −Gε,t̃ ∗ uδini∥∥∥LP (R)
= 0,

and it follows

lim
ε→0

∥∥u0(·, t̃)− uε(·, t̃)
∥∥
LP (R)

≤ 2κ+ lim
ε→0

∥∥∥uδini,t̃ −Gε,t̃ ∗ uδini∥∥∥LP (R)
= 2κ.

Since κ > 0 can become arbitrary small, the limit has to be zero.

This shows that for the special case of the 1D advection equation with constant velocity
and initial condition uini ∈ L∞ (R) ∩ LP (R) the solution of the perturbed problem
converges to the solution of the unperturbed problem in LP sense. This convergence is
of interest if the solution of the advection equation is replaced by the solution of the
advection-di�usion equation in the computation of an integral, as for instance the later
used residuals.

This chapter introduced the advection equation and the advection-di�usion equation
with constant velocity. For both problems solution formulas were given which depended
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on the initial condition. In the last section of this chapter, it was shown that the solution
of the advection-di�usion equation converged pointwise to the solution of the advection
equation if the di�usion decreases to zero and the initial condition satis�es several re-
straining conditions.
In the next chapter the advection equation and the advection-di�usion equation are re-
formulated to equations in conservative form and discretized by a discontinuous Galerkin
scheme.
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Chapter 3

Discretization

Numerical solution of di�erential equations by a �nite element method bears di�erent
sources of computational errors, [EEHJ95]: For the Galerkin discretization the solution
is represented by piecewise polynomials, which introduces a discretization error, if the
solution is not a polynomial of the respective order. The necessary quadrature for the
�nite element method can raise an additional error if the quadrature rule is not exact.
Furthermore, the resulting discrete system has to be solved and if this is only done
approximately, another approximation error is introduced.
In a discontinuous Galerkin method, the approximation of the boundary terms is an
other source of computational errors [Riv08].
For elliptic problems, solutions are generally smooth and grid re�nement is most useful
if the computational domain has a reentrant corner or the equation discontinuous
coe�cients. For hyperbolic problems though, a static grid re�nement with respect to
the initial conditions is in most cases not enough to resolve the solution su�ciently.
Since the solution is changing with time and can even exhibit shocks in �nite time, it is
essential to capture these shocks and adapt the grid in each time step. Of course, if one
were to know the region of the shocks, one could re�ne the grid beforehand and keep it
static while the shock is traveling on the re�ned area.
To detect shocks or other areas of high in�uence to the computational error, local error
indicators � or even better � local error estimators are used. Depending on these esti-
mators, elements are marked for re�nement or coarsening and are then re�ned/coarsened.

The numerical computations in this thesis were done with two di�erent codes: I
extended the 1D DG code hypy1D, which has been used so far to solve the shallow
water equations and was written in Python by Dr.Stefan Vater, such that it can solve
problems including di�usion. And I implemented the DWR error estimator for the
advection equation. 1D results in this thesis are all computed with hypy1D.
The 2D results are obtained by simulations with StormFlash2D, a Fortran code
programmed by several di�erent members of the working group of Prof. Dr. Jörn
Behrens. StormFlash2D solves 2D shallow water equations with DG discretization in
time and explicit time stepping schemes as the explicit Euler scheme or di�erent explicit
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Runge-Kutta methods. StormFlash2D uses amatos, [BRH+05], for grid generation and
management. I added routines to StormFlash2D in order to solve the advection and
the advection-di�usion equation. The DG method for di�usion is thus also included in
StormFlash2D. For the 2D test cases in this thesis, I extended the code to compute local
DWR error estimators for the advection equation.

The following sections partly refer to the used codes. The �rst section deals with the gen-
eral introduction to �nite elements for elliptic equations. Tough the advection equation
discussed in this thesis is hyperbolic and the advection-di�usion equation is parabolic,
the theory for elliptic problems gives the basic ideas of discretization.
The second section, describing and de�ning admissible grids, is related to the triangular
mesh used in amatos. Having the basic grid structure, DG elements are introduced, giv-
ing �rst and second order polynomials for basis functions on a reference interval and a
reference triangle. These reference elements are related to hypy1D and amatos. The next
section introduces a discontinuous Galerkin method for the advection and the advection-
di�usion equation.
In the section about error estimation a residual based error estimator for an elliptic ex-
ample is introduced to see the basic idea of residual based error estimation and to make
it clear, that this kind of estimator does not work on hyperbolic equations as the advec-
tion equation. The second part of the error estimator section gives an example for an
estimator for a hyperbolic equation.
The last two short sections are about the Dör�er marking strategy and grid re�nement
by bisection. With these two and the error estimation, the discretization schemes, and
the grid structure, all tools are given to obtain a numerical solution on an adaptive grid.

3.1 Discretization schemes

Let V = V (Ω) ,W = W (Ω) be Banach spaces equipped with norms ‖·‖V and ‖·‖W .
And let a(·, ·) : V ×W → R be an elliptic bilinear mapping, for which u ∈ V (Ω) is a
solution of the variational formulation

a(u, ψ) = (f, ψ)Ω , ∀ψ ∈W. (3.1.1)

The right hand side of the equation is the standard L2 inner product (f, ψ)Ω =
∫
Ω

fψ dx,

for f, ψ ∈ L2 (Ω).
If the test function space is equivalent to the solution space, problem (3.1.1) can be
rewritten into

a(u, ψ) = (f, ψ)Ω , ∀ψ ∈ V. (3.1.2)

If now the space V is not only a Banach space, but also a Hilbert space, the Lemma
of Lax-Milgram gives existence and uniqueness of a solution to (3.1.2) under certain
assumptions.
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3.1

Lemma 2. Lax-Milgram

Let V be a Hilbert space with norm ‖·‖V and inner product, and let a : V × V → R be a

bilinear mapping, which is

• continuous, ∃C > 0 ∀u, ψ ∈ V : |a(u, ψ)| ≤ C‖u‖V ‖ψ‖V

• and coercive, ∃c > 0 ∀u ∈ V : c‖u‖2V ≤ a(u, u).

And let f̃ : V → R be a bounded linear functional on V . Then,

∃!u ∈ V ∀ψ ∈ V : a(u, ψ) = 〈f̃ , ψ〉.

In this Lemma, the right hand side is represented as dual pairing 〈·, ·〉, with f̃ , ψ ∈ L2 (Ω)
and V ↪→ L2 (Ω) ↪→ V ∗, respectively. The Riesz Representation Theorem allows to
identify the dual pairing with the inner product in L2,

〈f̃ , ψ〉 = (f, ψ)Ω , ∀ψ ∈ V,

for some element f ∈ V . For proof of the lemma or further reading on the representation
theorem see for instance [Eva10].

Keeping in mind the existence and uniqueness of the solution, (3.1.1) shall be solved
numerically. The in�nite dimensional space V is approximated by a �nite dimensional
subspace V h ⊂ V , compare [Rit09], and a solution uh ∈ V h to

a(uh, ψh) =
(
f, ψh

)
Ω
, ∀ψh ∈ V h (Ω) (3.1.3)

is to be computed. uh is called the Ritz projection of u.
Since V h is �nite dimensional, it can be represented as the span of a �nite basis

V h = span{e1, . . . , ed}

and thus any uh ∈ V h can be uniquely represented as

uh =

d∑
i=1

uiei. (3.1.4)

with coe�cients uT = (u1, . . . , ud) ∈ Rd. The basis also represents a suitable set of test
functions, representing the whole space V h, and problem (3.1.3) becomes

a

(
d∑
i=1

uiei, ej

)
= (f, ej)Ω , j = 1, . . . , d. (3.1.5)

Since a is assumed bilinear, the n equations from (3.1.5) can be rewritten into a matrix
vector multiplication

Au = f (3.1.6)
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with system matrix A = a (ej , ei)i,j .
If the problem in (3.1.3) is symmetric and de�nite, the approximation by a �nite subspace
is often called Ritz-Galerkin method. In case the problem might contain singularities,
the Lemma of Lax-Milgram does not hold. Therefore, it might be a good choice to
have a di�erent test space than the solution space, as stated in the beginning of this
section. The �nite spaces are then V h and Wh and the method is called Petrov-Galerkin

method. Galerkin methods for linear problems have the convenient property that the
approximation error, u − uh, is orthogonal in the sense of the linear form a to the test
and ansatz function space,

a
(
u− uh, ψh

)
= 0, ∀ψh ∈ V h.

The approximation error is thus in the complement of V h in V . The norm of the error can
be bounded by the error of the best possible approximation in the respective subspace
times a constant, independent of h. This is stated in Céas Lemma.

Lemma 3. Céa

Let a : V × V → R be a bilinear mapping, continuous and coercive as in Lemma (2)
and let V be Hilbert space with �nite dimensional subspace V h (Ω) ⊂ V and norm ‖·‖V .
Furthermore, let u be the solution to (3.1.2) and uh solution to (3.1.3). Then

‖u− uh‖V ≤
C

c
inf

ψh∈V h
‖u− ψh‖V

For proof and further reading, see for example [Bra07].

Céas Lemma shows that the Ritz-Galerkin approximation is the best possible solution
in V h, up to a constant. Furthermore it demonstrates that it is essential to take care
of the choice of the �nite dimensional subspace, because the subspace in�uences the
approximation quality of uh to u. The space of polynomials of order n shall serve as
an example: If the solution u is smooth, a polynomial approximation is �ne, but if u
has steep gradients, higher order polynomials will not be a good approximation due to
oscillations. Thus, it is a better idea to de�ne piecewise polynomials of low order and
decrease the size of the pieces. This type of re�nement is called h-re�nement.
Céas Lemma requires conform elements, i.e., V h ⊂ V , the later applied discontinuous
Galerkin method uses, however, non-conforming elements. Strangs Lemmas, see for
instance in [Bra07], give similar statements for non-conforming methods. The second
Lemma of Strang assumes the discrete bilinear form ah to be continuous and elliptic,
and deduces

‖u− uh‖h ≤ C

 inf
ψh∈V h

‖u− ψh‖h + sup
ψ̃h∈V h

∣∣∣ah (u, ψ̃h)− (f, ψ̃h)
Ω

∣∣∣
‖ψ̃h‖h


with a mesh dependent norm ‖·‖h. The additional supremum term represents the
consistency error.
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Tough this theory is on elliptic problems it shall serve as basic idea for parabolic and
hyperbolic equations, for which sometimes existence and uniqueness of solutions is not
yet proven, but numerical computations are done nevertheless.

3.1.1 Grid structure

The idea of piecewise polynomials gives rise to the necessity of decomposing the domain
Ω into 'pieces'. This decomposition is called triangulation, if the domain is subdivided
into simplices. A triangulation in 1D is thus the partition into intervals, in 2D into
triangles, and in 3D into tetrahedrons. Though the partition into other polytopes is also
possible, the work in this thesis is restricted to intervals and triangles. Furthermore, it
is assumed that Ω is a polygon, since domains with curved boundaries require special
treatment of the boundaries, see for instance [Bra07].

De�nition 3.1.7. Let the polygonal domain Ω̄ be a closed set in Rn, n = 1, 2. A

triangulation E = {E1, . . . , Em} of Ω̄ is called

• structure regular if the intersection of any two Ei, Ej, i 6= j, contains

� either a single point or is empty, (1D),

� either a vertex or an edge or the intersection is empty, (2D).

• admissible if

Ω̄ =
⋃
E∈E

E.

and E structure regular.

The property of structure regularity ensures the absence of hanging nodes. Hanging
nodes need some more treatment and further insight gives e.g. [CO84].

In the case of a 2D domain, there is some freedom to choose the type of element: while
in 1D an element is an interval, in 2D an element can be triangular, quadrilateral,
or other types of polygonals, covering non-overlappingly the domain. Though in
quadrilateral grids the spatial derivatives are easier to compute, since the direction of
derivatives is along the coordinate axes, (unstructured) triangular grids are usually more
�t to approximate non-trivial boundaries. As the numerics in this thesis are done on
triangular grids, only the properties of triangular grids will be discussed in the following.
For triangles, h can stand for the maximum values of the following properties of all
triangles in the grid: the circumcircle diameter, the incircle diameter, or the longest
side of a triangle in the grid. If a grid with grid size h is re�ned, the new grid size href
satis�es href ≤ h and the amount of elements in the re�ned triangulation is higher than
before, card(Ehref) � card(Eh).
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The smallest angle of all triangles in the triangulation, γ, is also of interest. If
there exist constants c, C ∈ (0, π) such that

0 < c ≤ γ ≤ C < π

then the triangulation is called regular and the triangles are not degenerated.
The triangulation Eh is called locally quasi-uniform if it is admissible and for all possible
partitions of the triangulation exists a common non-degeneration constant c. A typical
partition is a neighborhood. A neighborhood of a triangle E in triangulation Eh can be
de�ned as

NEh(E) = {E′ ∈ Eh|E′ ∩ E 6= ∅}.

In a locally quasi-uniform triangulation the maximal number of neighbors is bounded
for all E ∈ Eh and this is true for all grid sizes h > 0. Furthermore, the size ratio of any
two triangles sharing a neighborhood are be bounded, meaning, neighboring triangles
have relatively equal size.

While the admissibility of the triangulation is geometrically essential, the properties
regularity and local quasi-uniformity ensure conformity of nodal interpolation for the
�nite element approximation as well as for the discontinuous Galerkin schemes.

3.1.2 Realization in amatos and hypy1D

Having decomposed Ω into a set E of elements E, on each element a polynomial of low
order is used to represent uh. To avoid computation of the coe�cients for the basis
functions for each element, the e�ort is done only for a reference element, Ẽ, to which
the degrees of freedom are mapped by metric terms. For example, the local mass matrix
MẼ of the reference element Ẽ is computed as

MẼ =

∫
Ẽ

ẽi(ξ)ẽj(ξ) dξ


i,j

,

where ξ ∈ Ẽ is the local coordinate in the reference element and ẽi, i = 1, . . . , n are
the local basis functions. Gaining the integral value on the reference element, only the
transformation is needed to translate the information from the reference element to each
element in the grid. Let

τ : Ẽ 7→ E, τ (ξ) = ξ0 +Bξ

be a bijective and a�ne mapping with a non singular matrix B.
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Ẽ
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Figure 3.1: Reference triangle Ẽ and mapping τ

For the computation of the local integral values in each element, the transformation rule
is applied. For the mass matrix this is

ME =

∫
E

ei(x)ej(x) dx =

∫
Ẽ

| det(Jτ )|ei(τ(ξ))ej(τ(ξ)) dξ

= |det(B)|
∫
Ẽ

ẽi(ξ)ẽj(ξ) dξ.

In this way, the integrals of the basis function products can be precomputed and stored.
Thus, the mass matrix for each adapted mesh can be computed by a multiplication with
the determinant of the rotation and scaling matrix B. The precomputed integral values
are now only dependent on the reference element. The reference triangle in amatos is
placed as in Figure 3.1 and the reference interval in hypy1D is [−1, 1]. For these special
reference elements basis functions are given below.

The basis functions ẽi, i = 1, . . . , n on the reference interval, triangle respectively, are
chosen such that they are a partition of one on the element. In the 1D linear case, the
basis functions are straight lines with function values zero and one at node points at
the element ends. For the quadratic case, each element has three nodes and the basis
function values are zero at two of them and one at the other node, see Fig. 3.2.
For the reference interval [−1, 1] the linear basis functions are

ẽ1(ξ) =
1

2
ξ +

1

2
,

ẽ2(ξ) = −1

2
ξ +

1

2
,
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Figure 3.2: Basis functions on the reference interval: linear functions (top), quadratic
functions (bottom)

Figure 3.3: Linear basis functions on the reference triangle

and quadratic basis functions on [−1, 1] are

ẽ1(ξ) =
1

2
ξ2 − 1

2
ξ,

ẽ2(ξ) = −ξ2 + 1,

ẽ3(ξ) =
1

2
ξ2 +

1

2
ξ.

In 2D, linear basis functions have more degrees of freedom than the linear functions in 1D.
Therefore three nodes per element are necessary to determine a linear function uniquely,
see Fig. 3.3. For the reference triangle shown in Fig. 3.1 the linear basis functions are
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Figure 3.4: Quadratic basis functions on the reference triangle

ẽ1(ξ, η) = −1

2
ξ − 1

2
η,

ẽ2(ξ, η) =
1

2
η +

1

2
,

ẽ3(ξ, η) =
1

2
ξ +

1

2
.

For the same reference triangle quadratric basis functions are

ẽ1(ξ, η) =
1

2
ξ2 + ξη +

1

2
η2 +

1

2
ξ +

1

2
η,

ẽ2(ξ, η) =
1

2
ξ2 +

1

2
ξ,

ẽ3(ξ, η) =
1

2
η2 +

1

2
η,

ẽ4(ξ, η) = −ξ2 − ξη − ξ − η,
ẽ5(ξ, η) = ξη + ξ + η + 1,

ẽ6(ξ, η) = −ξη − η2 − ξ − η,

which were determined by function values on six nodes: Five of them have zero value and
one has the function value one. Fig. 3.4 shows the quadratic basis functions ẽi, i = 1, 2, 3
in the �rst row and ẽi, i = 4, 5, 6 in the second row.
The system matrix A in the linear equation system, equation (3.1.6), might contain

boundary integrals due to partial integration for the weak formulation or just to include
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boundary conditions. For �nite elements the solution is assumed to be continuous over
element edges, i.e., the left and right boundary value on an inner edge cancels- it is never
considered at all, respectively.
Ignoring the idea of continuity over the edges, as done in discontinuous Galerkin methods,
results in more degrees of freedom and a better parallelizability. For a global understand-
ing of the basis functions de�ned on the reference triangle the functions are extended by
zero outside of their respective element.

3.1.3 Discontinuous Galerkin method

First to introduce a discontinuous Galerkin (DG) method were Reed and Hill, [RH73],
discretizing the neutron transport equation

c̄u+ div(cu) = f, (3.1.8)

c̄ ∈ R and c ∈ R2. While keeping the advantages of the �nite element methods (FEM),
e.g. the handling of complicate geometries and formal high order approximations, DG
methods for linear equations are also better suited for parallelizing and adaption of
the grid and for capturing discontinuities and steep gradients without spurious oscilla-
tions, [Coc99]. In combination with Runge-Kutta methods, [Kut01] [But87], for time
discretization, Runge-Kutta discontinuous Galerkin (RKDG) methods are often used to
discretize nonlinear hyperbolic equations, such as the shallow water equations (SWE),
the Euler equations, and the compressible Navier-Stokes equations.
As for �nite elements, a weak form has to be derived on each element, introducing el-
ement boundary integrals. Since the solution is not continuous over element edges, as
in the FEM case, each edge has values with respect to its left element and values with
respect to its right element. A uni�cation of these values is done by a so called numerical
�ux.
Let F : R → Rn be the linear �ux operator of which the weak form of the divergence
shall be computed on each element E. And F∗ : R → Rn serves as approximation of F
on the boundaries.
For an evolution equation of the form

∂tu+ div (F(u)) = S(u) on Ω× (0, T )

with source term S : W → R the DG discretization is achieved by multiplication with
any test function of a suitable test function space, ψ ∈ V , and two times integration by
parts. For all E ∈ E holds the strong form of the di�erential equation,∫

E

∂tuψ + div (F(u))ψ − S(u)ψ dx =

∫
∂E

(F∗(u)− F(u)) · nψ ds. (3.1.9)

The normal n is depending on the considered edge and points always outwards of
element E.
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For a linear advection equation the �ux term is a simple multiplication with the advection
velocity, v ∈ R or v ∈ R2, respectively. For a constant velocity �eld the up wind scheme
delivers an exact element boundary value for the approximation F∗(u) on ∂E, with uEup

the function value of the upwind element, i.e. E or neighbor E′, on the common edge
∂E. ∫

E

∂tuψ + div(vu)ψ dx =

∫
∂E

(
uEup − u

)
v · nψ ds.

For discretization, u ∈ W is approximated by uh ∈ W h and ψ ∈ V by ψh ∈ V h, see the
representation in equation (3.1.4). The discretization of the time derivative can be done
for instance by Runge-Kutta schemes. Further details of the full discretization are given
in section 5.2.4.

Linear advection-di�usion with advection velocity v ∈ R2 and constant di�usion coe�-
cient ε ∈ R+ is modeled by

F(u) = vu− ε∇u.

Using the general equation (3.1.9) for the advection-di�usion �ux yields∫
E

∂tuψ + div(vu− ε∇u)ψ dx =

∫
∂E

(F∗(u)− vu+ ε∇u) · nψ ds. (3.1.10)

The approximation of the element boundary values for advection-di�usion is not as
straight forward as for advection. The advection part on the boundary can still be ap-
proximated by the upwind scheme, but the di�usion part needs some extra stabilization
terms. [Riv08] suggests the numerical �ux to be

F∗(u) = −{ε∇u}+ b[u] + v · nuEup . (3.1.11)

where {∇u} = 1/2 (∇uE +∇uE′) is the average gradient of u on ∂E with respect to E
and E′ and [u] = (uE − uE′) is the jump between the function values of E and E′ on
∂E. The last term in (3.1.11) is again the upwind term of u, depending on the direction
of v.
The coe�cient b ≥ p2/h regulates the penalization of jumps between the elements and
provides stability of the algorithm, [F�04]. Here p is the polynomial degree and h the
maximal edge length.
With a further stabilization term with coe�cient c̃, which is in general chosen to be
minus one or one to penalize kinks between the elements, and a forcing to satisfy the
domain boundary conditions, the edge evaluation of equation (3.1.10) for all edges is∑

E∈E

∫
∂E

(F∗(u)− vu+ ε∇u) · nψ ds

=
∑
e∈∂E

∫
e

(
−{ε∇u · n}e + b[u]e + v · nuEup

)
[ψ]e − c̃{ε∇ψ · n}e[u]e

− [(vu− ε∇u) · nψ]e ds + [(bψ + ε∇ψ · n)u∂Ω]∂Ω . (3.1.12)
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∂E is the collection of all edges of the element set E .
The given Dirichlet boundary conditions on the domain boundary are denoted as
u(x, t) = u∂Ω(t) for all (x, t) ∈ ∂Ω × (0, T ). For vanishing viscosity and thus the pure
advection problem, boundary conditions would over-determine the problem. For the nu-
merical computations in this thesis, domain boundary values were set to zero. This is
reasonable because the computational domain was chosen large enough for the advection
solution not to reach the boundaries in �nite time T and the solution of the di�usion
equation is quickly decreasing to zero at the boundaries, such that it is assumed, that the
actual values of the boundary conditions are below the range of computational accuracy.
Substituting the numerical �ux from (3.1.12) into the advection-di�usion equa-
tion (3.1.10) yields an equation which is ready to be discretized by replacement of u
and ψ with their spatial approximations uh and ψh.∑

E∈E

∫
E

∂tu
hψ + div(vuh − ε∇uh)ψh dx

=
∑
e∈∂E

∫
e

(
−{ε∇uh · n}e + b[uh]e + v · nuhEup

)
[ψh]e − c̃{ε∇ψh · n}e[uh]e

− [
(
vuh − ε∇uh

)
· n]e[ψ

h]e ds +
[(
bψh + ε∇ψh · n

)
uh∂Ω

]
∂Ω
. (3.1.13)

The test and basis functions were previously only de�ned elementwise, but as they are
used globally in this notation each function is extended to the whole domain by zero.
Unlike in [Riv08] the equation here is given in its strong from, such that the actual
Laplacian of u is evaluated inside the elements and not the gradient of u times the
gradient of the test function. This is also the reason, why the boundary terms in (3.1.10)
do not only contain the numerical �ux F∗ but also evaluations of the �ux (3.1.11) using
the limiting values from within the element. More details of the full discretization can
be found in section 5.2.4.

With a given grid and an approximation uh ∈ W h of the solution, which can be
represented as linear combination of polynomials with elementwise support, the task is
to improve the grid such that the approximation is 'close' to the actual solution. The
distance of the approximation to the solution is measured in error norms. These norms
can be evaluated on each single element, including element boundary errors, and thereby
give a local error. However, since the analytic solution is not known in general, the error
can only be estimated.

3.2 Error estimation

In general, error estimators are classi�ed into two groups: a priori error estimators,
estimating the error without knowledge of the actual numeric solution, and a posteriori

error estimators, for which the computation is based on the numeric solution to assess
the accuracy. Since the goal oriented error estimator used and extended in this thesis
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is of a posteriori type, this section gives a small introduction to the general idea of a
posteriori error estimation.
Pioneering work in the area of a posteriori error estimation for �nite elements was done
by Babu²ka and Rheinboldt, [BR78a]. Thenceforward, local error estimators, ηE , for
each element E were developed which approximated the error in the energy norm. This
was the basis of adaptive meshing, and interest in controlling and minimizing error
caused by discretization arose. Babu²ka and Rheinbold did more work on this topic,
e.g. [BR78b] and [BR81].
In 1984 and 1985 Demkowitcz et al., [DOS84], [DOS85], and Bank and Weiser, [BW85],
presented the element residual method, which is applicable for h and p re�nement.
Further extensive studies were done, e.g. by Oden et al. [ODRW89].
An important paper on explicit error residual methods by Baranger and El-Amri [BEA91]
covers error estimation for a broad class of boundary value problems, including nonlinear
problems.
Most of the error estimation theory was done for elliptic problems until Eriksson and
Johnson, [EJ87], [EJ91], [EJ95] progressed in the error estimation for parabolic and
hyperbolic problems.
The work done was mostly focus on global bounds in energy norms. In the end of
the 20th century the focus shifted to the theory extension of local error estimates and
especially local error estimates in a quantity of interest. The idea that local error can
be in�uenced by errors far outside the direct vicinity was considered and the interest
in goal oriented error estimation increased. One realization of a goal oriented error
estimation is the dual weighted residual method, which is further discussed in section 4.

An error estimator should be reliable and e�cient. This means, that the error
estimator is always larger than the true error and in this way reliable. But the estimator
should also not over estimate the error too much such that the e�ort to decrease the
estimated error by grid re�nement is in fact the e�ort needed to decrease the true error
down to a speci�ed tolerance and not much more, being e�cient.

3.2.1 Explicit residual based error estimator for an elliptic example

This section gives a rough understanding in the functionality of a residual based error
estimator for an elliptic equation, compare [AO97]. This shall give an idea, how local
error estimates can be obtained by residuals, but shall also raise the awareness that
this kind of estimator is un�t to deal with in�uences from more remote elements to
the element error; in�uences caused for instance by singularities, which might arise in
hyperbolic problems.
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Let ã(·, ·) be an elliptic, coercive bilinear form on H1 (Ω)×H1 (Ω), for example

ã
(
ũ, ψ̃

)
:= −

∫
Ω

ũv · ∇ψ̃ − ε∇ũ · ∇ψ̃ dx+

∫
∂Ω

v · nũψ̃ − ε (n · ∇ũ) ψ̃ ds, (3.2.1)

which is the operator for the above advection-di�usion equation (2.3.1), without the
time dependence and the time derivative. The now only space dependent functions
ũ, ψ̃ ∈ H1 (Ω) shall satisfy

ã
(
ũ, ψ̃

)
= B

(
ψ̃
)
∀ψ̃ ∈ H1 (Ω) (3.2.2)

with the right hand side given as

B
(
ψ̃
)

:=

∫
Ω

fψ̃ dx (3.2.3)

Evaluating the bilinear operator ã at the spatial discretization error eh := ũ− ũh gives

ã
(
eh, ψ̃

)
= ã

(
ũ, ψ̃

)
− ã

(
ũh, ψ̃

)
= B̃

(
ψ̃
)
− ã

(
ũh, ψ̃

)
.

From de�nitions (3.2.1) and (3.2.3) follows that,

ã
(
eh, ψ̃

)
=

∫
Ω

fψ̃ + ũhv · ∇ψ̃ − ε∇ũh · ∇ψ̃ dx

−
∫
∂Ω

v · nũhψ̃ − ε(n · ∇ũh)ψ̃ ds.

Splitting the integrals into elementwise contributions yields

ã
(
eh, ψ̃

)
=
∑
E∈E

∫
E

fψ̃ + ũhv · ∇ψ̃ − ε∇ũh · ∇ψ̃ dx

−
∫

∂E∩∂Ω

v · nũhψ̃ − ε(n · ∇ũh)ψ̃ ds.

Integration by parts and rearranging leads to a formulation in terms of element residual
r̃ = f − v · ∇ũh + ε∆ũh and boundary residual R̃|∂Ω = v · n

(
ũh − ũ

)
− εn · ∇

(
ũh − ũ

)
,

ã
(
eh, ψ̃

)
=
∑
E∈E

∫
E

r̃ψ̃ dx+

∫
∂E∩∂Ω

R̃ψ̃ ds +

∫
∂E\∂Ω

v · n
(
ũhψ̃

)
− εn · ∇

(
ũhψ̃

)
ds.

(3.2.4)
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For continuous Galerkin methods test functions are continuous on element boundaries.
Therefore, for neighboring elements E and E′, sharing edge e, holds ψ̃E |e = ψ̃E′ |e. With
smoothness of data and regularity of the approximation ũh in the interior of every element
the interior edges in (3.2.4) can be reorganized such that each edge evaluation has to be
computed only once,∑

E∈E

∫
∂E\∂Ω

v · n
(
ũhψ̃

)
− εn · ∇

(
ũhψ̃

)
ds =

∑
e∈∂E

∫
e

[
v · n

(
ũh
)
− εn · ∇

(
ũh
)]
ψ̃ ds.

(3.2.5)
Here, [·] is the jump between the evaluation of the left and right element on one edge.
In case of discontinuous Galerkin methods, the expression in (3.2.5) becomes more com-
plicated by an additional jump term for the test functions.
Augmenting R̃ to the interior edges as R̃|∂E\∂Ω :=

[
v · n

(
ũh
)
− εn · ∇

(
ũh
)]

yields

ã
(
eh, ψ̃

)
=
∑
E∈E

∫
E

r̃ψ̃ dx+
∑
e∈∂E

∫
e

R̃ψ̃ ds. (3.2.6)

Galerkin orthogonality, ã
(
eh, ψ̃h

)
= 0, permits the extension

ã
(
eh, ψ̃

)
= ã

(
eh, ψ̃ − Ihψ̃

)
, (3.2.7)

with Ihψ̃ ∈ V h an approximation to ψ̃ ∈ H1 (Ω), in the sense of V h being the space of
continuous piecewise polynomials on Ω.
Application of the Cauchy-Schwarz inequality to (3.2.6) in combination with (3.2.7) gives

ã
(
eh, ψ̃

)
≤
∑
E∈E
‖r̃‖L2(E)‖ψ̃ − Ihψ̃‖L2(E) +

∑
e∈∂E
‖R̃‖L2(e)‖ψ̃ − Ihψ̃‖L2(e).

For a local quasi uniform mesh E , the approximation errors of the test functions can
be approximated in the H1 norm on the subdomain NEh(E), consisting of all elements
which share an edge with element E, see [AO97, Theorem 1.1.],

‖ψ̃ − Ihψ̃‖L2(E) ≤ c1hE‖ψ̃‖H1(NEh (E)), (3.2.8)

‖ψ̃ − Ihψ̃‖L2(∂E) ≤ c2h
1
2
E‖ψ̃‖H1(NEh (E)). (3.2.9)

Reusing the Cauchy-Schwarz inequality and shape regularity yield

ã
(
eh, ψ̃

)
≤ c2‖ψ̃‖H1(Ω)

(∑
E∈E

h2
E‖r̃‖2L2(E) +

∑
e∈∂E

hE‖R̃‖2L2(e)

) 1
2

As assumed above, ã is coercive, meaning ∀ũ ∈ H1 (Ω) : ã(ũ, ũ) ≥ c3‖ũ‖2H1(Ω), and thus

c3‖eh‖2H1(Ω) ≤ ã
(
eh, eh

)
≤ c2‖eh‖H1(Ω)

(∑
E∈E

h2
E‖r̃‖2L2(E) +

∑
e∈∂E

hE‖R̃‖2L2(e)

) 1
2
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Rearrangement of the above inequality yields

‖eh‖2H1(Ω) ≤ c4

∑
E∈E

(
h2
E‖r̃‖2L2(E) + hE‖R̃‖2L2(∂E)

)
.

In this way an elementwise error estimator can be de�ned as

η2
E := h2

E‖r̃‖2L2(E) + hE‖R̃‖2L2(∂E)

and the global error can be estimated as

‖eh‖2H1(Ω) ≤ c4

∑
E∈E

η2
E .

With this de�nition of a local error estimator, the elements contributing most to the
estimated error can be identi�ed and re�ned. As mentioned in the beginning of this
subsection, this is an example of a residual based error estimator which is not suited for
hyperbolic problems. In (3.2.5) and for the coercivity, regularity of ũh is needed in the
sense that ũ ∈ H1 (Ω). If the solution is only ũ ∈ L∞ (Ω), or even worse, ũ contains a
singularity, the above theory would not su�ce.
The error estimation for hyperbolic equations covers the idea of an area of in�uence to
the elements of interest and is depending on a dual solution. The next subsection gives
an example for an error estimator for a hyperbolic equation.

3.2.2 Error estimators for hyperbolic equations

In [SH03] Süli and Huston present a posteriori error estimators for �rst order hyperbolic
problems. Similar to their presented simple residual based error estimator, in this section
an residual based error estimator is derived for the linear advection equation. Based on
the weak form of the advection equation (2.2.3), a bilinear form a can be de�ned as

a(u, ψ) :=

T∫
0

∫
Ω

u∂tψ + uv · ∇ψ dx dt +

∫
Ω

(u(x, 0)− uini(x))ψ(x, 0) dx,

and the weak problem is to �nd u ∈ L∞
(
Ω;L2 (0, T )

)
such that

a(u, ψ) =

T∫
0

∫
Ω

fψ dx dt ∀ψ ∈ C1
c (Ω× (0, T )) .

Here all functions are not only depending on space but also on time.
Since a is bilinear in this example, the adjoint equation is

a(φ, z) = J (φ) ∀φ ∈ L∞
(
Ω;L2 (0, T )

)
,

where J is a bounded linear functional of interest, for instance a weighted mean value
over the domain Ω, and is chosen such that z ∈ C1

c (Ω× (0, T )).
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After computing the space and time discrete solution uhk the goal functional can be
evaluated. But J

(
uhk
)
is only an approximation to J(u). To re�ne the mesh with

respect to the error in the functional of interest, one likes to know the error in the
functional of interest and the local contributions to it.
Using the adjoint equation and the linearity of a in its �rst component, it is straight
forward

J(u)− J
(
uhk
)

= J
(
u− uhk

)
= a

(
u− uhk, z

)
= a

(
u− uhk, z − zhk

)
= a

(
u, z − zhk

)
− a

(
uhk, z − zhk

)
=
(
f, z − zhk

)
Ω
− a

(
uhk, z − zhk

)
Now, with the de�nition of a

J(u)− J
(
uhk
)

=
(
f, z − zhk

)
Ω
− a

(
uhk, z − zhk

)
=

T∫
0

∫
Ω

f
(
z − zhk

)
− uhk∂t

(
z − zhk

)
− uhkv · ∇

(
z − zhk

)
dx dt

−
∫
Ω

(
uhk(x, 0)− uini(x)

)(
z − zhk

)
(x, 0) dx.

Analogue to the estimator for elliptic equations, the integrals are split and integrated by
parts. Since z − hhk has to be assumed to be in C1

c (Ω× (0, T )), compare the function
space of test functions for the advection equation, no boundary integrals on ∂Ω appear.
The error in the functional of interest is thus

J(u)− J
(
uhk
)

=

N∑
j=0

∑
E∈E

 tj+1∫
tj

∫
E

r
(
z − zhk

)
dx dt−

∫
E

uhk
(
z − zhk

)∣∣∣tj+1

tj
dx


−

N∑
j=0

∑
E∈E

tj+1∫
tj

∫
∂E

R
(
z − zhk

)
ds dt−

∑
E∈E

∫
E

(
uhk − uini

)(
z − zhk

)∣∣∣
t=0

dx,

(3.2.10)
with the element residual r = f − ∂tuhk +∇ · v and edge residual R = (v · n)uhk.
Sorted as above, each time-space element can be connected to a local error estimator for
j = 0, . . . , N :

η̂j,E :=

tj+1∫
tj

∫
E

r
(
z − zhk

)
dx dt−

tj+1∫
tj

∫
∂E

R
(
z − zhk

)
ds dt−

∫
E

uhk
(
z − zhk

)
dx
∣∣∣tj+1

tj
.
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The last integral evaluated at times tj+1 and tj is a telescoping time sum for continuous
time discretization and cancels apart from its �rst and last entry. For zeroth order
discretization, as for instance the explicit Euler method, the solution is piecewise constant
in time and has jumps in tj , tj+1 respectively, and therefore does not cancel out.
With local error contributions as

η0,E := η̂0,E −
∫
E

(
uhk − uini

)(
z − zhk

)∣∣∣
t=0

dx

ηj,E := η̂j,E , j = 1, . . . , N

the global error in the functional of interest is

J(u)− J
(
uhk
)

=
N∑
j=0

∑
E∈E

ηj,E . (3.2.11)

The exact discretization errors of the dual solution, z − zhk, can normally not be
computed, since the analytic solution is unknown. To circumvent this problem, the
discretization errors can be approximated similar to (3.2.8) or by computations with
higher order solutions, as later done in section 5.2.4.

This thesis focuses on spatial adaptivity and does not handle time step control,
the local errors in (3.2.12) are summed over time,

ηE :=
N∑
j=0

ηj,E .

Together with the approximation of the dual discretization error the global error estima-
tor is now

J(u)− J
(
uhk
)
≈ ηE :=

∑
E∈E

ηE . (3.2.12)

In this context, the bilinear form a does not have to be coercive but the dual solution
must at least be z ∈ C1

c (Ω× (0, T )). Here this regularity condition is only on the
dual solution. However, this error estimator is based on the assumption that a is a
bilinear form. The general estimation of errors in a quantity of interest for also non-
linear problems is discussed in section 4.

3.3 Marking strategies

Based on an elementwise error estimator elements for re�nement have to be chosen.
In [BR03] several strategies are given, as for example the error balancing strategy. For
the balancing, the mesh has to be adapted until each element contributes the same share
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to the error and the sum of local estimators is in the order of the desired tolerance, TOL.
This means for the local error estimator ηEi on element Ei

ηEi ≈
TOL
#E

, (3.3.1)

for a total number of #E elements. Though this method would return an potentially
optimal mesh, it is rather impracticable since each re�nement or coarsening of a single
triangle changes TOL/#E and (3.3.1) is not satis�ed for the other elements anymore. The
other elements have to be re�ned/coarsened and change TOL/#E in turn.
Dör�er marking, [Dö96], marks elements such that the estimated error of this set is larger
than a speci�c percentage of the estimated error for the whole triangulation.
Let Eref be the set of marked elements in the triangulation E such that

ηEref ≥ (1−Θ) ηE .

For Θ = 0 this means, that global re�nement is performed, for Θ = 1 no element at all
has to be marked.

3.4 Re�nement

After marking the elements accordingly to a marking strategy, the marked elements have
to be re�ned. Re�nement of an interval can be most easily achieved by subdividing the
interval into smaller intervals. For triangles in 2D there are several di�erent methods,
how to re�ne the triangle, see, e.g., [Bän91].
There is the very common red re�nement, which divides the triangle into four triangles
of similar shape.

E E1

E2E′
E1

E2E′
1

E′
2

Figure 3.5: Bisection of element E into E1 and E2.

A simpler re�nement, the green re�nement, splits the triangles of a mesh by bisection.
in this case the edge, which is to be bisected, has to be chosen. A choice to prevent the
mesh from degeneration is the bisection of the longest edge. For right triangles, this is
the hypotenuse. Fig. 3.5 shows the element E marked for re�nement in a structured
mesh of right triangles, which is supported by the mesh generator amatos. After the
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bisection of E there would be a hanging node, unless the neighboring element E′ is also
bisected. But simultaneous re�nement of the neighboring element results in a regular
grid.

Summarizing this chapter, all necessary tools for adaptive numerical solution of hyper-
bolic problems are given. However, the estimator for hyperbolic equations introduced in
this section is only valid for linear problems. Therefore the next chapter introduces the
complete dual weighted residual method to obtain a general error estimator based on a
primal and a dual residual.
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Chapter 4

The dual weighted residual method

In the previous chapter error estimators were introduced which are not suitable for hy-
perbolic problems in general. This chapter is therefore introducing the dual weighted
residual method which includes two residuals, the primal residual and the dual residual.
Becker and Rannacher, [BR01], did a comprehensive study on the subject and the fol-
lowing introduction is along the lines of this study.
The �rst section is about the derivation of the DWR error estimator and the second
section discusses some properties and limitations.

4.1 Derivation

As in the previous sections, a partial di�erential equation in its weak form is considered.
Let a(·, ·) : W × V → R be a semilinear form and B(·) : V → R a linear functional on
V . For instance B(ψ) = (f, ψ)Ω where (·, ·)Ω : V × V → R is the L2 inner product on Ω.
Let u ∈W be the unique solution to

a(u, ψ) = B(ψ) ∀ψ ∈ V. (4.1.1)

The solution shall be post-processed in the evaluation of a linear goal functional J :
W → R. Since the analytic solution is however not given, an approximation is needed.
For a Galerkin approximation uhk of u in a �nite dimensional subspace W hk ⊂ W the
variational formulation (4.1.1) is still satis�ed,

a(uhk, ψhk) = B(ψhk) ∀ψhk ∈ V hk, (4.1.2)

and again it is assumed, that the solution is unique. Now, the solution uhk serves to
approximate the quantity J(u) by J

(
uhk
)
. The question at hand is, how big is the error

in the evaluation of the goal functional,
∣∣J(u)− J

(
uhk
)∣∣ ? To answer this question, the

Lagrangian is de�ned as

L(u, ψ) := J(u) +B(ψ)− a(u, ψ) ∀ψ ∈ V. (4.1.3)
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And the di�erence in the goal functional can be expressed as a di�erence in the La-
grangian for any ψ ∈ V and any ψhk ∈ V hk

J(u)− J
(
uhk
)

= L(u, ψ)−B(ψ) + a(u, ψ)− L
(
uhk, ψhk

)
−B(ψhk) + a

(
uhk, ψhk

)
= L(u, ψ)− L

(
uhk, ψhk

)
, (4.1.4)

since (4.1.1) and (4.1.2) are satis�ed.
At a stationary point (u, z) ∈W × V , the �rst derivatives of the Lagrangian are zero in
any direction φ ∈W and ψ ∈ V ,

L′(u;φ, z) = J ′(u;φ)− a′(u;φ, z)
!

= 0, (4.1.5)

L′(u, z;ψ) = B′(z;ψ)− a′(u, z;ψ)
!

= 0. (4.1.6)

The notation of the derivatives means that the (semi-)linear forms are di�erentiated with
respect to the function in front of the semicolon and evaluated with the function behind
the semicolon. J and B are linear and a is linear in its second component. Therefore the
�rst order optimality conditions (4.1.5) and (4.1.6) become

J(φ)− a′(u;φ, z)
!

= 0 ∀φ ∈W, (4.1.7)

B(ψ)− a(u, ψ)
!

= 0 ∀ψ ∈ V. (4.1.8)

Obviously, equation (4.1.8) is again the original, primal problem (4.1.1). Condi-
tion (4.1.7) is called the adjoint or dual problem. If the primal and dual problem are
solved on �nite dimensional subspaces, primal and dual residual are

ρ
(
uhk, ψ

)
:= B(ψ)− a(uhk, ψ) ∀ψ ∈ V,

ρ∗
(
zhk, φ

)
:= J(φ)− a′

(
uhk;φ, zhk

)
∀φ ∈W.

For this setting proposition 2.1 in [BR01] gives a representation of the di�erence of the
Lagrangian of the analytic solutions and the discrete ones under the assumption, L is
convex.

L(u, z)− L
(
uhk, zhk

)
=

1

2
min

φhk∈Whk
L′
(
uhk;u− φhk, zhk

)
+

1

2
min

ψhk∈V hk
L′
(
uhk, zhk; z − ψhk

)
+R.

The error in the goal functional evaluation is equal to the error in the Lagrangian,
see (4.1.4), and with the computation of the Lagrangian and the de�nition of the residuals
it is

J(u)− J
(
uhk
)

=
1

2
min

φhk∈Whk
ρ∗
(
zhk, u− φhk

)
+

1

2
min

ψhk∈V hk
ρ
(
uhk, z − ψhk

)
+R.
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Proposition 2.2. in [BR01] gives the remainder term in terms of the primal and dual
error, e := u− uhk and e∗ := z − zhk,

R :=
1

2

1∫
0

(
J ′′′
(
uhk + se; e, e, e

)
− a′′′

(
uhk + se; e, e, e, zhk + se∗

)
−3a′′

(
uhk + se; e, e, e∗

))
s(s− 1) ds.

(4.1.9)

For bilinear a and linear J the remainder term vanishes, since the derivatives are zero.

4.2 Properties and limitations

This section shortly lists some properties of the error estimator in the quantity of interest.
As mentioned in the last section, the remainder (4.1.9) vanishes if a is bilinear and J
quadratic. This means especially, that the error estimator

J(u)− J
(
uhk
)
≈ 1

2
min

φhk∈Whk
ρ∗
(
zhk, u− φhk

)
+

1

2
min

ψhk∈V hk
ρ
(
uhk, z − ψhk

)
(4.2.1)

is not only an estimator but an error identity. This will be of special interest in sec-
tion 5.1.7. The relation between the primal and dual residual is characterized in [BR01,
proposition 2.3.]. Adapted to the notation in this thesis it reads

Lemma 4 (Becker & Rannacher).

min
φhk∈Whk

ρ∗
(
zhk, u− φhk

)
= min

ψhk∈V hk
ρ
(
uhk, z − ψhk

)
+ ∆ρ.

with the di�erence

∆ρ =

1∫
0

a′′
(
uhk + see; e, e, zhk + se∗

)
− J ′′

(
uhk + se; e, e

)
ds,

and the errors e := u− uhk and e∗ := z − zhk.

Since the di�erence ∆ρ is only depending on the second derivative of the semilinear form
and of the goal functional the two minima are equal in case of bilinear a and linear J .
The DWR method yields reliable error estimators, as long as the error caused by the
numerical approximation of the dual solution is negligible. [NVV09] give an example in
which the approximation error of the dual solution is not negligible and propose a safe
guard method for these cases.
Furthermore, the DWR error estimator, as given in 4.2.1, is by construction e�cient,
only indicating elements which contribute to the error in the quantity of interest, see
also [BR01].
But the method also does have some limitations. The derivation in the above section
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needs the goal functional to be linear. Linearization of the goal functional by a Taylor
series and neglecting the nonlinear terms would introduce another source of inaccuracy.
Another drawback of this method is the dependence on the primal and dual analytic
solution, u and z. Since these are normally unknown, the solutions are approximated by
interpolations of there discrete solutions, uhk and zhk. How these interpolations can be
done is described in section 5.2.4.
The limitation I like to stress is the eligibility of primal and dual solution to work as
weights in the error estimation. To do so, the residual of the advection equation (2.2.3)
is recalled: u ∈ L∞ (Ω× (0,∞)) is a (weak) solution of the advection equation, if for all
ψ ∈ C1

c (Ω× (0,∞)) holds

ρ(u, ψ) =

∞∫
0

∫
Ω

u∂tψ + uv · ∇ψ dx dt +

∫
Ω

(uini(x)− u(x, 0))ψ(x, 0) dx = 0. (4.2.2)

Now, if by choice of the goal functional the dual equation has a solution z ∈
L∞ (Ω× (0,∞)), the weight z − hhk is in the same space. Since L∞ (Ω× (0,∞)) is
not a true subspace of C1

c (Ω× (0,∞)) the weight z − hhk is not necessarily (weakly)
di�erentiable and cannot be used in the place of test function ψ. A similar problem
arises for the dual residual. The next chapter presents an example which exhibits the
afore mentioned problem and proposes a solution.
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Chapter 5

DWR and shocks

The following section about the one dimensional problem was submitted to Springer in
October 2016, to be published in the journal �Numerische Mathematik�. Slight changes
were done to the article to �t into this thesis and to improve the �ow of reading.

5.1 1D linear transport equation

5.1.1 Discontinuous test case (one dimensional)

In this section, the solutions of a 1D advection problem and a 1D advection di�usion
problem with discontinuous initial data are computed analytically. Additionally, for
both cases an adjoint problem with discontinuous initial data is given and the analytic
solutions are determined. The four solutions, two primal and two dual, are used to
compute weighted residuals which are needed for the DWR method.
It is shown, that the weighted residual for the advection equation with weight given by the
adjoint solution for advection-di�usion equation, do not converge for vanishing viscosity
in the adjoint problem. This shows the capriciousness of evaluating the weighted residual
of the advection equation with the formal dual given by (1.2.2).

5.1.2 The pure advection equation and its dual

A simple advection problem for x ∈ R and t ∈ (0, T ) is given by

∂tu0(x, t) + ∂xu0(x, t) = 0, in R× (0, T ), (5.1.1)

with initial condition

u0(x, 0) = uini(x) =

{
1, −1 ≤ x ≤ 0,

0, else.
(5.1.2)

Since the advection-di�usion equation is introduced later in this thesis, the solution of
the advection equation is marked as u0, which is compatible with zero di�usion. With
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the discontinuous initial condition the problem is only reasonable in weak sense: For all
ψ ∈ C1

c (R× [0, T )), di�erentiable test functions with compact support in R, it holds

a0(u0, ψ) :=−
T∫

0

∫
R

u0∂tψ + u0∂xψ dx dt

+

∫
R

(uini(x)− u0(x, 0))ψ(x, 0) dx

= 0.

(5.1.3)

The weak solution for t ≤ T is given by

u0(x, t) = uini(x− t) =

{
1, −1 + t ≤ x ≤ t,
0, else

(5.1.4)

which is simply a translation of the initial condition along the characteristic curves. Since
this problem does not include viscosity, i.e.,- ε = 0, the solution is denoted with subscript
�0�.
Choosing the goal functional as

J(u0) =

∫
R

u0(x, T )zT (x) dx, (5.1.5)

with the weight zT indicating an area of interest

zT (x) :=

{
1, 0 ≤ x ≤ 1,

0, else

gives a dual problem of the above advection equation, an advection equation backwards
in time with discontinuous initial data. This dual problem of �nding z0 can be formulated
in the weak sense as: For all ψ ∈ C1

c (R× (0, T ]) :

T∫
0

∫
R

z0∂tψ + z0∂xψ dx dt−
∫
R

(zT (x)− z0(x, T ))ψ(x, T ) dx = 0,

with initial condition z0(x, T ) = zT (x).
Fixing T = 1, the solution for t ∈ (0, 1) is

z0(x, t) =

{
1, −1 + t ≤ x ≤ t,
0, else,

which coincides with the primal solution.
As we have seen above, the advection equation and its adjoint provide solutions in
L∞(R;L2(0, 1)). To obtain solutions in H1(R;H1(0, 1)) the advection problem can be
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modi�ed with a small di�usion, as done in the vanishing viscosity method, e.g., [Eva10,
pp 403]. Notice, that in [Eva10] the initial condition is inH1(R) and the solution therefore
of higher regularity than in the case considered below. In the following, the advection-
di�usion equation is initialized with the same step function as before, which is only
L∞(R). The solution is calculated analytically and examined regarding its regularity.

5.1.3 The advection-di�usion equation and its dual

The one dimensional advection-di�usion equation with di�usion coe�cient ε > 0 reads

∂tuε(x, t) + ∂xuε(x, t)− ε∂xxuε(x, t) = 0 (5.1.6)

in the domain R× (0, 1). Again, the following initial condition (5.1.2) is assumed.
The weak solution uε of the advection-di�usion equation satis�es

aε(uε, ψ) = −
1∫

0

∫
R

uε∂tψ + uε∂xψ − ε∂xuε∂xψ dx dt

+

∫
R

(uini(x)− u0(x, 0))ψ(x, 0) dx

= 0,

(5.1.7)

for all su�ciently regular ψ. The known Green's function for this problem (see [XTB07,
pp. 9�12]) is

G(x, ξ, t) =
1√

4πtε
e−

(x−ξ−t)2
4tε

for ξ ∈ R. Thus, the solution uε is given by

uε(x, t) =
1√
π

x+1−t
2
√
tε∫

x−t
2
√
tε

e−y
2
dy,

where the integral and its factor 1√
π
can be expressed in terms of the error function

(see [NG69, De�nition 3.1.1]), providing the alternative representation

uε(x, t) =
1

2

(
erf

(
x+ 1− t

2
√
tε

)
− erf

(
x− t
2
√
tε

))
. (5.1.8)

This solution corresponds to the one provided in the test case 'Advection and di�usion
of a plane wave in a channel' in [CL00].
Fig. 5.1 shows the initial step function and the solution at t = 1 which propagates to
the right. Furthermore, one can see the smoothing caused by di�usion with di�usion
parameter ε = 0.01. Having the primal solution, the adjoint solution is to be computed
next.
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Figure 5.1: Initial condition uε(x, 0) (left) and solution uε(x, 1) (right).

The adjoint equation to the one dimensional advection-di�usion equation, with respect
to the same goal functional (5.1.5) as in the advection case, is

− ∂tzε(x, t)− ∂xzε(x, t)− ε∂xxzε(x, t) = 0 in R× (1, 0) (5.1.9)

with the initial conditions zε(x, 1) = zT(x). In analogy to the primal case the solution
of the dual problem is given by

zε(x, t) =
1

2

(
erf

(
−x+ 1− (1− t)

2
√

(1− t)ε

)
− erf

(
−x− (1− t)
2
√

(1− t)ε

))
, (5.1.10)

using the transformation (x, t)→ (−x, 1− t). Here the dual solution zε is regular enough
and therefore the weak derivative necessary for the residual can be applied to zε.

5.1.4 Pure advection residual

Application of the DWR method to the purely advective case needs the evaluation of
a0(·, ·) at

(
u0, z0 − zhk0

)
, compare equation (5.2.11), where zhk0 is the solution of the

time and space discretized advection equation. In the example at hand, the solution z0

is in L∞
(
R;L2(0, 1)

)
, as is z0 − zhk0 . To evaluate (5.2.11), time and space derivatives of

z0 − zhk0 have to be considered. This could be done in the distributional sense, but only
if the function to which the distribution is applied to is smooth enough. This is not the
case for u0 ∈ L∞

(
R;L2(0, 1)

)
which does not have a weak derivative. The nonexistence

of derivatives of the primal and dual solution at the same point is due to coinciding
discontinuities of the solutions.

To avoid coinciding discontinuities at t = T , the dual initial condition would have to be
modi�ed but this can only be done by modi�cation of the goal functional which is not in
the interest of applications. Thus, for the weighted residuals in Section 5.1.5, the solution
of the dual advection-di�usion equation is taken, since this solution is di�erentiable on
Ω× (0, T ).
More general, it is necessary that one solution - primal or dual - is su�ciently smooth,
the weighted residual can be computed and thus be used for error estimation in the
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Figure 5.2: Arti�cial viscosity (here ε = 0.01) in the dual asserts that coinciding discon-
tinuities appear only at t = 1 (right) and not at t = 0 (left).

DWR method. This suggests to force one solution to be smooth with a modi�cation
in the equation, an arti�cial viscosity. Since the interest lies in the primal solution it is
reasonable to modify the dual equation and thus obtain a slightly di�erent, smoother dual
solution. In doing this, the question of the thereby introduced error arises. Therefore, in
the next section, the DWR error estimator for a modi�ed dual equation is determined.

5.1.5 Error estimator with correction term

In this section, an additional term in the goal oriented error estimator is identi�ed, which
is caused by a modi�cation of the dual equation. The primal equation is considered with
a source term as

a0(u0, ψ) = S(ψ) =:

1∫
0

∫
R

fψ dx dt ∀ψ ∈ V. (5.1.11)

Following [BR01], the Lagrangian is set to

L(u0, z0) := J(u0) + S(z0)− a0(u0, z0). (5.1.12)

The formal dual problem is obtained as a stationary point of the Lagrangian, and gives
the known problem

a′0(u0;φ, z0) = J ′(u0;φ) ∀φ ∈ V. (5.1.13)

As we have seen above, this dual problem might return a z0 which is not in the intersection
V ∩W , and thus z0 might not be an admissible function in the test function space of the
primal equation, (5.1.11). For this reason, we add arti�cial viscosity to the dual problem
and the new dual equation with the smooth dual solution zε ∈ V reads

a′ε(u0;φ, zε) = J ′(u0;φ) ∀φ ∈ V

and it holds lim
ε→0
‖zε − z0‖L2(R), see section 2.4. With this, the di�erence between the

value of the goal functional of the exact solution u0 and the value of the goal functional
of the numerically approximated solution uhk, can be represented as the di�erence of the
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Lagrangian of the exact solution and of the discrete one. The commonly applied test
function is the -usually smooth- dual solution z0 because it makes an additional residual
vanish, compare [BR01]. But here the solution of the modi�ed dual equation, zε, needs
to be used. In the following, the in�uence of this change shall be determined. For
this, the Lagrangian has to be di�erentiated. Let L′u(u0;u0 − uhk0 , zε) be the derivative
with respect to the �rst variable in direction of u0 − uhk0 , and L′z(u0, zε; zε − zhkε ) be the
derivative with respect to the second variable in zε − zhkε direction. Thus,

J(u0)− J(uhk0 ) = L(u0, zε)− L(uhk0 , zhkε )

=
1

2
L′u(u0;u0 − uhk0 , zε) +

1

2
L′u(uhk0 ;u0 − uhk0 , zhkε )

+
1

2
L′z(u0, zε; zε − zhkε ) +

1

2
L′z(u

hk
0 , zhkε ; zε − zhkε )

+ R̃,

(5.1.14)

where the remainder term R̃ is given in terms of the error e := (u0, zε) − (uhk0 , zhkε ),
analogous to [BR01], as

R̃ =
1

2

1∫
0

L′′((uhk0 , zhkε ) + se; e, e) ds = 0.

Here the remainder is zero, since the Lagrangian is linear in this example. The de�nition
of the Lagrangian, (5.1.12), is plugged into expansion of the Lagrangian (5.1.14) and the
di�erence in the goal functional reads

J(u0)− J(uhk0 ) =
1

2

[
ρ∗(zhkε , u0 − uhk0 ) + ρ(uhk0 , zε − zhkε )

+ ρ∗(zε, u0 − uhk0 ) + ρ(u0, zε − zhkε )
]

with the primal and dual residuals

ρ(u0, zε − zhkε ) : = S(zε − zhkε )− a0(u0, zε − zhkε ), (5.1.15)

ρ∗(zε, u0 − uhk0 ) : = J ′(u0;u0 − uhk0 )− a′0(u0;u0 − uhk0 , zε). (5.1.16)

Since, u0 solves equation (5.1.11) the primal residual (5.1.15) vanishes in u0. Normally
the weighted dual residual of the analytic dual solution vanishes. But for zε it does not.
Thus, the error in the goal functional is given as

J(u0)− J(uhk0 ) =
1

2

[
ρ∗(zhkε , u0 − uhk0 ) + ρ(uhk0 , zε − zhkε )

+ ρ∗(zε, u0 − uhk0 )
]
.

(5.1.17)

In comparison to the error given in [BR01] the �rst two residuals now contain zε instead
of z0, as was expected, but an additional dual residual, ρ∗(zε, u0 − uhk0 ) has to be taken
into account.
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Concluding, in this section it was shown that a modi�cation in the dual equation in-
troduces an additional dual residual. Given the goal functional of the above mentioned
advection problem the error in the goal functional can be computed easily. This repre-
sentation of the error in the goal functional which is due to the introduction of di�usion
in the dual equation is going to be evaluated numerically in the next section.

5.1.6 Discretization schemes

Advection can develop or maintain discontinuities in the solutions, as seen in the ad-
vection example in Section 5.1.1. One approach for an accurate and e�cient method to
solve advection dominated problems numerically are the discontinuous Galerkin (DG)
methods. These methods combined with slope limiters are able to capture the physically
relevant discontinuities without producing spurious oscillations, [CKS00].
Some of the �rst to apply the DG method were W. Reed and T. Hill, [RH73], in 1973.
DG methods are generalizations of �nite volume methods but possess also properties of
�nite element methods, as for instance the simple handling of complex geometries and
of boundary conditions. The advantage of DG lies in the discontinuities at the element
boundaries and the thereby resulting simple routines for parallelization and adaptivity.
These advantages, however, have to be bought by the price of a higher number of degrees
of freedom than for the continuous �nite element schemes.
In this section, the primal advection equation and the dual di�usion equation from the
examples above shall be spatially discretized in DG manner to compute the dual weighted
residual as necessary for the error estimation in the goal functional, see equation (5.1.17).
Usually the weight in the residuals is approximated by a global higher order approxima-
tion, a patchwise higher order interpolation, or a cellwise interpolation estimate, [BR01],
since the analytic solution is not given.
In the case at hand, the analytic solutions are known and thus an approximation is not
necessary, which will be useful to demonstrate the advantage of our modi�ed dual without
considering the additional source of di�culties given by the weight approximation.
For the discretization the interval Ω = (a, b) is decomposed into a set E of n non-
overlapping elements E of length h such that

Ω =
⋃
E∈E

E.

For each element E ∈ E the �ux in the element is de�ned as

F (uε)(x, t) := uε(x, t)− ε∂xuε(x, t), (x, t) ∈ E × (0, 1)

and thus for each E the weak form of the advection-di�usion equation, with no source
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term, can be represented as

0 = aε(uε, ψ) =
∑
E∈E


1∫

0

∫
E

∂tuεψ + ∂xF (uε)ψ dx dt +

∫
E

uini(x)ψ(x, 0) dx


=
∑
E∈E


1∫

0

∫
E

∂tuεψ − F (uε)∂xψ dx dt +

∫
E

uini(x)ψ(x, 0) dx

+

1∫
0

F (uε)ψ|∂E dt

 .

Evaluation on the boundaries of the elements E is not straightforward, since a discon-
tinuous Galerkin method allows jumps on the boundaries and thus the function value
is not unique. In the application of DG methods, it is common, compare [CKS00], to
approximate the �ux over the edge by a numerical �ux F ∗. For the computation of these
boundary terms, the symmetric interior penalty Galerkin (SIPG) method, [Whe78], is
applied to the problem in this thesis. With regard to the previously mentioned DG
method in (3.1.12), the parameters are chosen to be b = p2

h and c = 1. This gives the
boundary �uxes

∑
E∈E

1∫
0

F ∗ (uε)ψ|∂E dt :=
∑

∂E∈∂E


1∫

0

p2

h
[uε][ψ]− {ε∂xψ} [uε]− {ε∂xuε} [ψ] dt

+

1∫
0

uε,EupψEup dt


+

1∫
0

(
−p

2

h
ψ(a, t) + ε∂xψε(a, t)

)
uε,bound(a, t) dt

+

1∫
0

(
p2

h
ψ(b, t)− ε∂xψε(b, t)

)
uε,bound(b, t) dt

[·] is the jump at the element edges, {·} is the average of two element values at one
edge, and uε,Eup is the evaluation of the left element on an element edge to obtain an
upwind �ux for the advection. Furthermore, Dirichlet boundary conditions at a and b are
assumed and to mimic these values the boundary values uε,bound(·, t) are taken as values
of the analytic solution. To obtain the strong form as used in (3.1.12), the additional
jump term [(uε − ε∂xuε)ψ] has to be subtracted in the boundary summation.
Choosing the test functions ψh in the �nite dimensional space V h = {ψ ∈ L2(Ω) :
∀E ψ|E ∈ Pp(E)} where Pp(E) is the space of polynomials of degree p on element E
and the ansatz functions ψi|E such that they construct a basis of V h. The test function
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- the ansatz function respectively - can be represented as

ψh(x) =

p∑
i=0

ψi(x),

uhε (x, t) =

p∑
i=0

uε,i(t)ψi(x).

With these representations the semi-discrete form on each element E is obtained:

0 = ∂tuε,i

∫
E

ψiψj dx− F (uε)

∫
E

∂xψiψj dx + F ∗(uε,i)ψiψj |∂E .

With the de�nition of element-wise matrices

ME,i,j :=

∫
E

ψiψj dx, DE,i,j :=

∫
E

∂xψiψj dx, BE,i,j := ψiψj |∂E , (5.1.18)

it is
ME,i,j∂tuε,i = −DE,i,jF (uε,i)−BE,i,jF ∗(uε,i).

Inverting the mass matrix ME = (ME,i,j)i,j gives a semi discrete form

∂tuε = −M−1
E DEF (uε)−M−1

E BEF
∗(uε), (5.1.19)

which can be treated with time discretization schemes.
The primal advection equation is treated in a similar way, but the numerical �ux is only
the up-winding term F ∗(u0) = ul0.
In the example at hand, the explicit Euler method is used for time discretization and
Lagrange Polynomials of degree two are used for spatial discretization by the above
introduced DG method without any limiter. Though the explicit time discretization
requires a step size restriction by the CFL condition, it is chosen to have an explicit
representation of the discrete time derivative which is of value in the computation of
the residuals. The time step size for the solution, plotted in Fig. 5.3 and Fig. 5.4, is
k = 0.001 and the spatial discretization uses elements of the size h = 0.125. With the
DG method the box-shaped initial condition for the primal and the dual case can be
initialized without any initialization error. For the purely advective primal case, the box
is advected to the right hand side with the unit velocity. The numerical advection causes
some over and under shootings in front of steep gradients since no limiter is applied. The
dual problem with di�usion advects the box to the left hand side and smooths the steep
gradients. In this case, the numerical solution is close to the analytical one.
The dual initial condition is set at t = T and the simulation runs down to t = 0 with a
di�usion coe�cient ε = 0.1. For su�ciently smooth solutions the SIPG method provides
convergence of L2-errors of the order p + 1, where p is the order of the polynomial,
compare [Riv08]. For discontinuous initial conditions, the order of convergence is lower.
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Figure 5.3: Initial condition of the primal and the dual problem

Figure 5.4: Solution of the primal (left) and the dual problem (right) at t = 1 and t = 0,
respectively, with k = 0.001, h = 0.125, and dual di�usion coe�cient ε = 0.1 (�rst line).
The second line shows the corresponding values of the known solution.

In the numerical example at hand, the global L2-error at �nal time T = 1 of the primal
solution of the advection equation (black dots) decreases proportional to

√
h, marked

with a dashed line, as seen in Fig. 5.5.
The right hand side of Fig. 5.5 shows the decreasing global L2-error of the dual problem
of the advection-di�usion equation. In this case, the error tends to a convergence rate of
1 (dashed line).
With the discrete solution of the dual advection-di�usion equation and the discrete so-
lution of the primal advection equation the weighted residuals, necessary for the error
estimation in the goal functional, can be computed.
For the error estimation, the residuals are integrated by parts, such that the derivatives
are applied to uhk0 , for the primal problem, and zhkε , for the dual problem, respectively.
The integrals are computed by quadrature formulas on each of the elements/time intervals
that are combined for the global space time integral. If M + 1 quadrature points per
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Figure 5.5: Global L2-error of the (primal) advection problem at �nal time t = 1 (left)
and dual advection-di�usion problem at �nal time t = 0 (right) with ε = 0.1. The
timestep in both cases is k = 0.001.

element are used in space and a total of N + 1 quadrature points in time the discrete,
global in time, element-wise residual is evaluated as:

ρhkE (uhk0 , zε − zhkε ) :=
M∑
i=0

N∑
j=0

wiw̃ju
hk
0 (xi, tj)(

(zε − zhkε )(xi, tj+1)− (zε − zhkε )(xi, tj)
)

− k
M∑
i=0

N∑
j=0

wiw̃j∂xu
hk
0 (xi, tj)

(
zε − zhkε

)
(xi, tj)

+ k
N∑
j=0

w̃ju
hk
0 (xE,right, tj)

(
zε − zhkε

)
(xE,right, tj)

− k
N∑
j=0

w̃ju
hk
0 (xE,left, tj)

(
zε − zhkε

)
(xE,left, tj)

−
M∑
i=0

wiu
hk
0 (xi, 1)

(
zε − zhkε

)
(xi, 1),

(5.1.20)

where wi are the element-wise quadrature weights in space and w̃i are the weights in
time. The discrete residual, equation (5.1.20), serves as element-wise error estimator

ηhkE :=
1

2
ρhkE (uhk0 , zε − zhkε ).
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The dual residual is treated analogously:

ρ∗hkE (zε, u0 − uhk0 ) = −
M∑
i=0

wi(u0 − uhk0 )(xi, 1)zε(xi, 1)

+ k
M∑
i=0

N∑
j=0

wiw̃ju0(xi, tj)∂xzε(xi, tj)

+ k

M∑
i=0

N∑
j=0

wiw̃j∂xu
hk
0 (xi, tj)zε(xi, tj)

+
M∑
i=0

N∑
j=0

wiw̃j(u0 − uhk0 )(xi, tj)

(zε(xi, tj+1)− zε(xi, tj))

+ k
N∑
j=0

w̃ju
hk
0 (xE,right, tj)zε(xE,right, tj)

− k
N∑
j=0

w̃ju
hk
0 (xE,left, tj)zε(xE,left, tj)

(5.1.21)

and the same for ρ∗hkE (zhkε , u0 − uhk0 ). The sum of the dual residuals is set to be the
element-wise dual error estimator

η∗hkE :=
1

2
ρ∗hkE (zε, u0 − uhk0 ) +

1

2
ρ∗hkE (zhkε , u0 − uhk0 ).

Since we are interested in the quality of the global error estimate, we refrain from a
separation of the indicators into a separate space and time contribution.
Following equation (5.1.17), the element-wise evaluated discrete primal and dual weighted
residuals de�ne a local error estimator

ηE := ηhkE + η∗hkE (5.1.22)

and the sum over all elements is an approximation of the global error

ηhk :=
∑
E∈E

ηE ≈ J (u0)− J
(
uhk0

)
. (5.1.23)

We remark, that although all terms in the residuals are known, due to the integration
error only an approximation of the residuals is computed. Since we will consider the
limit ε→ 0 this quadrature error needs to be kept in mind.

5.1.7 Numerical experiments

In this section, the dependence of the absolute value of the additional residual on the
spatial grid size is studied numerically. Then, the behavior of the local error estimators
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with and without the additional dual residual is further investigated, and, in the end,
the global error estimator including the additional residual is found to gain a better
e�ectivity index as the global estimator without the arti�cial viscosity.
In the following, the spatial discretization on Ω = (−2, 2) in DG manner uses basis
and test function polynomials of order 2 and the discrete solutions are evaluated such
that a numerical quadrature, using a composite trapezoidal rule on each element, can be
performed. An example shows the in�uence of the choice of the quadrature rule. The
value of the goal functional for the discrete solution, J(uhk0 ), is also determined exactly
by the trapezoidal rule. The goal value of the analytic solution, J(u0), is one.
In this setting, the global value of the additional residual was computed for di�erent
spatial resolutions and a �xed time step size of k = 0.0001.

Figure 5.6: Absolute value of the additional residual, k = 0.0001, ε = 0.1.

Fig. 5.6 shows the absolute global value of the additional residual for ε = 0.1. This extra
term converges with second order to zero and is thus faster than the actual error in the
goal functional, implying the �ner the mesh, the less important the additional residual.
However, the di�erence to the classical formulation is not only the additional residual,
but also the replacement of the discontinuous dual function by the solution of the dual
advection-di�usion equation.
All three residuals together, element-wise evaluated, give the local error estimators,
see (5.1.22). For a uniform grid the local error estimator ηE,uni indicates the area of
in�uence for the goal functional, (5.1.5).
The area of interest, on which the goal functional is evaluated, is the interval [0, 1]. Thus,
for the discontinuous test case presented in this thesis, each element over which the box
shaped function moves, has theoretically an equally high local error estimator, while
the regions outside are of minor in�uence to the value of the goal functional. This is
re�ected in the numerical results, as, e.g., in Fig. 5.7, despite the di�usion in the dual
the estimator does not smear.
Dör�er marking, [Dö96], would suggest to re�ne the elements in the middle of Fig. 5.7,
namely in the interval Iref = [−1, 1], such that the sum of the absolute values of the
estimators in the set which is going to be re�ned, Eref, is larger then a speci�c percentage
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Figure 5.7: Absolute value of local error estimators on a uniform grid with h = 0.0625
and arti�cial viscosity ε = 0.05

of the sum of the absolute values of the estimators in the whole set E ,∑
E∈Eref

∣∣∣ηhkE + η∗hkE

∣∣∣ ≥ (1−Θ)
∑
E∈E

∣∣∣ηhkE + η∗hkE

∣∣∣ ,
for some Θ ∈ (0, 1). In the test case at hand, re�nement in Iref is achieved with 1−Θ ≈
1− 10−6, showing that most of the estimated error is in Iref.
The summation over each element of the signed local spatial error estimators on the
uniform grid brings the global estimator ηhkuni, while the sum of the estimators over the
locally re�ned, grid brings ηhkref.

Table 5.1: Dependence of the global error estimators and the error in the goal functional
on the grid size. Uniform grid size h is marked in bold. ε = 0.1

h ηhkuni ηhkref |J(u0)− J(uhk0,uni)| |J(u0)− J(uhk0,ref)|
0.5/0.25 0.0674 0.0552 0.0832 0.0466

0.25/0.125 0.0437 0.0324 0.0466 0.0262
0.125/0.0625 0.0258 0.0174 0.0262 0.0140
0.0625/0.03125 0.0140 0.0080 0.0140 0.0062

Table 5.1 shows that the global error estimator on a uniform grid is greater than the
estimator on a mesh which is locally re�ned once by bisection according to the error
indicators. The bold h indicates the uniform grid size, the normal style h is the size
of the re�ned elements. Also the error in the goal functional evaluated on a locally
re�ned grid is smaller than on the uniform grid. On each element, the quadrature rule is
the same, such that the approximation of the integral is better in the re�ned elements.
But the numerically evaluated error estimator does not satisfy the error identity, as
suggested in equation (5.1.17). This could be caused by several reasons, for instance by
a quadrature error or by a non-adjoint consistent implementation [Har07]. However, as
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the di�erence between estimator and error decrease with decreasing element size h, we
do not investigate this issue further.

Figure 5.8: Absolute value of local error estimators on a locally re�ned grid with h =
0.5, 0.25, and ε = 0

If the dual equation is not modi�ed and the computations are done nevertheless by
evaluating only

ηE0 := ρhkE

(
uhk0 , z0 − zhk0

)
+ ρ∗hkE

(
zhk0 , u0 − uhk0

)
, (5.1.24)

compare equation (5.1.22), the local error estimators are even more evenly distributed
on the area which is expected to be re�ned, as shown in Fig. 5.8. For the computation it
was naively assumed, that ∂xz0 = ∂tz0 = 0 in [−2, 2], since this is true almost everywhere
� and in particular in the chosen quadrature points.
Concluding, the modi�cation of the dual equation does not harm the local error indica-
tion, and even the approach without modi�cation � ignoring the unboundedness in the
analytic case � results in reasonable local error indication. So far, there seems to be no
advantage in the modi�cation, but this is di�erent for the global error estimation:
The quality of the global error estimators is measured by the e�ectivity index, see,
e.g., [Ver94], [BDR92], and [BR78a], which is the ratio of the estimator to the true error.
Here it is

e� =
J(u0)− J(uhk0 )

ηhk
. (5.1.25)

Fig. 5.9 shows the behavior of the e�ectivity index with respect to the spatial grid size.
The index for the global error estimator without viscosity, e.g., equation (5.1.24), is
increasing at �rst. If it ever converges to one, it is much later as in case of the modi�ed
error estimator.
The right hand side of Fig. 5.9 shows that the error estimator including the additional
residual gains a better e�ectivity on coarse grids than the estimator without the addi-
tional term, e.g., equation (5.1.23) with and without the last residual. Fig. 5.10 depicts
this relation also for di�erent values of ε. For any tested ε ∈ [0.0001, 0.1] the e�ectivity
of the estimator including the addition was closer to one, but obviously depending on
the di�usion coe�cient. Thus, the relation of the error and the error estimator to the
di�usion parameter ε is of interest. Table 5.2 shows the di�erent global spatial error

CHAPTER 5. DWR AND SHOCKS 51



5.1

Figure 5.9: E�ectivity of the global estimator without arti�cial viscosity in the dual equa-
tion (left) and with and without the additional residual, ρ∗(zε, u0 − uhk0 ) with viscosity
ε = 0.001 in the dual equation (right).

Figure 5.10: E�ectivity of the global estimator with and without the additional residual,
ρ∗(zε, u0 − uhk0 ), for ε = 0.01 (left) and ε = 0.1 (right).

estimators for a decreasing di�usion coe�cient. For stability reasons, the time step size
was chosen to be k = 0.0001 and the spatial grid size was �xed at h = 0.0625. Since
neither the primal problem nor the goal functional are modi�ed, the error in the goal
functional is constant for a �xed grid size.

Table 5.2: Dependence of the global spatial error estimators on the dual di�usion coe�-
cient ε, with J(u0)− J(uhk0 ) = 0.0140

ε |ηhkuni| |e�|
0.0 0.0028 4.9515

0.0001 0.0076 1.8389
0.001 0.0051 2.7269
0.01 0.0138 1.0154
0.1 0.0140 0.9986

While the error in the goal functional is not in�uenced by the modi�cation in the dual
equation, the error estimator and thus the e�ectivity is. Notice, that for an exact eval-
uation of the residuals the e�ectivity is always one - since an error identity is evaluated.
However, with a �xed integration accuracy smaller values of ε increase the quadrature
error and consequently e�ectivity deteriorates. Once the mesh is su�ciently re�ned the
quadrature - �xed per element - gains accuracy and thus the e�ectivity converges to one.

CHAPTER 5. DWR AND SHOCKS 52



5.2

The same e�ect has to be expected when numerically recovering the unknown primal and
dual solutions for the weights, as the accuracy of the discrete primal and dual solutions
are �xed on a given mesh and can only be increased by re�nement.
A ratio of the advection to the di�usion is given by the Peclet number, see, e.g., [Pat80].
Here, Ph shall be the approximation of the Peclet number for a constant advection
velocity of one, depending on the mesh size as Ph = h

ε .

Table 5.3: E�ectivity and approximated Peclet number for ε = 0.0001 (left), ε = 0.01
(middle), and ε = 0.1 (right), with k = 10−4 constant and 40 quadrature points for a
composite trapezoidal rule.

ε = 0.0001 ε = 0.01 ε = 0.1

h

0.5
0.25
0.125
0.0625

Ph e�
5000 -1.995
2500 -3.815
1250 7.290
625 1.885

Ph e�
50 1.924
25 1.678
12.5 1.277
6.26 1.018

Ph e�
5 1.235
2.5 1.065
1.25 1.016
0.626 1.000

Table 5.3 shows that the e�ectivity of the global error estimator is getting better, the
more the di�usion is of in�uence in the discretized scheme. Thus, it is suggested that, if
the di�usion is resolved su�ciently, the modi�ed dual weighted residual error estimator
gives an e�ective approximation of the global error in the goal functional.
Concluding, these experiments suggest that in this setting the modi�ed dual weighted
residual error estimator for a spatial re�nement is a reasonable indicator for grid re-
�nement with respect to some goal functional and moreover the modi�ed global error
estimator is in this case of discontinuities a better approximation of the actual global
error than the classical approach.

5.2 2D linear transport equation

5.2.1 Discontinuous test case (two dimensional)

In this section, the solutions of a 2D advection problem and a 2D advection di�usion
problem with discontinuous initial data are computed. Additionally, for both cases an
adjoint problem with discontinuous initial data is given and solved numerically. With
second order DG in space and Euler steps in time, the test and ansatz functions are
quadratic on each spatial element and constant during each time step. The discretization
error is approximated with help of an interpolation of the discrete primal and dual
solution and is used as weight in the DWR method. In the end of this section, local
error indicators of the modi�ed DWR method are examined and e�ciency of the global
error estimator is tested.
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5.2.2 The pure advection equation and its dual

A simple advection problem for x = (x, y)T ∈ R2 and t ∈ (0, T ) with velocity v ∈ R2 is
given by

∂tu0(x, t) + div (vu0(x, t)) = 0, in R2 × (0, T ), (5.2.1)

with initial condition (A)

u0(x, 0) = uini,A(x) =

{
1, −1 ≤ x ≤ 0,

0, else.
(5.2.2)

or initial condition (B)

u0(x, 0) = uini,B(x) =

{
1, −1 ≤ x, y ≤ 0,

0, else.
(5.2.3)

Again, the solution to the pure advection equation is marked as u0, which is compatible
with zero di�usion. With the discontinuous initial condition the problem is only reason-
able in weak sense: For all ψ ∈ C1

c (R2× [0, T )), di�erentiable test functions with compact
support in R2, it holds

a0(u0, ψ) :=−
T∫

0

∫
R2

u0∂tψ + u0v · ∇ψ dx dt

+

∫
R2

(uini,A,B(x)− u0(x, 0))ψ(x, 0) dx

= 0.

(5.2.4)

For initial data (A) and the velocity vector v = (1, 0) the weak solution for t ≤ T is
given by

u0,A(x, t) = uini,A(x− t, y) =

{
1, −1 + t ≤ x ≤ t,
0, else,

(5.2.5)

which is a constant extension in y-direction of the one dimensional solution.

Figure 5.11: Left: Initial condition (A). Right: Numerical solution for (A) at t = 1
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For the box shaped initial condition (B) the solution of the advection equation with
constant velocity v = (1, 1)T is also a translation along the characteristics and it is

u0,B(x, t) = uini,B(x− t, y − t) =

{
1, −1 + t ≤ x, y ≤ t,
0, else.

(5.2.6)

Figure 5.12: Left: Initial condition (B). Right: Numerical solution for (B) at t = 1

Since this problem does not include viscosity, i.e., ε = 0, the solution is denoted with
subscript �0�. The discrete solution uhk0,B(x, t) shows slightly more oscillations than the
discrete solution to problem (A), uhk0,A(x, t), due to diagonal advection over a triangular
grid, compare 5.11 and 5.12.

Choosing the goal functional analogously to the 1D test case as

J(u0) =

∫
R

u0(x, T )zT (x) dx, (5.2.7)

with the weight zT indicating an area of interest for test case (A) and (B)

zT,A(x) :=

{
1, 0 ≤ x ≤ 1,

0, else
(5.2.8)

zT,B(x) :=

{
1, 0 ≤ x, y ≤ 1,

0, else
(5.2.9)

gives again a dual problem of the above advection equation. The problem of �nding z0

for all φ ∈ C1
c (R2 × (0, T ]) :

T∫
0

∫
R

z0∂tφ+ z0v · ∇φ dx dt−
∫
R

(zT (x)− z0(x, T ))φ(x, T ) dx = 0,

with initial condition z0(x, T ) = zT,A/B(x). Fixing again T = 1, the solution test case
(A) and time t ∈ (0, 1) is

z0,A(x, t) =

{
1, −1 + t ≤ x ≤ t,
0, else.
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while the solution for test case (B) and time t ∈ (0, 1) is

z0,B(x, t) =

{
1, −1 + t ≤ x, y ≤ t,
0, else.

Both coincide with corresponding the primal solution.

5.2.3 The advection-di�usion equation and its dual

A linear advection-di�usion problem for x = (x, y)T ∈ R2 and t ∈ (0, T ) with velocity
v ∈ R+ and di�usion coe�cient ε ∈ R+ is given by

∂tu0(x, t) + div (vu0(x, t)− ε∇u) = 0. in R2 × (0, T ), (5.2.10)

With discontinuous initial conditions (A), (5.2.2), and (B), (5.2.3), the problem is posed
in weak form: For all ψ ∈ C1

c (R2× [0, T )), bounded test functions with compact support
in R2 holds

a0(u0, ψ) :=−
T∫

0

∫
R2

u0∂tψ + u0v · ∇ψ − ε∇u0 · ∇ψ dx dt

+

∫
R2

(uini,A,B(x)− u0(x, 0))ψ(x, 0) dx

= 0.

(5.2.11)

For initial data (A) the solution is analogue to the one dimensional case. For case (B)
the analytic solution could also be obtained by the application of a Green's function, e.g.
as given in (2.3.4). However, here it is assumed, that the analytic solution to this test
case is not known. This is of interest for the DWR error estimator general cases.
Choosing the goal functional again as

J(u0) =

∫
R

u0(x, T )zT (x) dx,

with zT as before in case (A) and in case (B) the resulting dual equation reads

− ∂tzε(x, t)− v · ∇zε(x, t)− ε∆zε(x, t) = 0 in R2 × (1, 0) (5.2.12)

with dual initial condition (5.2.8) or (5.2.9) at �nal time t = T .
Fig. 5.13 shows the dual initial condition of test case A on the left hand side. On the
right hand side, the discrete dual solution of case (A) is depicted for di�usion coe�cient
ε = 0.1. Fig. 5.14 shows the same for test case (B).
With its analytic solution given, case (A) is used to check the L2-convergence for de-
creasing h and �xed di�usion coe�cient ε > 0, see Fig. 5.15.
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Figure 5.13: Left: Dual initial condition (A). Right: Numeric solution for (A) at t = 0

Figure 5.14: Left: Dual initial condition (B). Right: Numeric solution for (B) at t = 0

Figure 5.15: Global L2-error of the dual advection-di�usion problem at �nal time t = 0
with ε = 0.1. The time step size is k = 10−4.

5.2.4 Discretization schemes and approximation of weights

As in the 1D test case, advection residual evaluation means the evaluation of a0(·, ·) at(
u0, z0 − zhk0

)
. Here, zhk0 is again the solution of the time and space discretized dual

advection equation and u0 and z0 are the analytic solutions to the primal and dual
advection problem. With z0 − zhk0 ∈ L∞

(
R2;L2(0, 1)

)
, and u0 ∈ L∞

(
R2;L2(0, 1)

)
the
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formal evaluation of a0(·, ·) is not allowed.
Analogue to the 1D case, the residuals are evaluated with the more regular dual solution
of the advection-di�usion equation, zε and zhkε , respectively. With discretization similar
to the 1D case, but now on the domain Ω̄ = [−2, 2]×[−2, 2], space discretization matrices
ME , DE , and BE , see (5.1.18), are set up and the system (5.1.19) is solved in each time
step. With an explicit Euler time stepping uhk0 and zhkε are obtained. Recalling the
error in the goal functional with additional dual residual, caused by the inconsistent dual
problem, it is

J(u0)− J(uhk0 ) =
1

2

[
ρ∗(zhkε , u0 − uhk0 ) + ρ(uhk0 , zε − zhkε )

+ ρ∗(zε, u0 − uhk0 )
]
.

(5.2.13)

Since the goal functional and the advection (di�usion) equation were linear, the error
was not only estimated but exactly represented. While the analytic solutions u0 and zε
are known in the 1D test case and in the quasi 1D case with initial conditions (5.2.2), in
general the analytic solution of posed problems is not known. Thus, the error identity as
in (5.2.13) can only be evaluated as an error estimation η̃hk. One possibility, for instance,
is to replace the discretization error with an a priori error estimation of the form

u0 − uhk0 ≈ O (hc1) +O (kc2) . (5.2.14)

This would lead to a decrease of the DWR error estimator for �ner resolution in time
and space, but not necessarily to an e�cient error estimator. An error representation
like

J(u0)− J(uhk0 ) = η̃hk +O (hc3) +O (kc4) . (5.2.15)

would ensure the e�ciency. To obtain such a formulation, the discretization error, which
works as a weight to the residual, is split into two parts: The error introduced by dis-
cretization in space and the error caused by discretization in time.

u0 − uhk0 = u0 − uh0 + uh0 − uhk0 . (5.2.16)

An more suitable approximation to the spatial discretization error u0−uh0 and zε−zhε as
the a priori estimation (5.2.14) can, for instance, be achieved by a patch-wise quadratic
interpolation of the linear Ritz projections uh0 and zhε : I

(2)
2h u0 − uh0 and I(2)

2h zε − z
h
ε , re-

spectively, [BR03]. This method satis�es (5.2.15) with c3 = 3, see section �ve of [BR01].
Other methods to approximate the analytic solution by a di�erent approximation than
the computed numeric solution are local and global higher order approximations or an
approximation by di�erence quotients.
In the test cases at hand, the basis functions are already quadratic such that inner ele-
ment di�usion is also taken into account. Higher order interpolation would lead to cubic
functions having ten degrees of freedom instead of six and causing high computational
costs. Less e�ort is the application of a linear solution and the approximation of the
approximation error by
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u0 − uhk0 ≈ I
(1)
h uhk0 − uhk0 (5.2.17)

and
zε − zhkε ≈ I

(1)
h zhkε − zhkε . (5.2.18)

For the lower order interpolation on an element, a linear interpolation between the
function values of three neighboring nodes, e.g., P1, P4, P5, is used to obtain the function
value in Q. Function values in P and R are similarly obtained by linear interpolation
between P3, P5, P6 and P2, P4, P6. The values in P , Q, and R de�ne a plane, which
allows linear extrapolations back to the nodes P1 to P6.

P1 P2

P3

P4

P5 P6

P

Q R

Figure 5.16: Nodes of quadratic basis functions, Pi, i = 1, . . . , 6, and interpolation points
P , Q, and R.

The discretization error in time can also be approximated by the di�erence of the fully
discrete solution and its interpolation in time.

uh0 − uhk0 ≈ I
(1)
k uhk0 − uhk0 (5.2.19)

and
zhε − zhkε ≈ I

(1)
k zhkε − zhkε . (5.2.20)

[GRW15] use a linear interpolation for a discretization in time by the implicit Euler
method. Interpolation such that the e�ectivity of the error estimator is converging to-
wards one is up to now only known for the Euler method, but not for Runge-Kutta
methods. All prede�ned time discretization methods in StormFlash2d are explicit and
for the reason of e�ectivity, the explicit Euler and the corresponding linear interpolation
are used in the application section of this thesis.
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For the explicit Euler method, the linear interpolation for equidistant time steps k =
tj − tj−1, j = 1, . . . , N is

I
(1)
k uhk0 (t) =

tj − t
k

uhk0,j +
t− tj−1

k
uhk0,j+1,

for t ∈ [tj−1, tj).

tj−1 tj tj+1 tj+2

uhk0,j

uhk0,j+1

uhk0,j+2

Figure 5.17: Linear interpolation (dashed line) of the piecewise constant explicit Euler
solution.

With this interpolation operator, the derivative for t ∈ (tj−1, tj) is

∂tI
(1)
k uhk0 (t) =

uhk0,j+1 − uhk0,j

k
,

which is of use for the discrete evaluation of the residuals.
The total discretization error (5.2.16) of the primal solution is approximated by

u0 − uhk0 = u0 − uh0 + uh0 − uhk0

≈ I(1)
h uh0 − uh0 + I

(1)
k uhk0 − uhk0

≈ I(1)
h I

(1)
k uhk0 − uhk0

= I
(1)
hk u

hk
0 − uhk0 ,

by usage of uh0 ≈ I
(1)
k uhk0 and the de�nition I(1)

hk := I
(1)
h I

(1)
k . The discrete dual solution

zhkε is interpolated in space and time in the same way and the error estimator (5.2.13)
without the analytic solution reads

η̃hk =
1

2

[
ρ∗(zhkε , I

(1)
hk u

hk
0 − uhk0 ) + ρ(uhk0 , I

(1)
hk z

hk
ε − zhkε ) + ρ∗(I

(1)
hk z

hk
ε , I

(1)
hk u

hk
0 − uhk0 )

]
(5.2.21)

As in 1D, the evaluation at quadrature points for numeric integration is done with the
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linear interpolation and the local primal and dual residuals are

ρhkE (uhk0 , zε − zhkε ) ≈ ρhkE (uhk0 , I
(1)
hk z

hk
ε − zhkε )

=

M∑
i=0

N∑
j=0

wiw̃ju
hk
0 (xi, tj)(

(I
(1)
hk z

hk
ε − zhkε )(xi, tj+1)− (I

(1)
hk z

hk
ε − zhkε )(xi, tj)

)
− k

M∑
i=0

N∑
j=0

wiw̃jv · ∇uhk0 (xi, tj)
(
I

(1)
hk z

hk
ε − zhkε

)
(xi, tj)

+ k
N∑
j=0

w̃j

∫
∂E

v · nuhk0 (s, tj)
(
I

(1)
hk z

hk
ε − zhkε

)
(s, tj) ds

−
M∑
i=0

wiu
hk
0 (xi, 1)

(
I

(1)
hk z

hk
ε − zhkε

)
(xi, 1),

(5.2.22)
and

ρ∗hkE (zε, u0 − uhk0 ) ≈ ρ∗hkE (zε, I
(1)
hk u

hk
0 − uhk0 )

= −
M∑
i=0

wi(I
(1)
hk u

hk
0 − uhk0 )(xi, 1)I

(1)
hk z

hk
ε (xi, 1)

+ k
M∑
i=0

N∑
j=0

wiw̃jI
(1)
hk u

hk
0 (xi, tj)v · ∇

(
I

(1)
hk z

hk
ε (xi, tj)

)

+ k

M∑
i=0

N∑
j=0

wiw̃jv · ∇uhk0 (xi, tj)I
(1)
hk z

hk
ε (xi, tj)

+
M∑
i=0

N∑
j=0

wiw̃j

(
I

(1)
hk u

hk
0 − uhk0

)
(xi, tj)(

I
(1)
hk z

hk
ε (xi, tj+1)− I(1)

hk z
hk
ε (xi, tj)

)
+ k

N∑
j=0

w̃j

∫
∂E

v · nuhk0 (s, tj)I
(1)
hk z

hk
ε (s, tj) ds,

(5.2.23)

Because of the modi�cation in the dual equation, the dual residual has to be evaluated
twice: Once with the discrete dual solution, ρ∗hkE (zhkε , u0 − uhk0 ) , and once with the
analytic dual solution, ρ∗hkE (zε, u0 − uhk0 ). But the analytic dual solution is in this case
also replaced with the interpolant of the discrete solution.

In the introduction of the DWR error estimator in section 4.2, it was stated that the
primal and dual residual are equal in a linear case. Though this 2D test case is a linear
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problem, the computation of the residuals showed that the residuals are not equal. They
are only in the same order of magnitude. This might be cause by the facts that, �rstly,
the used dual solution zε is not the solution of the dual advection problem, and secondly,
that the discretization error of a smooth solution is in general much better than the
discretization error of a discontinuous solution.

5.2.5 Numerical experiments

In this section, the dependence of the absolute value of the additional residual on the
spatial grid size in 2D is studied numerically by the means of test case (B). Again, the
behavior of the local error estimators with and without the additional dual residual is
further investigated, and, as in 1D, the global error estimator including the additional
residual is found to gain a better e�ectivity index as the formal global estimator.

In the following, the spatial DG discretization on Ω̄ = [−2, 2] × [−2, 2] uses basis and
test function polynomials of order 2 and the discrete solutions are evaluated such that
a numerical quadrature, using a composite box rule on each element, can be performed.
The value of the goal functional for the discrete solution, J(uhk0 ), is also determined
exactly by a second order spatial quadrature rule. The goal value of the analytic solution,
J(u0), is one.
In this setting, the global value of the additional residual was computed for di�erent
spatial resolutions, a �xed time step size of k = 10−5 and a �xed di�usion coe�cient
ε = 0.1.

Figure 5.18: Absolute value of the additional residual, k = 10−5, ε = 0.1.

Fig. 5.18 shows the absolute global value of the additional residual,
ρ∗
(
I

(1)
hk z

hk
ε ; I

(1)
hk u

hk
0 − uhk0

)
. In contrast to the 1D test case, the additional term

seems not to converge to zero. However, with the used parameters (ε = 0.1, k = 10−5,
and #E = 128, 256, 512, 1024, 2048) the additional residual is approximately ten times
smaller than the error in the quantity of interest. Further re�nement might help the
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estimator to be more e�cient. Additionally, it is not clear, if and how the approximation
of weights in�uenced the estimator. Further investigation in this area is needed, for
instance at the example of 2D test case (A), with a given analytic solution.

Negligence of the di�usion and the additional dual residual results in a formal element-
wise error estimator, as de�ned in the 1D test case in (5.1.24). The formal local estimator
indicates similar elements as the proposed modi�ed error estimator, see Fig. 5.19, espe-
cially taking into consideration that also neighboring elements will be re�ned to avoid
hanging nodes. This suggests that both estimators, modi�ed and formal, serve equally
well as error indicators for grid re�nement.

Figure 5.19: Local error indicators obtained by formal evaluation (left) and with dual
modi�cation with viscosity ε = 0.1, (right).

The e�ectivity index, see (5.1.25), for the example at hand is shown in Table 5.4. For
a �xed time step size of k = 10−5 the e�ectivity index of the modi�ed error estimator
improves, though not monotone. I assume, that higher spatial grid resolution would bring
the e�ectivity index closer to one, as the di�usion might not be su�ciently resolved with
2048 elements and a longest edge h ≈ 0.177, compare the 1D test regarding the Peclet
number in section 5.1.7.

Table 5.4: Dependence of the modi�ed global error estimator and the error in the goal
functional on the grid size (2D)

#E ηhkuni |J (u0)− J
(
uhk0

)
| |e�|

128 0.0615 0.1818 2.9584
256 0.0247 0.1242 5.0346
512 0.0467 0.0999 2.1386
1024 0.0283 0.0666 2.3554
2048 0.0477 0.0539 1.130
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These results have to be considered in relation to the performance of the formal error
estimator. Fig. 5.20 shows on the left hand side the dependency of the e�ectivity index
of the formal error estimator on the total number of elements of the uniform grid. The
right side depicts the e�ectivity index of the modi�ed error estimator. Noticing that the
vertical axes have a di�erent scaling, the e�ciency of the formal error estimator is worse
than the e�ciency of the modi�ed one. This is even true if the residuals are evaluated
with the solution of the dual advection-di�usion equation, but without the additional
residual ρ∗

(
I

(1)
hk z

hk
ε ; I

(1)
hk u

hk
0 − uhk0

)
. With the additional term though, the e�ciency is

even better, see Table 5.5.

Figure 5.20: E�ectivity of the global estimator without arti�cial viscosity in the dual
equation (left) and with and without the additional residual, with viscosity ε = 0.1 in
the dual equation (right).

Table 5.5: E�ectivity index of the modi�ed and of the formal error estimator
#E |e�| (modi�ed) |e�| (formal)
128 2.9584 5.9125
256 5.0346 44.624
512 2.1386 3.126
1024 2.3554 10.977
2048 1.130 1.552

Although further investigation with di�erent parameters is needed, it can be concluded
that the modi�ed DWR error estimator proposed in this thesis is also in 2D and with
approximated weights a more e�cient estimator as the formal approach.
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Chapter 6

Conclusions & Outlook

6.1 Conclusions: DWR and shocks

As stated in the objective, the aim of this thesis is to clarify the following questions:

i. What happens, if the dual problem is posed in such a way that the dual solution
does not satisfy the necessary regularity conditions for the estimator?

ii. How does a modi�cation of the dual problem by arti�cial viscosity change the
error estimator?

iii. How is the numerical performance of the modi�ed estimator?

These questions were answered by means of an example problem: The solutions of
the advection equation and the advection-di�usion equation, as well as their dual
equations, all initialized with a step function, were recapitulated to provide necessary
de�nitions for the problem setting. Along this example, it was explained that evaluation
of the residuals is a subtle matter in case of coinciding discontinuities. To avoid these
di�culties in the continuous problem setting, the dual equation was modi�ed by an arti-
�cial viscosity term and the solution of the modi�ed dual does not exhibit discontinuities.

Due to the L2-convergence of the perturbed solution to the solution of the pure advective
problem, the DWR error estimator changes only slightly if the dual of the advection
equation is replaced with the dual of the advection-di�usion equation. The advantage
of the modi�cation of the dual problem, instead of the primal one, is that the primal
problem and the goal functional are una�ected by this change. For this modi�cation, a
modi�ed dual weighted residual error representation was derived as

J(u0)− J(uhk0 ) =
1

2

[
ρ∗(zhkε , u0 − uhk0 ) + ρ(uhk0 , zε − zhkε )

+ ρ∗(zε, u0 − uhk0 )
]

+ R̃.
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This error estimator has an additional dual residual, ρ∗(zε, u0 − uhk0 ), in comparison
to the classical setting. Though the direct implementation without the modi�cation
showed similar local error indicators, the e�ectivity of the global error estimator without
di�usion in the dual equation was, for the tested parameters, much larger than one
and did not exhibit convergence towards one. The e�ectivity index of the modi�ed
problem, on the other hand, converged to one in the 1D test case. In the 2D test
case, the e�ectivity of the modi�ed estimator did not exhibit convergence to one with
the tested parameters. However, the e�ectivity index is much closer to one than
the e�ectivity index of the formal error estimator. Therefore, the modi�ed error esti-
mator is also in 2D a better choice to estimate the actual error in the quantity of interest.

The numerical experiments con�rm that the modi�ed adjoint is advantageous compared
to the formal DWR method when one wishes to estimate the error, and not only uses
the indicators for mesh re�nement. To provide a clear separation of di�culties, the
section of the 1D test case utilizes the analytic formulas for the primal and dual solution
in calculation of the weights rather than applying the otherwise common techniques for
the approximation of the weights. With this technique the estimator converges to the
error in the quantity of interest. For the 2D test case an approximation of weights was
applied. The quality of this approximation could, i.a., be a cause for the non-convergence
of the e�ectivity to one. Furthermore, the numeric solution of the primal advection
equation, initialized with a box shaped function, case (B), exhibits large oscillations.
Knowing the exact solution to be a shifted box shaped function, the discretization
error might still be too large to neglect the remainder term of the error estimation (4.1.9).

Overall, the 1D test case and the 2D test case (B) lead to the conclusion that both
approaches, formal and modi�ed, are applicable in practice if the focus is on error
indication and local grid re�nement. If the aim is to provide a good global error
estimator, in terms of e�ectivity, the modi�ed error estimator is to be preferred.

6.2 Outlook

The outlook splits into two major tasks: Improvement and further testing of the 2D test
case and application of the modi�ed error estimator to more complex problems.

While the 1D test case already shows promising results, the 2D test case needs further
investigation. For once, the dependency on the di�usion coe�cient is assumed to behave
similar to the 1D test case, but this has yet to be proven numerically. Additionally, the
e�ectivity of the modi�ed error estimator might further improve with decreasing spatial
resolution. As seen in the end of the numerical testing for the 1D case, section 5.1.7,
the e�ectivity is depending on the resolution of the di�usion. This suggests that tests
with higher spatial re�nement should be executed. Due to stability of the dual di�usion
equation a simulation with a 2D uniform gird with the longest edge h ≈ 0.17 needs the
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explicit time step size k ≈ 10−5. Taking into account the primal and dual computation
as well as the evaluation of the residuals, the simulations take some time. However,
compared to the 1D test case this is not yet a �ne resolution.
Another source of inaccuracy might be the approximation of weights in 2D, see sec-
tion 5.2.4. Though linear interpolation of quadratic elements and linear interpolation of
Euler time step solutions are known to cause only higher order error terms, this should
also be tested with the example at hand. [BR03] give a prove of convergence for linear
elements and quadratic interpolation but the assumption is a smooth analytic solution
in the weight. In the presented test case the primal solution is not smooth and therefore
the argument of vanishing impact of the weight approximation on the error estimator
might fail. For 2D test case (A) the analytic solution is given and thus it quali�es for
testing the impact of the approximation of weights.

A long term goal is the application of the modi�ed error estimator to a hyperbolic system.
The shallow water equations can model the �uid dynamic behavior of the atmosphere as
well as the ocean. Analogue to the discontinuities in this thesis, shock waves are �steep
gradients� of variables. A goal functional as in this thesis, e.g., a potential energy or the
average of water hight in a speci�c area, might cause a shock in the dual solution. Even
smoother dual initial conditions might result in shocks due to the hyperbolicity of the
problem. Therefore I would like to carry over the modi�ed dual weighted error estimator
to grid adaption of a 2D shallow water problem.
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Appendix A

Appendix

A.1 The error function

De�nition:
erf(x) :=

1√
π

∫ x

−x
e−y

2
dy. (A.1.1)

By de�nition it is obvious that erf(x) = − erf(−x), and therefor the error function is an
odd function. The error function is monotone increasing because the integrand is always
positive.
Also the derivative follows immediately from the de�nition as

∂x erf(x) =
2√
π
e−x

2
. (A.1.2)

There is no analytical solution to the integration but numerical integration provides
function values. For di�erent exponents and the respective multiplication factors of the

Figure A.1: The error function on the interval [−5, 5]
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exponential function a transformation reduces the integral back so it is easily recognizable
as the error function. For example, it is straight forward to see∫

R

1√
4πεt

e−
(x+vt)2

4εt dx =

∫
R

1√
π
e−y

2
dy = lim

x→∞
erf(x) = 1. (A.1.3)

APPENDIX A. APPENDIX 70



Bibliography

[AO97] M. Ainsworth and J.T. Oden. A posteriori error estimation in �nite element
analysis. Computer methods in applied mechanics and engineering, 142:1�88,
1997.

[Bän91] E. Bänsch. Local mesh re�nement in 2 and 3 dimensions. IMPACT of

computing in science and engineering, 3(3):181�191, 1991.

[BB09] J. Behrens and M. Bader. E�ciency considerations in triangular adap-
tive mesh re�nement. Philosophical transactions of the royal society A,
367(1907):4577�4589, 2009.

[BBS+14] W. Bauer, M. Baumann, L. Scheck, A. Gassmann, V. Heuveline, and S.C.
Jones. Simulation of tropical-cyclone-like vortices in shallow-water icon-hex
using goal-oriented r-adaptivity. Theoretical and computational �uid dynam-

ics, 28(1):107�128, 2014.

[BDR92] I. Babu²ka, R. Durán, and R. Rodríguez. Analysis of the e�ciency of an a
posteriori error estimator for linear triangular �nite elements. SIAM Journal

on numerical analysis, 29(4):947�964, 1992.

[BEA91] J. Baranger and H. El Amri. Estimateurs a posteriori d'erreur pour le calcul
adaptatif d'écoulements quasi-newtoniens. RAIRO-Modélisation mathéma-

tique et analyse numérique, 25(1):31�47, 1991.

[BLN79] C. Bardos, A.-Y. Leroux, and J.-C. Nédélec. First order quasilinear equations
with boundary conditions. Communications in partial di�erential equations,
4(9):1017�1034, 1979.

[BR78a] I. Babu²ka and W.C. Rheinboldt. A-posteriori error estimates for the �nite
element method. International journal for numerical methods in engineering,
12(10):1597�1615, 1978.

[BR78b] I. Babu²ka and W.C. Rheinboldt. Error estimates for adaptive �nite element
computations. SIAM Journal on numerical analysis, 15(4):736�754, 1978.

[BR81] I. Babu²ka and W.C. Rheinboldt. A posteriori error analysis of �nite ele-
ment solutions for one-dimensional problems. SIAM Journal on numerical

analysis, 18(3):565�589, 1981.

71



6.1

[BR01] R. Becker and R. Rannacher. An optimal control approach to a posteriori
error estimation in �nite element methods. Acta numerica 2001, 10:1�102,
2001.

[BR03] W. Bangerth and R. Rannacher. Adaptive �nite element methods for di�er-
ential equations. Springer, 2003.

[Bra07] D. Braess. Finite Elemente. Springer, 2007.

[BRH+05] J. Behrens, N. Rakowsky, W. Hiller, D. Handorf, M. Läuter, J. Päpke, and
K. Dethlo�. amatos: Parallel adaptive mesh generator for atmospheric and
oceanic simulation. Ocean modelling, 10(1):171�183, 2005.

[But87] J.C. Butcher. The numerical analysis of ordinary di�erential equations:

Runge-Kutta and general linear methods. Wiley-Interscience, 1987.

[BW85] R.E. Bank and A. Weiser. Some a posteriori error estimators for elliptic
partial di�erential equations. Mathematics of computation, 44(170):283�301,
1985.

[CKS00] B. Cockburn, G.E. Karniadakis, and C. Shu. The development of discontin-
uous Galerkin methods. Springer, 2000.

[CL00] D. Calhoun and R.J. LeVeque. A cartesian grid �nite-volume method for
the advection-di�usion equation in irregular geometries. Journal of compu-
tational physics, 157(1):143�180, 2000.

[CO84] G.F. Carey and J.T. Oden. Finite elements: Computational aspects. Finite
elements. Prentice-Hall, 1984.

[Coc99] B. Cockburn. Discontinuous Galerkin methods for convection-dominated
problems. High-order methods for computational physics, 9:69�224, 1999.

[DOS84] L. Demkowicz, J.T. Oden, and T. Strouboulis. Adaptive �nite elements for
�ow problems with moving boundaries I: Variational principles and a pos-
teriori estimates. Computer methods in applied mechanics and engineering,
46(2):217�251, 1984.

[DOS85] L. Demkowicz, J.T. Oden, and T. Strouboulis. An adaptive p-version �nite
element method for transient �ow problems with moving boundaries. Finite
elements in �uids, 1:291�305, 1985.

[Dö96] W. Dör�er. A convergent adaptive algorithm for Poisson's equation. SIAM
Journal on numerical analysis, 33(3):1106�1124, June 1996.

[EEHJ95] K. Eriksson, D. Estep, P. Hansbo, and C. Johnson. Introduction to adaptive
methods for di�erential equations. Acta numerica, 4:105�158, 1995.

BIBLIOGRAPHY 72



6.1

[EJ87] K. Eriksson and C. Johnson. Error estimates and automatic time step control
for nonlinear parabolic problems I. SIAM Journal on numerical analysis,
24(1):12�23, 1987.

[EJ91] K. Eriksson and C. Johnson. Adaptive �nite element methods for parabolic
problems I: A linear model problem. SIAM Journal on numerical analysis,
28(1):43�77, 1991.

[EJ95] K. Eriksson and C. Johnson. Adaptive �nite element methods for parabolic
problems II: Optimal error estimates in l∞l2 and l∞l∞. SIAM Journal on

numerical analysis, 32(3):706�740, 1995.

[Eva10] L.C. Evans. Partial di�erential equations. Graduate studies in mathematics.
American mathematical society, 2010.

[F�04] M. Feistauer and K. �vadlenka. Discontinuous Galerkin method of lines
for solving nonstationary singularly perturbed linear problems. Journal of

numerical mathematics, 12(2):97�117, 2004.

[GRW15] C. Goll, R. Rannacher, and W. Wollner. The damped Crank-Nicolson time-
marching scheme for the adaptive solution of the Black-Scholes equation.
Journal of computational �nance, 2015.

[GT98] D. Gilbarg and N.S. Trudinger. Elliptic partial di�erential equations of second
order. Grundlehren der mathematischen Wissenschaften. Springer, 1998.

[GU10] M.B. Giles and S. Ulbrich. Convergence of linearized and adjoint approx-
imations for discontinuous solutions of conservation laws I: Linearized ap-
proximations and linearized output functionals. SIAM Journal on numerical

analysis, 48(3):882�904, 2010.

[Har07] R. Hartmann. Adjoint consistency analysis of discontinuous Galerkin dis-
cretizations. SIAM Journal on numerical analysis, 45(6):2671�2696, 2007.

[Kut01] W. Kutta. Beitrag zur näherungweisen Integration totaler Di�erentialgle-
ichungen. Zeitschrift für Mathematik und Physik, 46:435�453, 1901.

[NG69] E.W. Ng and M. Geller. A table of integrals of the error functions. Journal
of research of the national bureau of standards - B. Mathematical sciences,
73B(1):1�20, 1969.

[NVV09] R. H. Nochetto, A. Veeser, and M. Verani. A safeguarded dual weighted
residual method. IMA journal of numerical analysis, 29(1):126�140, 2009.

[ODRW89] J.T. Oden, L. Demkowicz, W. Rachowicz, and T.A. Westermann. Toward
a universal hp adaptive �nite element strategy II: A posteriori error estima-
tion. Computer methods in applied mechanics and engineering, 77(1):113�
180, 1989.

BIBLIOGRAPHY 73



6.1

[Pat80] S. Patankar. Numerical heat transfer and �uid �ow. CRC press, 1980.

[PPF+06] P.W. Power, M.D. Piggott, F. Fang, G.J. Gorman, C.C. Pain, D.P. Mar-
shall, A.J.H. Goddard, and I.M. Navon. Adjoint goal-based error norms for
adaptive mesh ocean modelling. Ocean modelling, 15(1):3�38, 2006.

[RH73] W.H. Reed and T.R. Hill. Triangular mesh methods for the neutron transport
equation. Los Alamos report LA-UR-73-479, 1973.

[Rit09] W. Ritz. Über eine neue Methode zur Lösung gewisser Variationsprobleme
der mathematischen Physik. Journal für die reine und angewandte Mathe-

matik, 135:1�61, 1909.

[Riv08] B. Rivière. Discontinuous Galerkin methods for solving elliptic and parabolic

equations: Theory and implementation. Society for industrial and applied
mathematics, 2008.

[RKM11] F. Rauser, P. Korn, and J. Marotzke. Predicting goal error evolution from
near-initial-information: A learning algorithm. Journal of computational

physics, 230(19):7284 � 7299, 2011.

[SH03] E. Süli and P. Houston. Adaptive �nite element approximation of hyperbolic
problems. Error estimation and adaptive discretization methods in computa-

tional �uid dynamics, pages 269�344, 2003.

[SMN11] J. Schütz, G. May, and S. Noelle. Analytical and numerical investigation
of the in�uence of arti�cial viscosity in discontinuous Galerkin methods on
an adjoint-based error estimator. Computational �uid dynamics 2010, pages
203�209, 2011.

[SS98] T. Sonar and E. Süli. A dual graph-norm re�nement indicator for �nite
volume approximations of the Euler equations. Numerische Mathematik,
78(4):619�658, 1998.

[Ulb02] S. Ulbrich. A sensitivity and adjoint calculus for discontinuous solutions of
hyperbolic conservation laws with source terms. SIAM Journal on control

and optimization, 41(3):740�797, 2002.

[Ulb03] S. Ulbrich. Adjoint-based derivative computations for the optimal control of
discontinuous solutions of hyperbolic conservation laws. Systems & control

letters, 48(3):313�328, 2003.

[VD00] D.A. Venditti and D.L. Darmofal. Adjoint error estimation and grid adapta-
tion for functional outputs: Application to quasi-one-dimensional �ow. Jour-
nal of computational physics, 164(1):204�227, 2000.

[Ver94] R. Verfürth. A posteriori error estimation and adaptive mesh-re�nement
techniques. Journal of computational and applied mathematics, 50(1):67 �
83, 1994.

BIBLIOGRAPHY 74



6.1

[Ver96] R. Verfürth. A review of a posteriori error estimation and adaptive mesh-

re�nement techniques. Wiley-Teubner, 1996.

[Whe78] M.F. Wheeler. An elliptic collocation-�nite element method with interior
penalties. SIAM Journal of numerical analysis, 15(1):152�161, 1978.

[XTB07] Z. Xu, J.R. Travis, and W. Breitung. Green's function method and its appli-

cation to veri�cation of di�usion models of GASFLOW code. Forschungszen-
trum Karlsruhe, 2007.

BIBLIOGRAPHY 75


