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Die Naturwissenschaft beschreibt und erklart die Natur nicht einfach, so wie sie “an sich”
ist. Sie ist vielmehr ein Teil des Wechselspiels zwischen der Natur und uns selbst.

What we observe is not nature in itself but nature exposed to our method of questioning.

Werner Heisenberg



Zusammenfassung

Um detaillierte Kenntnisse Uber biologische, chemische oder physikalische Prozesse zu
gewinnen, sind hochauflésende Bildgebungstechniken unverzichtbar. Hierflr hat sich in
den letzten Jahren die kohdrente Bildgebungsmethode Ptychography mit Réntgenstrah-
lung etabliert. Réntgenstrahlung zeichnet sich durch eine hohe Eindringtiefe in Materie
aus, was die Untersuchung verschiedenartiger Proben in chemischen Reaktoren erlaubt.
Dartberhinaus ist es mdglich die Réntgenptychographie mit resonanter Streuung zu kombi-
nieren und somit Informationen (ber verschiedene Elemente oder sogar Uber verschiedene
Oxidationszustande in heterogenen Proben zu erhalten.

Im Prinzip ist die erreichbare Ortsauflésung und die Detektionsempfindlichkeit der pty-
chographischen Bildgebung durch die hdchsten Streuwinkel, in denen noch verlasslich ein
Streusignal der Probe gemessen werden kann sowie durch die Stabilitat des Mikrosko-
pes limitiert. Allerdings erfordert die erfolgreiche Nutzung von resonanter Ptychographie
zur quantitativen Bildgebung nicht nur eine hohe Ortsauflésung, sondern ebenfalls einen
zuverlassigen Phasenrekonstruktionsalgorithmus. Durch diesen sollen konsistente und
reproduzierbare Rekonstruktionen der Objektfunktion der Proben gewahrleistet werden.

Beginnend mit einer stark streuenden Standardprobe, Uber eine schwach streuende Mo-
dellprobe bis hin zu einer realistischen Probe wurde in dieser Arbeit eine genaue Analyse
der Rekonstruktionsergebnisse durchgefiihrt. Durch diese hierarchische Vorgehensweise
wurden Unzulénglichkeiten des ptychographischen Modells erkannt und durch zusétzliche
Einschrankungen und Erweiterungen des Phasenrekonstruktionsalgorithmuses behoben.
Zusatzlich wurde sowohl die Detektionsempfindlichkeit fir kleine Probenstrukturen als auch
die Ortsauflésung durch den Einsatz eines undurchldssigen Strahlabsorbers zur Reduktion
des parasitaren Streuhintergrundes verbessert. Um die Richtigkeit der Rekonstruktionswer-
te sicherzustellen, ist eine Doppelbelichtung erforderlich.

All diese Schritte ermdglichten schlussendlich die Untersuchung der chemischen Vertei-
lung einer Katalysatormodellprobe sowie einer Platinschicht, wie sie auch in Sauerstoffsen-
soren verwendet werden kann.



Abstract

For the detailed investigation of biological, chemical or physical processes on the nano
scale, high-resolution imaging techniques are essential. For this purpose, the coherent
imaging technique — X-ray ptychography — has been established in recent years. X-rays are
particularly suitable due to their high penetration depth in matter which allows for a broad
range of applications such as the investigation of samples in chemical reactors. Moreover,
X-ray ptychography combined with resonant scattering provides chemical contrast to
determine different elements or even different oxidation states in heterogeneous specimens.

In general, the spatial resolution and the sensitivity in ptychographic imaging are limited
by the signal that is detected over noise and over background scattering in high scattering
angles as well as by the stability of the microscope. However, establishing resonant hard
X-ray ptychography as a tool for quantitative imaging requires not only high-resolution
images but also a reliable phase retrieval process. This in turn, results in a consistent and
reproducible reconstruction of the object function of the samples.

In this work, a detailed analysis of the reconstructions was accomplished, starting from a
well-known and strongly scattering resolution chart to a weakly scattering model sample and
finally to a real sample. With this hierarchical procedure, shortcomings of the ptychographic
model were identified and compensated by setting additional constraints and extensions to
the phase retrieval algorithm. Furthermore, both the sensitivity to small features as well as
the spatial resolution were improved by using an opaque beamstop to suppress parasitic
background scattering. In order to maintain the integrity of the values (quantitativeness) in
the reconstruction, a double exposure scheme is necessary.

These steps provided the basis for the analysis of the chemical distribution of a catalyst
model sample as well as of a platinum layer as it can be used in an oxygen sensor.
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Introduction

Steady technological progress enjoyed in modern society stands on invention, innovation
and improvement of techniques, materials and devices. These advancements demand a
deep insight into the structure of nanomaterials and their function during biological, chemical
and physical processes. To gain such insight, microscopy techniques have been applied to
investigate all kinds of matter for many centuries, Abbe [1873]. Today, the pioneering work
by Hell [2003] yields stunning results in visible light microscopy reaching a spatial resolution
beyond the diffraction limit, Klar et al. [2000]. A further branch of high-resolution microscopy
is electron microscopy which provides the utmost spatial resolution, Kisielowski et al. [2008].
However, this comes at the cost of extensive sample preparation and restrictions to the
sample environment. From a materials science point of view, it is especially important
to investigate catalysts, solar cells, batteries and many more devices that are relevant to
our everyday life under realistic conditions and without destructive sample preparation.
Driven by these needs, electron microscopy has been further developed and can nowadays
offer environmental investigation with an image resolution on the atomic scale, Yoshida
et al. [2012], Hansen and Wagner [2015]. Nevertheless, the strong electron-electron
interaction leading to high contrast and outstanding high spatial resolution, at the same
time limits the penetration depth and concomitantly the possibility to image bulk material
above a certain thickness. In contrast, X-rays, in particular hard X-rays, seem perfectly
suited for this purpose due to their high penetration depth that allows for reactor cells in
ambient or high-pressure conditions as well as for minimal sample preparation, Thomas
and Hernandez-Garrido [2009].

In recent years, various X-ray techniques have matured and become indispensable tools
for materials science. Long-established techniques such as X-ray absorption spectroscopy
(EXAFS, XANES), Lee et al. [1981], or small and wide angle scattering (SAXS and WAXS),
Hura et al. [2009], provide insight into the electronic, atomic and molecular structure of
matter via calculations based on the intensity changes as a function of energy or as a
function of the scattering angle. Beside these techniques, dedicated imaging techniques —
either in full-field or scanning mode — are becoming more and more important as individual
features in sample structures play a key role and must be visualised.

With the improvement of nano-focusing X-ray optics, Snigirev et al. [1996], Jefimovs
et al. [2007], Mimura et al. [2010], Huang et al. [2013], direct X-ray imaging reaches high
spatial resolution on the nanometer scale and is applicable to different contrasts such
as fluorescence or absorption. Since these optics are difficult to build and pose other
challenges to the experimental setup, lensless diffractive imaging is on the rise.

About 20 years ago, lensless coherent diffractive imaging (CDI) achieved the first images
of non-crystalline objects with a spatial resolution better than 100 nm, Miao et al. [1999],
by reconstructing the object from the intensity distribution of a diffraction pattern. Since
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then, CDI has been continuously improved and applied to biology, chemistry and materials
science, Barty et al. [2008], Bogan et al. [2008], Takayama and Yonekura [2016]. One
drawback of single shot CDI is that the sample size is limited by the size of the illuminating
beam. This issue can be solved by a scanning technique. So, some years later, a technique
already known from electron microscopy and described first by Hegerl and Hoppe [1970]
— ptychography — found its new application in the X-ray regime. With this, the sample
size was no longer limited by the illuminating beam size. Further development of the
phase retrieval algorithm also affords a reconstruction of the illuminating probe without
prior knowledge or the need of constraints to the object. In the beginning of the millennium,
different groups such as Faulkner and Rodenburg [2004] or Thibault et al. [2008], proposed
different advanced reconstruction algorithms that can be seen as the kick-off for using
ptychography in various experiments.

Since then, ptychography has been established in the synchrotron community for different
applications, e.g., Giewekemeyer et al. [2010], Jones et al. [2014], Baier et al. [2016] or
Donnelly et al. [2016]. High spatial resolution in the range of 50 nm to 100 nm is achieved
more or less routinely. Recently, ptychography has also been combined with other tech-
niques such as fluorescence, Deng et al. [2015], and so-called multi-modal imaging is
becoming more important.

Chemical imaging using spectroscopy techniques such as XANES or fluorescence has a
long history. However, in their conventional form, the spatial resolution is either limited by
the effective pixel size of the detector or by the beam size, both of which are influenced
by the focusing properties of X-ray optics. Today, the combination of the lensless imaging
technique, ptychography, with resonant scattering tries to overcome these limits in spatial
resolution. For resonant ptychography, a series of ptychograms at different energies around
an absorption edge of an element of interest is recorded. In this way, the near-edge
structure information in terms of absorption and phase shift can be extracted with the
same high spatial resolution as seen in the ptychographic reconstruction. The first proof of
principle of resonant ptychography achieving chemical contrast was published by Beckers
et al. [2011] in the soft X-ray regime. Shortly after, an own contribution Hoppe et al. [2013]
presented a proof of principle in the hard X-ray regime. By now, an increasing number of
experiments have been performed utilizing resonant ptychography for chemical imaging,
e.g., Shapiro et al. [2014], Donnelly et al. [2015].

The common use of ptychography in so many fields of research might deceive one into
thinking that the technique is already fully understood and under control for all kinds of
experimental conditions. However, this is only the case for some defined circumstances.
Whereas a spatial resolution of less than 10 nm has been reported for strongly scattering
samples, also in the hard X-ray regime Schropp et al. [2012], imaging of weak objects
is still challenging, Dierolf et al. [2010]. Especially when pushing the limits, Schropp
and Schroer [2010], in terms of spatial resolution and the sensitivity to weakly scattering
samples, the reliability of ptychographic reconstruction is still to be carefully proven. As
small features and nano structures have moved into the focus of research, the use of
ptychography transforms from a merely imaging technique to a tool for complex material
analysis, especially for nanomaterials. Not only high spatial resolution is required but also
high sensitivity and reliable quantitative results. However, only little attention has been paid
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to artefacts and the reliability of ptychographic results in terms of positioning errors Maiden
et al. [2012], Zhang et al. [2013] and even less to background scattering effects.

With respect to these often disregarded artefacts, the final aim of this work is to achieve
quantitative chemical contrast with high spatial resolution and with high sensitivity. The
dissertation is structured into a brief theoretical part, where the basic physical processes
such as the interaction of X-rays with matter are explained. In Chapter 2 and 3, the
methods as well as the experimental components and procedures relevant for the later
analysis are summarised. The experiments of this work were performed at the beamline
P06 at the PETRA Il synchrotron light source at DESY in Hamburg, Germany. The main
contribution of this work lies in the detailed evaluation of the ptychographic data sets given
in Chapter 4. Here, the opportunities and limitations of hard X-ray ptychography for the
imaging of weakly scattering features are addressed and the reliability of the ptychographic
reconstructions of different samples is critically reviewed. In a next step, the background
scattering which diminishes the data quality is treated by implementing an opaque beamstop
into the experimental setup. To ensure the quantitativeness of the reconstruction process,
a dual-exposure scheme together with the simultaneous ptychographic reconstruction of
two data sets — one with and one without beamstop — is introduced, Reinhardt et al. [2017].
Before the resonant ptychography measurements finally result in the chemical analysis of
a catalyst model sample and a platinum bubble, further effort was put into the correction
of positioning errors and the image alignment. In the conclusions in Chapter 5, the main
findings and ideas for future work will be discussed.






1 Theory

In this thesis, the essential information about the samples was obtained from diffraction
patterns collected in the far field under certain experimental conditions. The intensity
distribution in these diffraction patterns originates from the interaction of partially coherent
X-ray photons with matter. In order to interpret the diffraction data correctly, a broad
knowledge about the interaction processes is required. Therefore, in this chapter, the
mathematical and physical description of the interaction process of photons with atoms
will be presented leading to the definition of the atomic form factor in Section 1.1.2 and
furthermore to the complex refractive index including absorption and phase shift effects in
Section 1.1.4. The description is based on the textbooks by Hecht [2002], Als-Nielsen and
McMorrow [2011] and Attwood [2007].

As a coherent scattering techniques was applied, the basic principle of coherence is
given in Section 1.2 together with a short introduction of incoherent scattering which is
relevant for background scattering effects under real experimental conditions. In order
to finally handle the actually applied imaging technique, ptychography cf. Section 2.1, a
mathematical formulation of wave propagation and FOURIER space is given in Section 1.3.

1.1 Interaction of X-rays with matter

In the electromagnetic spectrum, radiation in the energy range between 100 eV and 100 keV
corresponding to wavelengths of 100A to 0.1A is named X-rays. In the context of the
wave-particle dualism, X-rays hold properties of particles — the photons — and also of waves.
The probability of presence of the X-ray photons can be described by an electromagnetic
wave. The wave equation can be derived from the MAXWELL equations, cf. textbook by
Hecht [2002]. The result is mathematically expressed by:

b(Ft) = A-e7
= A ei(wt—kriao) (1.1.1)

where A is the wave amplitude. The phase ¢ of the wave is represented by a time-
dependent term wt with w as the angular frequency and a space-related term k7, where
k is the wave vector and 7 is the position vector. ¢, describes a phase offset. Although
the magnetic properties of X-rays are important for many applications in the field of X-ray
sciencel'013.71] they are not relevant to this work. Consequently, the description of the
magnetic part of the wave will be neglected, here.

The physical observable that is measured by a detector is the intensity I of the X-ray
beam.

It = [0 = AP (1.1.2)
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In this section, the fundamental quantities that describe the photon-electron interaction —
the atomic form factor and the scattering cross section — will be derived. Since the atomic
nucleus is too heavy to follow the high-frequency excitation of the X-rays, the interaction
of X-ray photons with matter is dominated by the electron-photon scattering process —
either elastically (THOMSON) or inelastically (COMPTON). Hence, the probability of photon
scattering by the atomic nucleus is neglected. Furthermore, elastic scattering is assumed,
that means the photon energy is conserved: w; = wy = w respectively yEly = |ky| = w/c. This
assumption justifies the classical approach to describe the scattering process as a forced
oscillation. In comparison to that stands the inelastic COMPTON scattering, cf. Sec. 1.2.3,
where energy may be transferred between the photon and the electron demanding for the
quantum mechanical description of the scattering process.

1.1.1 Interaction with Free Electrons

Based on the general expression given by Equation (1.1.1) the incoming wave Ej, with the
normal vector é; is given by

—

En(ft) = Ep- e @ R0 g (1.1.3)

Scattering by One Single Free Electron

When the incoming photons are scattered by an electron, the electron is accelerated and
radiates.

Figure 1.1.1: Scattering process of a photon by a single electron.

With the classical approach of the forced dipole oscillation this is mathematically described
as:

B = med, (1.1.4)
with the charge of the electron ey and with the electron mass m.. The vector jdepicts the
acceleration in the direction d || é,. After the scattering process, illustrated in Fig. 1.1.1, the
outgoing (radiated) wave field Epad iS given by

— 1 5 5
Boa(7t) = ‘. [d— (df) r} (1.1.5)

dmey  C2r




1.1 Interaction of X-rays with matter

By putting Equation (1.1.3) and (1.1.4) into Equation (1.1.5) the outgoing wave is expressed
by
q 1 e 1

Erad(ﬁ t) = - Areo : meCQ ; : [él — (él?g) 72] B - e—i(wt —kr7)
——

- polarisation factor p(6)és
class. electron radius rq

1 . !
- —ro-p(e)éz-;-Em-e—“wt—’fﬂ. (1.1.6)

Here, the actual scattering event is depicted by the classical electron radius times the
polarisation factor rq - p(0)és. With Equation (1.1.6), the entire process from the source
to the detector is known at the time #' = ¢ — Z that accounts for the delay due to the finite
speed of light c.

In the next step, the single-electron scattering event will be expanded to a many-electron
scattering process.

Scattering by Many Free Electrons

The following description of the many-electron scattering process is based on the kinematic
approximation which neglects multiple scattering due to the weak electron-photon interac-
tion which again is due to the electron radius ¢ being much smaller than the BOHR radius
ag.

. 1
ro = a’ag < ag With the SOMMERFELD constant o = T

The spatially extended cloud of electrons that are involved in the scattering process
is described by the electron density p(7) representing the probability for observing the
electrons. For each electron, the scattering process is expressed by the propagation of
the incoming wave along the path L;, the actual scatter event and the propagation of
the outgoing wave along the path A;, cf. Fig. 1.1.2a. Thus, one scatter path Ej can be
described by:

R 1 . 1 il
— —iwt 5 w c
E;(7,t) = Ein- T.¢ (—ro)p;(0)éa - e ( ) (1.1.7)
j —_— j
— scattering
propagation source—sample propagation sample—detector.

Each of these paths contributes to the total intensity measured in the detector plane
Isc = Iget, Which is the modulus square of the sum over all scattering paths:

Ioew = Y E;(71)]* = |Eraa(7, )] (1.1.8)
J

By choosing one particular scattering path, e.g., Ey and by introducing the scattering vector
Q, each scatter path Ej(ﬁ t) can be expressed as follows:

iw(L;—Lo+Aj—Ag)

Ej(F, t) = Eo(t) - € ¢
= Eo(t) . p—ilk2—Fk17)

Eo(t) - 7@, (1.1.9)

Q]
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Here, it is assumed that the distances L, L; from the source to the sample and the
distances Ay, A; from the sample to the detector are rather large in comparison to the
dimension of the atoms. The scattering vector @, also named wave vector transfer, is
perfectly suited to describe the elastic scattering process. Fig. 1.1.2 shows the propagation
paths from the source to the sample and to the detector and also that the scattering vector
equals Q = ko — k1. The modulus of the scattering vector is defined as ¢:

Q| = q = 2k sin 6. (1.1.10)

&
QQ(O
/ol

k> Q

source 0 3

Figure 1.1.2: Scattering process and the derivation of the scattering vector a) shows
multiple scattering paths from the source to the sample and from the sample to the detector. b)
depicts the actual scattering event and c) shows how the scattering vector Q is defined.

Under the assumption that the sum over all scatter paths equals the integral over the
electron density p(r'), the radiated wave E.4(7,t) is given as

Bar) = L EED = [ @) By (1.1.11)
Atom

Now, using Equation (1.1.9), a new expression for the scattering process looks like:

fo(@)
Era(7,t) = Eo(t) / A1 pe(r') e (@) (1.1.12)
Atom
o) 7 1 —iw ~ = 1 (-2
Erd(F,t) = En—e ™" (=ro)pj(0)é2- fo(Q) - e (--2) (1.1.13)
LO AO

—

Here, the atomic form factor fy(Q) is introduced.

fl@ = [ ) e @ (1.1.14)
Atom
It is the FOURIER transform of the electron density p.(r). Notably, the scattering pro-
cess of many free electrons equals the single-electron scattering process of one path, cf.
Equations (1.1.6) and (1.1.7), times the atomic form factor.
Up to now, the electrons were considered to be free. In the next step, the binding
energies between the electron and the atomic nucleus are included leading to the complete
energy-dependent atomic form factor f(@, w).



1.1 Interaction of X-rays with matter

1.1.2 Interaction with Bound Electrons — Atomic Form Factor

In an atom, the electrons cannot be considered as free but bound to the atomic nucleus
with element and shell specific binding energies. This fact results in the energy dependency
of the atomic form factor, since the electrons behave differently when being excited by
photons with an incoming energy close to the binding energies. The binding energies can
be modelled using the damped, forced harmonic oscillator:

me(d; + vid; + wid; ) =eokp, (1.1.15)
~—~ ~
attenuation  restoring force

with the damping coefficient ~; and the resonant frequency w;. The classical solution is

i o 1 B it
dj =7 e Epeit, (1.1.16)

where the fraction term can be written as the sum of the real and the imaginary part:

2(, .2 2 2,2
L L aime) ey while) gy
1— () 444 (W2 —wi)?+w?yi (WP —wi)?+wiyd
real part imaginary part

At this point, the classical approach of the forced damped oscillator is extended. The
scattering process of bound electrons is integrated in the context of perturbation theory
and the transition probability g;; of the system from the initial to the final state due to the
electron-photon interaction is described by FERMI's Golden Rule!38!:
2w 9
9gif f| (el Hig i) |° 08— B, —hw (1.1.18)
Here, the HAMILTONian interaction operator defines the matrix element M,

My = (g Hig [ti) (1.1.19)

The entire scattering process can be understood as the superposition of oscillators and
the transition probabilty g(w) serves to weight the oscillator strengths. Thus, the scattering
process is proportional to the interaction transition defined in Equation (1.1.18). Consid-
ering this together with the solution of the damped, forced harmonic oscillator given in
Equation (1.1.16) and the radiated wave field as given in Equation (1.1.5) leads to

Eraq(,1) = EQfOG_ZWt (—ro)p(6)eéz
Ze—lQ‘T_j/dw/ g](a;) : 1 —’iw(t—TO) (1120)
J 1- (%) "H'% Ao
wj

atomic form factor f(Q,w)
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The total atomic form factor f(Q,w) consists of three parts and indicates the scattering
strength of an atom.

C
f@w) = Yo [aigw)
J w;

T By (w0
— iZeZQ”/dw’gj(w/) W) (1.1.21)

F@,w) = fo(Q) + filw) — ifo(w) (1.1.22)

—

The term f,(Q) is proportional to the atomic number and is dominated by scattering pro-
cesses by the outer shell electrons, where the binding energies are negligible. Consequently
fO(Q) is independent of the photon energy, but changes with the scattering vector Q. In
the lower limit @ — 0, all scatterers radiate in phase which means f,(Q = 0) = Z, with Z
as the number of electrons (atomic number). For large @, the scattering gets out of phase
towards the upper limit fo(Q — o) = 0.

The real part f1(w) modifies the scattering strength, for X-rays it is a negative number. The
imaginary part f2(w) depicts the absorption of photons and is a positive number. Both
correction terms are energy-dependent. From Equation (1.1.21), it can be seen that f; and
f2 reach their extremal values when the photon energy equals the binding energy — the
resonance frequency w; — of a certain electron shell. Therefore, the atomic form factor,
and consequently the scattering process, is sensitive to elements and to oxidation states.
Further discussion can be found in Elements of Modern X-Ray Physics by Als-Nielsen and
McMorrow [2011].

Molecules and (Non-)Crystalline Structures

In molecules (or bulky samples in general), the atomic form factor describing the scattering
strength of electrons is extended to the structure factor describing the scattering strength
of m atoms.

=

Fou(@) = Y fm(@Q)e @ (1.1.23)

During the experiments, | Fiui(Q)|? is measured by a detector, cf. Equation (1.1.8). Due to
the modulus square, the complex exponent vanishes and the direct access to the phase of
the wave function is lost. This is called the phase problem. In this work, non-crystalline
samples were analysed. To obtain the complex transmission function of such specimens,
coherent X-rays, cf. Section 1.2, are used. In this way, the information on the phase of
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1.1 Interaction of X-rays with matter
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Figure 1.1.3: Resonance effect of the atomic form factor. The real part f; + f1 and the
imaginary part f, of the atomic form factor are separately plotted for several elements using
data from the data base by Henke et al. [1993].

an object is conserved during the scattering process and during the wave propagation to
the detector. The impossibility to observe complex values — resulting in the loss of phase —
can be compensated for by appropriate sampling and advanced phase retrieval algorithms,
which will be introduced in the next Chapter in Section 2.1.1.

1.1.3 Scattering Cross Section

In the previous section, the scattered wave function Erad and the atomic scattering factor
f(Q,w), were derived. In an X-ray experiment, only the modulus square of a wave can be
detected and the incoming flux ®(, which is the number of photons passing through a unit
area per second, is proportional to the modulus square of this incoming wave Ejp.
’Ein’2
hw

After the scattering process, the scattered intensity Isc that is detected at the distance R
from the object under the solid angle AQ is proportional to the radiated electromagnetic
wave Epag:

Py xc- (1.1.24)

|Erad |2

Isc ¢ - RZAQ - (1.1.25)
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1 Theory

The scattering process is illustrated in Figure 1.1.4 and the scattering process equals:
|En|?do = |Epaa*R2dQ (1.1.26)

Using the Equations (1.1.24) and (1.1.25), the differential scattering cross section g—g results
in

do _ L
A0~ DyAQ

(1.1.27)

This fundamental quantity in scattering experiments describes how efficiently a sample
scatters radiation as function of the scattered intensity I, under the solid angle AQ
compared to the incident flux ®, per unit area per second.

Number density

% [Eradl’ /o L7

.:/ -
;‘/_
% " Ige o< ¢ (R2AQ) [Epgal® /A
-/_/ "—E_J = Ise = |Erur,£|2 B2
g d2) ~ AR |E;

Number deusity o< |E,—,,|“_KJ"1¢..l v

* S

%.. - Scattering

) x ¢ |E;, | Jhw Object

Figure 1.1.4: lllustration of the scattering cross section adopted from Als-Nielsen and
McMorrow [2011].

Another important quantity is the THOMSON scattering cross section which describes the
scattering length of a single free electron with the classical electron radius rg in the case of
elastic scattering as the low energy limit of COMPTON scattering. Using Equation (1.1.6) in
Equation (1.1.26) the THOMSON scattering cross section results in

<(C11?2>Th = r2p*(6). (1.1.28)
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1.1 Interaction of X-rays with matter

Here, the polarisation factor p(6) covers the different polarisation planes of radiation.

1 vertical scattering plane
p(d) = cos?(f) horizontal scattering plane (1.1.29)
3 (14 cos?(9)) unpolarised

The experiments of this work were performed with synchrotron radiation polarised in the
horizontal plane. More details on the derivation of scattering cross sections and also on the
polarisation factor are provided in Elements of Modern X-Ray Physics?l.

In order to describe the photon-electron scattering by an entire atom, the scattering cross
section is extended by the atomic form factor.

(d") R Ol@D) (1.1.30)
tota

1.1.4 Refraction, Absorption and Phase Shift

Two of the effects that are observed macroscopically when X-rays interact with matter
are the change in direction and the reduction in intensity of the outgoing beam. These
phenomena — named refraction and attenuation/absorption — can be described by the
complex refractive index n(w). In this subsection, the relation between the scattering
strength of a material and the corresponding absorption and phase shift of X-rays passing
through the material is derived based on the textbook by Attwood [2007]. Figure 1.1.5
illustrates the attenuation of the wave amplitude and how refraction arises due to the
retardation/shift of the phase of the wave in the material compared to a reference wave (in
vacuum).

Phase  Refraction.
Shlft ......

A/ Attenuation

n=1-90+4 10

Figure 1.1.5: The complex refractive index » leads to an attenuated and phase shifted wave
relative to a reference wave (in vacuum) after passing through a material with the refractive
index n.
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1.1.4.1 Complex Refractive Index

When the X-rays impinge on an object of the thickness d under a certain angle 0 the
electrons of the entire layer are excited and they contribute to the exit wave field in reflection
and transmission geometry, cf. Fig. 1.1.6. Similar to the derivation of the atomic form factor,

n
reflection / o
transmission

Figure 1.1.6: Transmission of X-rays through a thin layer of the thickness d and the refractive
index n

this wave field is obtained by the integration over all scattering paths in the plane. Here,
attention is given to the absorption and phase shift of the transmitted X-rays. Thus, only
the forward scattering under consideration of the superposition with the undisturbed wave
is expressed as:

Eyans(7,1) = <61 —rof(Q =0)éy - 1AdSlzng> % emw(t=2),
with ngz as the atomic density and A as propagation from the sample to the detector plane.
The interaction of the X-rays with the electrons results in a slightly different phase velocity
v = ¢/n in the material and thus a phase retardation compared to the undisturbed wave in
vacuum. This retardation At is given by

(1.1.31)

d/sin9 d/sin@
C/n C

At

d
c-sinf ’
and illustrated in figure 1.1.6. Using the phase shift ¢g = wAt in Equation (1.1.1), the
transmitted wave is given as:

= (n—1)- (1.1.32)

Etrans = Ein - €+iwAt
_ Ein . eiw(n—l)ﬁ
d
TR (1 +iw(n — 1) — > (1.1.33)
¢ - sinf

By comparing the Equations (1.1.31) and (1.1.33) the complex refractive index n(w) is
identified as:
nw) = 1- 2i7"0/\2nEZf(Q =0) (1.1.34)
7'['
Together with the atomic form factor from Equation (1.1.22), the complex refractive index
can be written as

n(w)=1-4w) +if(w) . (1.1.35)
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1.1 Interaction of X-rays with matter

The real part § and the imaginary part g are given as

5(w) = T;%Z ro \2(Z + fi(w)) (1.1.36)
Bw) = T 1o N (fa(w)) (1.1.37)

where the atomic density ngz = NAg is related to the AVOGADRO’s constant V4, the mass
density p and the atomic mass A.

The refractive index is energy dependent and since ¢ and 3 are connected to the resonant
corrections of the atomic scattering factor, n(w) also shows the resonant behaviour at
photon energies close to the binding energies of the electrons. Whereas the real part ¢ is
proportional to the sum of f(Q = 0) = Z and fi, the imaginary part 3 is proportional to f;
and thus connected to absorption effects. By convention, the refractive index in vacuum is
one. In contrast to visible light, where n lies in the range of 1.5 to 1.8 for different kinds of
glass, the refractive index n for X-rays is slightly smaller than unity. This comes from the
fact that the energies of X-rays are usually higher than the binding energies of the electrons
to the atomic nucleus (potentially except from inner K- or L-shells). This fact results in
interesting properties of X-Rays, such as the total external reflection, which is utilised by
focusing mirrors or higher-order reflecting mirrors, cf. Section 3.1.

1.1.4.2 Absorption

The attenuation of X-Rays in matter is described by the LAMBERT-BEER Law. The intensity
decreases exponentially with the thickness d of the material and the absorption coefficient

L

Iout = Iin - ed (1.1.38)

The absorption coefficient u is related to the imaginary part in the scattering process and
can be expressed by 5 and as a function of the energy or the wavelength A, respectively.

47
uno= 76 (1.1.39)

Later on in section 2.2, the application of X-ray absorption in spectroscopy techniques is
presented by the examples of the two common techniques EXAFS and XANES.

1.1.4.3 Phase shift

The other important property of the interaction of X-rays with matter is the shift in the wave’s
phase when passing through a material. This phase shift is always a relative measure, that
means the phase shift caused by a certain material is related to another phase, usually
to the phase of a reference wave in vacuum. Because of this, the A sign describing a
difference term will be omitted when describing the phase shift of a material. If not explicitly
stated otherwise, the phase shift relatively to the vacuum phase is meant. Looking at a
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1 Theory

plane wave Esamp|e(z) that propagates through a material with the refractive index n the
phase shift compared to a reference wave in vacuum evolves:

Esample (2) = Eoeiknz
= Bt om0z ki (1.1.40)
N——

wave in vacuum

The first term in Equation (1.1.40) equals an undisturbed reference wave in vacuum. For a
weakly absorbing object, the relative phase shift between a wave in vacuum and the wave
passing through a sample of the thickness d is given by the exponent of the second term.
In general, the phase shift ¢ can be calculated by

d
_ 2T 7 sde. 1.1.41
é /0 5z (1.1.41)

1.1.4.4 KRAMERS-KRONIG Relationship

The previous sections have shown that the scattering process can be described by either
the complex atomic form factor or the complex refractive index. In real experiments, usually
either the real part, the dispersion, or the imaginary part, the absorption, of these physical
terms is measured. Under certain conditions, the KRAMERS-KRONIG relationship connects
the real part and the imaginary part of a complex function.

For this, the complex atomic scattering factor can be considered as a frequency-
dependent linear response function y(w). Since a physical system cannot respond to
a force before the force was applied, x(t — ') = 0 for t < #/, the causality condition is given
and consequently the FOURIER transform F [x(t)] = x(w) is analytic in the upper half-plane.
Thus the real and imaginary part of this function are connected by the integrals:

+00
Relx@)] = *lc W do' = += C/ wIm [ d’ (1.1.42)
Im [x()] = —C/ o = —fc/mc@’ (1.1.43)
0

where C is the CAUCHY principle value!®! handling the poles at w = «’.

The Equations (1.1.42) and (1.1.43) can be derived from the physical principles linearity,
causality and the inability of a physical system to respond to excitation at indefinitely
high frequencies['¥l. However, Kramers [1927] and de L. Kronig [1926] discovered these
relations in a more specific way for the calculation of the real and imaginary part of the
refractive index. Using the KRAMERS-KRONIG relation it is possible to calculate the phase
shift generated by a sample via the real part f; from absorption data measured in an
experiment. This is common for many applications where resonant data sets are measured.
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1.2 Coherence

In this work, it will be used to calculate reference curves of the expected phase shift. A
detailed description and calculation examples will be given in the methods chapter in
Section 2.2.3.

1.2 Coherence

Coherence describes the correlation between the phase of waves. A constant phase
relation of waves builds the basis for coherent scattering experiments. In this section, the
transversal and longitudinal coherence length are introduced.

1.2.1 Longitudinal Coherence

The longitudinal coherence is also called temporal coherence, since the difference in the
phase is changing over time. Partial longitudinal coherence arises from the limited spectral
bandwidth that is given by the monochromator. The distance when the wave minimum and

coherence length ¢ & &

Figure 1.2.1: Basic scheme for the longitudinal coherence length.

maximum overlap is defined as longitudial coherence length &;.
nA = (n+1)(A—AN) = 2¢.

Under the assumption of only small variations A\ compared to the wavelength \ the term
is derived:

A A
Sy W
1. A
= A 1.2.1
& 2 A (1.2.1)

The longitudinal coherence length & defines the maximum path difference between scat-
tered waves for which the interference pattern is still visible. Therefore, the coherence
length influences the dimensions of a specimen, that are coherently illuminated.

1.2.2 Transversal Coherence

The origin of limited transversal coherence, also called spatial coherence, is the extend
of the source. Whereas the wave front of an ideal point source is diffracted singularly and
results in an interference pattern with perfect contrast, each point of an extended source S
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1 Theory

contributes to a superposition of fringes, which decreases the visibility of the speckles in
the diffraction pattern. The interference fringes are detected under the angle « after they

Figure 1.2.2: Basic scheme for the transversal coherence length.

were diffracted by an object of size O

o~ —. (1.2.2)

Related to the optical axis, m counts the minima for m = +2j+1/2 and the maxima for

m = +j. This process occurs for every point of the extended source. When a minimum

and a maximum of different diffraction paths overlap
A A S

ST 25 2L

(1.2.3)

the fringes cannot be resolved anymore and the diffraction information is lost. The condition
above defines the maximum extent of the object O and consequently the coherence length
& depends on the source size S, the wavelength A\ and the distance between the source
and the object LsO as follows:

L
0 = ASSO =& (1.2.4)

1.2.3 Incoherent Scattering

Incoherent scattering such as COMPTON scattering and scattering generated by the inter-
action of X-rays with the air molecules, components of the experimental setup such as
pinholes or windows' and the detector material are considered as parasitic as they nega-
tively influence the experimental data quality. In this section, the basic physical processes
are described.

'e.g., made of Kapton®, diamond or beryllium
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1.3 Wave Propagation

CoOMPTON Scattering

COMPTON scattering is inelastic?® scattering of photons by charged particles such as
electrons, cf. Als-Nielsen and McMorrow [2011]. In contrast to the classical description of
the X-rays as waves, the COMPTON effect is considered within the concept of wave-particle
dualism in quantum theory, where the X-rays are as well represented by a beam of photons.
In a collision event, a fraction of energy of the photon is transferred to the electron, thus the
energy (wavelength) of the scattered photon is lower (larger) than that of the incident one.
Under the assumption of conservation of energy and momentum? during the process the
scattering formula is derived:

h

MeC

Asc — Ain = (1 —cosb) (1.2.5)

Here, A, is the initial wavelength, Aqc is the wavelength after scattering, 7 is the PLANCK

constant, m. is the electron rest mass, c is the speed of light, and 6 is the scattering angle

between the incoming and outgoing beam. The COMPTON scattering length is defined by
h

Ao = (1.2.6)

MeC

The difference in wavelength before and after the scattering event is proportional to the
CoMPTON wavelength. Comparing the THOMSON and the COMPTON scattering length it
is noticeable that the latter is incoherent; there is no fixed phase relationship between the
scattered photons.

In the measurements of this work, COMPTON scattering will mainly occur as a parasitic
scattering effect due to the interaction with air, experimental components and the detector
material itself at higher photon energies. Since all experiments were performed at energies
below 12 keV the amount of parasitic COMPTON scattering is comparatively low.

Air Scattering

In principle, the scattering of X-rays by the atoms of air is a coherent and elastic scattering
process as described in the first section. However, since air scattering occurs along the
entire beam path from the aperture of the optics to the detector, all scattering events sum
up incoherently. In addition, the position of the air molecules is not constant over time which
also leads to incoherent superposition of the scattering events.

1.3 Wave Propagation

After the X-rays interacted with the sample material as discussed in the beginning of this
chapter, the wave field ¥ (z, y, z) propagates from the sample plane S(u, v; z = 0) towards
the detector plane P(z,y, Z). The propagation process is shown in simplified terms in
Fig. 1.3.1. By means of that, this section illustrates how a diffracted complex wave field
Yz (x,y) can be calculated from an initial complex wave field 1o (u, v).

2 Inelastic refers to the change in energy/wavelength of the scattered photons; the total energy and momentum
of the entire scattering process are naturally conserved.
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1 Theory

!
|
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2=y 5

Figure 1.3.1: Wave propagation and Fresnel-Kirchhoff Integral. Free wave propagation
from a point 5‘(71,, v,z = 0) to the point ]3(37, y,z = Z) under the paraxial approximation.

According to the HUYGENS-FRESNEL principle, the superposition of the spherical wavelets
originating from all points of an initial wave describe a new wave front at a later time at any
point in space!'®l. A mathematical description of the wave propagation is gained from the
solution of the homogeneous wave equation by the FRESNEL-KIRCHHOFF integral:

ikt
Vz(z,y) = il)\//@bo(u,v)e_, cos(0) dudv (1.3.1)

g

Here, the distance r from the object plane to the propagation plane is given by r =
V(z —u)?2 + (y +v)2 + Z2. With the paraxial approximation, the distance Z between the
two planes is considered to be large in comparison to the dimensions of the object and
the diffraction pattern. This means that the X-rays are mostly travelling along the optical
axis under the angle 6 ~ 0 consequently the factor cos(f) = 1. Furthermore, the paraxial
approximation justifies to expand r around Z resulting in

L @—w? | (y—v)?
PN e (1.3.2)

stopping after the second order term. The FRESNEL approximation is obtained by consider-
ing the higher orders of r only in the exponent in Equation (1.3.1).

eikZ

/ / Wo(u, v)esz e =] gy g, (1.3.3)

In order to rewrite this equation as the convolution of the original wave field ¢ with the
FRESNEL operator Py

vz(x,y) = Yo(u,v) ® Pz(u,v), (1.3.4)

the FRESNEL operator P, describing the free propagation of X-rays is defined as

ikZ .
Pr(uv) = ———ei (o, (1.3.5)
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1.3 Wave Propagation

By expanding the quadratic terms in Equation (1.3.2) the FRESNEL integral is rewritten as

vz(z,y) = — 622 7y //% u,v)e~ 2 @) o2z (V) gol gy (1.3.6)

For a finite object size and large distances between the object and the detector plane, the
quadratic phase factor of the last exponent in the integral is negligible, since

u2+v2

k
2Z

<. (1.3.7)

With the object dimension a and wavelength ) the far-field condition can be defined as

a2

V4 1.3.8
> N ( )
Ieading to the dimensionless FRESNEL number f,,
"T\Z ' o

The far-field condition leads to the FRAUNHOFER approximation, where the wave field is
expressed by

Vo) = Ag(z,y) / Yol v) e @) dugdy (1.3.10)

with the far-field propagator A, defined as

ikZ
Az(zy) = —;Z 37 (7). (1.3.11)

The general n-dimensional definition of the FOURIER transform is

W(E 1) = Flot) = (%1)2 /w(F,t)eiEFdr”. (1.3.12)
R’VL

In Equation (1.3.10), the integrand depicts the two-dimensional FOURIER transform, thus
the wave field in the far-field — the FRAUNHOFER diffraction — can be written as

vetana) = Az (a0 ) Flin(wo)] o) (13.13)
with the coordinates in reciprocal space (q., qy) = (’“—Z’f, ’“—Zy)

Depending on the experimental conditions, the near or far-field diffraction condition is
applied in the reconstructions. In this work, the diffraction patterns were recorded in the
far-field and the FRAUNHOFER approximation will be applied in the reconstruction process,
cf. Section 2.1.1.
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2 Methods

Based on the theory given in the previous chapter, here, the methods relevant to the
evaluation procedure in Chapter 4 are described. Basically, to understand how chemical
imaging was realised in this work, knowledge of two main techniques — ptychography and
X-ray spectroscopy — is required. First, the main principles of ptychographic measurements
as well as the reconstruction algorithm are introduced along with some special extensions to
the algorithm that are important for the evaluation later on. Afterwards, the chemical aspect
based on spectroscopy techniques is explained. The combination of both techniques, cf.
Section 2.2, leads to resonant ptychography for chemical imaging which requires further
post processing such as image alignment, cf. Section 2.3. At last, different methods to
determine the image quality in terms of spatial resolution, cf. Section 2.4, are shown
together with the analysis of the diffraction patterns to determine the data quality for
different experimental conditions, e.g. with and without a beamstop. A detailed description
of the experimental procedures and detectors at the beamline P06 will be given in the next
Chapter "Experimental Setup”.

2.1 Ptychography

Ptychography is an imaging technique based on coherent diffraction. For ptychographic
measurements, the specimen is scanned through a confined beam recording a (far-field)
diffraction pattern of the scattered wave behind the specimen at each scan point. Due to an
appropriate overlap between the illumination at adjacent scan points, a microscopic image
in form of the object’s complex transmission function can be retrieved computationally from
the ensemble of coherent diffraction patterns using an iterative reconstruction process.
In this way, ptychography is able to solve the phase problem which was addressed in
Section 1.1.2.

Figure 2.1.1 illustrates a simplified ptychographic setup and a basic scanning scheme to
record the diffraction patterns. All the ptychograms of this work were recorded by using such
a rectangular grid scan, but in fact, the trajectory of the scan points can follow a random
scan pattern. The choice of the scan pattern must only fulfil the sampling, cf. Section 2.1.3
and the exact position of the beam on the sample for each scan point must be known in
order to achieve the best reconstruction results. Differences between the real positions
and the positions provided to the phase retrieval algorithm lead to artefacts and distortions
in the reconstructed object function. Extensions of the basic phase retrieval algorithm, cf.
Section. 2.1.7, as well as post-processing such as image alignment, cf. Section 2.3, can
provide remedy to positioning errors.

The basic ptychographic model expects a coherent incident probe that is constant
during the entire scan. Furthermore, the intensity measured in the diffraction patterns
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2 Methods

is assumed to originate purely from the scattering process of the incident probe and the
sample area that is illuminated at a particular scan point. Deviations from this basic
model must be carefully treated by additional constraints and modified assumptions during
the reconstruction algorithm. The basic algorithm is described in the following section.
Afterwards, modifications will be discussed.

[ without beamstop

far\ )
Qtigf;']ﬁlq

Dattern

A\ J

(a) For a ptychographic scan, a confined, monochromatic X-ray beam passes through the sample.
The transmitted wave propagates to the detector and its intensity distribution is recorded as a
so-called diffraction pattern.

(b) Left: The sample is scanned with sufficient overlap between adjacent scan points. Right: For
each scan point an individual diffraction pattern is recorded.

Figure 2.1.1: Ptychographic Setup and Scanning Scheme

2.1.1 Phase Retrieval Algorithm

In general, there are different approaches to iteratively retrieve the lost phase from the
diffraction patterns. The most common ones are the extended Ptychograpic lterative Engine
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2.1 Ptychography

(ePIE)[8] and the Difference Map (DM)¥7]. In this work, an own implementation of the
ePIE algorithm was used for the ptychographic reconstruction. The main procedure of the
algorithm can be described in five steps.

From the diffraction patterns to the object and probe function in 5 steps:

1. An initial guess for the object function O(7) and an initial guess for the probe function
P(7) are multiplied to model an initial complex transmission function «(7) in real
space in the sample plane.

Pn(F) = PO - Ar), (2.1.1)

where 7 is the position vector and A7, represents the relative shift of the sample in
real space for the nt" diffraction pattern.

2. Via the FOURIER transform the wave function v (7) is converted into reciprocal space,
which is equal to a wave propagation from the sample to the detector plane in the far
field.

U, (Q) = Fua(®)]. (2.1.2)

The detector measures I,,(Q), the square modulus |¥,(Q)[? of the propagated
transmission function.

—

3. Thus, the values of ¥, (Q) can be updated by inserting the square root of the mea-
sured intensity I,,(Q) of the n'" diffraction pattern:

.~ — U,(Q)
Y = I . -
W@ @ 0.0

(2.1.3)

4. The updated transmission function ¥’ (Q) is propagated back into real space by the
inverse FOURIER transform.

FHe@] = e, (2.1.4)
5. With the refined transmission function in real space ¢/,(7) the object and probe

function are updated:

OF (7 + AT)
01 (7 + A [

Pina(r) = Pi(M)+5 (V0 (7) = n (7)) (2.1.5)

max

P; (F — AF)
«
|P; (T — Ary,) |2

max

Oj1(F) = On(7) + (¥ (7) — n (7)) (2.1.6)

«a and 3 serve as regularisation coefficients to control the update strength of the
probe and object function.

Different ways of updating the probe and the object as well as different ways of
normalisation, instead of the uniform norm, are conceivable, they influence the
stability and speed of convergence[®72],
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These steps are performed for all N diffraction patterns in one iteration j. They are repeated
until the difference between the measured and the calculated intensity for all diffraction
patterns converges. Depending on the data quality this is the case after only several 10 or
up to several 100 of iterations or even more. Fig. 2.1.2 concludes all steps of one iteration
of the reconstruction process.

initial guess for

probe and object _
propagation to

(7+ A7) = ;(7) reciprocal space

(detector plane)
update
object and probe

insert intensity
from measured
diffraction patterns

propagate back
to real space
(sample plane)

Figure 2.1.2: ePIE scheme. This scheme shows one iteration of the ePIE reconstruction
algorithm.

2.1.2 Error Measure

To determine the progress of the reconstruction, a quantitative counter is required. For this,
the error function R is introduced.

= |/T; — |2 (2.1.7)

R calculates the difference between the square root of the recorded diffraction pattern
I; and the current calculated transmission function in the detector plane ¥;. Depending
on the noise and background level in the recorded diffraction patterns, the error measure
converges to a higher or lower level.
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2.1 Ptychography

2.1.3 Sampling

In order to reconstruct the complex transmission function properly, the scattering information
from the sample must be sufficiently sampled. In ptychography, the term sampling is two-
fold: On the one hand, sufficient sampling relates to the overlap between adjacent scan
points in order to create sufficient redundancy of information in neighbouring diffraction
patterns in order to reconstruct the complex object transmission — including the hidden
phase as well as the complex probe function. Different scan patterns such as a grid, a
Fermat spiral or a concentric pattern, can handle different percentage of overlap as shown
by Bunk et al. [2008] or are advanteageous in terms of efficient scanning by uniformly
covering the scan areal*4l. In the work at hand, basic grid scan patterns were applied with
an overlap of 60 % to 70 % for the ptychographic scans.

On the other hand, the speckle pattern in each diffraction pattern must be sufficiently
sampled. That means, that the minima and maxima of the interference patterns must
be sufficiently resolved. Therefore, the pixel size of the detector must be small enough
depending on the probe size, the setup geometry and photon energy. Figure 2.1.3 shows
the relation between the distance of minima and maxima in the diffraction pattern and the
pixel size of the detector. The physical pixel size of the detector ppet at a given sample-

Detector

LI 1)\‘LOD
P

pDetI_

Figure 2.1.3: Sampling of the Speckles. The maximal size of the incoming probe P and the
pixel size in the reconstructions depend on the propagation distance Lo p, the pixel size of the
detector ppe, and the wavelength A of the X-rays.

detector distance Lop sets the limit to the maximum size of the illuminating probe P.
This maximum probe size P also depends on the wavelength A or the photon energy F,
respectively, and is given by:

p< A LoD (2.1.8)
2 - ppet
This term equals the half of the speckle size, which is required since only the square
modulus of the propagated wave function can be detected.
Due to the discrete pixel size ppet in reciprocal space, the ptychographic reconstruction
also results in a discrete pixel size xrec in real space. The pixel size ze¢ in the ptychographic
reconstruction depends on the sample-detector distance and the field-of view used for the
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reconstruction, which is given by the pixel size of the detector times the number of pixels
NDet-

Amres = A-——LOD (2.1.9)
Nbet * PDet
The number of pixels Npet is also called the cropping of the diffraction patterns. It is
chosen based on the scattering strength of the object, i.e. the highest ¢-values where a
scattering signal can be detected over scattering background, and often also to speed-up
the computation of preliminary reconstructions.

As resonant ptychography, cf. Section 2.2.2, is performed at different energies, the pixel
size in the reconstruction changes concomitantly. Depending on the energy range, the
varying pixel size has to be corrected to achieve the same scaling for all reconstructions,
which is important for the chemical imaging procedure, cf. Section 2.3.

2.1.4 Initial Guess

In general, to start a ptychographic reconstruction, no specific a priori information about
the sample or the probe is needed. However, the computation of the initial complex
transmission function requires a complex-valued array for the probe and the object which
will be updated during the iterative reconstruction process. These arrays can be empty or
random arrays, but for real measurements usually the initial guess is chosen according
to the experimental conditions. At the beamline P06, the nano-focusing refractive lenses
produce a GAUSSian-shaped focus, thus a suitable initial guess of the probe function for
the ptychographic reconstruction is a complex-valued 2D array of a GAussian. The initial
probe amplitude is set based on the measured flux of the incoming beam. In some cases,
especially for fairly weakly scattering samples, it is helpful to start with an initial guess for
the probe function using a reconstructed probe function of a preceding measurement under
exactly the same or similar conditions. For the initial guess of the object function no further
assumptions are set. The initial object function is a complex-valued 2D array depicting a
fully transparent object (modulus = 1).

2.1.5 Ambiguities in the Reconstruction

The general idea of the overlap in a coherent ptychographic scan is to create sufficient
redundancy in information to deconvolve the complex object function and the complex
probe function in order to finally achieve an unambiguous reconstruction of each function
separately. However, this is not always the case, ambiguities can occur and result in arte-
facts in the reconstruction caused by inherent limitations of the technique or by deviations
of the measured data from the basic ptychographic model.

An inherent limitation is posed by the phase shift in the reconstruction, which can only
be expressed by values between 0 and 27. Consequently, in a reconstruction of an object
with a phase shift larger than one period length, so-called phase wrapping appears as an
artefact of discontinuity, where the algorithm tries to keep all phase values in the range of 0
and 27 by shifting larger values back to this range.
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Another artefact originates from the attempt of the algorithm to preserve the all-over
phase in an object during reconstruction. This leads to phase ramps, i.e. a linear gradient
in phase along the 2D image, which is usually correctable during post-processing with the
help of a phase gradient analysis.

Beside these intrinsic limitations, in particular variations of the illuminating probe are a
principal reason for artefacts in a ptychographic reconstruction. Against the assumption
of the ptychographic model, the probe intensity or probe phase may vary during a ptycho-
graphic scan. Changes in the incident probe intensity (changes in the photon flux) will
mainly influence the reconstruction of the object amplitude. This can usually be correct by
normalisation of the intensity, cf. Section 2.1.6.

Angular changes of the incident probe that might be caused by angular vibrations of the
monochromator or other optics such as the high-order reflecting mirrors, result in variations
of the phase of the incident probe. However, the probe in general and consequently the
probe phase is considered constant during the reconstruction. Therefore, the algorithm
tries to compensate the phase variations in the probe by mismatching the change in phase
to the object phase shift. Angular variations and concomitant phase variations are difficult
to correct during the reconstruction. Thus, resulting artefacts must be carefully considered
during all further post-processing and analysis.

2.1.6 Additional Constraints

The advantage of self-consistent data sets that lead to the reconstruction of the object
and probe without further information than the diffraction patterns and the corresponding
positions cannot always be exploited. Measurement errors such as vibrations and drifts
of the sample, variations of the incoming beam as well as background and noise are not
considered in the basic ptychographic model. Therefore, further constraints are required
during the reconstruction process in order to achieve quantitatively reliable results that
comply with the physical conditions.

In this section, three adjustments that improve the reliability and stability of the recon-
struction process are presented.

Intensity Normalisation

The interaction of the X-ray beam with the sample leads to a certain intensity in the
diffraction pattern. When scanning over an inhomogeneous sample the intensity changes
according to the transmission of the sample area being illuminated. Due to the overlap of
adjacent scan points the redundant information allows for the reconstruction of the object
transmission function. Hereby, a constant probe intensity is assumed during the entire scan.
If this is not the case, the ptychographic reconstruction algorithm is not able to distinguish
whether the intensity variation was caused by a varying probe or by the structures in the
object. During the data acquisition, the transmission diode, cf. Section 3.3.3, records
the beam intensity upstream of the sample. This information is used to normalise the
intensity of the diffraction patterns relative to each other within one dataset. To do so, all
transmission diode values of the scan are scaled to 0 and 1, afterwards the corresponding

29



2 Methods

diffraction pattern is divided by the scaled transmission diode value.

Object Constraint

In general, any values are possible in the reconstructed object transmission. Physically,
only values between 0 and 1 for the transmission and values between 0 and multiples of 27
for the phase shift are valid. If the solution for the object and probe function is not constraint
at all, the ptychographic algorithm can choose their values freely in order to minimize the
difference between the intensity distribution in the measured and calculated diffraction
patterns. This result is not necessarily physically correct but rather another local minimum
leading to convergence of the algorithm. Often, the intensity of the reconstructed probe
function does not converge but decreases with a increasing object amplitude, which depicts
a decreasing object transmission respectively an increasing object absorption. A restriction
of the amplitude values of the object function to be smaller or equal than 1 is set in the
end of each iteration. As a consequence, the intensity of the reconstructed probe function
usually converges close to the real absolute value.

It is also possible to constrain the object phase shift to a certain interval. But since
the phase shift is comparatively robust against intensity variations it does not improve the
reconstruction result.

Probe Constraint

In order to assure quantitative values in the reconstructed object function, the probe function
should be constraint to intensity values Ij, of the incoming illumination. The intensity I, is
either measured by a diode upstream of the sample or it can be extracted from flat field
diffraction patterns of the scan itself. Areas of flat field diffraction pattern do not contain
any scattering from the structure of the object, even though there could be a homogeneous
layer of material as long as its absorption (given by thickness and material) is known.

Ii
[P(r)[?
The probe constraint in the form of normalising the probe intensity is done after the probe

update in every iteration of the reconstruction. With this, usually no further constraints to
the object are required to achieve reliable results.

Prorm(®) = P'(7)- (2.1.10)

2.1.7 Extension of the Basic Model

The basic ptychographic model assumes a fully coherent and constant probe P(7) and
an optically thin object O(7). For real experimental data sets, some of these conditions
might not be fulfilled. The sample can be thick and subject to vibrations. The Probe
can be partially coherent and also vibrating. Various extensions and modifications of
the ptychographic model are published such as the treatment of thick samples by multi-
slicing!®3l, the correction of positioning errors!®4 of the sample as well as multiple modes to
handle a decoherent!®® or broad-bandwidth illumination[?.
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At beamline P06 the illuminating probe can be considered fully coherent relative to the
thin and weakly scattering samples. Nevertheless, other effects such as a shaking beam
as well as sample drifts and vibrations may reduce the reconstruction quality. To correct
these, the basic phase retrieval algorithm can be extended to an ensemble of probe modes.
This extension considers a motion of the object relative to the probe during the exposure
time of a single scan point. For each scan point Ar;,, the transmission function equals a
multiplication of the object and probe function:

U, (@) = F[OF—AF)P(F—AF,)]. (2.1.11)

For every scan position A7, the probe function P(7) is the same but shifted to v different
positions 7,. A density matrix p, ,, weights the probe function at different positions and the
ensemble can be different for each scan point since the motion of the object relative to the

—

probe can be different for each scan point. According to this, the intensity I,,(Q) in the nth
diffraction pattern can be described by

2

U, (Q) (2.1.12)

In(@) = Z Pn.v

During the reconstruction process, the additional correction algorithm calculates the non-
negative parameter p, , using a least-squares method to minimize the cost function.

2
— min (2.1.13)

I, — Z pn,y|an,l/’2
v

Afterwards, the all members of the ensemble of probe modes and the object are updated
and weighted by the optimised weight density p,, .. This correction will be applied to the
combined reconstruction of the catalyst model sample, in Section 4.2.3. Further details on
the implementation of this extension to the ptychographic algorithm can be found in the
publication by Schroer [2017].

This approach differs from the one published by Thibault and Menzel [2013], where
multiple different probe modes P, () build an ensemble that is constant for all scan points.

2.2 Chemical Imaging

In materials science, the atomic structure and the morphology/shape of an object are ideally
gathered at once to achieve complementary information.

In the previous section, the basics of the imaging part which provides the morphology
for the analysis of nanomaterials were treated. Now, the basics of X-ray absorption
spectroscopy which is used for chemical investigation in terms of elements and oxidation
states are presented.
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2.2.1 X-Ray Absorption Spectroscopy

The energy dependence of the atomic form factor due to the binding energies of the elec-
trons to the atomic nucleus is element specific and enables to determine the chemical
composition of a material by spectroscopic techniques. X-ray absorption spectroscopy
(XAS) using synchrotron radiation is widely established to investigate the electronic, struc-
tural and magnetic properties of many kinds of samples, cf. Hippert et al. [2006].

According to the energy range measured around the absorption edge the resulting
spectra are either part of the X-ray Absorption Near-Edge Structure! (XANES) or of the
Extended X-ray Absorption Fine Structure (EXAFS). Fig. 2.2.1 shows the distinction in
XANES and EXAFS range by the example of the palladium K-edge. In addition, the basic
processes causing the typical appearance of the spectrum are illustrated.
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Figure 2.2.1: Scheme of X-ray absorption spectroscopy with the XANES and EXAFS
regions. This scheme shows an example of X-ray absorption spectroscopy at the palladium
K-edge. It illustrates the different energy ranges for the XANES and EXAFS regime and the
corresponding photon-electron interaction. Drawing adopted from Grunwaldt and Baiker [2005].

XANES

A XANES spectrum covers the energy range from approximately —50eV to 200 eV around
the edge energy. The shape of the absorption edge is correlated to the density of states that
are available for the excitation of a photo electron. The density of states is affected by the
binding geometry and the oxidation state of the atom with the transitions following FERMI’'S
Golden Rule, cf. eq. 1.1.18. Thus the analysis of the XANES region in the absorption

'also known as NEXAFS — Near-Edge X-ray Absorption Fine Structure, mostly used in the soft X-ray regime,
e.g. in Stohr [1992].

32



2.2 Chemical Imaging

spectrum gives information about the electronic properties of the absorbing atom, i.e., its
current oxidation state and bindings[®8l. A scheme of the absorption process is shown in
the upper left side in Fig. 2.2.1.

In combination with full-field imaging or scanning imaging techniques such as scanning
transmission X-ray microscopy (STXM)['9%] XANES adds chemical contrast to spatially
resolved images of the sample. For standard STXM, the sample is scanned perpendicularly
to a confined beam, recording the intensity after the sample by a point detector. To obtain
chemical contrast between different species, the scan is repeated at different energies
around an absorption edge of an element of interest. Only this element will show a
significant change in transmission as a function of energy.

For full-field chemical imaging the sample area of interest is entirely illuminated by the
X-ray beam and instead of an intensity measurement using an ion chamber or PIN diode,
a 2D detector such as a CCD camera as described in Section 3.3.1 is used to record the
transmitted intensity distribution downstream of the sample. This measurement is repeated
for different energies along an absorption edge resulting in an absorption spectrum in each
pixel.

The spatial resolution of these two techniques is either limited by the resolution of X-ray
optics (beam size) or by the effective pixel size of the detector. Detailed discussions of
chemical imaging using X-ray microscopy technique were published by Grunwaldt and
Schroer [2010] or Sakdinawat and Attwood [2010].

EXAFS

For EXAFS measurements, the energy-dependent absorption of the sample is measured
up to approximately 1 keV above an absorption edge. These spectra show an oscillatory
behaviour that originates from the scattering of the excited electrons by the neighbouring
atoms. Thus, EXAFS gives information about the local atomic structure around the element
of interest. A scheme of the scattering process of the outgoing electron is shown in the
upper right side in Fig. 2.2.1. EXAFS measurement are usually not directly combined with
imaging techniques to obtain spatially resolved mappings of the sample. However, the
detailed analysis of the spectrum in reciprocal space reveals the distances between the
atoms of the material giving access to the molecular structure with high spatial resolution(78l.

2.2.2 Resonant Ptychography

Resonant ptychography combines the benefit of the high spatial resolution obtained by
ptychography with the chemical contrast obtained by varying the photon energy as it is
done in XANES measurements. In the previous chapter, the energy-dependent atomic
form factor f(Q,w) and the refractive index n(w) were derived to describe the interaction
of X-rays with matter. Whereas XAS measurements directly obtain the energy-dependent
absorption by recording the intensity up- and downstream of the sample, ptychography
records the intensity distribution downstream of the sample in 2D diffraction patterns. So
how is the chemical information accessed by resonant ptychography?

The intensity distribution I,, in the diffraction patterns is proportional to the modulus
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square of the structure factor F'(Q) given in Equation (1.1.23). Thus, the energy-dependent
atomic form factor f (@, E) respectively the refractive index n(E) are also encoded in the
diffraction patterns. The ptychographic scan is repeated for several energies E;, and, as
described before, the ptychographic reconstruction yields the quantitative two-dimensional
complex transmission function of the object O(7, Ey) that contains the absorption and
phase shift of the sample. For each energy E\, the reconstruction of the object function
varies according to the absorption and phase shift of the material at this particular energy.
Thus, each pixel of the reconstruction contains a discrete spectrum for the phase shift and
the absorption of the object. Especially for weakly scattering objects, the object phase and
the resonance effect in the phase shift is stronger than the absorption and the change in
absorption. For example, a 100 nm thick layer of gold has a phase shift of approx. 130 mrad
at a photon energy of 11000 eV and the phase shift decreases about 20 % at the Au-L3 edge
at 11920eV. The absorption for the gold layer is about 2 % at 11000 eV and it only increases
by less than 2% at the Au-L; edge. Therefore, the phase reconstructions are used for
the further chemical analysis. Figure 2.2.2 illustrates the different steps of the resonant
ptychography procedure. It starts with the acquisition of ptychographic data sets at different
energies around an absorption edge. In a next step, the ptychographic reconstruction
retrieves the complex transmission functions of the object at each energy. After further
post-processing such as image alignment, the phase shift values in each pixel are extracted
and can be compared to reference measurements.

A 2D ptychographic reconstruction is a projection of the sample along the optical axis. If
the sample is not homogeneous, each pixel may contain a mixture of different materials
and oxidation states. In order to find the chemical composition of the sample from the
resonant phase shift in the reconstruction, reference measurements of the anticipated
elements and oxidation states are required. These are gained from XANES or EXAFS
measurement but still require a conversion to the phase shift which can be achieved by
using the KRAMERS-KRONIG relation. This conversion is discussed in the following section.

2.2.3 Kramers-Kronig Calculations

From XAS measurements, the absorption coefficient w is calculated from the ratio of the
beam intensity before and after the sample, cf. Equation (1.1.38). u provides access to
the imaginary part g of the complex refractive index respectively to the imaginary part f
of the atomic scattering factor, cf. Equation (1.1.37). For direct comparison of the XAS
measurement to the phase of a ptychographic reconstruction, the real part of the refractive
index respectively the phase shift is desirable. Using the KRAMERS-KRONIG equations
as given in Section 1.1.4.4, the real part of the scattering factor can be calculated from
absorption spectra measured in an EXAFS or XANES experiment. For this conversion,
the open source python-based software package called kkcalc by Watts [2014] was used.
Here, its main principle is briefly explained.

According to Equation (1.1.42) the KRAMERS-KRONIG relation can be written in terms of
the Henke[®7] scattering factors as:

f(E) = 2 - 20/00 RZLICON (2.2.1)
0

T w? — E?
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Figure 2.2.2: Resonant ptychography scheme. The ptychographic scan is repeated at
several energies around an absorption edge. Each set of diffraction patterns is reconstructed
separately. The phase reconstructions are aligned to each other resulting in an image stack as
a function of energy. Each pixel contains a discrete spectrum along the stack. Depending on
the sample material and thickness, the resonance effect is apparent in these spectra and the
data points can be fitted by reference measurements.

35



2 Methods

where Z* is the relativistic correction

. Zn 2.37 0o
A zn:sn Zn—(82'5> (2.2.2)

with Z,, and s, as the atomic number and stoichiometric quantity of the nth element in
the material. The software package kkcalc is based on an algorithm that calculates the
KRAMERS-KRONIG transform of a given spectrum via a piecewise LAURENT polynomial
method. Decomposing the data in piecewise polynomial functions circumvents the unde-
fined points that are critical for the evaluation of the integral in Equation (2.2.1). As an
extension of the algorithm that was used by Henke et al. [1993], kkcalc provides compu-
tationally cheap calculations with higher accuracy than other methods. At the same time,
the requirements on the input data — a XANES or EXAFS spectrum — are modest as the
data points can be spaced arbitrary and missing data points for energies between zero and
infinity are covered by scattering factor data from the data base published by the Center for
X-ray Optics['”] and from data by Biggs and Lighthill [1988]. kkcalc also offers the option
"fix distortions" which is helpful to match the junction between measured data and data
from the data base especially if the experimental data has an offset due to background or
an uncalibrated energy dependence. Nevertheless, the better and the larger the measured
XANES/EXAFS region, the better the measured data is adapted to the data from the data
base resulting in a higher accuracy of the calculated real part.

After the real part f; of the scattering factor was computed from f> using kkcalc, the
dispersive part 6 and, assuming a certain thickness of the sample, the phase shift of the
reference materials can be calculated using the Equations (1.1.36) and (1.1.41). Fig. 2.2.3
shows the graphical user interface during the conversion of experimental absorption data
at the Pt-L35 edge of a platinum foil to the real part of the scattering factor.

2.3 Image Alighment

The ptychographic reconstructions obtained at different energies require a good alignment
relative to each other. Due to positioning errors, this is not a trivial task.

Image alignment is a wide field and various aspects such as feature-based versus
intensity-based image registration, image transformation and sampling are discussed in
the literature(61-66.1101  Egpecially, in the field of medical imaging many algorithms were
developed and are well-established.

The general task to solve by an image alignment algorithm is to find a transformation
T(x) that spatially aligns a so-called moving image O,, to a fixed reference image Oy.
Depending on the deformations between the reference image and the moving image, a
suitable transformation model is chosen. Four of these transformation models are illustrated
in Fig. 2.3.1 in the order of increasing flexibility.

Software Package — SimpleElastix

The alignment of the reconstructions of the samples that were investigated in this work,
was done using the open-source software package SimpleElastix published by Marstal
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Figure 2.2.3: Screenshots of the graphic user interface (GUI) of the kkcalc software
package. First, the experimental data, shown in blue was loaded and adapted to data from the
data bases. With the information of the material density and the present components, the real
part of the scattering factor is calculated (bottom in green).

et al. [2016] and Lowekamp et al. [2015]. SimpleElastix is an extension to the command-line,
open-source package of the intensity-based image registration software called elastix 5388,
These packages were developed in the framework of medical imaging. Both are well
documented and all details can be found in the elastix manual!®® and in the web documen-
tation of SimpleElastix[®7]. SimpleElastix offers different transforms (rigid, affine, B-spline),
different metrics as well as different optimizers and regularisation factors to optimize the
alignment process for various types of deformation between images. It is beyond the
scope of this work to discuss all options as well as their mathematical implementation and
influence on the alignment process. Even though the software is relatively complex and
offers many options to tune the alignment process, it is rather simple to implement into own
scripts in different languages such as Python. Therefore, a brief overview of the actual
alignment procedure is given here:

As a first step in the alignment process, all images are roughly registered by the rigid
alignment tool StackReg!®! implemented in the java-based image processing program
imageJ'8%. With this, the images are shifted and rotated, if applicable. As a result the object
position matches for all reconstructions. Since each single reconstruction can be subject
to distortions due to positioning errors and drifts during the scan, a simple rigid image
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(b) moving (c) translation

(d) rigid (e) affine (f) B-spline

Different transformations for rigid and non-rigid image registration. a)
shows the reference (fixed) image. b) shows the initial moving image with a grid overlay.
c) shows the moving image after a translation transformation. d) shows the moving image
after a rigid transformation as a combination of translation and rotation. e) shows the moving
image after an additional affine transformation, where only parallel lines of the image grid are
preserved. f) shows the moving image after a b-spline transformation that finally achieves a
good match with reference image. Image was adopted from the manual of elastix by Klein and
Staring [2015]

alignment, which simply moves the object, is not sufficient for the subsequent chemical
analysis of the entire resonant data set. After the coarse alignment, SimpleElastix is used
for affine and b-spline registration.

SimpleElastix provides groupwise alignment, where all images are aligned simultaneously.
However, due to background variation and probably also due to the inevitable resonant
phase shift variation, the simultaneous alignment of the entire stack of images resulted in
artefacts such as vertices and an overall worse alignment than the successive alignment of
one image after the other. Therefore, the successive registration will be performed using the
average of the rigid-registered stack as fixed image . In a second step the affine transform
is applied to the images with SimpleElastix. This transform does not only adjust the varying
pixel size for the reconstructions at different energies, cf. Sec. 2.1.3, but also compensates
slight drifts during the scan that caused distortion along one direction. In the final step,
the b-spline transform was performed with SimpleElastix to correct all further distortion
caused by positioning errors during the scan. Details on the parameters will be given in the
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evaluation part in Chapter 4 Section 4.3 and a complete list is attached in the Appendix A.

2.4 Spatial Resolution and Contrast

Often, a precise measure of the resolution is desirable in order to compare the quality
of different reconstructions. Since the spatial resolution of ptychography is not limited
by the pixel or beam size, the resolution has to be determined in the reconstructions
in the final analysis. The maximal spatial resolution is given by the highest scattering
angle, where the signal of the sample is detected over noise and over background. The
spatial resolution in one image can be different for different directions and different kinds
of features. Therefore, it is difficult to determine the point spread function for the entire
image. Numerous procedures either in the spatial or the frequency domain are more or
less established in X-ray microscopy and two of these will be introduced in this section. The
quality of an image is not purely determined by the spatial resolution, but also does the
contrast or visibility play an important role in feature detection.

2.4.1 Edge Detection and Line-Spread-Function

The edge detection method displays the intensity variation at sharp features (lines and
edges). Its derivation is the Line-Spread-Function (LSF) showing the intensity across a thin
line in an image. As resolution parameters for these methods, usually the FWHM (for LSF)
or the edge response between 10 % to 90 % of the total intensity are assumed!®%. Often,
the major drawback of this simple but sound technique is the absence of sharp features for
real nano-structured specimens. Since the spatial resolution is feature dependent, edge
detection and LSF usually serve as an approximation of the spatial resolution for particular
features. If the shape of an object, for example a sphere, is well known, a line plot should
be deconvolved first to obtain a more realistic result.

2.4.2 FouRlieR Ring Correlation

The estimation of the spatial resolution via the FOURIER ring correlation® has been adopted
from electron microscopy®l. For this method, two images of the same field of view are
required to determine the spatial resolution. From the FOURIER transform of these two
images, the normalised cross-correlation FRC, 5 is calculated.

FRCi2(qi) = 2geq F1(0) - Fo(a)" (2.4.1)

Vo0 F0) - e (@)

For ptychography, different options are eligible to get two images to correlate:

* One dataset is reconstructed twice using only every second scan point. Due to the
high overlap, this usually succeeds, but with slightly reduced image quality.

» During the experiment the scan is repeated at the same sample position and with the
same parameters.

2 FOURIER shell correlation for 3-dimensional data
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 Two slightly different dataset are used, e.g., at slightly different energies.

Physically, the FRC of the two images should decrease with an increasing g-value. In fact,
background noise leads to artificial high frequency features in the reciprocal image, which
can lead to a correlation curve that is increasing again after dropping and the resolution
determination is not clear. In this case, a window function (GAUSSian, KAISER-BESSEL[5®]
etc.) is helpful to avoid these oscillations in the FRC. There are different cut-off criteria
to determine the resolution having regard to distinct aspects. Referring to van Heel and
Schatz [2005] the half-bit criterion is used in this work.

2.5 Diffraction Data Analysis

In ptychography, the spatial resolution and also the sensitivity to the phase shift of small
features is inherently limited by the signal-to-noise in the diffraction patterns. Besides
the unavoidable limitation in the signal-to-noise ratio due to the given shot noise, also
background scattering occurs from incoherent scattering processes of the X-rays with air
molecules, windows and the detector material itself. In this section, the two measures of
data quality — the Signal-to-Noise Ratio (SNR) and the Signal-to-Background Ratio (SBR) —
are introduced.

2.5.1 Signal-to-Noise Ratio

Regarding the photon flux, the information in the diffraction patterns is limited by POISSON
statistics, which are defined as:
l
Py () = % eV (2.5.1)
where W is the expected value and [ is the number of events. The standard deviation ¢ in
the POISSON distribution is

o = VW (2.5.2)

Subsequently, the signal-to-noise ratio SNR for a diffraction pattern with the intensity
distribution I as function of the scattering vector ¢ subject to the POISSON statistics is
generally defined by:

SNR = 1(q) _ _mean mtengty
I(7) standard deviation

(2.5.3)

A limitation in the quality of the reconstructed images only due to the limited photon statistics
is a best case scenario. In real measurements also parasitic scattering effects reduce the
spatial resolution and phase shift sensitivity. All these effects are merged as background,
which is defined in the following subsection.
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2.5 Diffraction Data Analysis

2.5.2 Signal-to-Background Ratio

The background can be calculated from diffraction patterns of the empty beam, that is to
say, a measurement where no sample was placed in the beam. In that case, all scattering
recorded in the diffraction patterns is parasitic and does not contribute to the sample signal.
In the following, such diffraction patterns will be refered to as flat field.

In this work, the Signal-to-Background Ratio SBR is defined as:

L — DPjyy ? — Oflat

, (2.5.4)

where N is the total number of included diffraction patterns DP,, containing the scattering
signal of a sample, DPg,, is the average and og,; is the standard deviation of the flat-field
diffraction patterns. This kind of SBR calculates the variance between the diffraction pat-
terns containing the signal scattered by the sample and the average background scattering.
The square root of the variance depicts the signal in this definition, which leads to the form
of a conventional signal-to-noise definition. The subtraction of og,; simply modifies the
value when the signal cannot be distinguished from noise anymore from 1 to 0. The value
of the scattering vector, when the SBR reaches 0 can be assumed as a marker for the
highest spatial resolution that could be achieved in the ptychographic reconstruction.

The signal-to-background ratio is particularly useful to estimate the data quality for
measurements under different experimental conditions such as using a beamstop. In
Chapter 4, the SBR is used to discuss the enhancement in data quality for the catalyst
model sample with an opaque beamstop, which is also published by Reinhardt et al. [2017].
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The experiments were performed at the nanoprobe endstation of beamline P06!82 at the
synchrotron radiation light source PETRA 1ll, DESY, Hamburg. In this chapter, the devices
and parameters directly relevant for the measurements analyzed in Chapter 4 will be
discussed. Further details on synchrotron radiation theory, machine parameters and so on
can be found in textbooks by Attwood [2007], Wiedemann [2003] and Baruchel [1994].

3.1 Beamline P06 at PETRA Il

PETRA lll is a third generation synchrotron radiation source with a ring energy of 6 GeV. It
is usually operated in top-up mode of +1 mA for a ring current of 100 mA. For the beamline
P06, a 2 m long undulator serves as insertion device, it can be tuned in the range of 3 keV to
100 keV. In the optics hutch of the beamline, three different monochromators — a multi-layer,
a double-crystal SI-111 and a channel-cut — can be used separately to vary the energy’.
The double-crystal and the channel-cut silicon monochromators were used for the coherent
imaging experiments of this work. Both have an energy bandwidth of 1 x 10~*dE/E.

Further components are available in the optics hutch such as pre-focusing lenses to
adapt the coherence length to the entrance aperture of different nano-focusing optics
depending on the experiment. Furthermore, higher-order reflecting mirrors are installed
downstream of the monochromator. Three different layers — silicon, chrome and platinum —
are available. Depending on the cut-off energy desired for a particular experiment, one of
these layers can be moved into the beam to suppress the higher-order harmonics of the
X-ray beam by making use of the energy-dependent and angle-dependent total external
reflection of X-rays.

At the beamline P06, two experimental stations are available for different experimental
purposes. The microprobe endstation offers high photon flux of up to 1 x 10! Ph/s with an
entrance aperture of the KB mirrors for beamsizes from micrometers down to approximately
300nm. the nanoprobe setup provides a highly-focused beam down to a size of about
50 nm, but with a lower flux in the range of 1 x 107 Ph/s to 1 x 10° Ph/s. The nanoprobe
endstation 8] of beamline P06 is about 100 m away from the undulator source and offers a
highly coherent beam. The experimental setup is optimised for (coherent) scanning imaging
techniques like ptychography and is usually operated at photon energies in the range of
5keV to 25 keV. A set of high-precision step and piezoelectric motors provides the degrees
of freedom required for 2D and 3D imaging experiments with nano-scale resolution.

Even though the beamline operates in the hard X-ray regime an evacuated or Helium
filled flight tube is available to clear the beam path between the sample and the detector.

"The exact energy range depends on the monochromator that is used.
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Figure 3.1.1 illustrates the setup as it was used for the experiments of this work?. The
focusing optics and relevant detectors are briefly described in the following.

transmission
diode

fluorescence jon chamber

detector; . Q
Pilatus 300k / ™  B—
EIGER 4M o TR

7

L

Pi- cT

'i N | gt
light mu .

nano-focusing

lenses
sample stage

Figure 3.1.1: Drawing of the P06 nanoprobe setup. The detector table on the left carries
various detectors and offers 4 degrees of freedom to adapt different experimental conditions. A
movable flight tube can be installed to clear the beam path, especially when working at lower
photon energies (<15 keV). The granite on the right carries the sample and lenses stages as
well as the fluorescence detector, the transmission diode and the ion chamber. Courtesy: H.
Lindemann

3.2 Focusing Optics

To achieve a defined nanobeam, different kinds of focusing optics are used depending on
the photon energy that is required for the experiment. In the hard X-ray regime above 10 keV
refractive lenses %89 made of silicon are typically used. For focusing in the tender X-ray
regime below 10 keV Frensel zone plates are available[?®. In the experiments of this work,
discussed in Chapter 4, refractive lenses were used within an energy range between 11 keV
to 12 keV. The focusing length f; of a refractive lenses using the thin lens approximation is
calculated by

R

fo

where R is the curvature radius of lens, ¢ is the refractive index of the lens material and
N is the number of lenses. As the lens gets thicker, the principal plane H is shifted to
H, respectively to Hy, cf. Figure 3.2.1, and the focal length fo = finick lens IS Calculated as

2The nanoprobe setup was being re-designed during the time of this work in 2016, please refer to the
beamlines web site for the latest setup.

44



3.3 Detectors

follows:

1
Jtnick lens = f01 —(1/6)(L/ fo)

(3.2.2)

This equation is a simplification, a full description can be found in the references below. For
the evaluation of this work, the energy-dependence of the focus is relevant. When changing
the photon energy, the focal length changes concomitantly due to the energy dependence
of the refractive index. Therefore, during the resonant experiments, the sample position
relative to the focal spot changes. Since the depth of focus is in the range of 200 um and
the divergence of the beam focused by refractive lenses is about 1 mrad this is generally
not influencing the data quality if the energy changes in the range of 100eV.

A pair of a vertical and a horizontal lens must be aligned perpendicular to each other
and to the beam in order to produce a Gaussian shaped focus. Without pre-focusing this
nano beam is considered to be fully coherent. For a detailed discussion on X-ray optics,
please refer to the publications by Lengeler et al. [1999a], Schroer et al. [2001] and Seiboth
et al. [2014] or the textbooks, e.g., by Hecht [2002] and Trager [2012],

L H, H H,

fz = lthick lens

Figure 3.2.1: Focusing scheme of refractive X-ray lenses. For a thick lens the principal
plane H is shifted to Hs respectively to H;.

3.3 Detectors

A set of different detectors is available at the nanoprobe setup. Each of them providing a
different contrast or serving a different purpose during the measurements. In this section,
all detectors that were involved in the measurements of this work are briefly described
together with some comments on certain properties influencing the data.

3.3.1 X-ray Camera

The high-resolution X-ray camera is based on a thin single-crystal scintillator transforming
the incident X-rays into visible light that is imaged onto a CCD chip through a visible
light microscope optic. The light microscope comes with 3 different lenses for different
magnification of 2x, 4x and 10x or 20x and is manufactured by OptiquePeter!”4l. The CCD
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chip is part of a PCO4000 cameral”® with a pixel size of 9um x 9 um, a sensitive area of
36 mm x 24 mm and a digital range of 14 bit. The combination of these components allows
for full-field X-ray microscopy with a high spatial resolution down to an effective pixel size
of 180 nm. For ptychography experiments, the X-ray camera is used for the initial lens
alignment as described below in the standard experimental procedure, step 2.

3.3.2 Light Microscope

An optical microscope, Keyence VH-Z100UR[“?l, is used for the initial coarse sample
alignment. It is mounted on the detector table with 4 degrees of freedom. The working
distance is 25 mm and the reproducibility of the microscope position is given by the precision
of the motors of the detector table and is better than 5 um. The microscope carries a zoom
lens offering a 100 x to 1000 x magnification with a maximum resolution of 1 pm.

3.3.3 PIN Diode

For the measurements of the intensity of the photon flux, PIN diodes are used. The
incident X-rays generate electron-hole pairs and the induced current is measured by a
highly sensitive Keithley-64871%! pico ammeter. This ammeter averages the incoming
signal over a time interval of 300 ms and automatically adapts its internal gain to the photon
flux.

Transmission Diode

The transmission diode manufactured by Hamamatsu [2017] works similar to the standard
PIN diode, but its detection material in the active area is as thin as 5 um. Because of that,
this diode can be used in transmission mode to measure the incident photon flux upstream
of the sample without loosing a significant amount of intensity. Due to the geometry of the
experimental setup, the transmission diode is not placed directly upstream of the sample
but upstream of the lenses and downstream of the slits. Because of this, the intensity
measurements for the incoming beam do not take into account the absorption of the lenses,
but relative changes of the intensity can be tracked. Since the detection volume of the
transmission diode is reduced, the measurements of this diode are less precise than the
ones of the standard PIN diode. Detailed studies on the calibration of the transmission
diode ascertained that the transmission diode behaves linearly as a function of flux. Besides
this regular performance, the transmission diode is highly sensitive to sudden changes of
the beam intensity of more than 2%, even if it operates in its linear range. Even though the
ring current of PETRA Ill is usually in top-up mode, cf. Section 3.1, irregular beam intensity
variations can occur. In the absence of a better alternative, the transmission diode had to
be used for normalisation of the diffraction patterns.

3.3.4 Fluorescence Detector

The emission of X-rays of a characteristic energy after an atom was ionised by high-
energetic radiation is called X-ray fluorescence. Since the energy of the X-ray fluorescence
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photons is element-specific, this technique is used for chemical analysis for almost all kinds
of matter. A detailed description of the physical process and its applications can be found
in the textbooks by Lachance and Claisse [1995] or Beckhoff et al. [2007].

In the nanoprobe setup, a silicon drift detector Vortex®-EM manufactured by Hitachi
High-Technologies [2017] is used. The energy-dispersive fluorescence detector determines
the energy of the incoming X-ray fluorescence photons with an energy resolution of approx-
imately 150eV. Thus, it can be used for direct investigation of the elemental distribution of a
sample. The fluorescence detector plays an important role for the ptychography experiment
concerning the search of interesting sample areas during the fine adjustment. Addition-
ally, the fluorescence detector is used to track the sample position during tomography or
resonant scans to check that the desired sample area stays in field of view.

3.3.5 Photon Counting Detectors

In the hard X-ray regime, the latest detector technology offers fast and efficient single
photon counting detectors providing high-quality data without read-out noise.

Parameters photon counting detectors EIGER 4M vs. Pilatus 300k

Parameter EIGER 4M Pilatus 300k
Sensitive area (width x height) mm? 233.2 x 245.2 83.8 x 106.5
Pixel size [um?] 75 x 75 172 x 172
Total number of pixels 2070 x 2167 = 4485690 487 x 619 = 301453
Gap width (hor./vert.) [px] 10/37 -7
Maximum frame rate [Hz] 750 20
Readout time continuous readout, 0.95ms
3 s dead time
Point-spread function 1 px 1 px
Sensor thickness 450 um 450 um
Maximum count rate [Ph/s/mm?] 5 x 108 1 x 107
Counter bit depth [bit] 12 20
Data format HDF5/NeXus edf/tiff
Pilatus 300k

The diffraction patterns of the catalyst model sample, cf. Section 4.2, including the Siemens
star reference measurements were recorded by a Pilatus 300k detector!?'l. The parameters
are listed in Table 3.3.1

EIGER 4M

For the experiment of the Pt Bubble in Section 4.3 the EIGER 4M detector?® was used.
Especially, the larger dynamic range and the smaller pixel size are advantageous for
coherent diffraction experiment at beamline P06, where the propagation distance was
limited to only 2.1 m.
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3.4 Opaque Beamstop

An opaque beamstop can be used for high-resolution ptychography in order to reduce
background scattering effects from any material downstream of the sample, including air
scattering and the scattering by the detector material itself. In comparison to a semi-
transparent beamstop, an opaque beamstop is intransparent to X-rays with the intention to
absorb the central beam completely. Figure 3.4.1 illustrates the influence of a beamstop on
the scattering information in the diffraction patterns.

sample scattering

air scattering
beamstop scattering

sample detector

Figure 3.4.1: Scheme of the effect on the background scattering when using an opaque
beamstop. a) schematically shows the scattering distribution of the background and the
sample scattering for the conventional setup without beamstop. For larger scattering angles Q,
the scattering signal of the sample (green) is covered by background scattering (gray). In b) the
background scattering is suppressed and the sample signal emerges, but eventually parasitic
scattering from the beamstop itself (red) occurs in the diffraction patterns. The low-frequency
information is missing.

The dimension and position of a beamstop should be adapted to the specific experi-
mental conditions regarding the beam size, the photon flux and the scattering strength
of the sample. The beamstop that was implemented during the experiments analysed in
Section 4.2 was made of steel, had with a length of approximately 10 mm, and a diameter
of 1.5 mm. It was placed into the central beam about 500 mm upstream of the detector. In
the last 500 mm of the air path near the detector, more than 90 % of the air scattering are
generated. In this way, it is possible to suppress the major part of air scattering as well
as background scattering by the detector material under feasible experimental conditions,
i.e., a macroscopic beamstop which is almost scatterless and can be mounted with high
stability. About 30 of the approximately GAussian shaped central beam were covered and
the maximal count rate of the central beam was reduced by a factor of 10°. Accordingly, the
beamstop can be considered as fully absorbing.
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3.5 General Experimental Procedure

The process of a ptychographic experiment can be generalised by the following 5 steps:

1. Choosing the photon energy and calibration of the monochromator:
The scientific question determines the photon energy for the experiment, either
depending on the sample material (for chemical contrast) or on the best possible
beam conditions (focus size, flux etc.), usually it is a compromise of both. In the
beginning of an experiment, the monochromator is tuned to the required energy. If the
energy must be known very precisely — as it is the case for resonant measurements —
a reference XANES measurement is performed.

2. Optics alignment:
Afterwards, optics that are suitable for the chosen photon energy are aligned with the
help of the PCO X-ray camera. One stack of refractive lenses only focuses in one
dimension, a point focus is achieved by aligning two stacks perpendicular and with
the correct lens-to-lens distance to each other.

3. Finding the focus and determining the beam properties:

The standard X-ray chart — the Siemens star — is used to find the focus position
after the lens alignment. The first approximation is done by a knife-edge scan.
For knife edge scans, a crossed vertical and horizontal 50 um gold wire is scanned
perpendicularly to the beam at different positions along the beam. The focus position
is indicated by the steepest slope in intensity. Afterwards a ptychographic scan is
recorded. The reconstruction provides the probe function in the sample plane, that is
propagated to find the focal position. Eventually, the lens alignment will be refined, if
the probe propagation shows a misalignment of the vertical and the horizontal focus.
Finally, the focal position is adapted with the light microscope, so it can be used to
put all following samples directly to the focal spot.

4. Finer sample alignment using the fluorescence/transmission detector:
The actual sample is placed in the focal plane with the help of the light microscope.
The spatial resolution of this microscope is limited to 1 um, therefore the fluorescence
detector and/or the PIN diode are used for the finer sample alignment until the region
of interest is found.

5. Recording ptychographic data sets:

After these 4 steps the actual measurements start by recording ptychograms of
desired regions of the sample. For the first data sets, the scan parameters are slightly
tuned in terms of step size and exposure time per scan point. If required, a beamstop
is installed and aligned in the setup to minimize parasitic scattering effects. When the
results of the ptychographic reconstruction match the expectation, the measurement is
eventually extended to 3D measurement by recording data sets at different projection
angles (tomography) or at different energies (resonant ptychography). If the sample
is changed during a beamtime, the experimental procedure is repeated beginning at
step 4.
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4 Samples — from the Test Pattern to Model
and Real Samples

Since this work focuses on the further development of resonant ptychography for chemical
imaging of weakly scattering objects such as catalyst particles, the reliability of the pty-
chographic reconstruction for quantitative analysis must first be proven. To achieve this,
well-defined experimental conditions were created: On the one hand, the exact specifica-
tions of the experimental setup, e.g., the X-ray beam properties, as well as their influence
on the reconstruction algorithm must be ascertained. This was accomplished by mea-
suring a standard resolution chart, the so called Siemens star, in advance of subsequent
experiments. The analysis of the Siemens star and the discussion of the most-suitable
reconstruction parameters are presented first in Section 4.1.

On the other hand, a well-known weakly scattering model sample, which nonetheless
represents realistic specimens, was required. The complete analysis of such a model sam-
ple including the pre-characterization by electron microscopy, the resonant ptychographic
experiment with and without a beamstop as well as the ptychographic reconstructions
resulting in chemical imaging are described in Section 4.2.

In a next step, resonant ptychography was applied to a real sample, cf. Section 4.3
demonstrating the possibilities for chemical imaging with hard X-rays.

4.1 Siemens Star Reference

For the ptychographic reference measurements, the standard resolution evaluation chart
for X-ray analysis manufactured by NTT-AT["3] (Model: ATN/XRESO-50HC) was used.
It is a 500 nm thick tantalum layer containing multiple structures of different sizes in the
nanometer range. The circular inner structure, the so-called Siemens star shown in green
in Fig. 4.1.1, consists of various rings of lines that narrow to a common center. The
inner ring is composed of smallest structures of 50 nm lines and spaces. Due to its sharp
features and the relatively thick tantalum layer, the Siemens star is a strongly scattering
sample, compared to real catalyst samples. Therefore, this test pattern is dedicated to
reference measurements in order to determine the optimal reconstruction parameters
mostly depending on the experimental setup and not being limited by the sample.

The actual experiments of the model sample, cf. Section 4.2, were performed around
the gold L3 edge at 11.919 keV as well as at the platinum L3 edge at 11.564 keV. Therefore,
the Siemens star was also measured at these two energies and reference values of the
phase shift and the transmission of the X-rays for a tantalum layer of 500 nm thickness were
calculated beforehand. At the energy of 11.564 keV the phase shift of tantalum is about
552 mrad and transmission is about 83.2 %. At the energy of 11.919 keV, the phase shift is
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about 547 mrad and the transmission is about 82.6 %. The unusual decrease in the X-ray
transmission with the increased photon energy from the platinum to the gold L3 is based
on the jump in transmission due to the tantalum L; absorption edge at 11.682 keV. For
direct comparison of the reconstruction results in the next sections, an approximate value
of 550 mrad for the phase shift and 83 % transmission should be kept in mind.

Figure 4.1.1: Scheme of the resolution chart Siemens star by NTT-AT. The marker (1) in
the center points out the smallest structures of 50 nm lines and spaces, which were scanned for
the reference ptychograms.

4.1.1 Experimental Parameters

Following the general experimental procedure described in Section 3.5, first, the photon
energy was tuned to the gold L3 absorption edge at 11.92 keV. After the optics alignment,
knife edge scans as well as some test ptychography scans, the actual ptychography
measurements of the Siemens star test pattern were performed with the scan parameters
listed in table 4.1.1.

Table 4.1.1: Basic scan parameters: Siemens Star

Parameter

Dwell time per scan point 0.5s
Scan area (h x v) 2um X 2 um
Number of steps (h x v) 50 x 50
Step size 40 nm
Photon flux in focus 2.48 x 10" Ph/s

Afterwards, the reconstruction of this data set was conducted using the ePIE algorithm, cf.
Section 2.1.1, implemented in python.
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4.1.2 Ptychographic Reconstruction

In Section 2.1.6, additional constraints to the object as well as to the probe function during
the reconstruction process were discussed. Here, these constraints will be applied after
the basic reconstruction. Based on this, it will be shown which procedure achieves the best
results and will consequently be used for the following reconstructions of the model sample
later on. Independent of the reconstruction parameters and constraints, the diffraction
patterns were normalised using the transmission diode values to correct the intensity
fluctuations of the initial beam.

(i) Basic Reconstruction

The results of a basic reconstruction without further modifications, i.e., no further constraints
neither to the object nor to the illumination function are shown in figure 4.1.2a and 4.1.2b.
After about 10 iterations, the error function converged and further improvement of the
reconstruction was not expected. In a reliable reconstruction process, the probe intensity
should also converge. Instead, in this case, the intensity of the reconstructed illumination
decreased with the number of iterations and did not converge. This indicates that the
algorithm could not extract the correct intensity distribution of the object and the probe
when only using the total intensity in the diffraction patterns. With a decreasing probe
intensity the object transmission cannot be properly reconstructed. After 100 iterations of
this basic reconstruction, leaving all degrees of freedom to the algorithm, the transmission
values of the sample are arbitrary due to the incorrect intensity of the reconstructed
illumination. The reconstructed phase shift of about 400 mrad is about 150 mrad lower than
the expected value. The reconstructed values for the phase shift and the transmission of
the object were determined with the help of the histograms shown in Fig. 4.1.5. Under the
assumption, that the Siemens star pattern is a binary object, the difference between the
peaks of the highest and lowest values in the histograms of the reconstructed field of view
reveals the average phase shift or transmission, respectively.

(ii) Amplitude Constraint Reconstruction

By setting a constraint to the amplitude of the object function — forcing the transmission of
the object to be no larger than unity — the probe intensity converges as fast as the error
function , cf. Fig. 4.1.2d. Nevertheless, the quantity of the ptychographic reconstruction
still suffers from the degree of freedom in adjusting both, the probe intensity as well as
the transmission of the sample. In this case, the reconstructed phase shift of tantalum is
again too low with a value of about 410 mrad. The probe intensity of about 2.2 x 10" Ph/s
is still incorrect, in this case it is too low. This leads to a shift in the object transmission
to higher values. Since values higher than 1 are cut off due to the object constraint, the
resulting object transmission of about 93 % is incorrect. According to that, the reconstruction
algorithm was not able to find the true values only from the experimental data input without
further constraints to the probe intensity.
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(a) Reconstruction of the object phase (left) and
object amplitude (right) without constraints.
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(c) Due to the object constraint, values larger
than 1 are cut in the object amplitude.
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(e) Due to the object constraint, values larger
than 1 are still cut in the object amplitude, but
because of the correct probe intensity the am-
plitude reconstruction is more realistic.

(g) The probe constraint leads to the best recon-
struction results without the need of an object
constraint.
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(d) With the object constraint, the probe intensity
converges to a value of about 2.2 x 107 Ph/s
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(f) Besides the object constraint, the probe
intensity is constraint to value of about
2.48 x 10" Ph/s
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(h) The probe intensity is constraint to value of
about 2.48 x 107 Ph/s. Without the object con-
straint the error converges to the lowest value
compared to the previous reconstructions.

Figure 4.1.2: Comparison of the different reconstructions of the Siemens star at the
Au-L; edge with and without constraints. Whereas the phase reconstruction are almost
identical for different constraints, clear differences are visible in the transmission reconstruction.
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(iii) Amplitude and Probe Constraint Reconstruction

The intensity in the diffraction patterns from scan points in the flat area of the inner part of
the Siemens star was used to constrain the probe function. In addition, the absorption by
the 500 nm thick tantalum layer as well as the absorption of the air path were considered.
Based on that, the algorithm should find an incident probe intensity of 2.48 x 107 Ph/s. The
probe intensity was constrained to this value during the reconstruction. The result of this
reconstruction performed with a constraint to both, the object and the probe is shown in
Fig. 4.1.2e and Fig. 4.1.2f. Here, the object phase shift and transmission values are about
410 mrad and 83.7 %, respectively, cf. red curves in Fig. 4.1.5. At least the absorption
matches the expected value for 500 nm of tantalum.

(iv) Probe Constraint Reconstruction

Finally, the constraint to the object amplitude was turned off and only the constraint to
the probe function was set during the reconstruction. This reconstruction converged to
a result comparable to the previous one, cf. Fig 4.1.2g and 4.1.2h. The resulting phase
shift and transmission values for the object function are 410 mrad and 83.7 %, respectively,
cf. turquoise curves in Fig. 4.1.5. The transmission matches with the expected value,
indicating the correctness of the given probe intensity. The discrepancy between the
expected and reconstructed phase shift cannot completely be explained. One reason could
be that the Siemens star sample is thinner than specified by the manufacturer. A phase
shift of 410 mrad corresponds to a thickness of approximately 380 nm, which in turn matches
with a transmission of 86.4 %

a) Without constraints  (b) object constraint  (c) object and probe (d) probe constraint
contraints.

Figure 4.1.3: Comparison of the amplitude of the reconstructed probe functions for the
Siemens star with and without constraint to object and probe. The intensity of the probe
function is not properly reconstructed without the constraints to the object or probe.

In Fig. 4.1.3, the reconstructed probe function of all four cases is shown for comparison.
Whereas the intensity of the probe varies, the shape of the amplitude and the phase wave-
front are identical. The focus size and focal plane were determined from the reconstruction
where only the probe constraint was applied and they will be used as reference markers
for the actual experiment of the model sample later on. The full-width-half-maximum lat-
eral size of the amplitude of the illuminating beam in the sample plane is approximately
190 nm x 180 nm (h x v).
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As a last measurement of the Siemens star, the ptychographic scan was repeated at the
Pt-L; edge to check the beam conditions at this energy. The reconstruction was performed
with the probe constraint and, here, the size of the reconstructed probe amplitude is
increased to 520 nm x 720 nm (h x v), which is still small enough for the given experimental
geometry and the algorithm converged resulting in a reliable reconstruction shown in
Fig. 4.1.4. The reconstructed phase shift of 400 mrad still varies from the value of 552 mrad
for the phase shift and the reconstructed transmission of 82.9 % matches the theoretical
values for the transmission of 500 nm tantalum at 11 564 eV of about 83.2 %.
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(a) Reconstruction of the object phase (left) and (b) The error function converges as fast as for

object amplitude (right) using the probe con-  the reconstructions at the Au-L; edge. The in-
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Figure 4.1.4: Siemensstar reconstruction at the Pt-L; edge at 11564 eV

4.1.3 Conclusion

In order to directly compare the influence of the different constraints on the transmission
and phase shift values, the histograms of the phase and the amplitude for the different
reconstructions are plotted in Fig. 4.1.5. It is apparent, that the phase shift values are
mostly unaffected when the intensity of the illumination or the object constraint are changed,
cf. Fig. 4.1.5a. On the contrary, the object transmission, cf. Fig. 4.1.5b, is very sensitive
to these parameters: When there is no constraint applied, neither to the object nor to the
probe, the absorption values are not quantitative at all, as indicated the blue curve. Solely
applying an amplitude constraint leads to a cut-off and a wrong intensity distribution, cf. the
green curve. The red curve stands for a reconstruction, where the probe intensity was set
to a value of about 2.48 x 107 Ph/s and the amplitude of the object was constraint to be no
larger than unity. Finally, the turquoise curve indicates the realistic absorption values. Here,
the probe intensity was constraint to 2.48 x 107 Ph/s and the object amplitude was left free
for reconstruction.

In order to achieve correct quantitative values for the complex transmission function of
the object and the probe, it was important to constrain the intensity of the illumination to the
real value. This was done by using the intensity in the diffraction patterns of scan points on
homogeneous areas of the sample considering the absorption of the tantalum layer at the
given energy.

After this discussion of the different constraints and their influence on the reconstruction,
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the ptychography experiment of the catalyst model sample will be presented in the following.
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Figure 4.1.5: Histograms to check the phase and absorption values in the reconstruc-
tions. a) The phase shift remains almost unaffected when different constraints are applied. b)
In contrast, the transmission clearly shows differences for each constraint.
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4.2 Catalyst Model Sample

Chemical imaging of catalysts is one of the main applications for resonant ptychography.
Since catalysts often have heterogeneous structures and features ranging on the lower
nanometer scale, it is important to explore the current capabilities as well as the limitations
of the method using a weakly scattering model sample with properties close to realistic
conditions. A well-known sample is indispensable for the development and critical analysis
of a rather new methodology like resonant ptychography especially at the detection limit.
The model sample serves to understand the processes and potential sources of errors,
since discrepancies between the theoretical expectation and the measured/reconstructed
data can be assigned to the imaging technique and do not depend on unknown variations
of the sample. The catalytic model sample at hand contains gold, platinum and palladium
nanoparticles of different shapes and of different sizes in the range of less than 10 nm to
100 nm. Thus, it is a model sample with weakly scattering features and different materials
relevant to catalysis, which actualises prospective real samples of that kind.

4.2.1 Sample Preparation and Characterisation

For the preparation of the model sample, colloidal nanoparticles, i.e., platinum and palladium
buffered in acetone and also gold dissolved in water were used. The diameters of these
particles range from less than 10nm to about 100 nm. After mixing the three different
solutions in a glass vial, a single uL droplet of the mixture was deposited on the plasma-
cleaned Si3sN4 membrane of a TEM chip. The chip diameter is about 3 mm, the silicon wafer
contains 9 windows (eight windows of 100 um x 100 um and one of 100 um x 350 um size)
just covered by the 20 nm thick SisN, membrane. Plasma cleaning allowed for fast spreading
of the particles all over the TEM windows. The sample dried at room temperature under
infra-red light. Further details of the sample preparation are described in the dissertation
by Hofmann [2015].

In a next step, the TEM chips were analysed using a scanning electron microscope
(SEM). Since the nanoparticles are arranged randomly in many clusters of different sizes
and chemical distribution, the TEM windows were analysed by SEM and EDX (energy -
dispersive X-ray spectroscopy) to find several suitable clusters. An ideal cluster contains
all three materials equally distributed and is preferably located close to an edge of a
SisN4 window to assure fast and simple locating of the cluster during the X-ray experiment.
Fig. 4.2.1 shows scanning electron micrographs of the sample at different magnification in
backscattering contrast (SEM). From the additional energy-dispersive X-ray spectroscopy
during the electron microscopy analysis, we obtained a rough elemental distribution, shown
on the right in Fig.4.2.1. Different colors stand for the different materials: red — gold, blue —
platinum and green — palladium. Although the energy resolution of the EDX measurements
is low it served as the reference for chemical imaging with X-ray ptychography. It is very
likely that smaller particles of all materials have diffused and are finally also deposited on
bigger spherical objects of a different material. Thus a material mixture could be present in
the projections.
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Figure 4.2.1: SEM image of the catalyst model sample. The left image shows the entire
TEM chip with 9 windows. In the middle, one of the windows is zoomed. Finally, in the right
image, a cluster of nanoparticles of different elements is visible. Additional EDX information
unravels the elemental distribution.

4.2.2 Experimental Parameters

According to the common experimental procedure described in Section 3.5, the sample
was roughly positioned in the focused beam with the help of the light microscope. The
fluorescence contrast (not shown here) was used for a finer sample positioning and it also
provided an overview of the sample when the diffraction data is collected. All ptychography
scans of the model sample were performed with the scan parameters listed in Table 4.2.1.

Table 4.2.1: Basic scan parameters: catalyst model mample

Parameter

Dwell time per scan point (A) 0.3s
Dwell time per scan point (B) 3.0s
Scan area (h x v) 1pum x 1pm
Number of steps (h x v) 20 x 20
Step size 50 nm
Sample-detector distance 2.08 m
Photon flux ~ 2.5 x 10" Ph/s

A full high-resolution data set consists of two ptychographic scans: Scan A with short
exposure and without a beamstop (BS) and scan B with longer exposure and with the
opaque beamstop implemented, cf. Section 3.4. These two scans were recorded one after
the other. The total scan duration for one scan without beamstop was less than 4 min and
for a scan with beamstop about 23 min. At each scan point of the square grid, a far-field
diffraction pattern was recorded with the Pilatus 300k pixel detector positioned 2.08 m away
from the sample in transmission geometry. Each ptychography measurement of the two
scans was repeated in the same sample area at multiple energies around the Pt-L; and
Au-L3 absorption edge.
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4.2.3 Ptychographic Reconstruction

In following subsections, the reconstruction of the conventional data set without beamstop
will be described first. Afterwards, the combined reconstruction of the two data sets with and
without beamstop will be presented. In both cases, the results for several modifications in
terms of additional constraints, multiple probe modes and position correction are discussed.

Reconstruction of the Data without Beamstop

For the reconstruction, the diffraction patterns were cropped’ to 180 px x 180 px resulting
in a pixel size in the reconstructed images of ~ 7 nm, cf. Equation (2.1.9). The pixel size
slightly varies between 7.21 nm and 6.98 nm depending on the photon energy in the range
of 11500V to 11933 eV between the L3 edges of platinum and gold. The intensity in the
diffraction patterns is normalised to the transmission diode data and the intensity update is
applied without further modifications followed by the subsequent probe and object update
as described in Section 2.1.1 steps 3 to 5. Similar to the procedure applied for the Siemens
star reference, at first, a standard reconstruction with a single object and single probe mode
was performed. Afterwards, the object and probe constraint were turned on separately as
well as in combination.

The results for the different reconstructions after 300 iterations are shown in Fig. 4.2.2.
In each phase reconstruction, single spherical particles down to a size of about 40 nm
in diameter can be resolved individually, nevertheless the reconstruction quality differs
regarding the reliability of the quantitative values for the probe intensity and the object
transmission. As it was shown for the Siemens star reference measurements, the algorithm
does not necessarily reconstruct the correct values for the transmission and phase shift of
the object, because of the uncertainty in the intensity of the incoming illumination. Without
further constraints, the probe intensity is increasing with the number of iterations. When
only the object constraint was applied, the reconstructed probe intensity of 2.386 x 10 Ph/s
matches the real probe intensity of 2.392 x 107 Ph/s already much better compared to the
Siemens star reconstruction. For the model sample, the empty regions? over several scan
points support the algorithm to properly adapt the probe intensity. In the best case, which
is the reconstruction with the probe constraint only, the error function converged towards
83 % of the initial error.

The lateral size of the illuminating probe in the sample plane is about 130nm. As it
is shown in Fig 4.2.3, the shape and size of the reconstructed probe are equal for the
different reconstructions and they are also similar to the ones obtained from the Siemens
star reconstruction, compare Fig. 4.1.3. Variations are due to a different position of the
sample along the beam direction. As depicted in Fig. 4.2.4, which shows the propagation
of the reconstructed probe, the difference between the Siemens star and the model sample
at the Au-L3 absorption edge is approximately 300 um. For the measurements at the Pt-Lg

According to the highest scattering angles, cf. Section 4.2.6, a cropping of Nper = 180 px is sufficient, if not
the optimal choice. In terms of processing time, no significant change was noted in comparison to 2™ crop
sizes, which are optimal for the computation of the fast FOURIER transform.

2Diffraction patterns in this area do not contain any sample scattering and serve as flat-field diffraction
patterns.
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(a) Phase and amplitude reconstruction without
constraints

(c) Phase and amplitude reconstruction with ob-
ject constraint

T

(e) Phase and amplitude reconstruction with ob-
ject and probe constraint.

(g) Phase and amplitude reconstruction with
probe constraint.
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Figure 4.2.2: Comparison of the reconstructions of the catalyst model sample for dif-
ferent constraints without beamstop. Similar to the Siemens star reconstruction does the
phase reconstruction remain almost identical for different constraints, whereas clear differences

are visible in the transmission reconstruction.
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a) Without constraints  (b) object constraint  (c) object and probe (d) probe constraint
contraints.

Figure 4.2.3: Comparison of the amplitude of the reconstructed probe functions for the
data set without beamstop. a) - d) show the probe reconstructions under different conditions
with and without constraint to object and/or probe for the catalyst model sample.

edge around 11564 eV the focal distance of the refractive lenses decreased about 1.1 mm
due to the higher refraction power of the lenses at lower energies. In order to keep similar
beam properties during the ptychography measurements compared to the measurement at
the Au-L3 edge, the sample was moved 1.1 mm upstream. During the ptychographic scans
at one absorption edge, the focal length changes only slightly within the depth of focus, so
that the sample position was not adapted to the photon energy.

horizontal profile vertical profile

™
-
4
[0

Figure 4.2.4: Propagation of the reconstructed probe. Here, the horizontal and vertical
beam profile are shown together with markers for the sample position along the optical axis
during the measurement of the Siemens star as well as during the measurements of the catalyst
model sample at the Pt-L; and the Au-L3 edge.

Siemens star

Combined Reconstruction of the Data without/with Beamstop

In the next step, the ptychographic data set with the beamstop was additionally used
for the reconstruction process. A combined reconstruction was performed processing
both data sets without beamstop (scan A) and with beamstop (scan B) simultaneously.
While scan A (without beamstop) provides the low-q information in the diffraction patterns —
albeit with a lower signal yield for higher angles — the diffraction patterns in scan B (with
beamstop) provide the high-¢g information, however, they lack the low-¢ data behind the
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4.2 Catalyst Model Sample

beamstop. In order to consider all frequency regions, complementary masks were created:
In the diffraction patterns of scan B, the pixels behind and in the immediate vicinity of the
beamstop were masked to be freely adjusted by the algorithm. A complementary mask
was applied to scan A. In this way, low-¢q information comes from scan A — assuring the
correct phase shift offset — while the scattering information of smallest structures at higher
q is provided by scan B. As a result, the complex transmission function of the object was
quantitatively recovered, but with significantly increased sensitivity and spatial resolution
compared to the reconstruction that solely used the data set without beamstop. Several

x107

100 T T T T T 2.55

42.50 &
\

4245

90 k 4240 ¢
N 4235 @
1230 =

80 L . L . L 2.25
0 50 100 150 200 250 300

error [%)]

-0.16

-0.20

-0.24

(a) phase and amplitude reconstruction, both  (b) Error and probe function when both data
data sets combined — shared object and shared  sets are combined — shared object and shared

probe probe
' — 120000 ——————— 3.0

‘ 3 100000 ittty LRRRRRRERE ) z
e 80000 |- 4 2.0 i
@ 60000 [ 115 ¢
016 S 40000 | {1.0 @
020 ¢ 20000 | H05 =

-0.24 | | 1 1 |

0 0.0
0 50 100 150 200 250 300

(c) phase and amplitude reconstruction, both  (d) Error and probe function when both data
data sets combined— shared object and two sep-  sets are combined — shared object and two sep-
arated probes arated probes

Figure 4.2.5: Comparison of the combined reconstruction using either a single shared
probe function (a)+(b) or one probe function for each data set (c)+(d).

types of reconstruction were tested regarding the use of shared/multiple object and probe
modes. Only the two versions with the best results are shown here. Whereas using two
different probe functions — one for each data set — does not require any normalisation
in terms of different exposure times between the two scans, using a shared illumination
function for both scans involves exposure time normalization of the diffraction patterns.
A direct comparison of the two different reconstructions in Fig 4.2.5 shows very similar
results.

The shadows around the spheres in the combined reconstruction correlate with the drift
between the two scans that was also observed in the fluorescence maps (not shown). Even
the multiple probe reconstruction, see Fig. 4.2.5c, using one probe for each scan cannot
solve this artefact. Consequently, in both cases, further correction of positioning errors was
required. In Fig. 4.2.6, the reconstructions of two separate probes are compared with a
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shared probe.

(a) amplitude of the recon- (b) amplitude of the recon- (c) amplitude of the recon-
structed shared probe for the structed probe for the data set structed probe for the data set
combination of both data sets without beamstop with beamstop

Figure 4.2.6: Comparison of the amplitudes of the probe reconstructions for shared or
separate probes using the probe constraint

In the following, only the combined shared-probe shared-object reconstruction will be
discussed further, since the behaviour of the error sum and the probe intensity is more
physical during the reconstruction process.

Correction of Positioning Errors and Drifts

Although the image quality of the combined reconstructions is significantly increased,
artefacts in particular positioning errors became obvious when the reconstructions of the
different energies were aligned. In fact, the reconstructions should only differ in the phase
and transmission values of the object. Instead, also the shape of the reconstructed object
changes, which prevents a decent alignment and subsequently impedes the chemical
imaging procedure. The variation in shape occurs due to incorrect positioning and drifts
during the scan. This problem can be solved by using the position correction algorithm
based on building up an ensemble of probe modes to find the correct position of the
diffraction patterns in the scan. A detailed description of the algorithm was given in the
Methods Chapter in Section 2.1.7. Here, the final reconstruction result as well as the
average variation of the positions in the scan are presented after 200 iterations of the
ensemble correction procedure. In Fig. 4.2.7, the image quality of the reconstruction
is obviously improved. To achieve this tremendous improvement, the object and probe
function of the conventional combined reconstruction, cf. Fig. 4.2.6a, were used as the initial
object and probe function for the correction algorithm. The shadows around the spheres
that were present in the combined reconstruction in Figure 4.2.5a are eliminated resulting
in a clear reconstruction of the phase and transmission. In fact, the object transmission
is reconstructed so well that even the difference between two elements can be seen at a
glance albeit with lower resolution and a higher noise level compared to the object phase.
The red circles in the zoomed area of the phase reconstruction indicate features of about
15nm to 20 nm.

During the ptychographic measurement, the step size from one scan point to the next
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100 nm

M

amplitude ' " phase zoom

Figure 4.2.7: Final reconstruction of the model sample after the position correction. The
amplitude is reconstructed so well, that the stronger absorption of platinum is clearly visible. In
the phase shift reconstruction smallest particles down to 15 nm (red circle) become visible.

one is 50 nm in real space. This correlates to a step size of about 7 px related to the pixel
size of 7nm in the reconstruction. During the reconstruction, the correction algorithm had
the freedom to search for the correct position of each diffraction pattern in a range of +5 px
around the originally given position, checking every second pixel in that range. Fig. 4.2.8
illustrates the average distribution of the positions of the diffraction patterns in the scan. In
Fig. 4.2.8a, the center of the image depicts the original position of a diffraction pattern.

Figure 4.2.8: Information about the ensemble in the position correction algorithm. a)
illustrates average position of all ensembles in the entire scan. b) shows the position of the
center of mass of the ensemble of probe functions per scan point for the entire scan.

The brighter a pixel, the more often the diffraction patterns were located in the area of this
pixel. The bright round distribution around the original position confirms an isotropic random
positioning error. On average, the position error was in the range of about +3 px ~ +21 nm.
The little brighter areas in the outer region imply comparatively few larger positioning errors
for individual scan points. In Fig. 4.2.8b, the positions of the center of mass are given for
the probe ensemble of each scan point in both scans. The entire scan range of 1 pm x 1 pum
is shown and each point stands for a center of mass of an ensemble per scan point in both
scans. Additionally, the brightness of each point correlates to the number of ensemble
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members at this scan point. In the lower left of the diagram in Figure 4.2.8b, the ensemble
positions are more or less random, since there is no sample scattering in this flat-field area.
Consequently, the algorithm had no useful information to correlate the positions with the
diffraction patterns.

4.2.4 Spatial Resolution and Phase Sensitivity

In order to quantify and compare the image quality of the different reconstructions several
parameters such as the standard deviation in the background of the reconstruction, the
reconstructed probe intensity and the spatial resolution are used, cf. Table 4.2.2. The

Different parameters for the comparison of the image quality

Parameter std background  probe intensity spatial resolution
no constraint 7mrad  5.07 x 10° Ph/s 35nm
obj. constraint 9mrad 2.385 x 10’ Ph/s 31nm
obj. + probe constraint 9mrad 2.392 x 10" Ph/s 31nm
probe constraint 7mrad  2.392 x 107 Ph/s 31nm
combined data set, 3mrad 2.392 x 107 Ph/s 19nm
probe constraint

position correction 5mrad 2.392 x 10’ Ph/s 13nm

standard deviation in the background (SiN membrane) for the reconstruction without
beamstop is about 6.7 to 8.6 mrad depending on the reconstruction constraints. This
value can be assumed as a rough marker for the phase sensitivity, which plays an important
role for the analysis of the scans as function of energy to determine the chemical distribution.
Similar to the Siemens star reconstructions, the intensity of the reconstructed probe is
slightly too low but almost correct, when using only the object constraint. The phase shift
values of the spheres match very well with the expected values for gold and platinum. For
example, a 100 nm gold sphere in the reconstruction has a phase shift of 107 mrad and the
expected value for a 100 nm gold layer at 12 keV is 111 mrad.

As described in Section 2.4, the spatial resolution of an image can be determined in
several ways. In the coherent imaging community, the FOURIER ring correlation (FRC) is
common. Due to the absence of sharp lines and features in the model sample, edge detec-
tion is not suitable to estimate the spatial resolution. Thus, FRC was used here to compare
the image quality in terms of spatial resolution for the different ways of ptychographic recon-
struction. In order to avoid false correlation effects leading to an overestimated resolution
a KAISER-BESSEL window of the size 1.5 was applied to the aligned images in advance.
Based on the statements by van Heel and Schatz [2005], the half-bit resolution criterion
was used. The spatial resolution of the reconstructions of the data sets without beamstop is
about 30 nm independent of the constraints that were set during the reconstruction process.
Without any constraints during the reconstruction, a spatial resolution of 35 nm illustrates
similar image quality. For the combined reconstruction, an increase in resolution to about
19nm is validated by the FRC. The best resolution of about 13nm is achieved after the
conduction of the position correction algorithm for the combined reconstruction. The FRC
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plots are shown for the reconstruction without beamstop and for different constraints in

Fig. 4.2.9a.
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(a) FRC for the different kinds of reconstruction using only the data set without beamstop.
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(b) FRC for the different kinds of reconstruction using the data set without beamstop (red),
the basic combined reconstruction (cyan) and the final result using the position correction

algorithm (magenta).

Figure 4.2.9: Spatial resolution estimated by the Fourier-Ring Correlation (FRC)

The FRC plots for the combined reconstruction with and without position correction are
compared to the reconstruction without beamstop and probe constraint in Fig. 4.2.9b. The
spatial resolution slightly varies for different pixel cropping of the diffraction patterns, not
shown here. This is due to the higher noise level in high scattering angles. In Section 4.2.6,
the signal-to-background ratio will be discussed as function of scattering angle.
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4.2.5 Chemical Distribution

Resonant ptychography was applied to determine the chemical distribution of the sample,
in this case, to distinguish between the different elements gold, platinum and palladium.
Therefore, the ptychographic scans were repeated at 43 different energies around the
Au-L3 and the Pt-L3 absorption edges. The energy intervals around these absorption edges
are depicted by the gray area between the vertical dashed lines in Fig. 4.2.10.

One way to determine and visualise the chemical distribution is a difference map of
the 2D reconstructions as shown in Fig. 4.2.10. For this purpose, first, the phase shift
reconstructions at different energies were aligned to each other. Afterwards, the difference
map is gained by subtracting one reconstruction from another. Here, this was done for three
different cases: First, reconstructions at two energies around the Pt-L; egde, 11550eV
(pre-edge) and 11564 eV (at the edge) were subtracted. This is shown in Fig. 4.2.10d.
Analogously, Figure 4.2.10f shows the difference at the Au-L; edge between 11930eV
(post-edge) and 11918eV (at the edge). In both difference maps, the resonance effect
cannot be identified by the difference within the small energy ranges at the Au-Ls and the
Pt-Ls edge separately. Instead only artefacts due to persistent misalignment and noise
are visible. Calculations for the phase shift of a 100 nm layer of gold respectively platinum
confirm that the expected change in the phase shift within the small energy ranges, cf.
Figure 4.2.10b and c, around each edge separately is minimal; for platinum approximately
10 mrad and for gold approximately 5 mrad. Thus, the phase shift sensitivity achieved in
the reconstructions of approximately 4+5 mrad is not sufficient to resolve the resonance
effect. Instead, it was necessary to consider the entire energy range between the Au-L3
and the Pt-L3; edges to achieve sufficient chemical contrast. For the entire energy range,
the expected difference in phase shift between the two edges of gold and platinum is
approximately 20 mrad.

According to this, the third map shows the difference between a reconstruction at the
platinum edge and a reconstruction at the gold edge. In Figure 4.2.10e, the chemical
contrast is clearly visible, as the dark spheres display the gold particles with A¢ up to
—20mrad and the bright spheres display the platinum particles with a positive phase
difference of A¢ = 10mrad. Due to a shift in the energy calibration at the Pt-L; edge,
the phase shift minimum was probably not perfectly hit and consequently the phase shift
difference for platinum turns out smaller than expected in comparison to the gold phase.

4.2.6 Diffraction Data Analysis

The analysis of the scattering power as well as the noise and background level in the
diffraction patterns with and without beamstop reveal valuable information on the data
quality in particular concerning the influence of the beamstop. In addition, the signal-to-
background ratio (SBR), cf. Section 2.5.2 provides an estimation of the expected spatial
resolution. The evaluation presented in this section is published in Reinhardt et al. [2017].
In order to unravel the scattering signal of the sample over background scattering,
diffraction patterns without sample scattering (so called flat fields) are required. During the
experiment, only the ptychographic scans were recorded and no further data without sample,
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Figure 4.2.10: Chemical analysis of the model sample. a) shows the expected phase shift
for platinum and gold of 100 nm thickness around the L3 absorption edges and the energy
intervalls where ptychographic data sets were recorded. b) and ¢) show the phase shift curve
in the small energy intervall for each absorption edge separately. The resonance effect is only
10 mrad for platinum respectively 5 mrad for gold. d) shows the difference between the phase
reconstructions at 11550eV and 11564 eV (dashed lines in b) at the Pt-L3 edge, analogously f)
shows the difference between 11917.5eV and 11933 eV at the Au-L3 edge. In both images, the
resonance effect is below the detection limit. e) shows the difference between the energies
11550eV and 11917.5eV and the resonance effect is clearly visible for gold with A¢ down to
—20 mrad (dark spheres) and platinum with A¢ down to 10 mrad (bright spheres).
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log scale

Regions of interest (ROI). Two different areas of the scan, containing either
the sample material (rectangle = ROI sample) or only the empty SisN, membrane (dashed
square = ROI background), were chosen.

that could serve as flatfields. As a consequence, the flatfields had to be extracted from
areas in the ptychography scan, which do not contain any nanopatrticles. Different regions
of interest (ROI) were chosen within the scan area. A flat area not holding any particles of
the sample (ROI background) is marked by a dashed yellow square in Fig. 4.2.11. On the
one hand, the diffraction patterns of ROl background served to determine and normalise
the intensity of the incoming illumination during the reconstruction, cf. Section 4.2.3. On
the other hand, here, these diffraction patterns were used to determine the background
and to subsequently calculate the signal-to-background ratio (SBR). In addition, another
region (ROl sample) with a representative distribution of nanoparticles was chosen to
obtain the average sample signal for a ptychography data set. This area is marked by
the yellow rectangle in Fig. 4.2.11. First, the diffraction patterns of scan A taken from the
ROI sample were averaged and the two-dimensional intensity distribution shows scattered
intensity up to 0.016 A7" around the central order referring to sample features about
20nm in size, cf. Fig. 4.2.12a. In order to achieve equal photon statistics for diffraction
patterns of an exposure time of 3s, ten single diffraction patterns of scan A (ROl sample)
were summed up. In this case, photon scattering is detected for higher scattering angles,
shown in Fig. 4.2.12b. Naively, this should result in high spatial resolution of at least
5nm in the ptychographic reconstruction. However, further analysis pointed out that most
of the scattered intensity does not come from the sample. In contrast, in the diffraction
pattern with beamstop the background is considerably reduced and the signal of the sample
appears clearly as a typical scattering pattern of several spheres, shown on the right
in Fig. 4.2.12c. Scattering features are detected beyond 0.035 A", which is related to
sample features of about 10 nm in size. Afterwards, the average intensity of the diffraction
patterns was azimuthally integrated and the amount of photons scattered by the sample
versus background scattering is visualised as a function of the length ¢ of the scattering
vector. In Fig. 4.2.13, the signal and background are compared for diffraction patterns
without beamstop and exposure times of 0.3s and 3 s, respectively. Matching colors stand
for the same scan, light colors represent the background and dark colors represent the
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Without beamstop 0.3 s exposure time.

With beamstop 3's exposure time.

Comparison of the scattering signal in the 2D diffraction patterns with
and without beamstop. a) shows the average of a conventional diffraction pattern with a short
exposure time of 0.3s. In comparison, in b) the exposure time is increased to 3s. Not only the
sample signal increases but also parasitic, incoherent background scattering. Only c) shows a
flat background in high scattering angles and an increased sample signal up to 10 nm feature
size.
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signal of the sample. The conventional scan A — depicted in green with 0.3s exposure
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Figure 4.2.13: Comparison of the signal and background for different exposure times of
0.3s and 3s for the diffraction patterns without beamstop.

time — shows in general a small signal at higher ¢ values with a small contribution (dark
green) of the sample above the background scattering (light green). With an exposure
time of 3s — shown in blue in Fig. 4.2.13 — a large background signal (light blue) and a
relatively low (dark blue) signal from the sample is present. At high ¢, the sample signal is
completely covered by background radiation. The ptychographic algorithm assumes this
background to be meaningful diffraction data from the sample, leading already to artifacts
within the reconstruction for exposure times of 0.3 s, shown in Fig. 4.2.2. Thus, regarding
the background noise, only increasing the number of photons by longer/multiple exposure
times is not particularly suitable to gain higher spatial resolution from higher signal when
the beam path is not cleared by ,e.g., a flight tube. By expanding the ptychographic model
including an incoherent background similar to Hoppe et al. [2013], the artefacts can be
reduced, but the spatial resolution and sensitivity are inherently limited by the signal-to-
background ratio. Therefore, the opaque beamstop was implemented into the setup to
improve the reconstruction. In Fig. 4.2.14, the signal and the background are compared
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Figure 4.2.14: Comparison of the signal and background for an exposure time of 3 s for the
diffraction patterns without and with beamstop.
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for the scans with (scan B) and without beamstop (scan A) both for an exposure time of
3s. With the beamstop, scan B has generally lower count rates at higher g (shown in red).
Notably, the main difference lies in the reduced background signal (light red) compared to
that of scan A (light blue). The signal from the sample (dark colors) is very similar for both
scans. However, the sample signal (dark red) is clearly visible up to high ¢ values on top of
the low background signal (light red) for scan B, which was recorded with the beamstop.
In contrast, the sample signal (dark blue) of the conventional scan A without beamstop
vanishes in the high background (light blue) for high g.

Fig. 4.2.15 shows the signal-to-background ratio for both scans — with and without
beamstop. In the zoomed plot in Fig 4.2.15, the improvement in data quality when using a
beamstop is distinctly visible, since the level of zero is reached at around ¢ = 0.04 Atz
8 nm instead of approximately ¢ = 0.02 A" = 16nm. Thisis in good agreement with the
improvement of the sensitivity and the spatial resolution of about 10 nm in the combined
reconstruction, where individual nanoparticles of about 15 nm become visible, marked by
red circles in Fig. 4.2.7.
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Figure 4.2.15: Signal-to-Background ratio with and without beamstop. For the data set
with beamstop (dashed red), the SBR is increased by a factor of 2.

The average intensity distribution as well as the signal-to-background ratio (SBR), which
is defined in Section 2.5.2, depict the influence of the beamstop on the sample signal that
is still detectable in higher scattering angles. The analysis of the diffraction patterns shows
that only with the use of a beamstop does the sample signal emerge significantly from the
background for the increased exposure time of 3s. Solely increasing the statistics at high
scattering angles, i.e., increasing the photon flux and the dynamic range, cannot sufficiently
increase the image quality. Using a semi-transparent beamstop could only achieve a minor
reduction and since a major part of the background scattering arises in the detector material
itself, better detectors with less intrinsic detector scattering may provide higher data quality
in the future without a beamstop. For now, the reduction of background scattering by
the opaque beamstop is substantial, especially since using a flight tube cannot suppress
background scattering by the detector material itself.

73



4 Samples — from the Test Pattern to Model and Real Samples

4.2.7 Conclusion

The approach of implementing an opaque beamstop into the setup to suppress background
scattering was successful. Furthermore, the simultaneous reconstruction of two data sets —
one with and one without beamstop — resulted in quantitative reconstructions of the weakly
scattering catalyst model sample with high spatial resolution better than 15 nm and high
sensitivity to the weak features. Finally, the position correction algorithm allowed for the
precise alignment which was required to achieve the chemical contrast between the two
metals gold and platinum.
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4.3 Platinum on Yttria-Stabilised Zirconia

Chemical gas sensors or solid oxide fuel cells (SOFC) play an important role for different
purposes, e.g., for oxygen sensing during the combustion in automotive engines for pollution
control or for the production of electricity from oxidizing a fuel. For these purposes, one of
the most prominent solid state electrode systems is the platinum on yttria-stabilised zirconia
(Pt(0,)/YSZ) system!76:82]_ To understand the processes during the chemical reaction, the
Pt(0,)/YSZ system has been extensively studied!'94-193], However, many open questions
remain such as the formation and role of platinum oxide at the interface of the metal layer
and the crystal.

4.3.1 Pt Bubble Formation

During electrochemical treatment, the platinum layer forms bubbles, which may contain
different oxidation states of platinum. After the successful application of resonant ptycho-
graphy for chemical imaging of the catalyst model sample, cf. Section 4.2.5, a platinum
layer on yttria-stabilised zirconia was investigated in another ptychography experiment.
Now, the analysis of a resonant data set aims for the determination of the oxidation states
in the layer. This information on the chemical distribution is scientifically relevant since
the bubble formation should be avoided to achieve durable devices such as an oxygen
sensor. In Fig. 4.3.1, an SEM image of such a platinum bubble is shown after it was cut
by FIB. Based on the SEM image, it is assumed that an oxide layer is present where
the gray contrast is darker, marked by the yellow arrow. The actual Pt bubble studied by
(resonant) ptychography was closed, cf. Fig. 4.3.2 during the X-rays studies and only cut
open afterwards.

W
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Figure 4.3.1: SEM image of a Pt bubble. The Pt bubble was cut open and shows layers of
different contrast. The darker layer, marked by the arrow, is assumed to be an oxide layer.
Courtesy: DESY NanoLab
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4.3.2 Sample Preparation

At the DESY NanolLab, FIB techniques were used to prepare a specimen suitable for
resonant and tomographic ptychography. A small piece of several square micrometers
was cut from the entire platinum layer and the underlying the zirconia crystal. With the
help of mirco-manipulators, this piece was deposited and fixed on the tip of a pin that
serves as sample holder during the X-ray measurements. In Figure 4.3.2, the final sample
preparation is shown together with the direction of the X-ray beam during the resonant
ptychography experiment for better orientation to what will be seen later in the ptychographic
reconstruction.

Figure 4.3.2: SEM image of the Pt bubble prepared by FIB.The yellow arrows mark the
orientation of the sample relatively to the X-ray beam during resonant ptychography experiment.
Courtesy: DESY NanoLab

4.3.3 Experimental Parameters

In the beginning of the experiment, the transmission of a platinum foil was recorded as
function of energy around the Pt-L3 absorption edge, to calibrate the monochromator to
the actual photon energy. From this measurement, the value of 11560eV given by the
monochromator matches the Pt-L3 edge which is at 11563.7eV. Thus, the actual values
of the measurement at the different energies require a shift by +3.7¢eV. In Fig. 4.3.3, the
imaginary part f» of the atomic form factor and the phase shift of metallic and oxidised
platinum are shown as function of energy around the Pt-L; edge. The phase shift was
calculated from f> via the KRAMERS-KRONIG relation for a Pt respectively PtOs layer of
1 pm thickness.

For the measurements of the Pt bubble, the chromium layer of the higher order reflecting
mirror in the optics hutch of beamline P06 was used to suppress the higher harmonics
of the photon energy. This leads to a cleaner beam concerning parasitic scattering and
reduced chromatic aberration of the focus, which was produced by the refractive nano
focusing lenses.

According to the standard experimental procedure described in Section 3.5, the ptycho-
graphic experiment was conducted after the optics alignment. An evacuated flight tube
was placed into the ~2 m long beam path to reduce the air scattering background in the
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diffraction patterns. In Table 4.3.1, the basic scan parameters are listed. For the acquisition
of the diffraction patterns of this experiment, the single-photon counting pixel detector —
the EIGER 4M was used. The ptychographic scan was repeated at 46 different energies
around the Pt-L3 edge in the energy range between 11480V and 11 680 eV marked by the
dashed vertical lines in Fig 4.3.3. One ptychographic scan took approximately 25 min.

Table 4.3.1: Basic scan parameters: Ptychography of the Pt bubble

Parameter

Dwell time per scan point 0.5s
Scan area (h x v) 4pum X 2.8 pum
Number of steps (h x v) 50 x 35
Step size 80 nm
Photon flux in focus 4 x 10" Ph/s
Pixel size of detector 75 Um
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Figure 4.3.3: Phase Shift References for Platinum. Expected phase shift of Pt (blue) and
PtO, (red) at the Pt-L3 edge and the energies (vertical dashed lines) where ptychograms were
recorded.

4.3.4 Ptychographic Reconstruction

The ptychographic reconstruction was performed using the ePIE algorithm![%°]. Because
of the enlarged size of one data set, a GPU-accelerated implementation in C++ was
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used instead of the python implementation. This software package was developed by
Hoénig [2010] and Hoppe [2017].

A Gaussian-shaped probe function with a FWHM of 200 nm and a flat object function
were used as the initial guess. The diffraction patterns were cropped to 512 px x 512 px
resulting in a pixel size of approximately 6 nm in the ptychographic reconstruction, slightly
varying with the photon energy. The error function converged after 50 iterations and the
reconstructed probe intensity is about 1 x 108 Ph/s, the results are expemplarily shown for
one scan at a photon energy of E =11600eV in Fig. 4.3.5.

0.00 42 px

-0.80 500 nm
-1.60
-2.40

(a) Reconstructed phase and transmission of the Pt bubble.

(b) Amplitude of the reconstructed probe function
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Figure 4.3.4: Ptychographic reconstruction of the Pt bubble without constraints.
As seen in the reconstructions of the catalyst model sample in Sec. 4.2.3, the ptychographic

algorithm is unable to find the real probe intensity, instead it is increasing Therefore, the
probe constraint is set to normalise the total probe intensity to the photon flux of 4 x 107 Ph/s
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resulting in the reconstruction shown in Fig. 4.3.5a. Again, the object phase reconstruction
remains unaffected by a change in probe intensity but the object transmission varies
significantly.
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(a) Reconstructed phase and transmission of the Pt bubble.

(b) Amplitude of the reconstructed probe function
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Figure 4.3.5: Ptychographic reconstruction of the Pt bubble with probe constraint.

In comparison to the catalyst model sample, the Pt bubble is a strongly scattering sample.
The sample features a large dynamic range concerning the scattering strength and phase
shift of the features. In the lower area, the platinum layer is very thick leading to phase
wrapping at off-resonance energies. On top of the bubble, the layer thickness is decreasing
resulting in a much weaker phase contrast.
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Tomographic Data Set

A detailed tomographic analysis was not part of this work. Here, the preliminary result of
the tomographic reconstruction from 59 ptychographic projections is only briefly presented.
The 3D view of the Pt bubble supports the understanding of what is actually seen in that
particular projection measured at several energies to achieve the resonant data set. So
far, it has not been possible to collect a tomographic resonant data set, simply due to
beamtime restrictions. In future experiments, the duration of one ptychographic scan (one
projection) should significantly be decreased to be able to record several tomograms at
different energies. In Fig. 4.3.6, a cut through the 3D reconstruction of the Pt bubble is
shown. Figure 4.3.7a shows a top view of the 3D reconstruction along with two projections
in b) and c) that correspond to the planes marked in green and blue.

Figure 4.3.6: 3D reconstruction of the Pt bubble. Perpendicular to the X-ray beam, a cut
into the 3D reconstruction offers a comparison to the 2D reconstruction.

Resonant Data Set

All 46 ptychographic data sets were reconstructed with the same parameters except from
the energy and slight variations in the probe intensity. Since the focal length of the refractive
lenses is energy-dependent, the sample position relative to the focal plane varied for the
scans at the different energies. Thus, the probe size in the sample plane varies for the
scans at different energies, as the sample position along the beam was not changed during
the experiment. The entire range where the sample was positioned to the beam focus is
illustrated in Fig.4.3.8. The FWHM (h x v) of the probe amplitude distribution ranges from
240nm x 260 nm to 290 nm x 450 nm for sample positions in the focal plane and out of focus.
Thanks to the small pixel size of 75 um of the EIGER detector, a probe size up to 1.5 um
ensures correct sampling in the theoretical limit. Thus, even the enlarged probe size for
the sample positions outside of the focal plane were handled without restrictions in the
energy range around the Pt-L3 edge. In fact, the larger probe sizes were advantageous
concerning the redundancy in information achieved by sufficient overlap between the
adjacent diffraction patterns. With the step size of 80 nm that was constant for all scans, the
overlap between the diffraction patterns ranges from 66 % to 82 %.
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Figure 4.3.7: Different planes in the 3D reconstruction of the Pt bubble. c) shows a top
view on the 3D reconstruction of the Pt bubble. b) shows the projection along to the X-ray beam
as itis also seen in the 2D ptychographic reconstructions. ¢) shows the projection perpendicular
to the X-ray beam.
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Propagation of the reconstructed probe in horizontal (x) and vertical (y)
direction. The range of sample positions along the beam is marked for different energies by
the yellow lines.

All reconstructions are considered successful, since the error function of all reconstruction
processes converged in the range of 27 % to 37 % compared to the initial error value. Larger
error residuals occurred for the scans at energies close to the Pt-L; where the sample
scattering in the diffraction patterns is lower due to the resonance effect. Consequently the
signal-to-background ratio which means that the background scattering is higher compared
to the sample signal leading to a larger residual.

4.3.5 Sensitivity and Spatial Resolution

The quality of the results for the chemical analysis of the entire resonant data set depends
on two different aspects: First, the spatial resolution and the sensitivity to small features in
each individual scan determines the resolution and sensitivity maximal achievable for the
entire data set. Second, the accuracy in the alignment and the background which can vary
between the scans diminishes the final results of the chemical analysis. In this section both
aspects are discussed.

Quality of a Single Reconstruction

In the Pt bubble reconstructions, linear phase ramps occurred as an artefact, cf. Sec-
tion 2.1.5. These relatively large phase gradients in the range of 800 mrad along the entire
phase reconstruction were removed in the post processing. Afterwards, the standard
deviation in flat background areas (air) is approximately 3 mrad with a small remaining
phase ramp in the range of 5 mrad to 10 mrad, cf. the plot of the orange line in Fig. 4.3.9b.
This is similar for all reconstructions at the different energies.

In addition, phase shift oscillations in the form of vertical stripes appear as plotted in
Fig. 4.3.9c¢ related to the blue line in Fig. 4.3.9a. These stripes are probably caused by
angular variations of the incident beam. Here, the influence on the object phase shift is
minimal of about +1 mrad. Thus, even if these stripes occur at varying positions for the
different scans, the influence on the entire resonant dataset is negligible.
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Figure 4.3.9: Phase variations in the background of the Pt bubble reconstruction. a)
shows a ptychographic reconstruction of the phase shift of the Pt bubble and the lines corre-
sponding to the plots in b) and c). The plot in b) shows the remaining phase ramp after the
phase gradient correction was applied. c¢) shows the weak oscillations in the background due
to variations of the incoming beam.

Spatial Resolution

The spatial resolution was estimated with the help of the FOURIER-Ring-Correlation, cf
Section 2.4.2, using two reconstructions of slightly different energies (11590eV, 11595eV).
Here, the FRC shows its weakness by correlating high-frequency artefacts. Therefore, a
spatial filter (KAISER-BESSEL window, size = 3.5) was applied to the images to smooth this
high-frequency noise. The plot in Fig. 4.3.10 shows large oscillations of the correlation
despite the use of the KAISER-BESSEL window. If the second maximum is considered erro-
neous, the spatial resolution diminishes slightly resulting in a spatial resolution estimation
in the range of 7 nm to 10 nm, depending on the zero-crossing. The spatial resolution in the
reconstruction is very high and was achieved without the use of an opagque beamstop. One
reason for the better resolution compared to the model sample is that the sample scatters
much more due to its larger dimension. Therefore, less sensitivity is required and the signal
is visible over background even in large scattering angles.

4.3.6 Position Correction and Alignment

As recognised during the analysis of the catalyst model sample, a proper alignment is
crucial for the analysis of the chemical distribution. Similar to all previous results, the
set of reconstructions of the Pt bubble is subject to inconsistencies due to positioning
errors. Although each reconstruction consists only of one data set, positioning errors
and drifts lead to distortions of the object shape for the different scans. Thus, the probe
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Figure 4.3.10: FRC plot to estimate the spatial resolution of the Pt bubble reconstruc-
tions. Despite larger oscillations in the correlation as function of spatial frequency, the limit of
spatial resolution is estimated in the range of 10 nm.

ensemble algorithm, cf, Section 2.1.7, was applied, but did not work out as well as it did
for the model sample. Because of this, a different approach had to be applied to prepare
the reconstructions for the subsequent chemical imaging analysis. The so-called elastic
or non-rigid alignment procedures, which are well established in medical imaging, were
utilised, cf. Section 2.3. After a coarse alignment using a rigid transformation, the software
package SimpleElastix[®”] was furthermore used for a subsequent affine and b-spline
alignment procedure. At first, the affine registration was applied using the default values
for the parameter map. After this kind of registration, some deformations of the sample
were still visible for the different scans. In a next step, the testing of different parameter
map configurations led to a slightly modified default configuration, which was chosen for
the b-spline alignment. For the purpose of reproducibility, the entire set of the parameters
can be found in the Appendix A.

The alignment quality was determined by analysing and comparing the standard deviation
for the initial rigid registration image stack, for the affine alignment and for the final b-spline
alignment. Not only the misalignment for the entire stack of reconstructions, but also the
differences for particular reconstructions at different energies were examined to figure
out how error-prone the subsequent chemical analysis might be in terms of alignment
errors. There is no trivial error measure, since the absolute phase shift in the reconstruction
naturally changes for the different energies due the resonance effect. Consequently the
standard deviation is never zero, but sharp features in the standard deviation indicate
shifts and deformations between different energies, whereas smooth features mainly depict
changes due the resonant effect of the phase shift which is physically correct. Figure 4.3.11
shows the overall improvement in the stack alignment: Whereas sharp lines are visible in
the initial rigid alignment, in the final alignment mostly smooth features and significantly
reduced sharp lines remain. This is confirmed by the line plots in Figure 4.3.11c1 and
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4.3.11f1 related to the yellow line in Figure 4.3.11c and 4.3.11f, respectively. The standard
deviation of the sharp features, which indicates misalignment, decreases by almost one
order of magnitude from the rigid to the b-spline alignment. Further analysis revealed that
remaining shifts and deformations between the reconstruction are maximal £1 px.
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Figure 4.3.11: Comparison of the alignment quality. The best results were achieved by the
b-spline algorithm (left column) subsequent to an affine (not shown) and initial rigid alignment
(right column). a) and d) show the standard deviation of all scans. b) and e) show the standard
deviation between two adjacent scans, where almost no resonance effect is expected. In this
case, mainly misalignment influences the standard deviation. The same is true for c) and f)
which show the difference between a pre- and a post-edge energy, expecting only a small
resonant effect in the phase shift. The high standard deviation between those two scans, even
in the area of the crystal depicts an offset in the phase shift, that is discussed later. ¢1 and f1)
show the line plots from c) and f) illustrating the significant decrease of sharp features indicating
an improved alignment.
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4.3.7 Chemical Analysis

Up to now, all processing steps were required to prepare the chemical analysis of the
sample. Only consistent reconstructions and a reasonable alignment allow to extract
reliable chemical information from each pixel as function of energy. Similar to the catalyst
model sample, first, 2D difference maps will show the general platinum distribution by the
resonance effect at the Pt-L, edge. In addition, an advanced analysis tries to unravel the
existence of oxidised platinum and its distribution in the 2D projection. Therefore, a simple
fitting routine is introduced to model the phase shift data with reference curves from metallic
and oxidised platinum.

Chemical Distribution in 2D Difference Maps

The first part of the chemical imaging procedure is the 2D visualization of the resonance
effect at the Pt-L3 edge similar to the analysis shown for the model sample in Section 4.2.5.
For this purpose, the aligned phase shift reconstructions were used to create 2D difference
maps. Fig. 4.3.12 shows such maps for the difference between several energies along the
resonance edge. The reconstruction at an energy of 11504 eV served as reference. The
2D maps on the right in Fig. 4.3.12 depict the difference of the modulus of the phase shift
between the reference and the energy indicated in the maps. In these difference images
the platinum distribution is clearly visible, the brighter the color the thicker the sample and
the stronger the resonance effect that increases until the maximum is reached at the edge
energy. Actually, the crystal at the base of the sample should not show any resonance
effect, instead this area also shows variations in the phase shift, which will be discussed
later.

After this basic chemical analysis with the help of 2D difference maps, further evaluation
is required to check for different oxidation states in the platinum layer.

Advanced Analysis of all Energies in the Spectrum

The basic chemical imaging with the help of the 2D difference maps only showed the
platinum distribution in general. In order to localise different oxidation states in the platinum
layer, an advanced analysis of the phase shift in each pixel is required. For this purpose,
the phase shift values in the reconstructions of all energies are considered as a discrete
spectrum in each pixel. The aim of a spectral analysis is now to determine the ratio between
the metallic and oxidised parts in the sample.

In Chapter 1 Section 1.1.2, the complex atomic scattering factor was derived and it was
found that it describes the local electronic structure in a sample. The scattering process of
all atoms in a sample can be described by the structure factor which is the sum over all
atoms taking part in the scattering process, cf. Equation 1.1.23. Consequently, a mixture of
different oxidation states in the bulk material can be simply described by the superposition
of all these different states weighted by their proportion.

In the specific case at hand, the phase shift values ¢(F) in each pixel potentially depict
a mixture. The phase shift depends on the length — the thickness of the sample — the
wave passes through compared to a wave in vacuum. Here, it is not relevant whether a
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2D Difference Maps for Chemical Imaging. The plot on the left shows a
reference curve for metallic platinum at the Pt-L3 edge. The horizontal lines mark the energies
at which the 2D maps were created as difference to the reference. On the right, six 2D difference
maps are shown exemplarily for different energies. The maximum of the resonance effect is
clearly visible at an energy of 11563 eV compared to the reference.
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material of a certain refractive index is solid or honeycombed with air or other materials,
cf. Fig. 4.3.13. As a whole, only the actual thickness of each component in the projection

d

X-rays

da

Figure 4.3.13: Scheme for the phase shift of a mixture. The phase shift caused by a mix of
materials does not depend on the distribution along the projection direction. A homogeneous
layer generates the same phase shift as several layers or a structured material of the same
effective thickness.

direction contributes to the phase shift. Thus, the total phase shift ¢(E) equals

(E) = dpo-A+dg-B +C, (4.3.1)
6 é
=0A =®B

where A and B are related to the real part § of the refractive index, calculated from EXAFS
reference measurements, given by 64 for the metallic state or 65 for the oxidised state,
respectively:

A(E) = 27” .54(E) and B(E) = 27” 55(E), (4.3.2)

with A as the wavelength corresponding to the photon energy E. In Equation (4.3.1), d4
and dp represent the thickness of the metallic and the oxidised state, respectively, and C
covers a potential non-resonant phase shift offset caused by other materials in the sample
volume.

A superposition of spectra of the metallic state and oxidised state can be fit to the
data points ¢(FE) in the spectrum of the phase shift reconstructions. In order to find the
composition of metallic and oxidised platinum in the sample, the cost function F must be
minimised,

F=>Y [¢p(E) = (da-A+da-B+C)] — min (4.3.3)
with d4, dp and C' as optimisation parameters under the positivity constraint:
da,dp,C =0 (4.3.4)

With the optimised output for d4, dg and C, the total thickness d of the sample along the
projection direction as well as the percentages « and 3 for the metallic and oxidised state
can be calculated. The offset C represents a phase shift and is in units of [rad], therefore
it cannot be used to calculate the total thickness. If the phase shift offset in the fit is
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orders of magnitude smaller than the phase shift values of the sample extracted from the
reconstruction, it is negligible in the calculation of the total thickness.

d=ds+dp (4.3.5)
_da _dp
a=-— and 8= 7 (4.3.6)

The method least _squares!®®! included in the python library scipy.optimize was used to
minimise F. This function requires an initial guess for the optimizing parameters, given
as du,dp,C = 0. The Trust Region Reflectivel'® (trf) method was chosen as it allows for
boundaries to the parameters, which where set to [0, 1].

Fitting Each Pixel

The resonant data set provides a discrete spectrum ¢(E;) in each pixel. A fit to minimise
the cost function, given in Equation (4.3.3), results in values for the thickness of the different
states to approach the spectrum given by the phase shift values in the reconstructions.
After this was done for each pixel of the reconstruction stack, Fig. 4.3.14a and 4.3.14c show
the values d 4 and dg which were optimised via the least-squares fit indicating the amount
of metallic and oxidised platinum in the sample. According to that, b) and d) depict the
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Figure 4.3.14: Thickness and percentage of the metallic and oxidised state as a result
of the fit in each pixel. a) and c) illustrate the thickness of the metallic and oxidised state,
respectively. In b) and d), the ratio of the metallic and oxidised material to the total sample
thickness is shown as relative concentration « and 3, respectively.

relative amount of each state in %. As seen in Fig. 4.3.14d, areas of a significant amount of
more than 20 % of the oxide phase can be localised. Since a ptychographic reconstruction
is a 2D projection of the sample in the direction of the X-ray beam, it is most likely that each

89



4 Samples — from the Test Pattern to Model and Real Samples

pixel contains a mixture of metallic and oxidised platinum. A 3-dimensional resonant data
set would allow for a more precise evaluation of the chemical distribution mainly limited by
the effective voxel size. For comparison of the resulting distribution with the morphology
of the sample, Fig. 4.3.15 shows a phase reconstruction with a red overlay that indicates
areas with an amount of oxidised material in the projection larger than 20 %.

Further analysis was required to check the reliability of the distribution obtained from the
fit process. To do so, the phase shift as function of energy should be visualised together
with the fit results. Based on the chemical distribution obtained by the fitting of all pixels as
function of energy, cf. Fig. 4.3.15, different regions of interest (ROI) were selected in the
ptychographic reconstruction.

> 20

Figure 4.3.15: Ptychographic reconstruction of the platinum bubble. The red overlay
indicates areas of oxidised material of more than 20% according to the fit in each pixel.
Calibration bar for the phase shift in [rad].

Different Regions-of-Interest

In each reconstruction, the values of the pixels in a ROl were averaged, which results in
an average phase shift value as function of energy for each ROI. For 6 of these ROI, the
phase shift curves as a function of energy are shown in Fig. 4.3.16. All ROI M plus a
number indicate potential metallic areas and all ROI O plus a number indicate potential
oxidised areas. The colours of the plots correspond to the colour that marks a ROl in
the phase reconstruction. On the bottom left, the measurement in an area in the crystal
marked in white is shown. This black curve demonstrates the variation of the phase shift as
a general offset which is not caused by any resonance effect. Therefore, the values of the
crystal were used for the normalisation of the phase shift values before the fitting procedure.
This variation was already seen in Figure 4.3.12 and is considered as an artefact in the
stack of ptychographic reconstructions. Despite the normalisation of the phase shift values,
strong variations between adjacent scan points still occur in every ROI. A reason for that
is probably the acquisition scheme of the ptychograms at different energies. During the
experiment, the ptychographic scans of the resonant data set were not recorded along the
increasing photon energy in a row, instead the data acquisition was split in three parts:
First, ptychograms at the energies, marked by the green circles in the curves in Fig. 4.3.17
were recorded increasing the energy at a step size of 2eV . More scans were recorded,
marked in red, to fill up ptychograms at missing energies to achieve better sampling.
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Figure 4.3.16: Different ROI are marked in the Pt bubble reconstruction and the corre-
sponding phase shift values are plotted. The ROI were chosen based on the distribution
gained by the fit of the spectrum in each pixel. M1 to M5 indicate areas where the metallic state
is expected and O1 to O4 indicates areas with a potentially oxidised percentage larger than
20 %. The coloured plots show the normalised average phase shift in each ROI of the same
color. The black curve shows the average phase shift in the area marked in white in the crystal
area, that serves for normalization.

The energy was increasing using a step size of 2eV until 11582.7eV and 5eV afterwards.
Finally, ptychograms at pre-edge energies were recorded as shown by the blue circles
with decreasing energy. This course of action was chosen similarly to the Golden Angle
Principle in tomography experiments, where the angles of the projections are chosen in a
way that the maximum angular resolution could be achieved no matter when the scan must
be stopped. Here, it was tried to first cover some energies around the edge and to improve
the sampling if time permits. Unfortunately, it is most likely that the experimental conditions
changed and that the scan points are subject to a varying phase shift offset. Two different
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effects are considered to create these varying offset: First, the monochromator might not
move perfectly. Consequently, the angular position is slightly different leading to a slightly
different energy as well as to a different beam position. And second, a form of radiation
damage was observed over the total experiment duration. This can be seen as an additional
layer growing in the phase reconstructions from the first resonant ptychogram to the last
one. Since, the experiment was performed in air atmosphere, it can be assumed, that this
layer is made of carbon. In some areas of the sample this layer adds a phase shift of up to
50 mrad to the phase reconstruction. This modification of the sample massively impaired
the analysis of the resonant data set. Due to this inconsistency in the data acquisition, the
fitting procedure was performed including all energies as well as only including the energies
of the first and the second sub-scan separately.

-0.90

-0.85

—0.80

11500 11550 11600 11650

Figure 4.3.17: Correlation on phase shift variations and the scan order. First, pty-
chograms were recorded at the energies marked in green, increasing the energy in steps
of 2eV. Second, ptychograms at the energies marked in red were recorded with the same step
size for increasing energy. Last, ptychograms at the energies marked by the blue circles were
recorded with decreasing energy. This behaviour of the phase shift is similar for all regions in
the scan.

In Table 4.3.2, the results for the amount of oxidised material are compared for the
different ROI and for the three different fits considering all scans, only the first set of scans
or only the second set of scans. No significant difference was found between the different
fits. The thickness of metallic and oxidised material along the projection that was calculated
using all energy scans are also given in this table.

4.3.8 Discussion of the Fit Results

The phase shift values measured in the different ROl are shown as a function of energy in
Fig. 4.3.18, 4.3.19 and 4.3.20, together with the fit functions for a mixture (mix in orange)
based on the calculated ratio of both states as well as with a purely metallic reference
(metal in green) and a purely oxidised reference (oxi in red). As expected from the data
quality, the fits show a large uncertainty especially in the energy range from 11567 eV to
11580 eV where the main difference between the pure metallic and pure oxidised reference
is present in the curve profile.

In ROI O1, shown in Fig. 4.3.18, the sample is relatively thin with a low phase shift about
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Amount of the oxidised phase in % for the fits of the different half data sets and
the thickness of the material in projection direction.

ROl amount oxide amountoxide  amount oxide thickness thickness
(all scans) (first scans) (second scans) metal [nm] oxide [nm]

M1 5% 5% 5% 260 13
M2 5 % 5% 5% 240 13
M3 9 % 6 % 9 % 80 7
M4 2% 2% 4 % 160 4
M5 2% 0% 3 % 640 13
O1 37 % 36 % 34 % 40 23
02 37 % 39 % 38 % 170 97
(OK] 40 % 32 % 39 % 150 100
04 42 % 45 % 40 % 80 58

80 mrad. In this range, the resonant effect of maximal 15 mrad is not visible since it is below
the detection limit given by the phase shift variations. For this ROI, the deviation of the
phase shift values from the fit are as large as +10 mrad. Thus, the fitting routine minimises
the cost function but the result does not correspond to the physical resonance effect. For
the ROI 02, shown in Fig. 4.3.19, the resonance effect of more than 40 mrad is clearly
visible and the different fit functions are reasonable. Close to the absorption edge, the
deviation of the phase shift values from the fit are in the range of up to £10 mrad. The
maximum phase shift differences for either a metallic or a fully oxidised platinum layer, i.e.,
the maximal difference between green and red reference curve, is approximately 15 mrad.
Since the phase shift values are an average along the projection direction it is very unlikely
that a fully oxidised layer can be seen and the expected maximum phase shift difference is
even lower. Thus, the variance in the phase shift values is still so large that the significance
of the fits for an oxidised percentage is doubtful. For comparison, Fig. 4.3.20 shows the
phase shift values of the ROI M5, which depicts a metallic area. Here, a similar phase shift
curve is seen as for the potentially oxidised ROI. With this, it becomes clear that better data
quality is required in order to make a reliable statement on the chemical distribution of the
sample. Since no further significant differences are present in other ROI, the phase shift
curves and fit results of those ROI are not shown here, but can be found in the Appendix B.

Based on the fits in the different ROI, the chemical distribution that was initially achieved
by fitting each pixel in the stack of reconstructions, illustrated in Figure 4.3.15, should be
reviewed: The existence of multiple oxidised and metallic layers on top of each other cannot
be approved, since the outer layers are to thin resulting in a phase shift too low to show a
resonance effect with detectable differences between the metallic and the oxidised state.

In conclusion, it is found, that a precise determination of the amount of oxidised material is
not possible regarding the large variations in the data set and the resulting error-proneness
of the fitting routine. Nevertheless, the incidence of locally connected areas where the fit
results show a larger amount of oxidised platinum confirms the results achieved from the
electron microscopy images. Thus, the analysis of the resonant ptychography supports the
assumption of the existence of different oxidation states in platinum layer.
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Figure 4.3.18: Fit for the ROI O1, for all scans and for the first and second scan set
separately. The phase shift in the outer shell of the Pt bubble covered by the ROI O7 is
comparatively weak down to less than 60 mrad consequently the resonant effect cannot be
detected over the deviations of the phase shift values.
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Figure 4.3.19: Fit for the ROl O2, for all scans and for the first and second scan set
separately. For a stronger phase shift in the ROl O2, the resonance effect is detectable.
Nevertheless, the difference between the reference fits and the data points is still high, which
diminishes the reliability on the chemical composition obtained by the fits.
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Figure 4.3.20: Fit for the ROI M2, for all scans and for the first and second scan set
separately. For a stronger phase shift in the ROl M2, the resonance effect is detectable.
However, the difference between the reference fits and the data points is similarly large as in
the fits for ROl O2, which diminishes the reliability on the chemical composition obtained by the
fits.
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5 Conclusion and Outlook

Using resonant ptychography as a tool for chemical imaging, not only demands high
spatial resolution and sensitivity especially for nano materials, but also requires reliable
quantitative reconstructions. In this work, the opportunities and limitations of resonant hard
X-ray ptychography for quantitative chemical imaging of nano materials were investigated.

Since ptychography has been established as a high-resolution imaging tool in recent
years, it was expected to provide quantitative information on any kind of sample with high
spatial resolution if only the photon dose was sufficient. Instead, the more complex the
sample and experimental conditions get, the more challenges occurred, even with strongly
scattering samples. Besides the limitation in spatial resolution by the photon flux, the
reconstruction quality is also influenced by the stability of the experimental setup as well as
by parasitic scattering from air, windows and the detector material itself. Whereas ideal data
sets (simulations) usually lead to perfect reconstruction results without further constraints to
the object or probe function, real data sets do not necessarily fulfil all the assumption of the
basic ptychographic model. Potential deviations from the model are limited redundancy in
the scattering information due to poor sampling and incoherent background, a non-constant
incident probe function, vibrating objects and other varying experimental conditions.

In a first step of this work, the standard resolution chart, the Siemens star, served as a
strongly scattering sample. Here, it became already apparent, that quantitative imaging
demands more information than only the diffraction patterns and the corresponding scan
positions. A critical analysis of the reconstruction process uncovered ambiguities in the
basic ptychographic algorithm: The intensity of the probe function did not converge but
decreased with the number of iterations, thus leading to an incorrect reconstruction of the
object function. This issue could be solved by providing the intensity of the incident beam
as a constraint to the reconstructed probe function. Preferably, the intensity should be
measured by a PIN diode directly upstream of the sample. If this is not applicable, flat field
diffraction patterns of the scan itself can be used to extract this constraint value of the probe
function. This observation emphasises that the ptychographic reconstruction algorithm is
not as robust as expected and requires additional a-priori information to achieve quantitative
results out of real data sets. Here, the incident probe turned out to be the critical point
in the ptychographic model, as precise knowledge of the incoming beam is important for
a reliable reconstruction even of strongly scattering samples like the Siemens star. The
normalisation of diffraction patterns was not sufficient, thus, a consistent reconstruction with
a reasonable probe function depends on additional constraints to the probe right from the
start. Furthermore, it was recognised that only the convergence of the error function does
not guarantee a reliable reconstruction result. The awareness of these potential ambiguities
in the reconstruction was important for the subsequent analysis as the modifications of the
algorithm were directly applied to the catalyst model sample leading to quantitative results.
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5 Conclusion and Outlook

One of the main aims of this work was the enhancement of the spatial resolution and
the sensitivity to weakly scattering samples with regard to chemical imaging. An essential
aspect for high-resolution imaging using coherent diffraction is the detection of signal in
high scattering angles over noise and over background scattering. To improve the data
quality in terms of the signal-to-background ratio, an opaque beamstop was implemented
into the experimental setup to suppress parasitic background scattering. Together with the
application of a dual-exposure scheme and the simultaneous ptychographic reconstruction
of two datasets — one with and one without an opaque beamstop — quantitative images of
the weakly scattering sample were achieved with high spatial resolution better than 15 nm
and high sensitivity to less than 10° atoms as published in Reinhardt et al. [2017]. It was
shown, that high-resolution reconstructions necessitate the enhancement of the signal-to-
background ratio by suppressing the background instead of just increasing the photon flux
which leads to an overall increased scattering including the parasitic scattering. However,
the results of the combined reconstruction were still not applicable for the chemical analysis
as the reconstructions at different energies were subject to positioning errors and drifts
between the scans. With the simultaneous reconstructions of two scans, the importance
of precise knowledge of the scan positions became clearer than ever before. Only with
the use of the position correction algorithm, cf. Schroer [2017], could the reconstruction
be brought to a consistent level that was useful for further chemical analysis. After the
removal of the positioning errors, the initial aim to extract the information about the chemical
distribution of gold and platinum in the sample from the resonant data set succeeded.

Resonant ptychography found another application in the investigation of different oxi-
dations states of the platinum bubble. In comparison to the catalyst model sample, the
platinum bubble is a strongly scattering sample producing a relatively strong contrast in
phase shift. Thus, the general platinum distribution could easily be determined due to
the large resonance effect. The distinction between different oxidation states, however,
requires very high data quality and phase shift sensitivity, since the difference in the phase
shift between a metallic state and a mixed metallic-oxidised state is minor. All knowledge
gained from the previous experiments was exploited to optimize the results of the chemical
analysis. Again, the importance of precise positioning was confirmed during the Pt bubble
analysis. The reconstructions measured at different energies showed distortions due to
erroneous positions and sample drifts. These distortions obstructed the chemical imaging
analysis. For the Pt bubble, the position correction algorithm did not work out as well as it
did for the catalyst model sample. Therefore, in the post-processing, alignment procedures
from medical imaging were used to achieve a reasonably aligned data stack for the different
energies around the platinum resonance edge. Additionally, variations in the phase shift
between the reconstructions at different energies complicated the determination of different
oxidation states in the sample. The origin of these variation was not completely uncovered
but inconsistent photon energies as well as radiation damage by carbon deposition are
most likely. As a consequence, the least-square fits were hardly able to handle the major
differences in phase shift, which were not due to the actual resonance effect. Finally, even
though the actual distribution of oxidised platinum could not be proven with certainty, the
analysis of the resonant data set supports the assumptions for an oxidised layer as found
by the preceding electron microscopy investigations.
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In future experiments, consistent experimental conditions are essential: The ptycho-
graphic reconstruction at different energies have to be recorded in sequence to avoid
discrepancies originating from erroneous monochromator positions. In addition, potential
carbon deposition and other kinds of radiation damage should be avoided. For this purpose,
a sample environment in an inert gas atmosphere such as helium or nitrogen is conceivable.
In order to ensure a correct normalisation and quantitative values in the reconstruction,
a calibrated intensity detector should be placed directly upstream of the sample to con-
tinuously monitor the beam intensity. Besides the monitoring of the beam intensity, beam
position monitors would facilitate even more control of the experimental conditions that
are essential for consistent results. Furthermore, the positions of the sample during the
ptychographic scans will be controlled by an interferometer system. Such a system has
recently been installed at beamline P06. Future work, should also extent the resonant data
set to tomographic measurement to achieve the chemical information in three dimensions.
With all these improvements, an investigation of different oxidation states in heterogeneous
specimen will become more reliable.

In brief, the key findings of this work are:

+ Setting physical constraints to the ptychographic algorithm is necessary in order
to achieve reliable quantitative results. Especially the intensity and position of the
incoming beam should be continuously monitored.

+ High-resolution and high-sensitivity reconstructions can be achieved by suppressing
parasitic background scattering using an opaque beamstop and a double-exposure
scheme.

» The knowledge and control of the actual scan positions are crucial in order to achieve
highest spatial resolution without artificial distortions.
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Appendix A

Parameter map "affine"

AutomaticParameterEstimation "true™")
CheckNumberOfSamples "true ")

DefaultPixelValue 0)
FinalBSplinelnterpolationOrder 3)
FixedlmagePyramid "FixedSmoothinglmagePyramid")
ImageSampler "RandomCoordinate")

Interpolator "Linearlnterpolator™")
MaximumNumberOflterations 256)
MaximumNumberOfSamplingAttempts 8)

Metric "AdvancedMattesMutuallnformation")
MovinglmagePyramid "MovingSmoothinglmagePyramid")
NewSamplesEverylteration "true")
NumberOfResolutions 4)
NumberOfSamplesForExactGradient 4096)
NumberOfSpatialSamples 2048)

Optimizer "AdaptiveStochasticGradientDescent")
Registration "MultiResolutionRegistration")
Resamplelnterpolator "FinalBSplinelnterpolator™)
Resampler "DefaultResampler")

ResultlmageFormat "nii")

Transform "AffineTransform™")

WriteResultimage "true")
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Parameter map "bspline”

(AutomaticParameterEstimation "true")
(CheckNumberOfSamples "true")
(DefaultPixelValue 0)
(FinalBSplinelnterpolationOrder 3)
(FinalGridSpacingInPhysicalUnits 8)
(FixedlmagePyramid "FixedSmoothinglmagePyramid")
(GridSpacingSchedule 2.80322 1.9881 1.41 1)
(ImageSampler "RandomCoordinate")
(Interpolator "Linearlnterpolator™")
(MaximumNumberOflterations 512)
(MaximumNumberOfSamplingAttempts 8)

(Metric "AdvancedMattesMutuallnformation" "TransformBendingEnergyPenalty")
(MetricOWeight 1)

(MetrictWeight 10000)

(MovinglmagePyramid "MovingSmoothinglmagePyramid")
(NewSamplesEverylteration "true")

(NumberOfResolutions 4)
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(NumberOfSamplesForExactGradient 4096)
(NumberOfSpatialSamples 3000)

(Optimizer "AdaptiveStochasticGradientDescent")
(Registration "MultiMetricMultiResolutionRegistration")
(Resamplelnterpolator "FinalBSplinelnterpolator™)
(Resampler "DefaultResampler")

(ResultlmageFormat "nii")

(Transform "BSplineTransform™)

(WriteResultimage "true")
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