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Abstract: Measurement of differential di-photon plus jet cross sections
using the ATLAS detector

A good understanding of the strong interaction is crucial for every experi-
ment at a hadron collider. Events with photons provide a direct access to study
processes of the strong interaction. This thesis presents the measurement of dif-
ferential cross sections of events with two photons as a function of the number
of hadronic jets. Photons are required to be isolated from hadronic activity in
the event. Collision data is used corresponding to an integrated luminosity of
20.3 fb~! at a proton-proton collision energy of /s = 8 TeV collected by the
ATLAS detector at the Large Hadron Collider (LHC) in 2012.

The dominant background contribution comes from hadronic jets which are
identified as photons, occurring mainly when a 7% carries most of the jet energy.
Two methods to remove this contribution are presented. A smaller background
contribution arising from electrons misidentified as photons is removed as well.
The measured event yields are corrected for detector inefficiencies and resolution
effects. An unfolding method based on singular value decomposition of the res-
olution matrix is extended to two-dimensional distributions and applied to the
reconstructed distributions. All systematic uncertainties are evaluated, the dom-
inant uncertainties arise from the jet background subtraction and the uncertainty
in the jet energy scale.

16 observables are studied to explore the photon and jet kinematics. Double
differential cross sections are shown as function of those observables and the
number of jets, both inclusively (> n jets) and exclusively (= n jets). The results
are compared to theoretical predictions from SHERPA, PYTHIA and GOSAM.



Kurzfassung: Messung differenzieller Wirkungsquerschnitte von Ereig-
nissen mit zwei Photonen und Jets mit dem ATLAS-Detektor

Ein gutes Verstandnis der starken Wechselwirkung ist entscheidend fiir jedes
Experiment an Hadronen-Speicherringen. Ereignisse mit Photonen bieten einen
direkten Zugang, um Prozesse der starken Wechselwirkung zu untersuchen. Diese
Arbeit stellt die Messung des differentiellen Wirkungsquerschnitts von Ereignis-
sen mit zwei Photonen in Abhangigkeit der Zahl der hadronischen Teilchenjets
vor. Die Photonen miissen isoliert von hadronischer Aktivitat im Ereignis sein.
Die verwendeten Daten von Proton-Proton-Kollisionen bei einer Schwerpunktsen-
ergie von /s = 8 TeV entsprechen einer integrierten Luminositét von 20,3 fb*.
Sie wurden 2012 mit dem ATLAS-Detektor am Large Hadron Collider (LHC)
gesammelt.

Der wichtigste Untergrundprozess kommt von hadronischen Jets, die als Pho-
tonen rekonstruiert werden, insbesondere wenn ein 7° den groten Teil der Jeten-
ergie erhalt. Zwei Methoden, um diesen Beitrag zu entfernen, werden vorgestellt.
Ein kleinerer Beitrag zum Untergrund kommt von Elektronen, dieser Beitrag
wird ebenfalls subtrahiert. Die gemessenen Ereignisraten werden korrigiert, um
Detektor-Ineffizienzen und Auflosungseffekte zu beriicksichtigen. FEine Entfal-
tungsmethode, “SVD unfolding”, wird auf zweidimensionale Verteilungen er-
weitert und angewendet. Alle systematischen Unsicherheiten werden bestimmt,
die Subtraktion des hadronischen Untergrunds und die Unsicherheit in der En-
ergieskala der Jets sind dominant.

16 Observablen werden untersucht, um die Kinematik der Photonen und Jets
im Ereignis zu studieren. Die differentiellen Wirkungsquerschnitte werden als
Funktion dieser Observablen und der Zahl der Jets bestimmt, sowohl inklusiv
(> n Jets) als auch exclusiv (= n Jets). Die Ergebnisse werden mit theoretischen
Vorhersagen von SHERPA, PYTHIA und GOSAM verglichen.
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CHAPTER 1

Introduction

The Large Hadron Collider (LHC) at CERN in Geneva is the world’s largest and
highest-energetic particle accelerator. In the LHC, proton beams with an energy
of up to 6.5 TeV per proton (design: 7 TeV) are collided in four main detectors:
ATLAS, CMS, ALICE and LHCb. The first collisions took place in 2009, with
regular operation from 2010 to 2012 and since 2015.

The primary target of the LHC detectors is the search for physics beyond the
Standard Model of particle physics (Standard Model), together with precision
measurements of parameters of the Standard Model. One of the main results
so far was the discovery of a new boson, which has been identified as a Higgs
boson [I]. Nuclear physics is explored with proton-lead and lead-lead collisions,
mainly with the ALICE detector.

The Standard Model is well established. Up to now, no striking violation
from its predictions was found by particle physics experiments. However, it is
known that the Standard Model is incomplete, as it has theoretical limits for
high energies and it cannot describe experimental results from cosmology such
as the size of the matter-antimatter asymmetry or the nature of dark matter. In
addition, it does not include gravity. Therefore, it is expected that the Standard
Model is only an effective description of a more general theory.

There are two different approaches to search for possible new effects, both
are pursued at the LHC detectors: In the first approach one searches for the
production of new particles by reconstructing them via their decay products.
ATLAS and CMS focus on this direct method to probe new effects. The other
possibility is to perform precision measurements of decay properties of particles
already known, as new physics can alter the decay properties. While LHCD is
specialized on this approach, ATLAS and CMS do precision measurements as
well.

The ATLAS detector is a general purpose detector around one of the beam
interaction points in the LHC. It covers the pseudo-rapidity range of |n| < 4.9[]
with various subsystems designed to identify different particle types and measure

IThe pseudo-rapidity 7 is defined as n = —log (tan g) with the polar angle 6.

9



10 Chapter 1. Introduction

their momenta. Apart from neutrinos, all known particles can be detected, either
directly if they traverse the detector or indirectly via their decay products. Un-
known particles can be detected via their decay products (if they are short-living),
via their interactions in the detector (if they are long-living and charged) or via
an imbalance of transverse momentum (if they are long-living and uncharged).

High-energetic hadron collisions typically produce tens of particles per colli-
sion via the strong interaction. Understanding the strong interaction is therefore
crucial for every experiment. A better understanding improves theoretical predic-
tions for signal shapes and background contributions in all analyses. The strong
interaction can be studied via the production of particle jets that come directly
from quarks and gluons. A complementary approach is the study of particles
that couple to quarks, but do not participate in the strong interaction, in par-
ticular photons and W and Z bosons. They give a more direct access to hard
interaction processes as they do not participate in hadronization. The ATLAS
physics program covers a large variety of measurements of final states involving
jets, photons, W and Z bosons that complement each other. This thesis presents
a measurement of double differential cross sections for events with two photons
as function of the number of jets and 16 observables. The large number of stud-
ied observables makes the comparison with theoretical predictions more powerful
and makes it easier to identify regions of the phase space where the theoretical
description has to be improved.

In chapter [2, the ATLAS detector is introduced. The Standard Model and
the ATLAS physics program are described in chapter [3| with a focus on photon
physics. Object reconstruction and identification are presented in chapter
with a focus on photons and jets. Chapter |5 describes the study of diphoton
production in association with jets, using the dataset collected in 2012: After an
introduction , the event selection is shown , followed by the background
subtraction to and a discussion of the Higgs contribution ([5.6). The
efficiency of the event selection is studied . The correction for resolution
effects is described , systematic uncertainties are evaluated , and the
results are shown (5.10). Chapter |§| contains the summary.



CHAPTER 2

LHC and ATLAS Detector

2.1 LHC

The LHC is a circular proton-proton collider at CERN in Switzerland. It is the
world’s largest accelerator with a circumference of 27 km, reaching the highest
collision energies ever achieved: The design center-of-mass energy is 14 TeV, up
to 13 TeV have been achieved until 2016. Protons are sent through several pre-
accelerators until they are injected into the LHC ring at an energy of 450 GeV per
proton, where they are accelerated to the collision energy. About 2800 bunches
with about 110 billion protons fit in each bunch, with a regular separation of
25 nanoseconds between the bunches, corresponding to a distance of 7.5 meters.
Some gaps between bunches have to be larger due to the injection and beam
dump procedures. Collisions started in 2009 at low energy, regular operation has
taken place from 2010 to 2012 (“Run 1”) and since 2015 (“Run 27).

The design luminosity is 103 cm™2s7!, the highest achieved luminosity is
1.4-10% em™2s7t [2].

2.2 Overview

The ATLAS detector is a general-purpose detector designed to exploit the full
physics potential of the LHC [3]. The overall layout is shown in figure 2.1} The
detector has a roughly cylindrical shape with a length of 44 meters, a diameter
of 25 meters and a total mass of 7000 tons. It is the largest particle detector
constructed at an accelerator so far. With multiple layers of different subdetectors
arranged around the central interaction point, it covers the pseudorapidity range
of |n] < 4.9. The subdetectors are designed to identify particles and measure the
momenta of different particle types.

Around the interaction point, a silicon pixel detector forms the innermost
subsystem, followed by a silicon strip detector (SCT) and a transition radiation
tracker (TRT). Together, these subsystems form the inner detector. It is sur-
rounded by a thin superconducting solenoid, producing a magnetic field of about

11
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Figure 2.1: Layout of the ATLAS detector. Humans are shown
for scale comparison. Taken from [3].

2 T. This field bends the tracks of charged particles and allows to measure their
momenta. The inner detector covers the pseudorapidity range of |n| < 2.5.

The calorimeter system surrounds the inner detector. It is split into an elec-
tromagnetic and a hadronic calorimeter. The outermost subsystem is the muon
detector, it has its own toroidal magnetic field to measure the momentum of
muons.

ATLAS uses a cartesian coordinate system centered at the nominal interaction
point. The positive z-axis is pointing towards the center of the ring, the positive y-
axis is pointing upwards, the z-axis is pointing along the beam axis. Three other
parameters are frequently used as they have a closer relation to the processes
studied: the azimuthal angle ¢ (where tan¢ = ¥) and radius R in the z-y-plane,
and the pseudorapidity n = —log (tan g), where the polar angle 6 is the angle
relative to the beam axis.

The LHC beams travel roughly along the z-axis and collide in the origin of the
coordinate system. Some processes studied at the LHC detectors are extremely
rare. To maximize the discovery potential, the number of collisions has to be
as large as reasonably possible. Therefore, multiple simultaneous proton-proton
collisions per bunch crossing are necessary. In 2012 and 2016, about 40 collisions
per bunch crossing were achieved, the distribution for 2012 is shown in figure
Only a small fraction of those events is of interest for data analysis, the other
collisions are called pileup.
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Figure 2.2: Distribution of the mean number of pileup interactions
per bunch crossing in 2012. The average is 20.7, but up to 40
collisions per bunch crossing were achieved. Taken from [4].

After first collisions in 2009, regular data-taking at the LHC started in 2010
with a small dataset (37 pb™!) at a center-of-mass energy of /s = 7 TeV. Larger
datasets were collected during 2011 (5.1 fb~! at /s = 7 TeV) and 2012 (21.3 fb™*
at /s = 8 TeV), and, after upgrades of the accelerator and detectors, during
2015 and 2016 at /s = 13 TeV.

The LHC running conditions lead to challenging conditions for the ATLAS
subdetectors: They have to be fast (25 ns between bunch crossings) and very
radiation tolerant (more than 1 MGy for some subdetectors). At the same time,
they need a high granularity to track the individual particles crossing the detector.
In addition, the solid angle covered should be as large as possible and without
gaps to maximize the probability to detect particles.

For charged particles, a good momentum resolution and the ability to re-
construct secondary vertices from particle decays are crucial. The total energy
of electrons, photons and hadronic jets has to be measured accurately in the
calorimeters. Muons are measured accurately with the muon spectrometer, which
achieves a good momentum measurement even for high-energetic muons (10% un-
certainty for pr = 1 TeV muons).

In the following sections, the detector components are described individually.

2.3 Inner detector
The inner detector with its pixel detector, strip detector and transition radiation

tracker provides a tracking system within the pseudorapidity range of |n| < 2.5,
capable of measuring momenta of charged particles with a typical resolution of
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Figure 2.3: Schematic of the inner detector used in Run 1. SCT
is the silicon strip detector. The red line symbolizes a charged track
with a transverse momentum of pr = 10 GeV and n = 0.3. Taken

from [3].

2-4%, even in the presence of high pileup. About 1000 particles traversed the
inner detector per bunch crossing at the running conditions of 2012 and 2016.
The layout of the inner detector is shown in figure [2.3]

2.3.1 Silicon pixel detector

The silicon pixel detector [5] consists of a barrel section and two endcap sections,
symmetric around the interaction point. The barrel is located at a radius of
5 ecm < R < 12 em around the beam axis and within |z| < 40 cm, while the
endcaps span the range 9 cm < R < 15 ¢cm and 50 cm < |z| < 65 cm, where
all values are rounded to centimeters. The barrel has three cylindrical layers of
pixel detectors, while the endcaps have 3 disks each. The pixel size is 50 x 400
pum?, with the shorter dimension in the ¢ direction. In total, the pixel detector
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has about 80 million channels.

During the upgrade phase 2013-2014, the old beam pipe was replaced with a
new beam pipe with smaller diameter, in order to make space for another layer
of pixel detector directly around the new beam pipe. This additional component
is called Insertable B-Layer (IBL) [6].

2.3.2 Silicon strip detector

The silicon strip detector [7] is located around the pixel detector, at a radius of
about 25 cm to 60 cm and up to |z| < 280 cm. The barrel consists of 4 layers,
the two endcaps have 9 disks each. Sensors are on both sides of the layers. The
strips with a length between 5 and 13 cm have a pitch of 80 pum, they are aligned
with the z-direction in the barrel and with the R-direction in the endcaps. To
retain some resolution in this direction, the two sides in each layer are rotated by
a stereo-angle of 40 mrad relative to each other.

2.3.3 Transition radiation tracker

The transition radiation tracker (TRT) [8] is located around the silicon strip
detector, at a radius of about 60 cm to 110 cm, and extends up to |z| = 274 cm,
corresponding to a pseudorapidity of |n| < 2. It uses polyimide straw tubes with a
diameter of 4 mm, the signal is collected with gold-plated tungsten anodes inside.
A measurement of the time between the particles passing through and the signal
arriving at the readout allows to measure the distance between track and wire
with an accuracy of 130 pm.

X-ray transition radiation can be emitted when particles cross the border
between materials with different dielectric properties. This happens in the straws,
in scintillating foils and in the carbon fibers between the straws. In the endcaps,
additional foils increase the amount of transition radiation. The conversion of the
emitted x-ray photons, mainly due to xenon gas in the detector, leads to a large
signal in individual straws. The readout can distinguish between a small signal
(from ionization along tracks) and a large signal (from transition radiation). Due
to their larger Lorentz factor, electrons are much more likely to emit transition
radiation. Up to 2012, a gas mixture of 70% Xe, 27% CO, and 3% O, was used,
from 2015 onwards the mixture was changed to Ar/COy/O; in some segments
that show gas leakage. Argon is more easily available, but leads to a lower x-ray
detection efficiency, reducing the electron identification efficiency [9).

The TRT allows tracking particles and distinguishing electrons from other
charged particles. While it has a lower spatial resolution per hit than the silicon
detectors, it records more hits (typically 35 per track) and has a larger radius,
improving the overall tracking performance.
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Figure 2.4: Schematic of the calorimeter system [3].

2.4 Calorimeters

The calorimeters provide total energy measurements for all particles apart from
muons and neutrinos. This is especially important for neutral particles like pho-
tons and neutrons, as they cannot be measured in the tracking detectors. The en-
ergy measurement of electrons is based on the calorimeters to take Bremsstrahlung
into account. The energy of jets is measured with the calorimeters as well. The
inner part of the calorimeters is the electromagnetic calorimeter, which mea-
sures the energy of electromagnetic showers. Hadronic showers typically start in
the electromagnetic calorimeter but deposit most of their energy in the follow-
ing hadronic calorimeter. The ATLAS calorimeters are sampling calorimeters —
active layers measure the deposited energy, while absorbers between the active
layers are used to speed up showering in order to keep the overall size and cost
of the calorimeters reasonable. The overall layout is shown in figure

2.4.1 Electromagnetic calorimeter

The electromagnetic calorimeter [10] primarily measures the energy of electrons
and photons. It is a liquid argon sampling calorimeter with absorber plates made
out of lead and steel, arranged in an accordion shape in the (R-¢) plane to provide
a ¢ coverage without cracks. The barrel calorimeter covers the pseudorapidity
range of |n| < 1.475, while the endcap calorimeter is installed in the range of
1.375 < |n| < 3.2. The two ranges overlap as the borders of the components are
aligned with the z-y-plane, not with the direction of constant pseudorapidity (see
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figure . The layout of the electromagnetic calorimeter is shown in figure
The calorimeter consists of three layers with an additional presampling detector
in front. The presampling layer [11], located in front of the first layer of the
electromagnetic calorimeter for [n| < 1.8, has 11 mm of active liquid argon. The
granularity in the (7-¢) plane is 0.025x0.1. It allows to estimate the energy loss
in the inner detector, the superconducting solenoid and the calorimeter cryostat.
The presampling calorimeter improves the energy resolution by up to 40%.

The first layer of the main calorimeter has a fine granularity (0.0031 in 7,
0.098 in ¢), this is important in the photon identification (see section . The
second layer has a larger granularity of 0.025x0.0245 in the 7-¢ plane. Most of
the energy of electromagnetic showers is deposited here. The third layer captures
the tails of the shower with a larger granularity of 0.05x0.0245.

Readout electrodes in the middle of the active regions. The drift gap of 2.1
millimeters leads to a total drift time of about 500 ns. As this is long compared
to the bunch crossing period of 25 ns, the signals of multiple bunch crossings
overlap in the calorimeter.

In total, the electromagnetic calorimeter has a depth of at least 22 electromag-
netic radiation lengths everywhere. The energy resolution has been determined
as

o(E) a

Db
E VE/GeV

where E/GeV is the particle energy in GeV, a=10% describes the stochastic term,
and b=0.17% is a constant. The stochastic term comes from the limited number
of particles in the shower, the variable fraction of energy deposited in the active
part of the calorimeter and the randomness involved in the production of a signal
in the active elements.

(2.1)

2.4.2 Hadronic calorimeter

The hadronic calorimeter [12] measures the energy of all hadronic showers. In
the barrel for |n| < 1.7, it is built as a sampling tile calorimeter with scintillators
as active material and steel absorbers, where each module covers a range of 0.1
in ¢ and approximately 0.1 in . The barrel has a depth of about 7.4 hadronic
interaction lengths. The endcaps are sampling calorimeters based on liquid argon
as active material with copper absorbers. They cover the range of 1.5 < |n| < 4.9
with a cell size of 0.1x0.1 up to |n| = 2.5, and 0.2x0.2 for larger pseudorapidities.

The region of 3.1 < |n| < 4.9 uses a matrix of copper tubes and plates as
absorber in the first layer, this layer serves as extension of the electromagnetic
calorimeter. Tungsten is used as absorber in the following two layers serving as
hadronic calorimeter. Combined, the three layers have a depth of 10.54 hadronic
interaction lengths.
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The energy resolution has been determined as

oB)___@__ g (2.2)

E VE/GeV

where E'/GeV is the particle energy in GeV, a=50% describes the stochastic term,
and b=3% is a constant [13].

2.5 Muon system

The muon system [14] is the outermost part of the ATLAS detector and takes up
most of its volume. It has a large toroidal magnetic field in the barrel and smaller
toroidal end-cap magnets which allow a momentum measurement up to |n| = 2.7.
Muon detection is done with a combination of four different methods used in
different parts of the detector: drift tubes, cathode-strip chambers, resistive-
plate chambers and thin-gap chambers, where the first two types are used for
precision tracking and the last two types are mainly used for triggering.
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CHAPTER 3

Physics at the ATLAS detector

3.1 The Standard Model

Current knowledge about particle physics can be summarized in a theory called
the Standard Model of particle physics (SM). The Standard Model is extremely
successful. Apart from one exception (the masses of neutrinos), it allows to
describe all experimental observations in particle physics so far. The most precise
measurements have 13 significant figures (electron g-factor) and still agree with
theory predictions [15]. Despite this success, the Standard Model does not include
gravity, it does not work for arbitrarily high energies, and it cannot answer several
open questions both from the theoretical side and from observations in cosmology.
Therefore, several extensions of the Standard Model have been proposed, the most
prominent group of extensions is called supersymmetry.

This chapter summarizes the main concepts of the Standard Model and in-
troduces supersymmetry as a possible extension.

The Standard Model is based on quantum field theory. Matter particles are
described by fermionic fields, while interactions are described by bosonic fields
based on a gauge symmetry. The interactions can be studied by the direct pro-
duction of their corresponding bosons or by their influence on fermions.

Fermions

There are two classes of fermions in the Standard Model, quarks and leptons.
While all quarks have an electric charge, there are charged leptons and uncharged
leptons (neutrinos). All types of leptons can be grouped into three families. Each
family consists of one “up-type” quark, one “down-type” quark, one charged
lepton and one neutrino. The main difference between the families is the mass of
the corresponding particles. An overview of all particles in the Standard Model
is shown in figure 3.1

Due to the spin-statistics theorem [16], all fermions have half-integer spin.

21
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Figure 3.1: Owverview over the particles of the Standard Model.
Adapted from [17)].

Interactions and bosons

Interactions are based on the concept of local gauge invariance, where the La-
grangian is invariant under given local group transformations. The group of the
Standard Model is SU(3)c ® SU(2);, ® U(1)y. This can be split into two parts:

® SU(3)c is the symmetry group of the strong interaction, described by quan-
tum chromodynamics (QCD). Quarks carry a color charge and couple to
gluons, the mediators of the strong interaction. As gluons carry a color
charge as well, there is also gluon self-coupling.

e SU(2),®U(1)y corresponds to the electroweak interaction. After symmetry
breaking, described in the following section, the observable gauge bosons
are the massive W+, W=, Z and the massless photon. The electroweak
interaction includes couplings to all fermions.

The strength of the interactions can be characterized by dimensionless coup-
ling constants. The constants depend on the energy of the process. At low
energies, the coupling constant of the electromagnetic interaction is the fine-

structure constant, about ﬁ The constant increases with increasing energy. The
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coupling strength of the strong interaction is of the order of 1 for low-energetic
processes (about 1 GeV), but decreases towards higher energies, a process called
asymptotic freedom. The strength of the weak interaction is between the strength
of the other two interactions, and the coupling constant shows only a small energy-
dependence.

Gluon self-coupling and the strong coupling of the strong interaction lead to
confinement: Quarks and gluons (together refered to as “partons”) cannot exist as
isolated objects with a color charge, they only exist within hadrons, color-neutral
composite objects (quark-gluon plasmas are not discussed here).

Electroweak symmetry breaking

In gauge theories, gauge bosons have to be massless, introducing masses would
violate local gauge invariance. Experimental evidence shows that the boson of
the weak interaction have mass. The introduction of a new field, the Higgs field,
can lead to boson masses without breaking the gauge symmetry. This is called
the “Higgs mechanism”.

The Higgs field is introduced as SU(2) doublet

with a Lagrangian density

£=3(0:0)("0) - V(0)

where the potential

V(g) = 1?¢'o + A(6¢)
is called “Mexican hat” potential. The parameter A has to be positive to ensure
the potential has a lower bound. If 4? < 0, the minimum is not at zero. This leads
to a spontaneously broken symmetry, where the vacuum expectation value is at

a potential minimum of v = *T"Q The couplings with the vector bosons then
lead to their masses: An expansion around the minimum of the Higgs potential
leads to the terms equivalent to mass terms for vector bosons but preserving the
gauge symmetry of the interactions. Adding a coupling between the Higgs field
and the fermion fields leads to masses of the fermions.

One degree of freedom of the Higgs field leads to a scalar boson, the Higgs
boson. First theorized in 1964 [I8][19][20], it was the last particle of the Standard
Model to be discovered. The first observation was made in 2012 independently

by the ATLAS [21] and CMS [22] collaborations.

Open questions in the Standard Model

Despite its large success in particle physics, it is known that the Standard Model
is not complete, and it has several theoretical and experimental issues:
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The Standard Model does not include gravity. It cannot be used for predic-
tions of very high-energy processes where gravity becomes relevant. This
is especially important in the very early universe (the first 107%° seconds),
where the energy density was extremely high) and for black holes.

Cosmological observations show the existence of dark matter [23]. The
Standard Model does not have a suitable particle that could correspond to
dark matter.

The uniformity of the cosmic microwave background suggests that the early
universe had a phase of exponential expansion (“inflation”) [24]. There is
no corresponding field in the Standard Model that could lead to inflation.

The observed matter to antimatter asymmetry in the universe is too large
to be explained by known matter-antimatter differences.

Even without gravity, the Standard Model would not work up to arbitrarily
high energies, as the electroweak interaction is not asymptotically free [25]:
Couplings increase with increasing energy. This leads to the Landau pole
where the coupling strength diverges [26] and the theory is not well-defined
any more.

In perturbation theory, loop corrections to the Higgs mass suggest a very
large mass of the Higgs boson, of the order of the Planck scale assuming
new physics becomes relevant there. While a small mass is possible, it is
considered unlikely [27].

The Standard Model does not explain the origin of the observed fermion
mass hierarchy.

Due to those unsolved issues, modifications and extensions to the Standard

Model have been developed, which address at least some of those points. The
most notable example is supersymmetry, although it does not include gravity
and does not solve all the issues mentioned above. It is discussed in the following
section. While the analysis presented in this thesis is not directly sensitive to
supersymmetric particles, it studies an important background in searches for
supersymmetric particles.

3.2 Supersymmetry

Supersymmetry is based on the introduction of a new symmetry between bosons
and fermions. It introduces a superpartner for every particle in the Standard
Model: bosons as partners of fermions and fermions as partners of bosons. In
addition, the Higgs sector gets extended.
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An unbroken supersymmetry would lead to the same masses for particles and
their superpartners. This has been ruled out by experiments. Therefore, if super-
symmetry exists, it has to be a broken symmetry. The most general approach for
symmetry breaking leads to more than 100 free parameters in the theory. Several
simplified models have been developed, most notably the “Minimal Supersym-
metric Standard Model” (MSSM).

Supersymmetry with particle masses not too much above the mass of the
Higgs boson can solve two of the problems mentioned above. Loop corrections
to the Higgs boson mass coming from supersymmetric particles would cancel
the loop corrections coming from Standard Model particles, leading to a smaller
Higgs mass compatible with the experimental result. In addition, the lightest
supersymmetric particle can be stable or at least long-living. If it is neutral, it is
a candidate for the observed dark matter.

Supersymmetric particles would influence the energy-dependence of the inter-
action strengths. If they have masses accessible at the LHC, they can lead to all
three coupling strengths meeting at a single point at about 10'¢ GeV, leading to
approaches to unify the strong and the electroweak interaction.

Searches for supersymmetric particles and the measurement of the mass of
the discovered Higgs boson have constrained the possible parameter space for
supersymmetry significantly [28].

3.3 Theoretical predictions

To test the Standard Model, it is important to evaluate its predictions for the pro-
cesses in collisions. As this not possible exactly, different approximation methods
have been developed. If the coupling constant is much smaller than 1, pertur-
bation theory is the most successful approach. The interaction is modeled as
small deviation from a coupling strength of 0, similar to a Taylor series. Calcula-
tions are then performed for each power of the coupling constant separately. The
lowest possible order of a process is called “leading order” (LO), the following
one is called “next-to-leading order” (NLO), higher orders are called “next-to-
next-to-leading order” (NNLO) and so on. Higher orders lead to more accurate
predictions, but they are harder to evaluate. For interactions with a coupling
constant of the order of 1, perturbation theory does not work. This is important
for QCD at low energies. Lattice calculations can be used in these cases [29],
they are not discussed here.

If the final state of the calculation (the “hard interaction”) involves partons,
they are produced as isolated objects in perturbative calculations. This state is
unphysical, however, as free partons do not exist. Quarks can emit additional
gluons, and gluons can split into quark-antiquark pairs. This parton showering
can repeat until all partons form hadrons in a process called hadronization. These
hadrons are typically grouped around the directions of the initial high-energetic
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partons, and considered together as “jets“. As hadronization happens at low
energies, the strong interaction is strong, and perturbation theory cannot de-
scribe this step accurately. The transition from the hard interaction to separated
hadrons is one of the leading contributions to the uncertainties of theoretical pre-
dictions. Another source of uncertainty in proton-proton collisions comes from
the initial state, described with parton distribution functions (PDFs), describing
the effective momentum distributions of partons of different types in the proton.
Two different approaches are followed for predictions used in this thesis.

® Fixed-order calculations focus on the hard interaction, they do not include
parton showering or hadronization. It is assumed that every parton of
sufficient energy produces a jet. The GoSaM [30] calculation used in this
thesis evaluates the production of two photons and one or two jets at NLO.

e Monte Carlo (MC) generators include parton showering and hadronization,
but their calculation is typically at a lower order. Two MC generators with
LO predictions are studied. SHERPA [31] produces two photons and up to
three jets in the hard interaction, while PYTHIA [32] only produces two
photons, jets have to come from the parton showering process.

Uncertainties coming from the choice of the PDFs could not be evaluated,
as the predictions are available with a fixed PDF set only. Uncertainties from
the choice of the energy scale between perturbative and non-perturbative de-
scription are evaluated for GOSAM, the uncertainties for SHERPA and PYTHIA
have not been evaluated yet. Fixed-order calculations can be improved with non-
perturbative corrections [33], these are typically of the order of a few percent.
They are still under study for GOSAM.

Multiple processes contribute to the production of two photons. The dominant
processes are shown in figure 3.2 A box diagram involving only gluons in the
initial state, shown in figure [3.3] is possible as well. Additional jets can come
from gluon emission or quark splitting, leading to a large number of production
processes that have to be considered in the predictions.

3.4 Measurements with the ATLAS detector

The ATLAS detector covers a wide range of particle physics measurements using
proton-proton, proton-lead and lead-lead collisions at the LHC. An overview over
the ATLAS physics program for can be found in [34]. It can be grouped into
multiple topics:

® Measurements of properties of the discovered Higgs boson and searches for
additional particles with similar properties

® Measurements of the top-quark
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Figure 3.2: Leading-order processes with two photons in the final
state. Quark-antiquark annihilation producing two photons (upper
left) or two photons plus one gluon (upper right), and interactions
between quark and gluon (lower two diagrams).

® Measurements of other heavy quarks (bottom and charm)

® Measurements of electroweak physics

® Measurements concerning the strong and electromagnetic interaction

Searches for supersymmetry

Searches for other physics beyond the Standard Model.

Studies of heavy ion collisions.
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Figure 3.3: Photon production from gluon annihilation.
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Measurements of the Higgs boson and the strong and electroweak interaction
are briefly discussed here.

3.4.1 Higgs boson

The search for the Higgs boson was one of the main goals of the ATLAS exper-
iment. After the discovery of a Higgs-like boson in 2012 [21], measurements of
its properties became a major priority. This includes a precise mass measure-
ment, measurements of its production modes and decay channels to determine
its couplings, and a determination of spin and parity. With increasing statistics,
differential cross section measurements get interesting. Higgs self-interaction pro-
vides a method to determine the Higgs potential in more detail.

Multiple decay modes of the Higgs boson are studied. The decay to two
photons plays a crucial role in the Higgs measurements. While the branching
fraction is small, the decay allows a reconstruction of the Higgs mass, the back-
ground from other processes is smooth in the invariant mass spectrum and the
signal to background ratio is sufficient to study the Higgs boson.

There are also searches for additional Higgs-like particles, especially particles
of the Higgs sector predicted by supersymmetry. A list of all publications can be
found at [35].

3.4.2 Strong and electroweak interaction

As the LHC is a hadron collider, the strong interaction participates in nearly all
collisions. This makes particles produced by this interaction an important back-
ground in every search for new physics and all measurements of Standard Model
particles. A good understanding of the strong interaction is therefore crucial.
The ATLAS collaboration has a large collection of measurements of strong pro-
cesses: the total inelastic cross section, charged-particle multiplicities and other
track-based observables, cross sections of jets, production of light mesons, angu-
lar correlations between particles and various other studies. All publications are
listed at [36].

A complementary approach is the study of photon production. Photons couple
to quarks, but not to gluons, and they do not participate in hadronization, leading
to a more direct access to the hard processes. Studying final states with photons
allows measurements of processes involving quarks. In addition, there are final
states where gluons in the initial state dominate. Therefore, measurements of
photon cross section can be sensitive to quark and gluon PDFs separately.

The ATLAS collaboration measured the differential cross section of single
photons [37][38] and single photons with a jet [39][40]. Studying events with two
photons gives access to a larger range of observables. A measurement of events
with two photons at a center-of-mass energy of 7 TeV has been performed [41],
a measurement using 8 TeV collisions is currently in preparation [42]. Studying



3.4. Measurements with the ATLAS detector 29

events with two photons and additional jets continues this program and leads to
more observables where the accuracy of theoretical descriptions can be tested.
A measurement of this final state is presented in this thesis. In addition to
testing the Standard Model, those measurements also provide insights into the
background contributions for measurements of the Higgs boson. See chapter
for a more detailed discussion.
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CHAPTER 4

Object reconstruction and
identification

In order to analyze the collision data, the events have to be collected and the
involved particles have to be reconstructed and identified. This chapter is limi-
ted to systems and objects relevant for the analysis presented, a more general
discussion can be found in [3].

4.1 Trigger system

At the nominal LHC bunch collision frequency of 40 MHz, the produced data rate
is too large to be fully read out, and too large to be fully analyzed by current
computer systems. A trigger system, consisting of multiple stages, rejects most
events and reduces the event rate to a manageable rate, 300 to 600 Hz in 2012
and about 1 kHz in 2015 and 2016 [43].

The first stage of the trigger system (“L1") is implemented in dedicated hard-
ware. It uses partial information from the muon system and data from the
calorimeter system at a reduced granularity. Muons are reconstructed based
on the muon chambers only. Several individual algorithms (“trigger lines”) look
for signatures of interesting events, all above given energy thresholds:

® Muons;

® (lusters of energy deposition in the calorimeter: regions of adjacent cells
where the summed energy exceeds the thresholds;

® Missing transverse energy: The transverse components of the momenta of
all energy depositions in the calorimeter are summed, an imbalance is an

indication of neutrinos or other particles which escaped the detector;

® Combinations of these signals.

31
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This approach retains many hard proton-proton collisions, but filters out most
of the soft collisions. The event rate is reduced to about 100 kHz. If an event
is kept, the whole detector is read out, and all data are passed on to the “L2”
trigger stage.

The L2 stage of the trigger system performs a fast partial event reconstruction.
It investigates the L1 decision using the full granularity of the detector. It also
includes information from the inner detector, which is not available at the L1
stage. This is important in order to be able to distinguish electrons from photons,
for example, as their signatures in the calorimeter look very similar. Events that
pass the L2 trigger are passed on to the “event filter”.

The event filter performs a full event reconstruction and applies tighter se-
lection criteria than the previous steps. Events that pass the event filter are
permanently stored for analysis. They are processed again later (“offline recon-
struction”) with a similar reconstruction, but using more refined algorithms that
would be too time-consuming for the trigger system.

For Run 2, starting in 2015, L2 and event filter were merged to a single trigger
stage [43].

4.2 Track reconstruction

The inner detector is specialized on the detection and momentum measurement of
charged particles. The nominal track-finding algorithm starts with seeds formed
from the pixel detector and the strip detector. The seed tracks are then extended
outwards, and matching hits in the remaining strip detector are added. A fit
to this extended track is again extended outwards to the TRT. After adding
matching hits in the TRT, a full track fit is performed.

Long-living particles and photon conversions in the inner detector can lead to
tracks that do not start in the pixel detector. Those tracks are not found by the
previous method. Track segments in the TRT are produced based on TRT hits
not yet associated to tracks. The track segments are extended inwards, matching
hits in the silicon detectors are added, and a track fit is performed based on all
hits associated to the tracks.

Photon conversion in the inner detector lead to two tracks starting at the
same point and going in the same direction. A dedicated algorithm searches for
this signature. Another algorithm searches for secondary vertices in general to
find decays of long-living particles.

4.3 Jet reconstruction

Quarks and gluons produced in interactions hadronize, typically forming jets
made out of many hadrons. Their momenta have to be added to study the initial
interaction. The energy of jets is measured in the calorimeters. To define the
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region in the calorimeter corresponding to a jet (“cluster”), ATLAS uses either
the “cone” or the (anti-)k; algorithm [44]. In this thesis, only the anti-k; algorithm
with radius parameter R = 0.4 is used.

Not the whole energy of a jet is deposited in the calorimeter, and the AT-
LAS sampling calorimeters cannot measure the energy deposited in the absorber.
The energy of a jet is calculated as weighted sum of the energies recorded in the
individual calorimeter cells in the cluster, where the weights are optimized to re-
duce the average deviation between reconstructed and true energy in simulations.
The calibration is verified on data using decays of particles with known masses
like pions. The momentum balance in events with a photon and a jet provides a
comparison of purely electromagnetic showers with mainly hadronic showers, and
events with two jets allow a comparison of the jet energy calibration in different
regions of the detector [45].

4.4 Photon reconstruction and identification

Photons play an important role in the physics program of ATLAS, see section [3]
As an example, they played a key role in the discovery of the Higgs boson [21][22].
Photons are also an important tool to check theoretical calculations based on the
Standard Model and to measure parton distribution functions of the proton (see
section . A very efficient and selective photon identification is therefore crucial
for the ATLAS physics program.

Photons are reconstructed and selected both in the trigger system and in the
offline processing step later.

4.4.1 Photon reconstruction

Photon and electron candidates are first reconstructed based on energy clusters
in the electromagnetic calorimeter, where these particles deposit most of their
energy in the form of electromagnetic showers [46]. These showers are typically
larger than a single calorimeter cell. A sliding-window algorithm with a window
size of 3x5 cells in 7-¢ range is used to search for clusters.

Photons can convert to electron-positron pairs in the inner detector. There-
fore, converted photons will lead to two charged particle tracks starting at the
conversion points. After selecting energy clusters in the calorimeter, tracking in-
formation is used to distinguish between unconverted photons, converted photons
and electrons. Tracks in the inner detector are considered if their extrapolation to
the calorimeter matches the position of the calorimeter cluster. Objects without
a matching track are classified as unconverted photon candidates, objects with at
least one associated track starting in the inner detector are treated as converted
photon candidates. Objects with a track compatible with an electron are con-
sidered as electrons. As the origin of a track cannot be determined with 100 %
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accuracy, some candidates get classified both as potential converted photon and
as potential electron. The difference between converted and unconverted photons
is not considered in the trigger as photon conversions are not reconstructed there.

The energy of photon candidates is then estimated as function of the measured
energy deposition in the different calorimeter layers. In the second layer, the final
cluster size is 3x7 cells for converted photons in the barrel, 3x5 for unconverted
photons in the barrel calorimeter, and 5x5 for both converted and unconverted
photons in the endcap calorimeter. The calibration is based on simulation and
measurements of decays of Z and J/W¥ to electron-positron pairs, as those decays
lead to prominent invariant mass peaks of known energies. More details can be
found in [47].

4.4.2 Photon isolation

Photons can be produced directly in the hard interaction, emitted by quarks
later (“fragmentation photons”) or produced in the decays of hadrons. Typically
analyses are interested in the first category only. To discriminate between these
categories, the energy deposition in the calorimeter close to the photon is studied.
The separation between different objects in the calorimeter can be expressed as

AR = \/(771 —1m2)? + (1 — 92)2. (4.1)

The reconstruction provides information about energy deposition in a AR < 0.4
cone around the central photon position. Similar to transverse momentum, a
“transverse energy” can be calculated, neglecting the mass of particles in the
calorimeter. The total transverse energy in all topological clusters within a
A R < 0.4 cone around the photon is called “isolation energy” E°. This
is described in more detail in [48]. The isolation energy is typically small for pho-
tons from the hard interaction, but larger for fragmentation photons and photons
from hadron decays, therefore it can be used to distinguish between those cate-
gories. The isolation energy is larger for jets as well, providing separation power
in addition to the photon identification discussed in the following section.

Energy deposition in the calorimeter can also come from pileup collision. This
contribution does not contain information about the origin of the photons. Its
expected contribution is calculated and removed based on the overall activity in
the detector.

While a 5x7 window of calorimeter cells covering the photon is not included
in the calculation of the isolation energy, a small fraction of the photon energy
(typically 2% to 4%) can be found outside. The average leakage is measured
in events containing a single photon and no other activity in the detector and
subtracted from the measured isolation energy [49)].
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Figure 4.1: [llustration of shower shapes used in the photon iden-
tification. Taken from [50)].
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4.4.3 Photon identification

Photon identification in ATLAS relies on nine parameters, called “shower shapes”,
that are calculated for each reconstructed photon. They describe different aspects
of the shape of the photon shower in the calorimeter. The shower shapes are
shown in figure 4.1 and listed in table 4.1 The same set of shower shapes is used
in the trigger and the offline photon identification.

The shower shapes are chosen to maximize the discrimination power between
actual photons and jets that are falsely reconstructed as photons. A false recon-
struction can happen in jets where a single 7° contains most of the energy of the
jet. High-energy pions decay into a pair of collimated photons, producing two
showers close together in the calorimeter. The first layer of the electromagnetic
calorimeter is finely segmented to resolve the two showers.

Three different sets of selection criteria exist, called “loose”, “medium” and
“tight”, in order of increasing background rejection and decreasing photon effi-
ciency. The “loose” selection uses R,, wys and Ry.q, these variables are based
on the shower width in the second calorimeter layer and the fraction of energy
deposited in the hadronic calorimeter. The “medium” selection (only used in
the trigger) uses Fyatio in addition, the “tight” selection uses all nine parameters.
Apart from Ry, all additional shower shapes are sensitive to the substructure of
the shower in the first layer.
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Shower shape ‘ Definition

Ryag Ratio of Er in the whole hadronic calorimeter to Er of the
cluster in the electromagnetic calorimeter. This variable is
used in the region 0.8 < |n| < 1.37.

Riad1 Ratio of E7p in the first layer of the hadronic calorimeter to
Er of the cluster in the electromagnetic calorimeter. This
variable is used for |n| < 0.8 and 1.52 < |n|. Ryaq is used
as symbol for both if the 1 range is not specified.

R, Ratio in 7 of cell energies in 3 X7 to 7x 7 cells in the second
calorimeter layer.

Ry Ratio in ¢ of cell energies in 3 x 3 to 3 x 7 cells in the
second calorimeter layer.

W2 Shower width in 7 in a 3 x5 region in the second calorimeter
layer.

Wy 3 Shower width in 7 in 3 strips in the first calorimeter layer.

W tot Shower width in 7 in 20 strips in the first calorimeter layer.

Jfside Ratio in 7 of energies in 3 to 7 strips in the first calorimeter
layer.

AE In the first calorimeter layer, difference between the energy

of a second local maximum and the minimum strip energy
between this local maximum and the global maximum, in
MeV.

Eaiio The energy difference between first and second maximum
divided by the sum of the two energies.

Table 4.1: Shower shape variables used in the photon identifica-
tion [47].

If a photon converts to an electron/positron pair before reaching the calorime-
ter, electron and positron have slightly different trajectories due to the magnetic
field, and lead to two showers with a very large overlap. In addition, electrons
and positrons can emit Bremsstrahlung, which also hits the calorimeter in the
same region. While these objects are close enough to get reconstructed as a single
shower, this shower tends to be wider. Therefore, the “tight” identification has
different selection criteria for unconverted and converted photons.

Photon triggers and identification criteria used

Jets outnumber photons in proton-proton collisions by a factor of more than
1000. The identification has to reduce their contribution in photon analyses
to a manageable level. Therefore, the main identification method in the offline
identification is “tight”. About 80% to 90% of all photons (depending on their
energy and pseudorapidity) are correctly identified, while only about one in a few
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thousand jets is mistakenly identified as “tight” photon.

The number of jets passing the photon identification criteria has to be ac-
counted for in photon analyses, see section for an example. To make this
feasible, the analyses need control regions with a larger background contribution.
Therefore, the main triggers use the “loose” or “medium” identification. A trig-
ger based on the “tight” identification is used only where the background is not
of major concern and where the trigger rate would be unacceptable otherwise.

Three main photon triggers were used in Run 1:

® a diphoton trigger where both photons are required to be “medium” and
have Er > 20 GeV,

® a diphoton trigger where the photons are required to be “loose” and have
Er > 35 GeV and Er > 25 GeV for leading and subleading photon,
respectively;

® a single photon trigger requiring £ > 120 GeV for a “loose” photon.

Triggers with a lower threshold or looser identification criteria were used for
running conditions with lower luminosity. In addition to the main triggers, several
prescaled triggers with lower Fp requirements were implemented, where only a
small fraction of all events are kept.

For Run 2, the higher luminosity and collision energy made an increase in
trigger thresholds or a change to tighter identification criteria necessary. A trigger

using the “tight” photon identification was added. Three main triggers were used
until the end of 2016:

® a diphoton trigger where both photons are required to be “tight” and have
Er > 22 GeV,

® a diphoton trigger where the photons are required to be “medium” and have
Er > 35 GeV and Er > 25 GeV for leading and subleading photon,
respectively;

® a single photon trigger requiring £ > 140 GeV for a “loose” photon.

In 2015 and in early 2016, a single photon trigger requiring £ > 140 GeV for a
“loose” photon was used without prescaling. It was prescaled when the increasing
luminosity made its rate too high.

As the reconstruction differs between the trigger and the offline selection, in
general different selection criteria can be used. The selection aims for a high
efficiency of the trigger selection with respect to the offline selection (in order to
maximize the number of available events), and for high efficiency of the offline
selection with respect to the trigger selection (in order to limit the trigger rate).
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Influence of operation conditions

The shower shape distributions of both photons and other objects depend on the
conditions of the ATLAS detector and the LHC machine operation. The main
impact comes from the following parameters:

® [n-time pileup: The number of proton-proton collisions per bunch crossing.
On average, more collisions lead to more tracks in the inner detector, more
energy is deposited in the calorimeter and the energy deposition patterns
can get more complex. In general, this leads to wider reconstructed showers.
Pileup conditions change every year and even during a year.

® Out-of-time pileup: The time between consecutive bunch crossings went
down from 75 ns in 2010 and 2011 to 50 ns in 2011 and 2012 and 25 ns in
2015 and 2016. Pulses in the calorimeter have a length of up to 500 ns (see
section , equivalent to many bunch crossings with overlapping signals,
where the number of overlapping bunch crossing signals increased over the
years. Similar to in-time pileup, this can lead to wider showers.

® The IBL was inserted for Run 2, which changes the material distribution in
the inner detector and the tracking performance, this is important for the
difference between unconverted and converted photon candidates.

® Due to gas leaks in the TRT, the gas composition was changed from mainly
xenon to mainly argon in some segments (plus carbon dioxide and a small
amount of oxygen in both cases). This changes the signal gain in the TRT
and therefore the particle identification quality and the tracking efficiency,
which is important for the reconstruction of converted photons [9].

® The center-of-mass energy increased from 7 (2010 to 2011) and 8 (2012)
to 13 TeV in 2015 and 2016. This changes the average energy deposition
per event, and also shifts the main focus of some photon-based analyses to
higher energies.

Due to these effects, the identification efficiency and the background rejection
change if the running conditions change. In order to maintain a high performance,
frequent re-optimizations of the identification criteria are necessary. For Run 2,
starting in 2015, the identification was changed both in the trigger and in the
offline reconstruction. A part of this thesis was the coordination of the trigger
and offline identification and the evaluation of efficiency and background rejection
for all new selections.

Adjustment of Monte Carlo shower shapes

Photons measured in Run 1 show shower shape distributions different from the
predictions from simulations [47]. While the shapes of the distributions agrees,
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Figure 4.2: [llustration of the adjustment of Monte Carlo shower
shapes using photons from the decays Z — eevy, uuy to obtain a
pure photon sample. Taken from [51).

the central values show small shifts. The showers in data are wider than sim-
ulated, the origin of the discrepancy is not understood. The deviations have
been measured as function of n and Er. All simulated shower shape values for
photons are shifted by those measured deviations to improve the accuracy of sim-
ulations [5I]. An example of this procedure is shown in figure 1.2, As no Run 2
data was available at the time of the optimization of the photon identification for
Run 2, the shift values were derived from Run 1 data as described in [47].

4.4.4 Optimization of photon identification

To adapt the photon identification to the conditions of Run 2, Monte Carlo (MC)
simulations are produced, either with photons and with jets from a single interac-
tion. Particles from additional interactions (pileup) are simulated with PyTHIA,
and added to the simulated events. Different running conditions are simulated
— for the optimization, samples with 20 to 40 additional interactions are used
as these conditions best match the LHC performance expected in Run 2. The
samples contain both the shower shapes of the (simulated) trigger reconstruction
and the (simulated) offline reconstruction.

Photon candidates are selected if they pass selection criteria for all shower
shapes individually (e. g. " Eratio > 0.7 && R, > 0.88 && ...”), as tests with
more elaborate selection methods did not show a notable improvement over this
procedure [52], and the approach with rectangular cuts leads to more natural
control regions used to subtract background from jets (see section . The nine
shower shapes show large correlations, which makes manual tuning inefficient.
An example of the distribution of signal and background events in F\ ., is shown
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trigger photon identification. The selection criteria for “medium”
and “tight” identification are marked.

in figure [4.3]

A genetic algorithm implemented in TMVA [53] is used to determine the
selection criteria. Half of the simulated data are used as training sample to
identify possible selection criteria, the other half are used as validation sample to
test the efficiency and background rejection of the chosen criteria. The algorithm
produces a set of selection criteria for different identification efficiencies, in steps
of 1%, with decreasing background rejection for increasing signal efficiency.

Typically, most analyses use triggers based on the “loose” or “medium” trigger
identification, while the “tight” offline identification is used. This determines the
focus of the optimization. In addition, a “loose” offline identification is used
for control regions in background subtraction methods (see e. g. section [5.3),
while the “tight” trigger identification is used for a few dedicated searches at low
energy, for example for Higgs-like particles below a mass of 100 GeV, where the
high rate of low-energy photon candidate pairs would lead to an unacceptably
high trigger rate for a “loose” or “medium” diphoton trigger.

Based on the detector geometry, different regions of the detector have different
shapes of the photon showers, mainly due to the n-dependent amount of mate-
rial in front of the calorimeter but also due to the layout of inner detector and
calorimeter. Therefore, the identification is optimized separately in eight bins of
absolute pseudorapidity |n|, following the detector geometry, where each bin has
different thresholds for the shower shapes. The bins are listed in table [£.2] The
most notable difference occurs between the barrel region and the endcap region.
Between the two regions (1.37 < |n| < 1.52), the first calorimeter with its fine
segmentation is missing and detector infrastructure increases the material budget
in front of the calorimeter. Therefore, the photon identification is not reliable in
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this bin, it is excluded in photon analyses. The last bin (2.37 < |n| < 2.47) is
present in the loose and medium selection only. It is not studied further as it does
not provide a sufficient discrimination power between signal and background.

Photons close to the boundary between bins can be reconstructed in one bin in
the trigger and in a different bin in the offline reconstruction, thus being subject
to different selection criteria. This can potentially lead to large discrepancies
between the trigger and offline identification. It is verified manually that the
selection criteria do not vary too much between the eight bins.

Bin number | 0 1 2 3 4 5 6 7
Lower edge [n| | 0 | 0.6 | 0.8 | 1.15 | 1.52 | 1.81 | 2.01 | 2.37
Upper edge || [ 0.6 | 0.8 | 1.15 | 1.37 | 1.81 | 2.01 | 2.37 | 2.47

Table 4.2: Bins used for the photon identification. Bins 0 to 3
cover the barrel region, bins 4 to 7 are in the endcap. region.

As first step, the trigger identification for “medium” is optimized, the “loose”
selection is then derived by removing the selection criterion on FE\.;,. The op-
timization aims to keep the same average signal efficiencies as in Run 1. The
new set of selection criteria is then also used for the “loose” offline identification.
As second step, the “tight” offline identification is optimized, independently for
converted and unconverted photons. The “tight” offline selection is required to
be as least as strict as the parameters of the “medium” trigger selection. As last
step, the converted and unconverted offline selection are merged to create the
“tight” trigger identification. There is no conversion reconstruction at the trigger
level, therefore the trigger needs a single common “tight” menu for all photon
candidates. In each bin for each variable, the less restrictive requirement is used.
This ensures a high efficiency of the offline selection with respect to trigger events
for both converted and unconverted photons. The downside of this procedure is
a slightly larger trigger rate as the background rejection deteriorates.

The overall procedure ensures a high performance for the most important
trigger and offline selection types, while keeping both as compatible as possi-
ble. Loosening the trigger selection with respect to the offline selection has been
tested, but found to increase the trigger rates too much even for a small gain in
acceptance.

The chosen “medium” selection is shown in table [4.3] the “loose” selection is
directly derived from it. The “tight” offline selection criteria are listed in table
for unconverted and table for converted photons. Overall, the identification
shows a performance similar to Run 1, but under more challenging conditions, in
particular due to the increased pileup.

The identification efficiency of the offline selection has been measured using
collision data of 2015 with three different methods [51], the results are shown in
figure for unconverted photons and figure for converted photons.
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Trigger efficiency

The efficiency of the “loose” selection in the trigger and the trigger rates of
the three main triggers in 2015 has been evaluated [43], the results are shown in

figure [4.6]
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Figure 4.6: (a) Trigger efficiency of the “loose” and “tight” selec-
tion relative to triggers with lower pr thresholds. (b) Trigger rates
of the main triggers used in 2015 as function of the instantaneous
luminosity. Taken from [45]. In 2016, the thresholds of the triggers
using “loose” and “tight” photon identification had to be increased.

Bin number ‘ 0 ‘ 1 ‘ 2 ‘ 3
Eraiio > | 0.818435 | 0.85434 | 0.832063 | 0.777831
R, > 10917538 | 0.899968 | 0.9109 | 0.891172
Ria.qa <1 0.060612 | 0.052373 | 0.064818 | 0.049078
wye < | 0.012883 | 0.014204 | 0.013615 | 0.01392
Bin number ‘ 4 ‘ 5 ‘ 6 ‘ 7
Eraio = | 0.837065 | 0.66645 | 0.545618 | 0.76786
R, > 10.892213 | 0.922116 | 0.8903 0.89826
Ryaqa < | 0.047875 | 0.065063 | 0.062014 | 0.040855
wye <1 0.015245 | 0.012811 | 0.012538 | 0.011836

Table 4.3: The selection criteria of the medium photon selection.
The loose selection is the same but without the requirement on Eatio.
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Bin| 0 1 2 3 4 5 6
AFE < | 424.846 | 460.075 | 90.6112 | 318.767 | 504.006 | 1223.18 | 1429.46
Elatio > | 0.847944 | 0.859798 | 0.841797 | 0.821782 | 0.914389 | 0.816308 | 0.585461
fside < | 0.270098 | 0.300000 | 0.403128 | 0.405609 | 0.450553 | 0.237674 | 0.229234

R, > 0.929292 | 0.917085 | 0.920179 | 0.920034 | 0.905937 | 0.927159 | 0.902958
Ryaq < 1 0.058252 | 0.051286 | 0.063215 | 0.046673 | 0.044622 | 0.062716 | 0.058965
Ry > | 0.947540 | 0.932142 | 0.942694 | 0.932631 | 0.93614 | 0.946772 | 0.938363
wez < | 0.652157 | 0.779928 | 0.715151 | 0.709702 | 0.745094 | 0.749026 | 0.612900
wpe < | 0.011568 | 0.011963 | 0.010655 | 0.011414 | 0.013209 | 0.012811 | 0.012389
Wspor < | 2.40322 | 243473 | 2.81964 | 2.93974 | 4.38172 | 3.62645 | 1.92694
Table 4.4: The selection criteria of the tight unconverted photon
selection.
Bin| 0 1 2 3 4 5 6
AFE < | 124.327 | 194.579 | 397.057 | 241.591 | 402.416 | 864.100 | 826.424
Elratio = | 0.880184 | 0.934769 | 0.887953 | 0.830081 | 0.895005 | 0.897472 | 0.911688
fside = | 0.331333 | 0.395052 | 0.489296 | 0.495897 | 0.556787 | 0.307892 | 0.227579
R, > 0.918031 | 0.902213 | 0.913792 | 0.894571 | 0.896146 | 0.926236 | 0.894269
Ry.q < 1 0.058252 | 0.051286 | 0.063215 | 0.046673 | 0.044622 | 0.062716 | 0.058965
Ry <1 0.486405 | 0.523354 | 0.585838 | 0.666968 | 0.719156 | 0.739003 | 0.851791
wez < | 0.682122 | 0.752878 | 0.752067 | 0.748778 | 0.814085 | 0.719463 | 0.650652
wpe < | 0.010600 | 0.011229 | 0.011451 | 0.011723 | 0.012792 | 0.011693 | 0.012485
Wspor < | 2.38262 | 3.31293 | 3.06913 | 3.01992 | 3.86382 | 2.26193 | 2.85561

Table 4.5: The selection criteria of the tight converted photon

selection.
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CHAPTER 5

Measurement of differential
cross-sections in events with two
isolated prompt photons and jets

5.1 Introduction

Many different final states can be used to probe Standard Model processes and the
accuracy of their theoretical predictions. Photons cannot be radiated from gluons,
therefore they are always connected to processes involving quarks or leptons, but
the latter contribution is small. In addition, they do not interact via the strong
interaction: unlike in measurements of jets it is possible to directly test the
products of the hard interaction. This makes them an excellent tool to study
processes of the strong interaction. Many production processes for photons also
involve jets in the final state, measuring them together with the photons increases
the range of phenomena that can be studied. In addition, other analyses, in
particular measurements of the Higgs boson decaying to two photons, have events
with two photons (not coming from a Higgs boson decay) as dominant background
contribution. Improving the understanding of events with two photons and jets
helps to study the Higgs boson properties as it can guide the development of
background descriptions.

This thesis presents the measurement of differential cross sections for dipho-
ton plus jet production in proton-proton collisions at a center-of-mass energy of
/s =8 TeV. Only prompt isolated photons are considered, photons originating
from hadron decays are excluded. 20.25 + 0.38 fb™! (£1.9%) collected with the
ATLAS detector in 2012 are analyzed. The average number of interactions per
bunch crossing was 20.7. The measurements are done double differentially in 16
different observables and the number of jets, where the jet categories are “0 jets”,
“1 jet”, “2 jets” and “at least 3 jets”. The jet categories “>0 jets”, “>1 jet”
and “>2 jets” are derived from those measurements. The observables and their
binning are introduced in section [5.2.5]

47
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Several different theory groups published next-to-leading order (NLO) predic-
tions for the production of two photons in association with jets ([54] to [57]). A
comparison of the predictions to the experimental results allows an improvement
of the understanding of QCD processes.

5.1.1 Previous measurements

Diphoton production cross sections have been measured by several experiments
before, but only one previous study also included jets.

At the Tevatron, using proton-antiproton collisions at a center-of-mass energy
of /s = 1.96 TeV, the CDF collaboration studied the diphoton cross section
based on an integrated luminosity of 9.5 fb™' [58], while the D@ collaboration
released two publications based on 4.2 fb™" [59] and 8.5 fb™! [60], respectively.

At the LHC, using proton-proton collisions, the ATLAS collaboration an-
alyzed diphoton cross sections using 37 pb™' [61] and later 4.9 fb™' [I] at
Vs = 7 TeV, an analysis of the /s = 8 TeV dataset is in the publication
process [42].

The CMS collaboration studied diphoton cross sections based on 36 pb™" [62]
and 5.0 fb™" [63]. Preliminary results on diphoton and jet cross sections have
been released [64]. All CMS measurements are based on /s = 7 TeV collisions.

5.1.2 Overview of the analysis

The outline of this chapter follows the steps of the analysis: The studied data
samples and event selection are shown in section[5.2] The fiducial phase space and
the 16 studied observables are also introduced in this section. The choice of the
studied phase space mainly follows experimental constraints in the subtraction of
background contributions. Sections and present two different methods to
subtract backgrounds from jets faking photons. This is the main background in
the analysis. Both methods use control regions where the photon identification is
loosened or the photon isolation selection is inverted, which allows to estimate the
background contribution in the signal region. Section presents a method to
subtract events where electrons are reconstructed as photons. It is based on the
Z-peak visible in the diphoton and photon plus electron invariant mass spectrum,
where one or both electrons are misreconstructed as photons. This background
contribution is much smaller than the contribution from jets. The very small con-
tribution of Higgs decays is briefly discussed in section [5.6] The efficiency of the
event selection and bin migration are described in section The background-
subtracted yields are unfolded with a modified version of SVD unfolding, shown
in section [5.8] Systematic uncertainties are presented in section The main
contributions come from the jet background subtraction for photons and from
the jet energy scale uncertainty for jets. Finally, the results and a comparison
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Selection | Number of events
Trigger | 27,882,247
All subsystems working | 26,566,873
Primary vertex with > 3 tracks | 26,566,672
Two reconstructed photons | 19,767,185

Table 5.1: The number of events in the sample after the first
selection steps.

to SHERPA predictions are shown in section [5.10] While some variables show a
good agreement, other variables reveal notable deviations.

My contributions to the analysis was to apply the 2x2DSB jet background
subtraction method and to study its accuracy, to develop the new unfolding
method and to use it in the analysis, to evaluate all systematic uncertainties
(apart from those from the second jet background subtraction method) and to
put everything together for the results, which I then compared to the SHERPA,
PyTHIA and GOSAM predictions.

5.2 Data samples, object and event selection

The fiducial phase space studied in the analysis is driven by the geometric accep-
tance of the ATLAS detector components, the requirement of a good identification
of the studied objects to suppress background, and the available photon triggers.

5.2.1 Data samples

For the analyzed data sample, events are required to be selected by the trig-
ger “2g20vh_medium”, which requires two photons with “medium” identifica-
tion criteria (see section and at least 20 GeV transverse momentum each.
The efficiency of this trigger was measured as 98.66% "0 142 (stat) £ 0.10%(syst)
[66]. Triggered events go through a more refined offline reconstruction afterwards.
Events are required to have at least one primary vertex with at least three recon-
structed tracks. It is also required that two photons are reconstructed in those
events, again with at least 20 GeV transverse momentum: Due to differences
in the trigger and offline reconstruction, photons can be reconstructed with a
transverse momentum slightly above 20 GeV in the trigger but slightly below
this value in the offline reconstruction.

Events collected at times where not all subsystems of ATLAS were working
properly are removed. This affects about 4.5% of the full dataset, the given
luminosity value takes this removal into account [67].

Event numbers for the different selection steps are shown in table [5.1]
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5.2.2 Simulated event samples

While the analysis relies on data-driven measurements as much as possible, Monte
Carlo simulations are crucial for all cross section measurements as not every effect
can be evaluated purely based on data samples.

Simulations start with the hard process, where the production of two pho-
tons is simulated, possibly with additional partons in the final state. Afterwards
parton showers and hadronization are simulated. This is done with two different
programs, both leading order Monte Carlo generators:

® The default simulation uses SHERPA [31] with CT10 PDFs [68]. Events
in the sample have two photons and up three jets from the hard process,
additional jets can come from parton showers. The sample was generated
in two slices of the diphoton invariant mass, from 55 GeV to 80 GeV and

above 80 GeV.

® Another simulation uses PyTHIA [32] with LO CTEQG6L1 PDFs [69]. Events
always have two photons from the hard process, jets can arise from parton
showers only. As this underestimates the number and the transverse mo-
menta of jets, PYTHIA is used for comparison only. Generated photons are
required to have p;. > 20 GeV. PYTHIA is also used for a sample of Z — ee
decays to estimate the background from electrons.

The decays of simulated particles and their interactions with the ATLAS
detector are then simulated with GEANT4 [70]. The size of the simulated SHERPA
samples corresponds to an integrated luminosity of about 500 fb™', a factor 25
larger than the experimental dataset.

Particles from additional collisions in a bunch crossing (pile-up) are added in
order to match experimental conditions as closely as possible.

5.2.3 Photon reconstruction and selection

The initial photon reconstruction, described in section[4.4.1] leads to estimates for
the total energy of the photon candidate (referred to as “photon” in this section)
E. The pseudorapidity is estimated based on the second layer of the calorimeter,
Ns2. This allows to calculate an initial estimate for the transverse momentum of
the photon:

E
cosh(7s)

Only photons with pygs > 20 GeV are considered. They are required to be
either in the region |ngs| < 1.37 or 1.56 < |nge| < 2.37, where the excluded region
in the middle is the transition region between barrel and endcap calorimeter,
where the photon identification is not selective enough to suppress the background
from jets. Photons are required to pass the “loose” identification criteria (see

section [4.4).

pr,52 = (5.1)
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All photons passing this initial preselection are ordered by their transverse
momentum, only the two photons with the largest transverse momentum are kept.
nNso is calculated assuming that the photons come from the nominal collision point
of z=0 (see chapter 2| for a definition). The finite size of the interaction region
leads to deviations from this. The primary vertex that produced the two photons
is determined with the photon pointing method as discussed in [21]. The method
uses the estimated photon direction from calorimeter data, the parameters of the
beam spot and the summed squared transverse momenta of the tracks associated
with each vertex. The pseudorapidity n is recomputed using the z-position of
the estimated production vertex. pr is computed using the new pseudorapidity
value. The photon with the larger transverse momentum is called “leading”
photon, while the other photon is called “subleading” photon.

Both photons are then required to have pr > 22 GeV. The 2 GeV increase
relative to the trigger requirements and the preselection ensures a high efficiency
of the previous selection steps and leads to a high overall efficiency. The analysis
studies the diphoton production in bins of the number of jets. In the O-jet cate-
gory, symmetric py requirements can lead to large uncertainties in next-to-leading
order (NLO) calculations due to infrared divergences. This is described in detail
in [71]. Typically diphoton analyses choose asymmetric py thresholds for their
two photons to avoid the large uncertainties arising from those divergences. This
analysis has its focus on the categories with jets where those uncertainties do not
arise. Asymmetric pr criteria would reduce the sample size and increase statis-
tical uncertainties in the jet categories. It has been decided to use a symmetric
selection in order to maximize the sensitivity in the categories with jets.

The invariant mass m.. of the two photons is calculated, and m., > 60 GeV
is required. This is necessary due to the limited m., range (m,, > 55 GeV) of
the SHERPA sample, as this sample is used for unfolding (see section .

For the signal region, both photons are required to pass the “tight” identi-
fication criteria (see section . This suppresses most of the background from
jets identified as photons. Events where at least one of the photons does not pass
them, but still passes the “loose” criteria, are used to subtract the remaining
background, as discussed in section [5.3]

As discussed in section [4.4.2] the photon reconstruction calculates the isolation
energy of photons within AR < 0.4. Jets typically have a larger isolation energy
than photons. Both photons are required to have E¥° < 4 GeV to suppress the
contribution from jets. A minimal separation of AR, > 0.4 between the central
photon positions is required to avoid having a photon within the isolation cone
of the other photon.

5.2.4 Jet reconstruction and selection

Jets are reconstructed with the anti-k; algorithm with parameter R=0.4, as de-
scribed in section [£.3] They are required to have a pseudorapidity of |n| < 4.4
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and a minimal transverse momentum of pr > 25 GeV. Jets within the isolation
cone of one of the two photons (AR < 0.4) are discarded to avoid selecting the
photons again as jets.

For jets with 25 GeV < pr < 50 GeV and |n| < 2.4, the Jet Vertex Frac-
tion [72] (JVF) is evaluated. The transverse momenta of all tracks from the
diphoton production vertex associated with the jet are summed. The same cal-
culation is repeated without considering the production vertex. The JVF is then
defined as the first sum divided by the second sum. A larger JVF corresponds
to more high-energetic tracks coming from the diphoton production vertex. The
JVF value is an estimate if the jet is from the same primary vertex as the two
photons. It is used to suppress pileup, which is important for low-energetic jets.
Jets with a JVF below 0.5 are removed. For jets with 25 GeV < pr < 50 GeV
and 2.4 < |n| < 4.4, the missing tracking information does not allow to compute
the JVF. Using these jets would include too many selected pileup jets. Therefore,
all those jets are removed. This selection leads to about 80% of the selected jets
coming from the correct primary vertex at |n| = 2.4, and an average of about
90%.

Jets are less collimated than photons. Even with a separation a bit above
AR = 0.4, the jets influence the isolation value of the photon and reduce the
isolation selection efficiency. As this effect is not well described in simulations,
events are removed completely if any jet that passes the full selection described
above is closer than AR = 0.6 to a photon.

5.2.5 Studied observables and binning
The cross section is measured in bins of the 16 observables listed in table [5.2

® 4 observables depend on the photon kinematics only, they follow previous
photon analyses: Invariant mass and transverse momentum of the diphoton
system, the cosine of the angle 6 in the Collins-Soper frame [65], and the
azimuthal angle difference between the photons.

® 4 observables depend on the leading and subleading jet. Instead of the angle
in the Collins-Soper frame the difference in rapidity is used, the other three
observables are equivalent to the diphoton observables.

® 4 observables describe the distance between leading (subleading) photon
and leading (subleading) jet.

® | observable is the difference in azimuthal angle between the diphoton and
the dijet system.

3 observables measure the transverse momenta of the jets.

The binning used in this analysis is shown in table [5.3] The bin widths were
chosen based on four constraints:
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® For each observable, the binning should be the same for all jet categories.
® The bin width should not be smaller than the detector resolution.

® The statistical uncertainty should in general not exceed the systematic un-
certainty.

® Fach bin should have enough events to allow a data-driven background
decomposition.

The 3-jet category is only measured inclusively (> 3 jets). All other jet
categories are measured exclusively (= n jets), inclusive spectra are derived based
on the exclusive cross sections as described in section [(£.8.41

’ Observable \ 0-jet \ 1-jet \ 2-jet \ > 3-jet ‘
Mgy v v v v
Py [ vV v
costy., v v v v
AV v v v v
m]‘j \/ \/
7 v v
Adj; v v
Ayjj v v
AR, j v v v
AR’Y2j1 v v v
ARy, v v
AR,,j, v v
A5y = Ay v v
it v | Vv v
s v v
vr v

Table 5.2: Observables measured in the analysis. The first four
observables have been measured inclusively (not as function of the

number of jets) before, the other observables are measured for the
first time with the ATLAS detector.
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Variable | # bins | bin edges

Moy 21 60 65 70 75 80 85 90 95 100 105 110 120 130 140 150 170 200 240 300 400 600 1000

PT,~y~ 21 0 10 20 25 30 35 40 45 50 55 60 65 70 75 80 90 100 125 150 200 300 500

Ay 25 00.25 0.5 0.75 1 1.25 1.5 1.625 1.75 1.875 2 2.125 2.25 2.375 2.5 2.575 2.65 2.725 2.8 2.85 2.9 2.95 3 3.05 3.1 3.1416
cos@?;,y 25 0 - 1 in bins of 0.04

mj; 23 0 30 40 50 60 70 85 100 115 130 150 175 200 225 250 275 300 350 400 500 600 800 1000 2000
PT,jj 16 0 10 20 30 45 60 75 90 115 130 150 200 260 330 400 500 600

A(]ﬁjj 18 00306091.21.51.822.22.42.52.62.72.82.933.053.13.1416

ijj 16 00204060811.214161.822225335456

ASy i 20 00.51.01.51.75 2.0 2.25 2.35 2.45 2.55 2.65 2.7 2.75 2.8 2.85 2.9 2.95 3.0 3.05 3.1 3.1416
AR,“- 20 061141.82222425262.7282933.13234363.84456

p%f‘tl 13 25 40 50 60 70 80 90 105 125 150 200 275 400 800

pﬂﬁt"‘ 12 25 40 50 60 70 80 90 105 125 150 200 275 400

pJTEt3 11 25 40 50 60 70 80 90 105 125 150 200 275

Table 5.3: Binning used for the observables in this analysis.
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5.3 Subtraction of hadronic background

In the analysis, the main background component comes from jets being recon-
structed and identified as photons, so-called “fake photons”. Jets are more fre-
quent than photons by more than three orders of magnitude, with the precise
number depending on the phase space region. While the photon reconstruction
and identification (see section remove the vast majority of those jets, the
remaining contribution, called “jet background”, is still sizable and has to be
subtracted. Three different methods have been developed for ATLAS analyses
with two photons:

® The “2x2D sideband method” [41] is described in this section.
® The “4x4 matrix method” [61] is described in the following section.

® The “template fit method” [41] is not used in this analysis. For this method
templates of photon and jet isolation profiles are produced and the isolation
distributions are fitted to estimate their relative fraction.

The 2x2D sideband method was studied first for this analysis. It showed some
deviations from the expected result in a closure test. The 4x4 matrix method
performed better in this closure test, therefore it was chosen as default method
later. The 2x2D sideband method is used as control method and compared to
the results of the other method.

Both the 2x2D sideband method and the 4x4 matrix method estimate the
jet background using control regions enriched in background events in terms of
isolation and photon identification. For the isolation, two different control re-
gions are considered: “non-isolated” (I) photon candidates fail the isolation se-

lection of EB°' < 4 GeV, “anti-isolated” (I) photon candidates are those with
EE°l > 10 GeV, with additional constraints depending on the method.

For the photon identification control regions (“non-tight”, T), the candidates
pass the “loose” photon selection, but they are required to fail at least one out of a
given set of shower shape selection criteria for the tight identification - nominally
four, but two, three and five are used to estimate systematic uncertainties. This
method has been established in [48]. Table [5.4shows the selection criteria for the
different regions.

For each photon candidate, identification and isolation are used to define 4
categories:

e TI: candidates that pass both the tight photon identification and the iso-
lation selection

e TI: candidates that pass the tight photon identification, but not the isola-
tion selection
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Region | Candidates fail at least one of those shower shape criteria
T -
nT2 Ws,3, fside
nT3 ws,3> fside7 AE

nT (T) Ws,3, fsidea AE, Eratio
nTE) Ws,3, fsid67 AE? Eratim Ws tot

Table 5.4: Definition of the non-tight regions. The variables are
chosen as they have a small correlation with the photon isolation.

e TI: candidates that are in the non-tight control region, but pass the isola-
tion selection

e TI: candidates that are in the control region both for isolation and photon
identification

It is assumed, and verified via simulations, that photon identification and
isolation are not correlated notably for photons. In particular, the following
relation holds for events with photons:

NriNgj = NpgNiy (5.2)

With two photon candidates, this leads to 16 categories. As an example, the
signal region is TITI, where the first TI refers to the leading photon candidate
and the second TT refers to the subleading photon candidate.

As identification and isolation do not give a perfect separation between pho-
tons and jets all 16 categories consist of a mixture of signal events (y7), events
with one fake photon (vj and jv) and events with two fake photons (jj).

5.3.1 2x2D sideband method

The 2x2D sideband method performs a fit to the observed event yields in the 16
categories to extract the fraction of signal events in each category. This fit is done
independently in every bin in every observable and jet category in the analysis.
Fake rates (probability that a jet passes a selection) and efficiencies (prob-
ability that a photon passes a selection) are introduced, separately for leading
(k = 1) and subleading (k = 2) photon candidates. All probabilities are relative
to the total number of objects either passing the “tight” selection or being in the
“non-tight” control region. Photon-jet events are mainly from quarks in the ini-
tial state, while events with two jets mainly originate from gluons. Gluons have
a larger color charge and lead (on average) to less isolated jets. Therefore, jets
in photon-jet events differ from jets in jet-jet events. To take this into account,
three additional correlation factors have to be considered, two quantifying the
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Variable | Parameters | Description

ETk 2 Isolation efficiency for photons

ETk 2 Tight identification efficiency for photons

fre 2 Isolation fake rate for jets
where the other object is a photon

Jrk 2 Tight identification fake rate for jets
where the other object is a photon

fix 2 Isolation fake rate for jets
where the other object is a jet

Frge 2 Tight identification fake rate for jets
where the other object is a jet

ik 2 Correlation between identification and
isolation fake rate for jets.

§1jj 1 Correlation between the jet isolation
fake rates in events with two jets.

Table 5.5: Parameters used in the 2x2D sideband method.

correlation between identification and isolation, and one quantifying the correla-
tion between the jet isolation fake rates in events with two jets. The parameters
are listed in table [5.5]

Together with the number of events with two photons N,,, leading photon
and subleading jet N,;, leading jet and subleading photon Nj,, and two jets
Nj;, all summed over the “tight” and “non-tight” photon identification region,
those parameters lead to formulas for the event yields in all 16 categories. As an
example, Nyjf; is shown here, all formulas can be found in appendix [A.5]

NTIT! =N, , (1 —cn)ermern (1 —ep)
+ N, (L —en)erifro (1 — froéje)
+ Nj“/ (1 - fllfjl) fT1812 (1 — 8T2)
+ ij (1 - félfljjgjl) f:lr1f;2 (1 - fémgjz) (5-3)

In total there are 19 unknown parameters. 16 categories give 16 observed event
yields, therefore the system is underconstrained, and additional information has
to be used to estimate the event yields.

® Two of the correlation parameters, &;; and &;2, are set to 1. Monte Carlo
studies suggest no significant correlation between tight identification and
isolation efficiency for jets. A variation of those parameters is considered
as systematic uncertainty.

® The isolation efficiencies €5, €5 for leading and subleading photons are
determined in data, as described in the following section.
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® The tight identification efficiencies ey, ey for leading and subleading pho-

tons are taken from Monte Carlo simulations, after shifting their shower
shapes (see section and applying efficiency scale factors to improve the
agreement with data-driven measurements. The scale factors are derived
from a comparison between measurements of the efficiency in data and the
result in simulations. Using the measured efficiencies directly would need
efficiency measurements in every bin of the analysis, this does not work for
some observables and the dataset is not large enough to provide accurate

values in most bins. Possible correlations between the tight identification ef-
ficiency between the two photons are taken into account as described in [73].
The efficiencies in the different jet bins are shown in table [5.6]

| Tight ID eff. | 0-jet \ 1-jet \ 2-jet | >3jet |
er 0.96020.0001 [ 0.9718+0.0001 | 0.9736+0.0002 | 0.976240.0004
T2 0.9442-0.0001 | 0.9462+0.0002 | 0.949240.0003 | 0.950740.0005

This leads to 13 parameters as fit result and N,, together with the efficiencies
allows to calculate the number of signal events in the signal region, the main

Table 5.6: Tight identification efficiencies, inclusive in the observ-
ables, as function of the number of jets in the event.

result of the 2x2D sideband method:

TITI
Nw = Ny er€nérarn

Example yields are shown in figure [5.1]

Data-driven isolation efficiency

(5.4)

The 2x2D sideband method relies on the photon isolation efficiencies as input.

While it is possible to take them from simulation alone, a more model-independent
estimate is possible using a combination of experimental data and simulation
It is done independently for leading and subleading photons,
the other photon candidate is always required to be tight and isolated, as this
improves the photon purity of the other candidate and also reduces any potential
influence of correlations between the photon candidates. The isolation efficiency
is evaluated in 4 bins of pseudorapidity and 6 bins of transverse energy of the

(“data-driven”).

photon candidate, separately for the different jet categories.

In order to get a high purity jet background sample, photon candidates in an
anti-isolation region of 10 GeV < Ek°! < 25 GeV are considered. An additional
< 25 GeV is added to further

requirement on track isolation, 10 GeV < p
improve the purity in background.

The distribution of the isolation energy for tight and non-tight photon candi-
dates is computed, the distribution of the non-tight candidates is then normalized

isol
T
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Figure 5.1: Yields of diphoton events, photon-jet and jet-photon
events, and dijet events as a function of m., for the different jet
categories: 0 (a), 1 (b), 2 (¢) and > 3 (d) jets.
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to have the same number of events in the described anti-isolation region. It is
then subtracted from the distribution obtained with the tight candidates. The
difference is an estimate of the isolation distribution of true photons. The fraction
of those events with an isolation of B! < 4 GeV is the isolation efficiency.

The size of the analyzed dataset limits this method to E}. < 400 GeV. For
photons with a higher transverse energy, the efficiency of the highest transverse
energy bin is used.

To be used in the 2x2D sideband method, the efficiencies in bins of the ob-
servable are needed. The propagation from bins in transverse momentum and
pseudorapidity to bins of the observables is done using the SHERPA simulation:
the data-driven isolation efficiencies are applied to all events in every bin in every
observable and jet category, and the average efficiency in each bin is then calcu-
lated. The efficiencies for the 0-jet and 1-jet category are shown in figure [5.2

10° 1

'[GeV]

€]

10?

0 02040608 112141618 2 22
M,

(a) (b)

0 02040608 1 12141618 2 22

Mo

10° 1

E' [GeV]
E” [GeV]

10?

002040608 1 1.21.41.61.8 2 2.2
n,

() (d)

0 02040608 112141618 2 22

N,

Figure 5.2: Data-driven isolation efficiencies for photons as func-
tion of transverse momentum and pseudorapidity for the leading
candidate (left) and subleading candidate (right) for the 0-jet (top)
and 1-jet (bottom) category as a function of n and Er = pr of the
photon candidate. From [7}|] with adjusted scale.
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The data-driven isolation efficiency varies between 85% and 99%, depending
on the observable and jet category. Table summarizes the efficiencies as
function of the number of jets in the event. It is usually lower than the SHERPA
estimate. Running the background decomposition with the SHERPA estimates
changes the signal yield by less than 2%.

| Isol. eff. | 0-jet \ 1-jet \ 2-jet | >3jet |
€1 0.9710£0.0006 | 0.923420.0011 | 0.911840.0017 | 0.878740.0026
€ 0.929740.0006 | 0.919440.0011 | 0.9256+0.0018 | 0.907440.0027

Table 5.7: Isolation efficiencies as function of the number of
jets in the event, for leading and subleading photon. Uncertainties
shown here are statistical only.

Systematic uncertainties

Several assumptions go into the background subtraction, which leads to system-
atic uncertainties based on the uncertainties involved in those assumptions. Fig-
ure [5.3| shows the total systematic uncertainty for the diphoton invariant mass,
figure shows the different contributions to the systematic uncertainty in the
0-jet category.

Correlation between isolation and identification fake rate for jets This
correlation can be described with the quotient R = %, separately for leading
and subleading photon. Studies done for the inclusive diphoton analysis [75] show
that the ratio is close to one for both jets. It is allowed to vary between 0.9 and
1.1 as variations in simulations were shown to not exceed this. The corresponding
change of the background subtracted yields is taken as uncertainty, it is negligible

everywhere.

Choice of non-tight control region The non-tight control region plays a
crucial part in the 2x2D sideband method. It is chosen to get photon-like jet
background, with the actual photon contribution as small as possible. For the
nominal background subtraction, photon candidates are required to fail at least
one out of four selected shower shapes. This choice is arbitrary to some extent,
so control regions with two, three and five shower shapes (see table to fail
are also considered. Including fewer shower shapes to possibly fail removes more
photon candidates where just a few shower shapes fail the tight selection. It
reduces the photon component, but it also removes more jet candidates that
are similar to jets in the signal region. The tight identification and isolation
efficiencies are re-derived with respect to the different control regions, and the fit
to extract the signal yields is performed for each variant. The largest absolute
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Figure 5.3: Total relative systematic uncertainties of the 2x2D
sideband method compared to the statistical uncertainty as a func-
tion of m.., for the different jet categories: 0 (a), 1 (b), 2 (c) and
> 3 (d) jets.
largest uncertainty [74).

The choice of the “non-tight” control region is the
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Figure 5.4: Relative systematic uncertainties of the 2x2D sideband
method as a function of m.. for the 0-jet category. The choice
of the non-tight control region and the binning fit stability are the
dominant uncertainties.

deviation is taken as systematic uncertainty, separately for variations up and
down in the yield. It is the largest systematic uncertainty of the background
subtraction, typically leading to a relative uncertainty of a few percent.

Photon isolation efficiency To evaluate the isolation efficiency of photons in
data, an “anti-isolation” was chosen. To evaluate the influence of this choice on
the signal yield, the lower edge of the track isolation criterion (nominally 10 GeV)
is lowered to 8 GeV or increased to 12 GeV. The impact on the signal yield is
below 1%.

While the isolation efficiency of photons in bins of transverse energy and
pseudorapidity is evaluated in data, the conversion to the efficiencies in bins
of the observables relies on simulations. Nominally the SHERPA simulation is
used, the isolation efficiency is also derived with the PYTHIA simulation and the
difference is taken into account as systematic uncertainty. It is at the per mille
level and therefore negligible.

Binning of efficiencies and fake rates - fit stability The low number of
events in some bins can lead to large uncertainties in the 2x2D sideband method
fit. In order to evaluate the fit stability and the dependence on the binning, the
fit is performed in each bin using efficiencies and fake rates from the neighbor
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bins in the observables in both directions. The observed difference is used as
systematic uncertainty, it is typically below 4%, but can reach up to 10% in some
bins. Even larger uncertainties can occur in bins with very low event yields.

Photon identification efficiency To estimate the uncertainty coming from
the description of the photon efficiency in MC, the scale factors are varied within
their uncertainties, while taking correlations between the two photon candidates
into account, as described in [47]. The uncertainty on the signal yields is below
0.5%. An exception are bins where the event yields are too small to properly
evaluate this systematic uncertainty, but there the statistical uncertainty and
other systematic uncertainties are larger.
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5.4 Subtraction of hadronic background - method
2

The 4x4 matrix method mainly uses events where both photon candidates pass
the tight identification. Similar to the 2x2D sideband method, efficiencies and
fake rates are introduced, separately for leading (k = 1) and subleading (k = 2)
photons and jets but limited to the isolation efficiency. They are listed in ta-
ble This allows to express the event yields in the four categories (based on
isolation properties of the two photon candidates) as a function of the number of
diphoton, leading photon and subleading jet, leading jet and subleading photon,
and dijet events. The connection between these two is a 4-by-4 matrix, shown in
equation [5.5], hence the name of the method.

Variable | # | Description
£k 2 | Isolation efficiency for photons,
assumed to be identical for diphoton and photon-+jet events

T 27 | 2 | Isolation fake rate for leading and subleading jet, respectively,
where the other object is a photon
,gj 2 | Isolation fake rate for leading and subleading jet,
where the other object is a jet as well
19 1 | Correlation between the jet isolation fake rates

in events with two jets.

Table 5.8: Parameters used in the 4x4 matriz method.

N1 e1€2 Elf;j . . fi’YE? ..‘Efijf%j . Noyy
Nig _ e1(l —e2) e (L = 537 171 —e2) A —-er) Noyj (5.5)
Ngp (1—e1)ea (1 —e)fy) (1= f")e2 -y Njy

(

T—e)(l—e2) (I—e)A—fF) (A-ANA-e2) Q- - +erfrh)

The seven parameters in the matrix are evaluated in simulations or in a data-
driven approach, as described in the following subsections. Inverting the matrix
allows to determine IV, based on the observed event yields in the four categories.
The final signal yield is then given by N, 1 = €1£2N,,. This is done for each bin
in each jet category for each variable.

5.4.1 Data-driven estimate of photon isolation efficiencies

The isolation efficiency is the probability that a photon passing the tight selec-
tion also passes the isolation selection. To estimate photon isolation efficiencies,
separately for the leading and subleading photon candidate, candidates that fail

T
the tight identification are considered. Let o = Z—% be the ratio of the number of

o
T

photons that fail the tight identification and the photons that pass it. Let § = —%

i}
T

n:
J
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be the ratio of the number of jets that pass the tight identification and the jets
that fail it.

It is assumed that those ratios are the same if they are limited to isolated
photon candidates, as correlations between identification and isolation fake rates
are very small. This assumption is also used in the 2x2D sideband method,
see section for a discussion. The number of photons that pass the tight
identification can then be written as n! = n" —f(n" —anJ). Solving for n! using
the same equation limited to isolated photon candidates leads to the isolation
efficiency:

TI TI _ @, TI
PR bl (5.6)

ny nT — BnT

The parameter « cancels in the ratio. To evaluate 3, an anti-isolation region I
is defined, in this region the fraction of photons is negligible. Photon candidates
are required to have track isolation p¥° > 10 GeV and calorimeter isolation
El > 3 GeV. Similar to above, it is assumed that the jet fake rate for the
photon identification is the same in this isolation range. This leads to a direct

estimate from data:
f=— (5.7)

Plugging this into the equation from above, the isolation effiency is computed
based on observed event yields in different regions only:
nTl _ n_TI TI
TI

n

e = (5.8)

T =
T _ nf T

n —=
n Tl

5.4.2 Data-driven estimate of f

Similar to the determination of the photon isolation efficiency, it is possible to
evaluate the fake rate as ratio of event yields. In this case a remains in the
equations and has to be evaluated in simulations.

= —— 5.9
e (5.9
Taking into account the identity of the other object leads to two subcases
described in the following subsections. Formulas shown and descriptions are
always for the leading photon candidate, the subleading candidate is treated in
the same way.
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Estimate of f and ¢ for dijet events

To evaluate the fake rate of the leading jet, ffj , the subleading photon candidate
is required to be non-tight.
TIT TIT
o —an
P (5.10)

nIT — anTT

Here, for each event yield, the first symbols are referring to the leading candi-
date (first identification, then isolation), the following symbols are for the sublead-
ing candidate. If the isolation status is not specified for one or both candidates,
the yields of both isolation regions are added.

To evaluate the correlation between the isolation fake rates, conditional fake
rates are defined, where the other candidate is required to be isolated or not
isolated, respectively.

N poItr _ , TITI y
JJ _ _ JJ
fl |12 - nTTI — OchTI - gfl (5'11)
fjj|f _ pTITT _ , TITT _ (1= e (512)
L P TTT _ o T 1— fJ -

The conditional fake rates f2’|I; and fJ|I; are defined analogously. In total,
four formulas allow to extract £, two from the leading and two from the subleading
candidate. Ideally, all four would give the same value. Statistical fluctuations of
the number of events in the control regions and possible small violations of the
underlying assumptions of the method can lead to different values. The arithmetic
average of all four values is used to reduce those effects.

Estimate of f and £ for photon and jet events

Following the same approach as for events with two jets leads to the following
formula, where the subleading candidate is required to be tight and isolated.

- nTITI — anTITI
5, TL _

i = =
nTTI _ onTTI

(5.13)

Statistical uncertainty

Signal regions are used both in the extraction of efficiencies and fake rates and
as input for solving the main matrix equation. To disentangle the statistical
uncertainty, a bootstrap technique is used. Event counts in all regions are varied
according to a Poisson distribution, where the expectation value is set to the
observed value, and the signal yield is recomputed. This procedure is repeated
100 times, and the root mean square of the observed yield deviations from the
nominal value is used as statistical uncertainty:.
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5.4.3 Systematic uncertainties

Similar to the 2x2D sideband method (see section [5.3.1)), the dominant uncer-
tainty arises from the choice of the non-tight control region. For the nominal
control regions, photon candidates are required to fail at least one out of four se-
lected shower shapes. Alternative control regions with two, three and five selected
shower shapes (see table are tested, the yields are recomputed in each case
and the largest absolute deviation is taken as systematic uncertainty, separately
for variations up and down in the yield.

The anti-isolation region chosen to calculate g uses a track isolation require-
ment of pi°! > 10 GeV and calorimeter isolation EE°' > 3 GeV. Monte Carlo
simulations show that the fraction of photons in this region is 1% or lower. To
investigate the dependency of the event yields on the chosen isolation criteria,
the analysis is repeated with a requirement of p°' > 5 GeV instead of 10 GeV.
The resulting difference in event yields is taken as systematic uncertainty.

The largest uncertainty is the choice of the non-tight control region, as dis-
cussed in section It is typically a few percent, it can exceed 10% in bins
with low event yields.



5.5. Subtraction of background from electrons 69

5.5 Subtraction of background from electrons

In addition to the background from jets reconstructed as photons, there is a back-
ground from electrons getting reconstructed as photons. Unless noted otherwise,
“electrons” always refers to electrons and positrons as their charge sign is not
taken into account. This contribution is much smaller, but still too large to be
neglected. The contribution is particularly large (around 30%) in the diphoton
invariant mass spectrum around 90 GeV due to the large number of Z decays
to two electrons. There are two types of background processes leading to those
events.

® Production of a photon and an electron, in particular yW=*(— e*v) and
vZ(— efTer)

® Production of two electrons, mainly v, Z — e*e™ but also
WHW~— — etve v

In order to subtract this background, it is necessary to evaluate the electron
fake rate (the probability that an electron passes the photon reconstruction and
selection) and the relative abundance of ee and e events. The leading and
subleading candidates are treated equally for the electron background, therefore
there is no separate ey class. The electron background subtraction described here
is used together with the 4x4 matrix method for jet background subtraction. A
modified version of it can also be applied to the 2x2D sideband method, this is
discussed in [74].

The Z — eTe™ process is frequent enough to be notable as a feature in the
invariant mass spectrum of the two photon candidates. Using the number of
events in its peak in three mutually exclusive event categories is the key idea for
the electron background subtraction. Both photon candidates are required to be
isolated.

® ~~: Events with two reconstructed photons that pass the tight selection.

® ~e: Events with exactly one reconstructed photon that passes the tight se-
lection, and at least one reconstructed electron that passes the “Medium-++"
selection.

® ce: Events with zero reconstructed photons passing the tight selection,
where at least two electrons pass the Medium++ selection.

The electron reconstruction and selection in ATLAS is similar to the photon re-
construction and selection, but uses different shower shapes and different tracking
information, the selection is discussed in [76]. Medium++ was chosen as it is
similar to the photon tight selection in terms of selection criteria. The kinematic
selection is identical for photons and electrons. Electrons are discarded if they
are closer than AR = 0.4 to any tight photon candidate.
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Two ratios of fake rates to identification efficiencies are introduced. Here
identification also includes the reconstruction process.

_ple=y) _rlr—e)
e—y — d f'y%e p(”y - 'Y)

ple — e)

In these ratios, the numerator is the probability of a wrong identification,
while the denominator is the probability of a correct identification. The electron
selection requires a well-reconstructed track, this makes the photon to electron
misidentification rate much smaller than the electron to photon misidentification
rate: fe_, > fy—.. The photon to electron misidentification is neglected.

Using the fake rates, the number of observed events in each category N
can then be expressed as function of the number of true events N that get re-
constructed correctly. As an example, N.. is the number of ee events that get
reconstructed as ee. These events are not in the other two categories, but their
event yields can be used to calculate the ee contribution to those.

(5.14)

Nggs = Nyy + feoy Nye + (fe%w)2'Nee

Nobs = Ny + 2fesy Neo (5.15)
Nggs - Nee

This equation can be solved for NW. Once f._,, has been evaluated, NW can
be calculated as:

N’y’y = Nggs - |:fe—>'y : nye + (fe—w)2 : Nee (516)

The right bracket represents the electron background.

5.5.1 Determination of f._,,

Both in the ee and in the ye category the event yields show a peak in the invariant
mass at the Z boson mass, this is shown in figure 5.5 As the decay Z — ~ve is
impossible and the radiative decay Z — ee7y is rare and does not lead to a peaking
structure in m,., both peaks are exclusively from Z boson decays Z — ee.

The contribution from Z decays in the ee and e categories is obtained via a
fit to the invariant mass spectrum. As signal shape, a two-sided Crystal Ball func-
tion is used [77], the background is modeled with a hyperbolic tangent function
multiplied by the exponential of a polynomial.

The ratio of the fitted yields in the peak leads to the fake rate:

obs,Z
N3

INZ (5.17)

fe—w -
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Figure 5.5: The invariant mass distribution of ee and ~ye pairs.
Z boson decays dominate around the Z mass. The structure at
low invariant masses comes from the pr requirements in the event
selection, it is irrelevant for the electron background subtraction.

The factor of 2 takes into account that the ve reconstruction of events with two
electrons comes from a misidentification of either the leading (ve) or subleading
(e7y) electron.

The fake rate is evaluated for isolated and for all photon candidates sepa-
rately. Averaged over the whole phase space in this analysis, ;Sf}v = 0.078 and

jﬂw = 0.065. Z boson decays have a different kinematic distribution than the
diphoton events studied. Simulations show a dependence of f._,, on the transverse
momentum of the electron. This is taken into account as systematic uncertainty
by increasing fe_, by 20% or decreasing it by 30%, to cover the whole range
observed in simulations.

5.5.2 Differential evaluation of electron background

As this analysis measures the cross section in bins of several observables, the
electron contribution in each bin of each observable has to be evaluated. Equa-
tion [5.16| could be evaluated in every bin. Limited statistics makes this approach
problematic, however. The fraction of electrons in the signal region shows a strong
dependence on the diphoton candidate invariant mass, but not on other variables.
Each event is assigned a probability f. to be background from electrons, based
on the invariant mass of the diphoton candidate and a bin-by-bin evaluation of
the fraction of electron background. This probability is evaluated for pairs of iso-
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lated photon candidates and other pairs of photon candidates separately, where
the evaluation of the fake rates is repeated for these other pairs.

It is assumed that the probabilities based on the invariant mass are sufficient
to describe the background. This assumption is tested on the other diphoton
variables, py’, A¢,, and cos @ , and compared to the bin-by-bin approach. A
good agreement is observed, with less than 1% deviation between the obtained
diphoton yields.

5.5.3 Combination of electron and jet background sub-
traction

Electron and jet background cannot done in sequence, as the control regions for
the electron background contain jets and the control regions for the jet back-
ground contain electrons. With the probabilities f. described in the previous
subsection, it is straightforward to subtract the electron background in each con-
trol region of the jet background subtraction: Each event in each region is taken
into account with a weight of (1 — f,) where f. depends on the invariant mass of
the photon candidates in the event. This subtraction is done for regions with two
tight photon candidates only, as the contribution of electrons in other regions is
negligible.

As can be seen in the spectra shown in section [5.10] there is no Z-boson peak
remaining at an invariant mass of 90 GeV.
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5.6 Contribution from Higgs decays

While the recently discovered Higgs boson is not in the focus of this analysis,
Higgs bosons can decay to two photons, leading to events in the fiducial phase
space of this measurement. In addition, there is interference between processes
involving a Higgs boson and processes without. This interference is difficult to
predict theoretically, although it is known to be small compared to the Higgs
contribution [78]. The contribution from the Higgs boson is considered as part of
the signal. MC samples for a Standard Model Higgs boson at a mass of 125 GeV
were produced to study it. Its distribution peaks in the diphoton invariant mass
spectrum at around 125 GeV, where it contributes about 1% to the cross section
in the bin from 120 to 130 GeV. This is smaller than the systematic uncertainties
in the bin. The contribution is completely negligible everywhere else.

5.7 Efficiency of the event selection

5.7.1 Trigger efficiency

The trigger used for the analysis is 2g20vh_medium. It selects events with two
photons with at least 20 GeV transverse momentum each, with a “medium”
photon identification, see section for details. The efficiency of this trigger
has been studied in [79]. In this analysis, the efficiency is 98.66%0.19%. Tt is
taken into account in the unfolding, as the reconstructed events in the MC-based
response matrix are required to pass the (simulated) trigger.

5.7.2 Detector efficiency

To allow comparisons to theoretical predictions and between experiments, it is not
sufficient to measure event yields, the analysis has to evaluate the cross sections
of the studied processes. Several effects lead to observed event yields that do not
directly match the number of collisions producing the particles studied. They
have to be estimated and taken into account:

® Reconstruction efficiency: photons or jets can be misreconstructed as dif-
ferent objects, or not getting reconstructed as individual objects at all.

® Selection efficiency: This mainly applies to the photon identification, as
some photons fail the selection criteria. The jet selection criteria influence
the selection efficiency as well, especially the requirement of a minimal
transverse momentum.

® Pile-up: Jets coming from the same primary vertex as the photons can
be misreconstructed as coming from a different primary vertex, while jets
coming from a different primary vertex can be reconstructed as coming
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from the same vertex as the photons. The primary vertex as origin of the
photons can be misreconstructed as well.

All these effects are studied via simulations, with data-driven corrections
where possible. The fraction of background events in data, f,, is calculated in
each bin in each observable. This background does not include the jet and elec-
tron backgrounds as these have been subtracted before, it only includes events
that are outside the fiducial phase space, but pass the selection cuts of the anal-
ysis. The number of signal events in a bin is then given by Nggnal = Nobs(1 — fog)
with the observed event yield (after jet and electron background subtraction)
Nops. This correction is typically of the order of a few percent.

Even for events that are in the fiducial phase space and selected in the analysis,
the reconstructed event can end up in a wrong bin. This is taken into account
via the unfolding procedure, described in the next section. As a very simplified
description, it transforms Nggna via a matrix multiplication with a matrix M
describing the bin migration: Nagerunfolding = M Nsignal-

The efficiency € is computed in each bin, and the event yields are estimated
as Nphys = M The efficiency is typically about 2/3, it increases with
increasing photon and jet energy as the photon identification gets more efficient
and the jets are more likely to pass the selection criteria.

Finally, the event yields are divided by the integrated luminosity to get cross

: L _ Nphys
sections for each bin: o = L di
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Figure 5.6: An example bin migration matriz, here for AR, jo.
The first 20 bins correspond to the 2-jet category, the second 20 bins
correspond to the > 3-jet category.

5.8 Unfolding

Many analyses study distributions of observables in multiple bins. As detectors
are not perfect, events that should be in one bin can get reconstructed in a
different bin. This effect is called bin migration. Other events might not get
reconstructed at all, or events get reconstructed that are not in the phase space
considered. All three effects lead to deviations between measured distributions
and true physical distributions. They have to be reversed to estimate the true
distribution based on the reconstructed events. This procedure is called unfolding.

MC simulations of events and of the corresponding detector response allow
to estimate bin migration. A bin migration matrix is formed, where one axis
corresponds to the “true” (simulated) distribution and the other one to the re-
constructed distribution, the entries are the probabilities that events within a
given “truth” bin are reconstructed in a given reconstruction bin. Figure
shows an example from this analysis. The bin migration matrix M, applied to
the simulated true distribution 7', gives the simulated distribution R of recon-
structed events. The inverse matrix M ! allows to transform this reconstructed
distribution back to the true distribution.
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> MT; = R;
J

> (MR =T,
7

In data, R; corresponds to the measurement in bin i, the bin migration matrix
entries M;; are typically estimated via MC simulations, 7" is unknown. The most
naive approach for unfolding is a multiplication of the reconstructed distribution
in data with the inverse of the bin migration matrix as shown above. Mathe-
matically, this is the correct approach and gives the smallest variance among all
unbiased estimators. In applications in particle physics and other fields, however,
this often leads to large statistical uncertainties and spurious oscillations between
neighboring bins.

Based on experience, physical distributions are rarely oscillating (for distribu-
tions where oscillations are expected, different analysis methods have to be used).
This knowledge can be used as regularization in the unfolding procedure to avoid
inflating the uncertainties.

If a minimization procedure is used to find the optimal T, regularization adds
an additional term to this minimization procedure, based on deviations between
unfolded data spectrum and MC distribution, or based on the relations between
bins.

5.8.1 SVD Unfolding

Singular Value Decomposition (SVD) unfolding [80] normalizes data to the ex-
pected number of events in each bin, as this improves the statistical properties
of the equations. The description here follows the notation used in the reference.
A vector w is defined based on the vector z of the (unknown) true distribution
in data and the vector x;,; of the known true distribution in MC.

Ly

w; = —=
J x}nl
If the MC description is accurate, the ratio is 1 in every bin.
Instead of using the bin migration matrix, the unfolding problem for an ob-
served distribution b in data can now be written with a matrix A containing the

number of events in each bin.
n
E Aijwj = bz
=1

Each equation is then divided by the uncertainty of b; to give all equations equal
weight. This is denoted by a tilde above the rescaled entries.

i /L-jwj = Ez
j=1
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Figure 5.7: The SVD curvature matriz for one-dimensional dis-
tributions

To find w, the expression (Aw — b)T(Aw — b) can be minimized. This approach
can still lead to the large fluctuations mentioned in the previous section, where
w changes significantly between adjacent bins. To avoid this, an additional reg-
ularization term is introduced in the minimization.

(Aw — b)" (Aw — b) + 7(Cw) " Cw = min

C is a matrix related to the expected behavior of w. 7, the strength of the
regularization, is a free parameter.

For SVD unfolding, a curvature matrix is used for regularization (figure [5.7).
The curvature matrix compares the ratios w; in neighboring bins. In particular,
it is assumed that the ratio w; is approximately linear within bins nearby. SVD
unfolding and its implementation in ROOT compares three bins next to each
other to determine the curvature, which becomes part of the minimization func-
tion. A curvature leads to a penalty in the minimization. This minimization is
implemented as a linear algorithm.

To choose the regularization strength, the rescaled bin migration matrix is
examined. It can be written as product of a diagonal matrix S and two orthogonal
matrices U and VT: A = USVT. The diagonal entries of S are called singular
values of A. Small singular values, typically associated to large bin migration,
lead to large entries in S~" and therefore large entries in (A)~! = V.S~'U”. This
leads to the unwanted large fluctuations between neighboring bins, leading to a
large curvature. The regularization suppresses the effect of small singular values.
The parameter 7 is set to the value of the kth singular value, where k is a free
parameter of the method.

5.8.2 SVD Unfolding in multiple dimensions

SVD unfolding has been used successfully in many analyses. In the current imple-
mentation, it is limited to unfolding of one-dimensional distributions. Mimicking
a one-dimensional distribution by rearranging bins (figure leads to new and
unphysical neighbor relations (e. g. between bins C and D) where a curvature
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Figure 5.8: Linearization of the binning scheme
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Figure 5.9: An example plot of a relative bias with 3-21 bins, where
the simulated MC' truth distribution in the smaller dimension has
been modified: The event yields in the first 21 bins are unchanged,
the event yields in the middle 21 bins have been increased by 5%, the
event yields in the last 21 bins have been increased by 10% (“mc-
truth” in the right plot). The unfolding has been overregularized
(k too small) to make the effect more pronounced. “toyreco” is the
simulated reconstructed spectrum in the simulated sample, “toy un-
folded” the result of unfolding this sample with the bin migration
matriz derived from the modified mctruth spectrum. Clearly visible
15 a large bias close to the category boundaries between bins 21 and
22 and between 42 and 43.

Bin number (3*21 bins)
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Figure 5.10: Curvature matrices for two-dimensional unfolding,
A left, B right. The weighted sum yields the total curvature matriz

calculation is not meaningful. Therefore, the approach leads to a wrong regular-
ization if data and MC do not agree. This is demonstrated with a toy model with
an overregularized example in figure [5.9, where the distribution in the smaller
dimension has been changed to mimic possible deviations between data and MC.
In addition, this approach does not take into account neighbor relations in the
second dimension. In order to use SVD unfolding for multi-dimensional distri-
butions, it is necessary to adjust the curvature matrix. This is shown for two
dimensions here, extensions to more dimensions can be done in the same way.
The new curvature matrix has to consider curvature in dimension 1 and curvature
in dimension 2. In general, one of them will require more regularization, therefore
it is advisable to assign a weight to the different curvatures. The matrix is used
together with the rearranged binning as shown in figure [5.8
The “one-dimensional” curvature matrix C' for n bins can be described as

.CU:lfOI‘|’L—]|:1

o C;=—1lfori=jand (i=0o0ri=n-—1)
o (;j=—-2fori=jandi#0andi#n—1
® (;; = 0 otherwise

where the indices ¢+ and j run from 0 to n — 1.
The “two-dimensional” curvature matrix C for n - m bins is the sum of two
“one-dimensional” matrices.

® By=1for|i—j|l=1, L] =L
® B;j=—1fori=j,imodm=0orimodm=m—1

® B;; = —2fori=j, imodm # 0 and ¢ mod m # m — 1
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® B;; = 0 otherwise

Here |z | is the floor function.
® D,y=1for|i—jl=m
® D=—1fori=j,i<mori>m(n—1)
® Dy=-2fori=j,i>mandi<m(n—1)
® D;; = 0 otherwise

To allow a different regularization strength for different dimensions, a weighted
sum is used with the weight v: C' = vB + (1 —v)D. The ideal weight depends on
the analysis, as discussed below. Assigning two separate weights to the individual
matrices is not necessary as the regularization strength provides an overall scaling
of the sum.

5.8.3 Application to the analysis

The analysis presented in this thesis evaluates the doubly-differential cross sec-
tions in the number of jets and one additional variable, for several choices of the
additional variable. Observables that require two jets are also studied, but only in
the inclusive category of at least two jets which does not require a two-dimensional
unfolding procedure. Only the two-dimensional unfolding is considered in the fol-
lowing paragraph.

The binning (see table has 11 to 25 bins for the different observables.
Each observable is studied in the exclusive 0 jet, 1 jet and 2 jet categories (if
applicable — as an example, pr of the first jet cannot be studied in the 0 jet
category) and in the inclusive 3 jet categories. This leads to 11 to 100 bins for
the observables. For unfolding, the bins are linearized in the scheme “[all bins
with 0 jets][all bins with 1 jet][all bins with 2 jets][all bins with >3 jets]”. Toy
studies show that a regularization in the number of jets is not advisable as it
leads to a bias without avoiding larger statistical uncertainties after unfolding.
This is also motivated by physics, as the MC description of the number of jets
is not expected to be very accurate. Therefore, the weight v is chosen to be 1,
regularization is used in the distribution of the other variable only.

Estimating biases

The regularization leads to a bias that depends on the discrepancy between MC
shape and true distribution. This has to be taken into account as systematic
uncertainty.

Several steps are performed to estimate the bias, based on the original MC
sample: First, a distorted sample with a different “true” spectrum is produced,
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using one of the 11 variations described below. The sample is then scaled to the
expected number of events in data, and statistical fluctuations are added in the
way they are expected in data with its smaller sample size. Based on this, a
(simulated) reconstructed spectrum is generated, using the bin migration from
the original MC sample. This simulated sample is then unfolded with the original
MC sample, and the difference between the unfolding result and the underlying
“true” spectrum is calculated. An unfolding bias leads to a systematic difference
between the two spectra, while statistical fluctuations added in the production of
the simulated reconstructed spectrum are random. Therefore, this procedure is
repeated 100 times with different random seeds for the added statistical fluctu-
ations. For each bin the average difference is taken as estimate of the unfolding
bias for the tested variation.

As the disagreement between the data and MC distributions is not known in
advance, different variations are tested. They mimic realistic possible differences
between simulation and data. A simulation-to-data ratio that varies significantly
from bin to bin can lead to larger biases, but with the spectra measured in the
analysis this is not expected. The main expected deviation is a steeper or flatter
spectrum in most variables. Other deviations considered are parabolic (the bins
close to the center have the largest deviation) or a wrong distribution in the
number of jets. All those deviations are simulated with a bin-by-bin variation of
toy data.

List of tested variations:

1. For each jet category, keep the first bin content (in the variable consid-
ered) the same, increase the last bin content by +100%, increase all bins
in between linearly based on the bin number (e. g. +0%, +5%, +10%, ...,
+100% for the diphoton mass).

2. Same as above, but only up to +75% for the last bin
3. Same as above, but only up to +50%

4. Same as above, but only up to +25%. These weaker deviations test the
linearity of the biases with the size of the MC to data differences.

5. No modification at all, as cross-check

6. Same as (1), but with a decrease in bin contents, up to -25% for the last
bin
7. Same as (6), but up to -50%. This is a reduction by a factor of up to 2,

similar to the increase by a factor of 2 by variation (1).

8. A variation in the Njet distribution only. All bins in the first jet category are
unchanged, all bins in the last jet category are increased by 50%), in between
(if more than two categories are present) the interpolation is linear. As an
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example, for diphoton variables the 1 and 2 jet bins are increased by %50%
and 250% respectively.

9. Similar to (8), but the last jet category is reduced by 30%, and those in
between (if present) are reduced accordingly.

10. The distorted truth distribution divided by the original MC truth distribu-
tion follows a parabola, where the central bin (e.g. the 11th for m..) gets
increased by 50%, while the outermost bins stay unchanged, and everything
in between follows the parabolic shape.

11. Similar to (10), but the central bin is reduced by 30%, and the other bins
correspondingly.

An overall scaling of toy data does not change the bias of the unfolding result,
therefore it is not necessary to modify the first bins (outer bins for parabolic bias)
stronger while leaving the last bin (central bins) unchanged.

Comparisons of unfolded spectra with MC predictions showed significant de-
viations, sometimes with notable differences between neighbor bins. The ratio
between MC prediction and unfolded spectra was also tested as toy variation,

and the resulting bias was added to the biases discussed above. The deviations
are shown in section [5.10] the resulting bias is shown in appendix and [A.4]

Choice of regularization strength

SVD unfolding has a free parameter k that determines the strength of regular-
ization: the regularization strength 7 is set to the magnitude of the k’th singular
value. Therefore, k can range from 1 to the number of bins, where smaller val-
ues lead to a stronger regularization on the unfolded distribution, which leads to
smaller statistical uncertainties but (in general) larger biases. In order to choose
the ideal k, the statistical uncertainties and the expected bias in all bins is com-
bined to a single figure of merit (FoM). This FoM is then evaluated for different
values of k.

The FoM should reflect the goals of the analysis to get small overall uncer-
tainties in most bins. The event numbers in different bins can vary by orders of
magnitude. Correspondingly, the size of the uncertainties is different. In order
to avoid undue weight from bins with low statistics, the cubic root of the relative
uncertainty in toy studies is used, and summed over all bins. As the choice of
the cubic root is arbitrary, the square root and the fourth root have been tested,
this does not change the results. Similarly, the cubic root of the magnitude of
the expected bias for the tested deviations between MC and toy (see is
evaluated in each bin and summed over all bins. The FoM is then a weighted
sum of those two numbers. While statistical uncertainties get a weight of 1, the
bias gets a weight of 4 to be conservative.
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Figure 5.11: Figure of merit for AR,1j1 unfolding for different
choices of reqularization strength k, for all 11 tested MC' to data
deviations. k =45 was chosen as 3/4 the number of bins.

The FoM is plotted for all tested deviations between MC and toy, and the
largest FoM (the worst case among the tested deviations) is evaluated for each
regularization strength. For variables that show a clear minimum in the worst-
case FoM, a regularization strength close to this minimum was chosen, but with
the additional requirement that the estimated unfolding bias uncertainty has to
be small compared to other systematic uncertainties (see and [A.4). For vari-
ables where the worst-case FoM does not depend strongly on the regularization
strength, k is chosen to be 3/4 of the number of bins, as this avoids the k range
with a large bias, while still providing some regularization.

Figure [5.11| shows how the FoM depends on the regularization strength and
the 11 tested biases for AR,;1.
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Variable | Bins | Min jets | Max jets | Total bins | &
Mgy 21 0 3 84 63
P 21 0 3 84 63
JAVGIN 25 0 3 100 75

cos 0, 25 0 3 100 75
mj; 23 2 3 46 21
PT,jj 16 2 3 32 15
Agj; 18 2 3 36 24

ASj; 20 2 3 40 16

AR,iji | 20 1 3 60 45

AR,ijo | 20 2 3 40 30

AR | 20 1 3 60 45

ARy | 20 2 3 40 30
i 13 1 3 39 27
P 12 2 3 24 13
oy 11 3 3 11 7

Table 5.9: A list of all variables, with the number of bins in this
variable and the jet categories considered for it, together with the
reqularization strength k. In general, the values for k are roughly
half to three quarters the number of bins, smaller numbers indi-
cate a benefit from a stronger reqularization, the larger numbers for
the diphoton variables indicate that reqularization can be weaker as
photons are measured with a better precision than jets.
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5.8.4 Derivation of inclusive jet categories

All the analysis steps described use exclusive jet categories, apart from the 3-jet
category, which is inclusive (> 3 jets). To reduce the impact of jet-related uncer-
tainties, and to improve comparisons with some theoretical predictions, it can be
interesting to measure inclusive jet categories. The unfolding method described
does not work with inclusive categories, as it assumes that the individual bins are
disjoint. The measurement of the exclusive categories allows a derivation of in-
clusive categories. The central cross section values can be added directly. For the
uncertainties, the covariance matrix ¥ provided by the unfolding contains the nec-
essary information to take correlations between bins into account. As an example,
to get the uncertainty on the sum of bins ¢ and j into bin a of a new covariance
matrix, the four relevant matrix entries are added: nga =i+
The uncertainty is the square root of the diagonal entries of the covariance matrix.
This procedure is done for every individual uncertainty to keep the information
about the relative importance of the individual uncertainties.

The jet-related uncertainties, described in the following section, show a strong
anticorrelation between the jet bins. As a result, their influence on the total uncer-
tainty in inclusive jet categories is much smaller than for exclusive jet categories.
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5.9 Systematic uncertainties

Many systematic uncertainties have to be considered in the analysis. They are
described in the following subsections. Unless indicated otherwise, all individual
uncertainties are estimated by varying a parameter up and down, and considering
the corresponding up- and downwards deviation of the cross section separately.
If both upwards and downwards variation change the cross section in the same
direction, the larger change is used as single-sided uncertainty. All uncertainty
components are then added in quadrature, separately for up and down.

The breakdown of the systematic uncertainties, the statistical and the total
uncertainty bin-by-bin is shown in appendix [A.3] (exclusive jet categories) and
(inclusive jet categories) for all observables, examples are shown in figure m

In most cases, the dominant uncertainty comes from the jet background sub-
traction in the 0 and 1 jet categories, while the jet energy scale is the dominant
uncertainty for the 2 and at least 3 jet categories. The systematic uncertainty
on the JVF selection is dominant where low-energetic jets have a large impact
on the observable, for example for the AS,,;; observable at low separation be-
tween diphoton and dijet system. A different MC description of the JVF selection
changes the estimate of the number of pile-up jets that would get selected and
the number of signal jets being rejected, moving events between the 0- and 1-jet
category. The uncertainty from the electron background subtraction is important
in the diphoton invariant mass spectrum around the Z peak.

5.9.1 Background subtraction

The systematic uncertainties arising from the background subtraction are de-
scribed in more detail in sections and For both background subtrac-
tion methods, the main systematic uncertainty arises from the definition of the
“non-tight” control region in the photon identification. Three alternatives to the
default choice are tested. The whole background subtraction is repeated with the
different options, and the resulting spectra are unfolded to produce cross-section
estimates for the different choices of control regions. The maximum of the devi-
ations is taken as a systematic uncertainty, separately for changes up and down
in the unfolded spectra. This uncertainty is taken to be fully correlated between
the different bins.

2x2DSB method

Apart from the definition of the non-tight control region, uncertainties arise from
the photon isolation shape and the determination of the data-driven isolation
efficiencies, as described in section [5.3.1}

For the electron background subtraction, an uncertainty on the fake rates has
to be considered.



5.9. Systematic uncertainties 87

2> 0.3 LI LR LIS
> 03pT—— 1 5
£ r 0 jets ] g
% 02- 3 5
§ F ] e
2 O-limm Pl e = 5
< S = o
& ==
s T —— = -0.1 -
-0 T e = E ]
E ] -0.2fF =
-0.2- - £ 1
r ] _0'37.J"‘.l..,‘\"‘.I...‘\‘H.I..H\H..I..HMH.’
— Gl b b b b b b b baa 4l 100 200 300 400 500 600 700 800 900 1000
03 100 200 300 400 500 600 700 800 900 1000 m,, [GeV]
m,, [GeV]
(a) (b)
> 0-3;!"'[“‘{ T T T T ]
% r =23jets ]
g 02 E Dashed: statistical uncertainty
2 Total systematic uncertainty
o = )
& = Electron background subtraction
l—.—: Jet background subtraction
Jet energy scale
-02 - .
E Jet vertex fraction
A IS IPITE ENNITE I I P I I . R
03500200 300 400 500 600 700 800 900 1000 Unfolding bias
my, [GeV]
(c) (d)

Figure 5.12: Breakdown of all systematic uncertainties for the
My~ spectrum in the exclusive 0-jet category (a), the inclusive > 1-
jet category (b), and the inclusive > 3-jet category (c). Clearly
visible is the different impact of the jet energy scale (in red). The
statistical uncertainty is significant in the > 3-jet category. Only
the main uncertainties are included in the legend (d).

4x4 matrix method

Apart from the definition of the non-tight control region, the definition of the anti-
isolation region leads to a systematic uncertainty, as described in section [5.4.3]
The electron background contribution is varied up and down within its uncer-
tainty.
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’ Type ‘ dominant?
Background subtraction
Definition of “non-tight” yes
Photon anti-isolation region no

Electron background subtraction at Z peak

Unfolding procedure

MC statistics no
Unfolding bias no
Monte Carlo detector description
Photon energy scale no
Photon energy resolution no
Photon tight ID scale factors no
Jet energy scale with 2-3 jets
Jet energy resolution no
JVF signal efficiency uncertainty | For low jet pr
Jet definition and pileup at Ag,, =
Trigger efficiency no
Luminosity
Luminosity \ no

Table 5.10: Querview of systematic uncertainties in the analysis.

5.9.2 Unfolding procedure

Regularization in the unfolding avoids inflating statistical uncertainties, but the
result then depends on the quality of the Monte Carlo samples: deviations in the
shape between MC and data lead to a bias in the unfolding procedure.

As described in section [5.8.3] 11 different deviations between MC and data
are tested, plus a deviation describing the difference between the observed un-
folded spectra and the MC prediction. For every deviation, the unfolding result
is compared to the simulated data input for 100 simulations, and the average
over the simulation results is taken. As conservative estimate, the largest (out
of 12) average (over the 100 simulations) deviation in any direction is used as
systematic uncertainty both up and down.

5.9.3 Monte Carlo detector description

As the observed distributions in data are unfolded via Monte Carlo, an inaccurate
MC description of the detector leads to deviations in the unfolded distribution.
Those possible deviations are encoded in several different parameters. To account
for those, the bin migration matrices are rederived with the parameters varied up
and down, respectively, within their uncertainty.
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Photon energy scale and resolution

The ATLAS e/gamma group derived the calibration and resolution corrections
and assessed the uncertainties on the photon energy scale and resolution [46].
The model used in this analysis includes 29 parameters, summarized in ta-
ble .11} Each parameter is varied up and down. The full correlation model,
which is not used for this analysis, contains 56 parameters and decorrelates more
of the material uncertainties and the E;/F, scale uncertainty in 0.2 bins in 7.

’ Source of systematic uncertainty \ Simplified model \ Parameters ‘
Method fully correlated 1
LAr HG/MG miscalibration fully correlated 1
L1 gain fully correlated 1
E,/E; scale decorrelated barrel /end-cap 2
LAr E;/E; calibration decorrelated barrel/end-cap 2
PS scale decorrelated barrel /end-cap 2
LAr E;/E; modeling for e/ Yunconv | decorrelated barrel /end-cap 2
Material in inner detector decorrelated in four n bins 4
Material in cryostat decorrelated barrel/end-cap 2
Material in calorimeter decorrelated barrel /end-cap 2
LAr E;/FE> modeling for vuncony decorrelated barrel /end-cap 2
LAr E;/FE; modeling for e fully correlated in end-cap 1
Lateral leakage Yunconv fully correlated 1
Lateral leakage Yeony fully correlated 1
Conversion inefficiency fully correlated 1
Conversion fake rate fully correlated 1
Conversion radius fully correlated 1
Pedestal fully correlated 1
GEANT4 simulation fully correlated 1

’ Total number of parameters ‘ ‘

[N}
NeJ

Table 5.11: Simplified correlation model of the photon energy scale
uncertainties for two photons.

In addition to the photon energy scale, the energy resolution has corresponding
uncertainties as well [46]. There are seven variations, each varied up and down:

® uncertainty associated to the measured Z boson peak, evaluated by smear-
ing of the Z peak;

® uncertainty on the stochastic term in the detector resolution (see section[2.4.1));

® uncertainty on the material budget in the inner detector, liquid argon
calorimeter, the transition region between the barrel and end-cap and the
cryogenic services;
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® uncertainty associated to the modeling of pile-up.

Photon tight ID scale factors

To improve the description of photons in MC, the simulated shower shapes are
shifted to match those observed in data, as described in section [4.4.3] This alone
does not give a full agreement between photon identification efficiency in MC and
data. The photon identification efficiency in data is measured with three different
methods, described in [51]. Efficiency scale factors as function of pr and n are
introduced to adjust the simulated efficiency to the measured values. These scale
factors are applied to all MC simulations. They have systematic uncertainties
from the efficiency measurements which have to be taken into account. The
unfolding was repeated with samples where the scale factors were varied up and
down according to their uncertainties.

Jet energy scale and resolution

To account for uncertainties on the jet energy scale and resolution calibration, a
model with 65 parameters was developed for the jet energy calibration in ATLAS.
This analysis is using a simplified jet calibration with a reduced set of param-
eters, according to the recommendations of the jet/E®ss group. It contains 14
parameters for the jet energy scale [R1]:

® six parameters coming from the reduction of the in-situ analyses parameters;

® two parameters from 7 intercalibration, depending on the MC modeling and
statistics;

® one parameter from the behavior of high-pr jets in the propagation of single
hadron uncertainties to jet uncertainties;

® one parameter from the MC non-closure between the different MC samples
used for calibration, with the main change being the amount of material in
the detectors;

e four parameters from pile-up, three of these are dependent on the number
of primary vertices and g (number of interactions per bunch crossing).

In addition to the energy scale, the jet energy resolution estimate in MC could
deviate from the resolution in data. The data is unfolded with a sample where
the resolution was made worse by one standard deviation of the uncertainty, the
difference between the unfolded nominal spectra and the spectra from this test is
symmetrized and used as systematic uncertainty:.
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JVF signal efficiency uncertainty

The efficiency of the JVF selection criterion of JVF > 0.5 for signal jets was
studied in [72], the MC response matrices are re-calculated with the efficiency
varied up and down within its uncertainty given there.

Jet definition and pile-up

Despite the JVF selection and the minimal transverse energy requirements, about
10% of the selected jets come from a different primary vertex than the remaining
objects in the event. Following the approach used in [82], at the reconstruction
level in MC 35% of pileup jets are randomly removed. The unfolding is repeated
with the derived response matrices. As there is no meaningful way to add pileup
jets to explore the effect of an underestimate of the contribution of pileup jets,
the uncertainty from removing the jets is symmetrized: The observed absolute
difference is taken as systematic uncertainty in both directions.

Trigger efficiency

The trigger efficiency has been determined as 98.66% 4-0.19%. It is considered as
constant and fully correlated uncertainty in all bins. The influence on the total
systematic uncertainty is negligible everywhere.

5.9.4 Luminosity

The exact central value for the luminosity used to obtain the cross sections
is 20246.2 pb~!. The integrated luminosity was measured by the luminosity group
as 20.25 fb~! with an uncertainty of +£1.9% [83]. The luminosity uncertainty is
fully correlated across all measured cross-sections.
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5.10 Results

Spectra after background subtraction and unfolding are shown in this section.
Data is shown in black, red error bars are the statistical uncertainty, the black
error bars are the statistical and systematic uncertainties added in quadrature,
excluding the luminosity uncertainty. The systematic uncertainty is larger than
the statistical uncertainty everywhere apart from a few bins with a very low
number of events.

All measured spectra are compared to SHERPA (blue histograms) and PYTHIA
(red histograms) predictions. The exclusive 1-jet and 2-jet spectra are compared
to GOSAM (green histograms) as well. For the ratio plots, the same y-axis scale
is used for both SHERPA and PYTHIA for all jet categories of a given observable.
As PyYTHIA underestimates the event yields in the 2-jet and > 3-jet category
significantly, this can lead to empty ratio histograms in these jet categories.

The 16 observables with all jet categories lead to 34 exclusive (= n jets) and
42 inclusive (> n jets) spectra. Due to the large number of histograms, only a
few representative histograms are shown here, they are discussed in the image
captions. A full list of all results can be found in appendix for exclusive jet
categories and appendix for inclusive jet categories.

In general, the PYTHIA sample underestimates the number and transverse
momentum of jets, and their distance to other jets and photons. This is expected,
as the sample does not include jets in the matrix element. Jets from parton
showers tend to be low-energetic and close to other objects in the events. Despite
an underestimated overall event yield, in the shape of spectra of the diphoton
observables PYTHIA has a similar or better agreement with data compared to
SHERPA.

Both SHERPA and PYTHIA show larger deviations for very low-energetic events,
where a leading order calculation does not accurately describe the dynamics of the
collision process and details of the parton showering process become important.

In general, GOSAM predicts the shape of the distributions well, but over-
estimates the total cross section. A notable exception is AR,q;; in the 1-jet
region for small separations between leading photon and leading jet. A fixed-
order calculation has a very small phase space for this region due to momentum
conservation. SHERPA and PYTHIA can provide a more accurate prediction here,
as low-energetic parton showers can contribute to the momentum balance. In the
2-jet category, momentum conservation is not limiting the phase space any more,
and GOSAM provides an accurate description of the observable.
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Figure 5.13: Measured spectrum of m.~ in the 0-jet and 1-jet cat-
egory. Fxperimentally, the diphoton mass leads to small relative
uncertainties, while previous studies show that the steeply falling
spectrum makes theoretical predictions challenging. SHERPA un-
derestimates the signal yield for large m.,. PYTHIA shows a better
agreement, especially in the 0-jet category. GOSAM has the best
prediction for large m.., but shows a reasonable agreement for low
values as well.
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Figure 5.14: Measured spectrum of m.. in the 2-jet and > 3-jet
category. As expected, PYTHIA underestimates the number of jets,
especially for low-energetic events where parton showers do not lead
to jets of sufficient energy to pass the selection. SHERPA describes
the low m.. region well, but again underestimates the cross section
for large m.,, in the 2-jet category. GOSAM overestimates the cross
section in the 2-jet category, but describes the shape accurately.
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Figure 5.15: Measured spectrum of pl' in the 0-jet category (a).

Conservation of momentum does not allow large p1 values without

a jet going in the opposite direction. Only the first few bins have
events, empty bins are not shown. SHERPA and PYTHIA have a
similar description, underestimating the cross section at low pl'.
This can be understood with subfigure (b), showing cos 0., in the

0-jet category, where cos . =1 is associated to a low Py
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Figure 5.16: Measured spectrum of A¢,, in the 0-jet category
(a). Here large differences between SHERPA and PYTHIA are vis-
ible. SHERPA describes the spectrum of the polar angle difference
between the photons well, while PYTHIA with only photons in the
hard process tends to have more back-to-back photons. In the 1-jet
category (b), both SHERPA and PYTHIA describe the shape correctly,
PYTHIA underestimates the total cross section. GOSAM describes
the shape well, but underestimates the number of back-to-back pho-
tons with an additional jet. This is an effect of the momentum bal-
ance in a fived-order calculation, as a single additional jet requires
that the photons cannot be exactly back-to-back.
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Figure 5.17: Measured spectrum of AR.ij1 in the 1-jet category
(a) and 2-jet category(2). SHERPA provides an accurate descrip-
tion in both cases. The limitations of fixed-order calculations like
GOSAM are wvisible in the 1-jet category. A small separation be-
tween leading photon and leading jet gives a very small phase space
for conservation of transverse momentum, as the subleading pho-
ton and the subleading jet (going in the opposite direction) both have
lower energies and there are no other objects in the event. In the
2-7et category, momentum balance is not a problem any more, and
the description gets much more accurate.
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CHAPTER 6

Summary

6.1 Summary

The ATLAS experiment at the Large Hadron Collider has a broad physics pro-
gram covering all aspects of nuclear and particle physics accessible at the LHC.
Proton-proton collision data has been collected from 2010 to 2012 (Run 1) and
since 2015 (Run 2). This thesis focuses on physics with photons. Their recon-
struction and identification is discussed, and the re-optimization of the photon
identification criteria for Run 2 is shown. A new set of selection cuts for the
identification is developed. The re-optimization keeps a photon identification
performance similar to Run 1 under the more challenging running conditions of
Run 2.

The main part of the thesis presents the measurement of 16 differential cross
sections in events with two photons as function of the number of jets in the event,
based on /s = 8 TeV collisions in 2012 corresponding to an integrated luminos-
ity of 20.3 fb™'. The observables are sensitive to the dynamics of the diphoton
system, the jet properties (especially with 2 jets), and the separations between
photons and jets in the event. After selecting the photons and jets, the main
background from jets getting reconstructed as photons is subtracted. A smaller
background arising from electrons getting identified as photons is subtracted
as well. The resulting event yields are unfolded to account for bin migration.
To work with two-dimensional distributions, SVD unfolding originally designed
for one-dimensional distributions, is generalized. It uses assumptions about the
smoothness of the measured distributions relative to theoretical predictions to
avoid artificial increases in statistical uncertainties. The efficiency of the event
selection is evaluated and taken into account to estimate the cross section in each
bin. All systematic uncertainties are evaluated. The largest uncertainties are
the choice of a control region for the background subtraction and the uncertainty
in the jet energy scale. Inclusive jet categories (> n jets) are derived from the
exclusive categories. This leads to large cancellations of jet uncertainties.

The measured cross sections are compared to predictions by SHERPA, PYTHIA
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and GOSAM. The quality of the predictions differs significantly between the
observables studied and the type of prediction, with no prediction leading to
better results than others everywhere. Some of the observed discrepancies could
be linked to the model used for the prediction: The PYTHIA sample studied
did not have jets in the matrix element, as result the jet description is not very
accurate. Both SHERPA and PYTHIA tend to underestimate the cross sections
at high photon energies. GOSAM predictions often match in the shape of the
distribution, but have a constant offset in the predicted cross section. GOSAM
cannot describe the low AR, region in the 1-jet category accurately, as expected
for fixed-order calculations. Further work is necessary to study the origin of the
other observed discrepancies.



APPENDIX A

Appendix

A.1 All measured distributions - exclusive cat-
egories

All distributions are compared to SHERPA and PYTHIA predictions. Spectra with
1 and 2 jets are compared to GOSAM as well. As the 3-jet category is always
inclusive, it is only shown in appendix [A.2]
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Figure A.1: Cross sections as a function of the diphoton invariant
mass for the 0-jet, 1-jet and 2-jet categories.
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All measured distributions - exclusive categories
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Figure A.2: Cross sections as a function of the diphoton trans-

verse momentum for the 0-jet, 1-jet and 2-jet categories.
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Figure A.8: Cross sections as a function of the transverse mo-
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A.2 All measured distributions - inclusive cate-
gories

All distributions are compared to SHERPA and PYTHIA predictions. GOSAM
predictions are not available for inclusive categories.
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Figure A.9: Cross sections as a function of the diphoton invariant
mass for all inclusive jet categories.
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Figure A.10: Cross sections as a function of the diphoton trans-
verse momentum for all inclusive jet categories.
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Figure A.11: Cross sections as a function of the cosine of the polar
angle in the Collins-Soper frame for all inclusive jet categories.
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Figure A.12: Cross sections as a function of the azimuthal angle
difference between the photons for all inclusive jet categories.
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Figure A.13: Cross sections as a function of the dijet mass and
transverse momentum for all inclusive jet categories.
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Figure A.14: Cross sections as a function of the polar angle and
rapidity differences for all inclusive jet categories.
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Figure A.16: Cross sections as a function of the distance between
subleading photon and leading jet for all inclusive jet categories.
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Figure A.18: C(ross sections as a function of the difference in
azimuthal angle between the diphoton and the dijet system in the
> 2-jet and > 3-jet categories (a,b) and the transverse momentum
of the leading photon in the > 1-jet and > 2-jet categories (c,d).
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Figure A.19: Cross sections as a function of the transverse mo-
mentum of the leading jet in the > 3-jet category (a), the transverse
momentum of the subleading jet in the > 2-jet (b) and > 3-jet cal-
egories (c¢) and the transverse momentum of the third jet in the
> 3-jet category (d).
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A.3 Breakdown of systematic uncertainties in
all observables - exclusive categories

The following plots show the individual relative systematic uncertainties in all
measured exclusive jet categories, together with the statistical uncertainty as
comparison. The color scheme is the same for all plots, to improve the visibility
the legend is not included everywhere.

Dashed: statistical uncertainty
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Jet energy resolution
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Jet background subtraction
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Figure A.20: Relative systematic uncertainties as a function of
the diphoton invariant mass for the 0-jet, 1-jet and 2-jet categories.
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Figure A.21: Relative systematic uncertainties as a function of
the diphoton transverse momentum for the 0-jet, 1-jet and 2-jet

categories.
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