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Abstract 

Due to the urgency of the situation, in emergencies involving the release of airborne 

materials in built environments, simple atmospheric dispersion models with a negligible response 

time are frequently applied. State-of-the-art, high-resolution models are often not capable of the 

fast response demanded in case of accidental releases. This thesis improves the understanding of 

the dispersion phenomena in urban environments to help close this gap between theory and 

praxis.  

To study the transient dispersion field in urban environments, boundary layer wind tunnel 

measurements were carried out. Based on the experimental results, essential questions related to 

gas dispersion in urban areas are investigated. 

The new experimental data sets generated within the scope of this thesis are applicable for 

the validation of atmospheric dispersion models predicting the concentration field resulting from 

airborne hazardous materials in local-scale urban environments. Based on the data, a consistent 

set of characteristics describing transient dispersion are presented and their dimensionless forms 

are derived. 

Gaussian plume models are based on the assumption that the mean concentration profiles 

follow Gaussian distribution. Although the Gaussian distribution provided sufficient fits on the 

measured mean concentration profiles, due to the parametrization of the turbulent flow field in 

local-scale urban environments, Gaussian models have difficulty to predict the concentration 

field. A strong relationship between the mean and the high percentiles of the concentration 

distributions was found. General probability density functions provided reasonable fits on the 

concentration distributions, and sufficiently predicted the higher order statistics based on the first 

two moments. This indicates that the higher percentiles of a concentration distribution can be 

determined based on the mean concentration with sufficient accuracy compared to the 

atmospheric dispersion modeling uncertainties. 

The effect of modification and simplification of the building structure on the dispersion field 

was investigated based on systematic wind tunnel measurements. It was found that geometrical 

simplification of a larger area generally increased the measured concentration and decreased the 

characteristic times of dispersion. The modification of a building significantly larger in size than 

its surroundings had an evident effect on the results. When a building is reconstructed without 

significant geometrical changes or it is similar in size to its surroundings, the effects are 

negligible.  

 

Keywords: accidental release, boundary layer wind tunnel, extreme value theory, geometry 

simplification, probability density functions, residence time, urban dispersion, validation 
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Kurzfassung 

Zur Bestimmung der lokalen Schadstoffkonzentration werden in Störfällen aufgrund der 

benötigten kurzen Reaktionszeiten einfache und schnelle Prognosemodelle verwendet. Komplexe 

Modelle mit höherer zeitlichen und räumlichen Auflösung können den Ersthelfern aufgrund der 

längeren Berechnungsdauer nicht die benötigten Erkenntnisse bereitstellen. Die vorliegende 

Arbeit soll das allgemeine Verständnis der urbanen Schadstoffausbreitung verbessern und den 

Stand der Forschung anwendungsorientiert übersetzen.  

Auf Basis der für diese Arbeit durchgeführten Untersuchungen im Grenzschichtwindkanal 

konnten grundlegende Fragestellungen hinsichtlich der Gasausbreitung in Stadtgebieten 

beantwortet werden. Die experimentellen Datensätze wurden explizit für die Validierung 

numerischer Störfallmodelle im urbanen Raum erstellt. Basierend auf diesen Daten konnten 

Charakteristiken des Ausbreitungsverhaltens definiert und dimensionslose Parameter bestimmt 

werden.  

Gaußfahnenmodelle basieren auf der Annahme, dass das mittlere Konzentrationsprofil dem 

einer Gauß-Verteilung entspricht. Die Analyse der Messdaten zeigt eine gute Annäherung der 

gemessenen Konzentrationsprofile an eine Normalverteilung, jedoch haben Gaußfahnenmodelle 

aufgrund der parametrischen Lösung des Strömungsfeldes Schwierigkeiten in der Bestimmung 

des Konzentrationsfelds. 

Bei der Messwertanalyse konnte ein Zusammenhang zwischen dem Mittelwert und den 

oberen Perzentilwerten einer Konzentrationsverteilung gefunden werden. Allgemein zeigen 

Verteilungsfunktionen eine gute Anpassung an die gemessenen Konzentrationsprofile sowie eine 

gute Annäherung an die daraus bestimmten Momente höherer Ordnung. Dies beweist, dass 

gegenüber den Unsicherheiten in der numerischen Modellierung von Schadstoffausbreitungen die 

Berechnung der Perzentile einer Konzentrationsverteilung aus einem präzise bestimmten 

Mittelwert hinreichend genau ist. 

Der Einfluss von Umstrukturierungen sowie Modellvereinfachungen auf das Ausbreitungs-

verhalten wurde anhand systematischer Windkanalstudien untersucht. Großräumige oder an 

signifikanten Gebäuden ausgeführte Modellvereinfachungen zeigen starke Auswirkungen auf das 

lokale Konzentrationsfeld und dessen zeitliche Charakteristiken, der Einfluss kleinräumiger 

Veränderungen ist hingegen vernachlässigbar. 

 

Stichworte: Extremwertanalyse, geometrische Vereinfachung, Grenzschichtwindkanal, 

Störfallfreisetzung, urbanes Ausbreitungsverhalten, Validierung, Wahrscheinlichkeits-

dichtefunktion 
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1 Introduction 

1.1 Motivation 

Have you ever wondered why you smell the fire in a city, even though the fire fighters 

already put it out? Or why you can smell it in one street canyon, but not in another? Why is it 

hard to decide for the fire fighters where to stand to treat an urban fire to avoid being downwind 

from it? How long does it take until it is safe to return home after a chemical release in the 

neighborhood? How can the first responders predict the affected area of a hazmat release, and 

how trustworthy are these predictions? To answer these questions and others alike, this thesis is 

investigating the dynamics behind gas dispersion in urban environments. 

Starting around the 1970s, building aerodynamics and urban dispersion became a popular 

research topic within fluid mechanics (Balczo, 2015). Hanna (2010) gives an overview of 

atmospheric dispersion field experiments and their evolution. Although the number of field trials 

today is comparatively small compared to wind tunnel studies and numerical modeling, looking 

at the history of field tests gives a good overview of the research development focusing on 

atmospheric dispersion, which I will present in the next paragraphs based mainly on the extensive 

summary in the paper of Hanna (2010). 

The first field experiments investigating atmospheric dispersion focused on specific issues 

raised by a single researcher. Richardson (1926) used natural tracers (such as turnips in water) to 

study diffusion. Roberts (1923) analyzed smoke with optical methods to investigate puff 

diffusion. Compared to the practice of the following decades, these research projects were not 

heavily funded. Still, fundamental laws and relations were investigated that provided the basis for 

today‟s atmospheric dispersion research. 

Later on, mainly throughout the World War II era and during the Cold War, the focus shifted 

to military applications to study the short-range dispersion of releases from chemical and 

biological weapons. Another topic of the military research on atmospheric transport and 

dispersion was the investigation of long range deposition of radiological releases from nuclear 

weapons. 

After the 1960s, environmental issues gained significant attention, environmental agencies 

were established and laws (such as the US Clean Air Act) were enacted. As a result, the research 

on air pollution was increasingly funded by governmental bodies and industrial consortiums. 

Topics including short-range dispersion from stack releases, air pollution in cities, mesoscale 

transport and dispersion in complex terrains were studied. Regional problems, such as acid rain 
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or ozone transport became important topics. Nevertheless, field experiments on such large scales 

are expensive and must involve many groups and instrument systems. 

Due to multiple disasters following industrial accidents, such as the Bhopal gas tragedy in 

1984 or the Seveso disaster in 1976, the dispersion of hazardous materials from accidental 

releases received attention. As a result, extensive field tests of dense gas releases were carried 

out. Hanna et al. (1993) give a summary of eight field measurements from the past century 

involving heavy gas dispersion with a focus on accidental releases. The paper also lists and 

evaluates fifteen numerical models, from which some are still in use to model hazmat dispersion. 

In recent years, research on atmospheric dispersion includes environmental, public health 

and military topics. According to Hanna (2010) field tests before the 1960s were used mainly to 

improve parameterizations in one-or-two-line analytical dispersion models. Nowadays, the field 

experiments support the evaluation and development of parameterizations in detailed numerical 

models. 

The research presented in this thesis was inspired by and builds on the results of two 

projects, both dealing with emergency response tools for airborne hazards in built environments. 

The first one is the COST Action ES1006 European cooperation focusing on the evaluation, 

improvement and guidance for the use of local-scale emergency prediction and response tools 

(COST ES1006, 2012).  The second project is the CT-Analyst Hamburg II initiative of the 

University of Hamburg and the US Naval Research Laboratory, carried out for the Behörde für 

Inneres und Sport in Hamburg with the aim to provide an emergency response tool for the 

Hamburg Fire Brigade covering the whole area of the city.  

1.1.1 COST Action ES1006 

The focus of the Action was to evaluate tools and atmospheric dispersion models used in the 

context of emergency response and to coordinate and harmonize European efforts in threat 

assessment. The tools and models evaluated by the Action can be categorized into three basic 

types based on their complexity (see Table 1.1). 

Table 1.1 Types of emergency response tools and atmospheric dispersion models, based on the integrated flow 

and/or dispersion modeling approaches (COST ES1006, 2015b). 

Model type Flow modeling approach 
Dispersion modeling 

approach 

Type I models that do not resolve the flow between buildings Gaussian 

Type II models with diagnostic or empirical flow resolution, but not within the building structures Lagrangian 

Type III models that resolve the flow between buildings Eulerian 

 

The documents of the Action (COST ES1006, 2012; COST ES1006, 2015a; COST ES1006, 

2015b and COST ES1006, 2015c) provide an extensive review, evaluation, guidance and 

examples on the use of atmospheric dispersion models for accidental releases in complex 
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environments. As an example of the results, a test case from the so-called Michelstadt 

experiments is shown in Figure 1.1. Mean concentration values predicted by different model 

types are plotted against the reference values from dedicated experiments in a boundary layer 

wind tunnel. An ensemble mean value over all model results of each type is used for comparison. 

The closer the points lie to the 45° (1:1) line, the better the predictions are. If a point lies below or 

above this line, the model is under- or overpredicting the reference data respectively.  The results 

show that with increasing physical complexity of the models, the quality of model predictions 

improves. 

Using Type I models during emergency situations is still common due to the assumption of 

being conservative (COST ES1006, 2015a). However, the results of the Action do not confirm 

this assumption (see Figure 1.1.a). The appropriateness of the constraints of the Type I 

(Gaussian) models for accidental releases in urban environments will be investigated in Chapter 

4.1.1 of this thesis. 

   
(a) (b) 

 
 (c)  

Figure 1.1 Scatter-plots of measured versus ensemble averaged modeled mean concentration values for continuous 

releases within the Michelstadt blind test case for model Type I (a), Type II (b) and Type III (c). Source: COST 

ES1006 (2015b) 
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1.1.2 CT-Analyst Hamburg II project 

CT-Analyst is an instantaneous dispersion modeling tool developed by the US Naval 

Research Laboratory. The three-dimensional flow field behind the dispersion modeling of CT-

Analyst is based on detailed urban aerodynamics computations carried out by the FAST3D-CT 

Large Eddy Simulation (LES) model (Boris, 2002; Cybyk et al., 2001 and Cybyk et al., 1999). 

The algorithm in FAST3D-CT is documented in Boris et al. (1993) and was substantially 

modified by Patnaik et al. (2005). 

In urban hazmat accidental release scenarios three quarters of direct exposure fatalities are 

exposed within the first 15 minutes of an event (NRL, 2016). Therefore, time is a key factor in 

emergency situations. In atmospheric dispersion modeling, usually more complexity means better 

predictions, but also longer computing time. Normally, a compromise must be made between the 

accuracy of results and the duration of the simulation. One of the main advantages of CT-Analyst 

in comparison to other emergency response tools is that it combines the increased performance of 

an obstacle- and eddy-resolving wind flow model with the speed of a sufficiently accurate but 

simplified dispersion model called “dispersion nomographs” (Boris et al., 2004). The high-

resolution flow field is computed ahead of time with the FAST3D-CT LES code. Relevant wind 

information is stored in a highly compact database, which can be accessed by CT-Analyst, 

therefore only the dispersion has to be modeled in case of an accident. 

The aim of the project was to expand the already existing CT-Analyst tool of the Hamburg 

Fire Brigade to cover the whole area of the city. The evaluation and validation of time-dependent 

features were also part of the project. An example of the evaluation of the contaminant residence 

time will be shown in Chapter 3.2.60. The data enabled a deeper insight in transient flow and 

dispersion within the scope of this thesis as well. 

1.2 Scope and scientific importance of the thesis 

It is not the intention of this thesis and beyond my expertise to provide a numerical or 

statistical model that would be superior to the existing ones. The aim of this thesis is to raise 

attention and provide conceptual solutions to some of the problems that are often disregarded 

while predicting the concentration field resulting from an accidental release in an urban area. 

Atmospheric boundary layer wind tunnel measurements were carried out to model gas 

dispersion in urban areas. Two different model scenarios were investigated: an idealized city 

structure (Michelstadt) and a part of the city center of Hamburg. During the dispersion 

measurements tracer gas was released from ground-level point sources. Time-resolved 

concentration measurements were carried out at numerous locations in the model area. Based on 
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the experimental results, various questions related to gas dispersion in urban areas are 

investigated in this thesis. 

How does the release duration affect transient dispersion behavior? A release can be 

categorized as instantaneous (puff), short-term or continuous based on its duration. All three 

kinds of release durations are investigated in this thesis based on the wind tunnel measurements. 

A comprehensive method for evaluating and characterizing the measured time series with various 

release scenarios is presented. 

How appropriate is it to model the spatial distribution of the mean concentration with the 

Gaussian distribution function? Due to their instant results, easy accessibility and application, 

Gaussian models are often used in emergency situations to predict the spatial concentration 

distribution.  There is a preconception about the Gaussian models that they provide a 

conservative prediction even in urban geometries, even though the specific model constraints do 

not apply to such an environment. However, the results of the COST Action ES1006 indicate a 

different overall model performance. It is investigated in this thesis, whether the Gaussian 

distribution is a reasonable fit for the mean concentration patterns measured in the wind tunnel. 

How to predict high concentrations? Most numerical models applied in emergency situations 

provide a single mean value for each location, whereas we know from field and wind tunnel tests 

(and of course from theory) that the temporal variability of turbulence-resolving concentration 

measurements and the scatter of individually measured concentration values can be quite large. 

The results in Chapter 4.1.2 show a threefold difference between the mean value and the 95th 

percentile of the concentration distributions. In emergency situations dealing with accidental gas 

releases, information about high concentrations is crucial, because the duration of the exposure 

together with the concentration level determine the dosage affecting individuals. The 

concentration distributions at the measurement locations are analyzed with extreme value theory 

to evaluate the probability of high concentrations. Probability density functions are tested to 

predict the whole frequency distributions as well as high percentiles based only on the mean and 

the variance. 

What is the effect of geometrical modification on the dispersion? The structure of most cities 

constantly changes due to construction works. If the input data of the numerical models is not 

updated, these geometrical changes are not taken into consideration. The effect of modifications 

of the model geometry within the city center of Hamburg on the transient dispersion was 

investigated in the wind tunnel.   

How representative are the predictions based on a simplified geometry? Numerical 

modeling is often carried out on structured meshes, which results in a simplification of the 

geometry. A mesh-independency study should be and usually is part of numerical simulation 

tests. However, if the input geometry is already a simplified model of the city structure, the effect 

of this simplification will not be present within the mesh-independency test. Within this thesis 

various stages of simplifications are tested to identify tendencies of the influence on the transient 

dispersion. 
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There are questions regarding gas dispersion in urban areas, which are out of the scope of 

this dissertation. Effects such as the dimension of the source, the density of the tracer gas, 

chemical reactivity and half-life of the tracer, thermal stratification of the flow, traffic-induced 

turbulence and the effect of water surfaces on dispersion will not be part of the thesis. 

1.3 Structure of the thesis  

After the introduction, Chapter 2 describes the theoretical background of transient flow and 

dispersion processes in urban environments. The basic assumptions and governing equations are 

introduced. The time dependency of the flow and concentration field is discussed. The 

characteristics of urban boundary layers are briefly described.  

Chapter 3 presents the methodology applied to generate and evaluate the wind tunnel data 

sets. The general methods of investigation and characterization of scalar transport in urban 

environments are discussed with focus on boundary-layer wind tunnel measurements. The two 

measured data sets are described in detail. Michelstadt is a semi-idealized urban geometry 

resembling characteristic features of European city centers. The Hamburg data set was measured 

within a model of parts of the city center of Hamburg. The "Wotan" wind tunnel facility of the 

Environmental Wind Tunnel Laboratory at the University of Hamburg is introduced. The 

measurements carried out in each model geometry are described. The representativeness and 

reproducibility of the experimental results are investigated and documented and the two data sets 

are summarized. At the end of Chapter 3, the wind tunnel measurements are presented as 

validation data sets. The usefulness of the data is demonstrated based on examples from the 

COST Action ES1006 and the CT-Analyst Hamburg II project. 

Chapter 4 evaluates the results of the data sets described in the previous chapter. First a 

statistical analysis is provided of the spatial and frequency distributions of the concentration 

measured in case of continuous point source releases. The Gaussian plume model and its 

applicability for urban environments are discussed. Distributions derived from the Gaussian 

plume model are fitted on the spatial distribution of the measured mean concentration fields. 

Several probability density functions are investigated according to the goodness of their fit on the 

measured frequency distributions. The predictability of the extreme concentration based on the 

frequency distributions is also analyzed. Predictions based on the generalized extreme value 

distribution and the generalized Pareto distribution are studied.  The chapter continues with the 

analysis of the residence time in various test cases based on short-term release measurements. 

The effect of geometry simplifications on the transient dispersion was also evaluated for various 

release durations. 

Finally, Chapter 5 discusses the results and provides a summary and outlook of the thesis. 
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2 Transient dispersion 

processes 

The definition of the word “transient” according to the Oxford English Dictionary (OED 

Online, 2015) is “passing by or away with time; not durable or permanent; temporary, transitory; 

[…]”. However, in this thesis the term “transient” is defined in a broader sense, involving both 

quasi- and non-stationary time-dependent processes that contribute to scalar transport in an urban 

environment. To give an example, “transient phenomena of scalar transport” do not only refer to 

non-stationary features such as short-term emissions or the decay of concentration, but to the 

fluctuation of a statistically (or quasi-) stationary flow field caused by turbulence as well. 

This chapter introduces the basic equations governing transient transport processes and the 

assumptions that are eligible for urban boundary layer flows. A general description of the flow 

field and dispersion in urban environments follows, with an emphasis on time dependence. 

2.1 Governing equations 

The basic assumptions that can be made for scalar transport in an urban environment are 

introduced in this chapter. The basic hypotheses, physics laws, governing equations and their 

simplifications are presented. The chapter summarizes the fundamentals of urban dispersion 

based on the books of Lajos (2008), Batchelor (1967) and Tritton (1988). 

2.1.1 Assumptions, simplifications, conventions 

In our everyday lives, we observe various phenomena and forms of behavior in the real 

world (Figure 2.1). We translate these phenomena to our conceptual world by modeling, trying to 

describe, explain and predict our observations (Dym, 2004). To predict the behavior of a physical 

system, an appropriate mathematical model describing the phenomena is applied. Assumptions 

about the properties of the physical system help to specify and simplify general mathematical 

models. 
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Figure 2.1 The relation between our conceptual models of the world and observations made within the real world 

(inspired by Dym and Ivey, 1980) 

Fluid dynamics is a mathematical model describing the phenomena of fluid motion and 

therefore applicable to describe the flow field in an urban environment if the underlying 

assumptions of the mathematical model are met. When applying the equations of fluid dynamics, 

the continuum hypothesis and the conservation of mass, energy and momentum are assumed. 

Continuum 

The continuum hypothesis implies that if the length of the molecular mean free path ( ) is 

significantly lower than the representative length scale (Lref) of a physical phenomenon, the fluid 

can be treated as a continuous medium rather than as discrete particles. The ratio between Lref and 

  is expressed by the Knudsen number (Kn). If Kn<<1, the continuum hypothesis applies. 

 

refL
Kn


  (2.1) 

For atmospheric flows, the Knudsen number is typically around  (10
-9

), indicating that the 

fluid can be treated as a continuum, allowing the application of continuum mechanics. 

Conservation laws 

The conservation laws are fundamental principles of mechanics. They state that the mass, 

energy and momentum of an isolated system are constant, thus conserved. 

Newton's law of viscosity 

Newton's law of viscosity holds for the so-called Newtonian fluids. The viscous stress of a 

Newtonian fluid is proportional to the strain rate by a constant, namely the molecular viscosity 

(μm). The molecular viscosity of a Newtonian fluid depends only on the pressure and the 

temperature and is not influenced by external forces acting on the fluid. 

Incompressible flow 

In an incompressible flow, pressure variations do not produce significant changes in the 

density of the fluid. The density of air (like most fluids) can be assumed constant in space and 
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time at low flow velocities, given that the pressure and temperature changes are moderate (Lajos, 

2008). 

Fick’s law 

Fick‟s law of diffusion states that the particles move from high-concentration regions to 

regions of low concentration with a flux proportional to the concentration gradient. The 

proportionality constant is the diffusion coefficient. Fick‟s law assumes the conservation of the 

number of particles, which “can be justified for the transport of tracer particles in a homogeneous 

medium and in the absence of external forces” for tracers consisting of “non-interacting particles 

whose motion does not affect the system state” (Milligen et al., 2005). 

 

Since the assumptions of the above described laws and hypotheses hold for scalar transport 

processes in urban environments, they will be considered throughout the thesis. 

Further assumptions 

In this thesis, the flow in a local-scale urban environment is assumed to be non-buoyant with 

no thermal stratification (assuming a neutral atmospheric boundary layer) and the Coriolis force 

is neglected. The atmospheric boundary layer and the introduced simplifications will be discussed 

in detail in Chapter 2.2.1. 

Conventions 

The Cartesian coordinate system and the Eulerian specification of fluid motion are applied 

throughout the thesis. Therefore, the velocity vector is represented as u(x,y,z,t), a function of 

position and time. 

The Einstein summation convention is applied, meaning that terms are summed over 

repeated indices. The indicial notation used in this thesis is described by Hopman (2002) in 

detail. 

2.1.2 Transport equation 

The transport of a physical quantity can be described by the transport equation. The 

transport equation can be derived from the differential form of the continuity equation 

 
,Tii Rj

t

c





 (2.2) 

where c is the amount of the physical quantity over unit volume (such as concentration), ji is the 

flux of the quantity and RT is representing the sources and sinks. The flux can be divided into two 

parts. The diffusive part can be approximated by Fick‟s law 

 ,, cDj idiffi   (2.3) 
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where D is the diffusion coefficient. The advective part is 

 ,, cuj iadvi   (2.4) 

where ui represents the velocity vector. 

Substituting Eq. (2.3) and Eq. (2.4) into the differential form of the continuity equation gives 

the general form of the transport equation: 

 
Tiiii RcDcu

t

c





)()(  (2.5) 

Assuming constant diffusion coefficient, incompressible flow and no sources or sinks, Eq. 

(2.5) can be simplified: 

 
cDcu

t

c
iiii 




. (2.6) 

Since the number of unknowns (concentration and three velocity components) exceeds the 

number of equations (Eq. 2.6), further equations are necessary to describe the transport process 

with a fully determined system of equations. 

2.1.3 Continuity and Navier-Stokes equations 

Advection (Eq. 2.4) describes the transport mechanism of a quantity driven by fluid motion, 

causing a velocity-dependence of the transport equation. 

The continuity equation (Eq. 2.2) applies to the flow field as well. Assuming incompressible 

flow field, Eq. 2.2 reduces to 

 0 iiu . (2.7) 

The Navier-Stokes equation, the equation of motion for viscous fluids, can be derived from 

the conservation of momentum. With the consideration of the prerequisites from Chapter 2.1.1, 

the Navier-Stokes equation can be reduced to 

 
ijjiiijj

i upguu
t

u









1
, (2.8) 

where gi represents the acceleration vector of the field force acting on the fluid, ρ is the density of 

the fluid, p is the pressure and   is the kinematic viscosity. 

With the transport, the continuity and the three components of the Navier-Stokes equations, 

the number of unknowns and the number of equations are both 5, resulting in a fully determined 

system of equations. 
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2.2 Origin of time dependence 

2.2.1 Flow field 

As described in the introduction of Chapter 2, both quasi- and non-stationary time-dependent 

processes are considered when discussing transient phenomena. The flow can be non-stationary, 

causing the statistical characteristics (such as the mean velocity) to change with time. However, 

even a quasi-stationary flow can have time-dependent parameters, for example if the flow is 

turbulent. 

This thesis deals only with quasi-stationary (or ergodic) turbulent flows, meaning that the 

statistical characteristics of the velocity distribution are independent of time. The non-stationarity 

is a result of the time-dependence of the concentration field (caused by for example the non-

stationary tracer gas release). Since non-stationary flows are not part of this thesis, this chapter 

only focuses on the fluctuation of the flow field caused by turbulence. 

Turbulent flows 

As found experimentally by Osborne Reynolds, with increasing Reynolds-number (Eq. 2.9) 

the flow regime changes from laminar to turbulent. 

 



refref LU
Re  (2.9) 

The main characteristics of turbulent flows are irregularity, rotationality, diffusivity and 

dissipation. 

Turbulent flows are assumed to be chaotic, making a deterministic description difficult. 

Therefore, turbulence is normally described statistically. 

Turbulent flows are always three-dimensional and have non-zero vorticity. Through the 

energy cascade of turbulence, the energy of large eddies is transferred to smaller ones. The length 

scale of the vortices decreases until the kinetic energy of the small-scale structures can be 

transformed into heat by the fluid's molecular viscosity.  This dissipation of energy is caused by 

the viscous shear stress. 

The diffusivity of turbulence causes rapid mixing and redistribution of momentum and scalar 

quantities. The turbulent diffusion coefficient (analogous to molecular diffusivity) is a 

phenomenological property describing turbulent diffusion without true physical meaning. The 

effect of turbulent diffusivity is significantly larger than the effect of the molecular diffusivity for 

the type of flows discussed here. 

The properties of a quasi-stationary turbulent flow, such as the velocity or the pressure, can 

be divided into a mean and a fluctuating part: 
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iii uuu '  and (2.10) 

 'ppp  , (2.11) 

where 

 




T

i
T

i dtx
T

x
0

1
lim . (2.12) 

The mean of the fluctuating part equals zero (Eq. 2.13). 

 
0'

1
lim'

0

 

T

i
T

i dtx
T

x . (2.13) 

Therefore, the fluctuations cause a time dependence of the flow characteristics even if the mean 

characteristics are constant. Due to the complexity and time-dependence of turbulence, the 

characteristics of the flow cannot be determined analytically. Therefore, Osborne Reynolds 

derived the Navier-Stokes equation (Eq. 2.8) for temporal averages, the so-called Reynolds-

Averaged Navier Stokes (RANS) equation (Eq. 2.14). 

 
jijijjiijij

i uuupguu
t

u
''

1








 (2.14) 

In the same manner, the momentum balance equation can be applied for the time-averaged 

variables (Lajos, 2008). The resulting terms containing the velocity fluctuations are the 

momentum and normal stresses, which are summarized in the so-called Reynolds stress tensor 

(Eq. 2.15). 

 
jiij uu ''   (2.15) 

Other characteristics describing turbulence are the turbulence intensity, the length and time 

scale of the turbulent vortices and the turbulent kinetic energy (Lajos, 2008). Turbulence 

intensity (Eq. 2.16) compares the root-mean-square (RMS) fluctuation to the mean velocity. The 

turbulent kinetic energy (Eq. 2.17) is the mean kinetic energy acting on a unit mass due to the 

turbulent fluctuations of the flow field. The turbulence intensity can be converted to the turbulent 

kinetic energy (Eq. 2.18). The turbulent kinetic energy is frequently characterized by the RMS of 

the velocity fluctuations. 

 

ii

i

uu
u

I
3

11
  (2.16) 

 
iiuuk

2

1
  (2.17) 

 
 2

2

3
Iuk i  (2.18) 



 

           

13 

Atmospheric boundary layer 

If a flow is bounded by a surface with no slip condition, the velocity of the flow along this 

boundary will be zero. In the vicinity of the surface, the velocity of the flow increases 

perpendicular to the boundary until it reaches the velocity of the bulk flow. The boundary layer is 

the layer near the surface, where the velocity increases perpendicular to the surface and the effect 

of friction is significant. Depending on the Reynolds number, a boundary layer can be laminar or 

turbulent. However, even in case of a turbulent boundary layer, the presence of the wall prevents 

the formation of vortices at the surface. Therefore, a laminar (a.k.a. viscous) sublayer is present 

at the direct vicinity of the wall, where the viscous forces are dominant. 

The atmospheric boundary layer (ABL) is the boundary layer between the surface of the 

Earth and the free atmosphere. The surface of the Earth has a no-slip condition. The geostrophic 

wind in the free atmosphere is driven by the pressure gradient caused by the non-uniform global 

thermal energy distribution. The ABL flow generally has a high Reynolds number (Re~10
8
). 

Therefore, the boundary layer is turbulent with a  (10
-2

 m) or even thinner viscous sublayer at 

the direct vicinity of the surface.  

To describe the flow field of the ABL (Eq. 2.19), the Coriolis effect, an inertial force that 

causes the deflection of the path of an object in motion relative to a rotating coordinate system, 

appears in the Navier-Stokes equations (Eq. 2.8.), and the term describing the force field is 

expanded with the buoyancy effect (Snyder, 1981). 

 
ijjikjijkit

ref

i

ijj

i upuT
T

g
uu

t

u










1
23

 (2.19) 

The term -2εijkΩjuk describes the Coriolis effect, where Ωj is the angular velocity of the 

rotating Earth and εijk is the Levi-Civita permutation tensor. Due to the low rotation rate of the 

Earth, the Coriolis force becomes significant only over large distances. 

The buoyancy effect (Snyder, 1981) is determined by the deviation of the temperature (δTt) 

from the temperature of a neutral atmosphere (Tt). Tref is the reference value of the temperature 

and δij is the Kronecker delta. 

The ABL can be divided into sublayers (Figure 2.2). The results of this thesis, as most 

boundary-layer wind tunnel measurements, are applicable for the Prandtl layer of the ABL 

during neutral stratification. In the Prandtl layer the flux is assumed to be constant in vertical 

direction and the Coriolis effect is negligible at local scale  (10
3
-10

4
 m). In a neutrally stratified 

atmosphere the vertical potential temperature gradient is close to zero, which allows neglecting 

the buoyancy effect in Eq. 2.19. Therefore Eq. 2.8 can be used to characterize the flow field in a 

neutrally stratified Prandtl layer at micrometeorological scales. 
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Figure 2.2 Schematic of the planetary boundary layer (based on Arya, 2001 and Hertwig, 2013). The heights are 

more typical for neutral stability and they are highly variable in space and time. 

Urban boundary layer 

Cities have a significant effect on the flow field of the atmospheric boundary layer. The city 

geometry causes a drag force on the flow field, an increase in the heat-storage of the surface and 

a decrease in evapotranspiration. The urban energy balance (Oke, 1982) can be written as 

 
SHEF QQQQQ * , (2.20) 

where Q* is the net all wave radiation flux density, which consists of the incoming shortwave and 

longwave radiation. QF is the anthropogenic heat flux, QH is the turbulent sensible heat flux, QE 

is the turbulent latent heat flux and ΔQS is the net storage heat flux (Grimmond et al., 2011). 

The urban boundary layer, similarly to the ABL, can be divided into vertical layers 

(Grimmond and Oke, 2002). The layer closest to the ground is the urban canopy layer (UCL). 

The flow field in the UCL is directly influenced by the local building geometry. The UCL is the 

lower part of the roughness sublayer (RSL). Above the UCL within the RSL, the flow field is still 

highly inhomogeneous and strongly affected by the city structure. Above the RSL is the inertial 

sublayer (ISL). In the ISL the flow field is spatially homogeneous, the effect of the individual 

buildings cannot be observed anymore (Grimmond and Oke, 1999).  

The vertical profile of the mean wind velocity in a neutral boundary layer can be described 

by a logarithmic function (Eq. 2.21) derived from Prandtl's mixing length theory (Lajos, 2008). 

 










 


0*

ln
1)(

z

dz

u

zu s


 (2.21) 

To ensure the applicability of the Monin-Obukov similarity theory, an additional term is 

introduced to the logarithmic wind profile, which contains a universal dimensionless function 

with variables z and LMN, the Monin-Obukov length. The Monin-Obukov similarity theory 

describes the velocity and temperature profiles for non-neutral conditions. However, due to 
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several physical effects the stability over urban areas is forced toward neutral conditions (Britter 

and Hanna, 2003), therefore Eq. (2.21) describes the vertical mean wind profile appropriately in 

most cases. 

In Eq. (2.21) u* is the shear velocity, κ is the von Karman constant, ds is the surface 

displacement length and z0 is the surface roughness length (Britter and Hanna, 2003). There are 

multiple approaches to estimate ds and z0. Table 2.1 and Table 2.2 present exemplary values of ds 

and z0 taken from the paper of Britter and Hanna (2003) and VDI 3783/12 (2000). 

Table 2.1 Surface roughness length data for different urban and industrial categories (Britter and Hanna, 2003). 

Category Roughly open Rough Very rough Skimming "Chaotic" 

z0 [m] 0.1 0.25 0.5 1 2 

Distance between 

obstacles 
20H 12H 3-7H 

Densely built-up area without 

much obstacle height 

variation. 

City centers with mixture of 
low-rise and high-rise buildings. 

 

Table 2.2 Surface roughness lengths and surface displacement length for different surfaces (VDI, 2000) 

Category Slightly rough Moderately rough Rough Very rough 

z0 [m] 10-5 - 5*10-3 5*10-3 - 0.1 0.1 - 0.5 0.5 - 2 

ds [m] 0 0 0.75H 0.75H 

Description ice, snow, water surface grassland, farmland park, suburban area forest, inner-city area 

 

The enhanced drag due to the urban geometry causes momentum loss of the flow field. This 

results in intensified turbulent fluxes above the urban canopy and increases the turbulence 

compared to flows above flat-open terrain (Hertwig, 2013). Typical vertical turbulence intensity 

profiles for different surface roughness categories can be found in ESDU (1985). 

2.2.2 Transport and dispersion 

The transport of a physical quantity is described by the transport equation (Eq. 2.5), which 

was introduced in Chapter 2.1.2. Assuming a constant diffusion coefficient, the time dependent 

variables in Eq. (2.5) are the velocity (ui) and the term representing sources and sinks (RT). 

Similarly to the other characteristics of a quasi-stationary turbulent flow (see Chapter 2.2.1), the 

concentration can also be divided into a mean and a fluctuating part (Fischer, 2011): 

 'ccc  . (2.22) 

If Eq. (2.22) is substituted into Eq. (2.5), the averaged transport equation can be derived, as 

the RANS equation (Eq. 2.14) was derived by averaging the Navier-Stokes Equation in Chapter 

2.2.1: 

 
'' cuRcDcu

t

c
iiTiiii 




. (2.23) 
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In Eq. (2.23), the term cu ii  is the advective transport driven by the mean velocity. The 

term of the molecular diffusion of the mean concentration is cD i , and '' cu i  is the turbulent 

diffusion of the concentration. The turbulent diffusion can be expressed with the mean 

concentration, using the turbulent diffusion coefficient, Ki [m
2
/s] (Etling, 2008): 

 cKcu iii '' . (2.24) 

Following the outline of Etling (2008), the averaged transport equation will be simplified and 

solved for different release scenarios in the sections below. 

Solution of the averaged transport equation for continuous releases from point sources 

In case of a continuous release, the release duration is constant and theoretically infinite (see 

Chapter 3.1.3). In case of a continuous release, the following assumptions can be made for the 

transport equation: 

1. iKD  , the molecular diffusion can be neglected, 

2. 0 ii K , assuming homogeneous turbulence, 

3. 0TR , there are no additional sources or sinks, 

4. Utxu ix ),( , 0 zy uu , where U is constant, 

5. 0




t

c
, the concentration field is stationary. 

Considering the assumptions listed above, the transport equation for continuous releases can 

be simplified to  

 
cK

x

c
U iii 



. (2.25) 

To solve Eq. (2.25), another assumption can be made: 

6. 
x

c
UcK iix



 , downwind diffusion is negligible compared to the advection. 

With the previous assumptions, the solution of Eq. (2.25) is 
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for a point source located at (0,0,HS). According to Eq. (2.26), at each x location downwind from 

the source the concentration has a two-dimensional Gaussian distribution on the y-z plane. The 

one-dimensional Gaussian (or normal) distribution has the general form: 
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where μ is the mean and ζ
2
 is variance of the distribution. To convert Eq. (2.26) to the form of the 

Gaussian distribution, the following substitutions can be done: 

 

U

x
K yy 2  (2.28) 

 

U

x
K zz 2  (2.29) 

The resulting equation (Eq. 2.30) is the equation of the so-called Gaussian plume model, which is 

often used to predict the concentration field above flat-open terrain or above homogeneous 

roughness resulting from a continuous release.  
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Once the plume reaches zero height, it is reflected from the ground. This reflection is not taken 

into consideration by Eq. (2.30). The Gaussian plume model and its applicability in urban 

environments will be discussed in Chapter 4.1.1, where the reflection of the ground will be 

considered in Eq. 4.1. 

Solution of the averaged transport equation for puff releases from point sources 

The duration of a puff (or instantaneous) release, such as an explosion, is infinitesimally 

small. The characteristics of puff releases are discussed in detail in Chapter 3.1.3. 

The assumptions 1-3 from those introduced for the continuous releases in the previous 

chapter (see page 16) apply to puff releases as well. There is a fourth assumption, which can be 

made for puff releases: 

4. 0iu , the coordinate system is moving with the mean flow. 

Considering the assumptions, the transport equation for a puff release can be simplified to  

 
cK

t

c
iii 




. (2.31) 

Eq. (2.31) is also known as Fick‟s Second Law, which implies that the concentration field is 

determined by the diffusion terms only. Substituting t=x/U into Eq. (2.31) results in the averaged 

and simplified transport equation derived for continuous releases (Eq. 2.25). At each distance 

from the source (∆xm), the concentration distribution of a continuous release can be modeled with 

the simplified transport equation of puff releases by substituting ∆xm=Utm (Etling, 2008). 

By fixing the release location (xr, yr, zr) and the released amount, Q at t=0, Eq. (2.31) can be 

solved analytically: 
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Eq. (2.31) shows that the spatial distribution of the concentration can be described by an 

exponential function in each direction. The derivation of the Gaussian puff model introducing 

further assumptions to Eq. (2.31) can be found in several text books and review articles, such as 

Hanna et al. (1982), Etling (2008) or Stockie (2011). 
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3 Methodology 

Small-scale modeling will be introduced in this chapter focusing on flow and concentration 

measurements in boundary-layer wind tunnels. The wind tunnel model geometries will be 

introduced and the evaluation method to investigate transient transport processes is discussed. At 

the end of the chapter, the resulting data sets are summarized. 

Approaches to investigate transport and dispersion in urban environments 

The ability of producing an exact prediction of the transient concentration field in an urban 

environment is a challenge not yet accomplished due to the complexity of the phenomena. 

Experimental and mathematical approaches exist to examine physical processes in the 

atmosphere. 

In situ (full-scale or field) measurements can grasp the complexity of the processes. On the 

other hand, the costs of field tests tend to be high and the inherent fluctuations of the flow field 

and boundary conditions result in poor statistical representativeness (Schatzmann et al., 2000). 

Mathematical and physical modeling of atmospheric transport reduces the degrees of 

freedom of the problem by simplifying the phenomena (Petersen, 2013). The analytical solution 

of the mathematical models involving the set of governing equations introduced in Chapter 2.1 is 

yet to be found for boundary conditions typical for atmospheric flows. Therefore, numerical 

methods are developed to estimate the solution of these models. Physical modeling can be a 

small-scale field measurement (such as in Macdonald, 1998) or a wind tunnel experiment.  

Why wind tunnel? 

Unlike field experiments, during wind tunnel measurements the mean boundary conditions 

determining the transport and dispersion phenomena can be controlled. Consequently, the 

statistical representativeness of the data can be adjusted to the demands of the problem, and the 

effect of precise systematic variations of the boundary conditions can be investigated separately. 

On the other hand, wind tunnel modeling is a simplification of the case measured in situ. 

Another advantage of wind tunnel experiments is the similarity of the dimensional governing 

equations to those in full scale, scaled by similarity parameters. Careful adjustments and testing is 

still required to ensure similarity to full-scale conditions (see Chapter 3.1.1). Numerical models 

developed for atmospheric processes on the other hand are based on assumptions, which must be 

case-specifically validated with proper data. The advantage of numerical simulations is the 

volumetric data-coverage, which is rather difficult to achieve in the wind tunnel. 
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Bearing the advantages and disadvantages in mind, I decided to base my research on wind 

tunnel data. The majority of the results included in this thesis requires the beneficial properties of 

wind tunnel measurements. Statistical characteristics are investigated to characterize local-scale 

transient processes, therefore the statistical representativeness of the results is crucial. Controlling 

and systematically changing the boundary conditions, such as geometrical modifications or 

changing the release duration, were extensively investigated. 

3.1 Measurement and characterization of scalar transport in 

urban environments 

3.1.1 Requirements of small-scale modeling 

The purpose of small-scale modeling is to acquire information about the full-scale process. 

Therefore, small-scale modeling requires similarity between the modeled process and the model 

itself. Two transport processes are similar, if the functions describing velocity, pressure and 

concentration in space and time are similar. To ensure the similarity of the functions, two 

requirements must be fulfilled. One necessary condition is the similarity of the partial differential 

equations characterizing the processes in model and full scale. The other necessity is the 

similarity of the initial and boundary conditions (Lajos, 2008). 

If the non-dimensional forms of two equations are equal, then the dimensional equations are 

similar. Nondimensionalizing the governing equations by introducing appropriate reference 

values produces dimensionless parameters characteristic for the process investigated. If these 

dimensionless parameters are equal for the model and the full-scale problems, then the 

dimensionless governing equations will also be the same. 

The simplified dimensional governing equations characterizing transport and dispersion 

processes in urban environments (the transport equation, the continuity and the Navier-Stokes 

equation, Eq. 2.6, 2.7 and 2.8) can be nondimensionalized by the reference values of 

concentration Cref, length scale Lref and velocity Uref. Introducing the following dimensionless 

variables, the non-dimensional equations can be derived: 
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If a fluid with constant density fills the flow field completely, the Navier-Stokes equation for 

the fluid in hydrostatic equilibrium will be 
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where phe is the pressure in hydrostatic equilibrium (Lajos, 2008). When subtracting Eq. (3.1) 

from Eq. (2.8), the

 

Navier-Stokes will have the form  
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where pmod = p-phe is the modified pressure, including the effects of the field force acting on the 

fluid. 

The non-dimensional, simplified Navier-Stokes equation will then be  
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where 

 

*

*

x
i




 . (3.4) 

 

The non-dimensional transport equation (Eq. 3.5) can be derived from Eq. (2.6). 
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Dimensionless parameters 

The non-dimensional equations describing the small- and full-scale processes will be the 

same, if the parameters occurring in the equations are equal. 

The parameter of the non-dimensional simplified Navier-Stokes equation
1
 (Eq. 3.3) is the 

Reynolds number 
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The parameter of the non-dimensional transport equation (Eq. 3.5) is the Reynolds-Schmidt 

product 

                                                 
1
 Without the assumptions of neutral stratification and negligible Coriolis force and buoyancy forces, the Rossby 

number 
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would also appear in the non-dimensional Navier-Stokes equation. 
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Due to the large-scale differences, reaching Reynolds-number equality between full scale 

and wind tunnel scale demands unfeasibly high-speed flow where compressibility cannot be 

neglected anymore. The Reynolds-number independence hypothesis introduced by Townsend 

(1956) based on Kolmogorov‟s hypotheses (Kolmogorov, 1991) states that if thermal and 

Coriolis effects are negligible, the turbulent flow structure is self-similar above a critical 

Reynolds number, Recrit (Snyder, 1981). However, there are two phenomena that are Reynolds-

number dependent even above Recrit: the very small-scale, dissipative eddies and the viscous 

(laminar) sublayer close to the surfaces. 

The effect of the viscous sublayer on the bulk turbulent flow is negligible and the size of the 

sublayer can be decreased using aerodynamically rough-surfaced models. 

The decreasing Reynolds number decreases the width of the turbulent energy spectrum (I/η) 

by cutting the spectral range of the high-frequency side of the spectrum, while the integral-scale 

eddies change only very slowly until the Reynolds number reaches Recrit. The reduction of the 

Kolmogorov length scale can be quantified by Eq. (3.8) according to Snyder (1981). Nonetheless, 

the Kolmogorov scales of wind tunnel measurements are typically significantly smaller than the 

eddies considerably contributing to the spread of the contaminant at full scale. 
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To set the Reynolds-Schmidt product equal to full-scale conditions in the wind tunnel is also 

difficult – mainly because of the presence of the Reynolds-number within the formula. The 

Schmidt number is a property of the fluid, representing the ratio of the momentum diffusivity and 

the mass diffusivity. Most gases dispersing in air have Schmidt numbers close to one (Snyder, 

1981). Therefore, keeping the Schmidt number close to its full-scale value in a wind tunnel 

measurement can be generally satisfied. The difficult part is again matching the Reynolds 

number. Similar to the Reynolds-number independence theory, with certain restrictions, if the 

Reynolds number is high enough, the equality of the Reynolds-Schmidt product between the 

scales can be disregarded. Above a critical Reynolds number “molecular diffusion will contribute 

very little to the bulk contaminant transfer; its main function is to smooth out the very small-scale 

discontinuities of concentration” (Snyder, 1981). 

Boundary conditions 

Due to the limited knowledge about the differential equations describing the transport and 

dispersion in the atmosphere, it is impossible to specify, which boundary conditions are necessary 

to make the problem determinate (Batchelor, 1953). However, even the information about the 

boundary conditions certainly needed to be identified for determination (such as the 
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concentration values at the initial time at the whole fluid and at all spatial boundaries as the 

function of time) is never available from the full-scale case. Still, following case-specific 

requirements, (limited) similarity to full-scale conditions can be achieved. 

The investigated problem defines the boundary conditions and the degree of strictness of the 

similarity necessary throughout the wind tunnel measurements. To analyze the processes in urban 

environments, taking into consideration the assumptions made in Chapter 2.1.1, the similarity of 

the geometry and the pressure, velocity and concentration field must be fulfilled. Guidelines such 

as VDI 3783/12 (2000) and the handbook of Snyder (1981) give general guidance to achieve 

these similarities. To ensure geometrical similarity, the measurements are carried out on a small-

scale model of the investigated geometry. The similarity of the pressure and the velocity field is 

achieved by geometrical similarity, Reynolds number independent flow field and the similarity of 

the inflow profile to ensure that the model-scale and full-scale initial and boundary conditions of 

the non-dimensional Navier-Stokes equations (Eq. 3.3) are the same. Furthermore, minimized 

longitudinal pressure gradient in the wind tunnel and sufficiently low blockage ratio needs to be 

achieved in the wind tunnel in order to simulate full scale flow conditions. The blockage ratio (

) is the ratio between the projected area of the model geometry with a vector parallel to the main 

wind direction (Am) and the cross section of the wind tunnel (AWT), (VDI 3783/12, 2000): 
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The concentration field similarity is assured by the similarity of the model geometry 

(including the geometry of the source) and the flow field, Reynolds number independent 

concentration field and similarity of the flow rate and release duration. 

3.1.2 Concentration measurements in a boundary-layer wind tunnel 

The aim of the measurements defines the experimental procedure. The aim of this thesis is to 

characterize the phenomena of scalar transport in urban areas during accidental releases. The 

measurements were therefore carried out in a wind tunnel specifically intended to model 

atmospheric flows. The scalar transport of a gas was characterized based on the results of 

concentration measurements. Investigating both the quasi-stationary and the time-dependent 

concentration field gives a detailed picture of scalar transport in urban environments.  

Boundary-layer wind tunnel 

Boundary-layer wind tunnels are specifically designed to model atmospheric flow and 

transport phenomena. Figure 3.1 shows the open-return-, suction-type boundary layer wind 

tunnel with a closed test section of the Environmental Wind Tunnel Laboratory in Hamburg. The 

air enters the wind tunnel on the left side of Figure 3.1. It flows through the intake nozzle with a 

honeycomb and the contraction section. These sections lower the turbulence intensity and the 
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velocity gradients by homogenizing the incoming flow. After the contraction, at the beginning of 

the approach flow section, so-called spires are used for pre-shaping the desired wind velocity 

profile and for generating large-scale vortices. Along the approach flow section, roughness 

elements on the wind tunnel floor produce small-scale vortices and drag similar to full-scale 

surface roughness on the inflow. The spires and the roughness elements together establish the 

velocity and turbulence profile of the approach flow. The scale model of interest is placed into 

the test section, where the measurements are carried out. The ceiling of the boundary-layer wind 

tunnel is adjustable to compensate for aerodynamic blockage introduced by the model and 

minimize the longitudinal pressure gradient in the test section. The air exits the wind tunnel 

through a fan with diffusor, which is driving the wind tunnel flow. 

 

Figure 3.1: Sketch of the Wotan boundary-layer wind tunnel (Harms, 2010) 

Capturing transient phenomena of scalar transport in the wind tunnel 

Wind tunnel data needs to satisfy two basic criteria to be qualified for characterizing 

transient phenomena. It must be statistically representative of the investigated scenario and it 

must have sufficient temporal resolution to acquire the characteristics of time dependence. 

To be representative of the investigated scenario, the requirements introduced in Chapter 

3.1.1 have to be fulfilled. To ensure the statistical representativeness of the results, the boundary 

conditions have to be quasi-stationary providing constant mean flow and concentration fields 

throughout the measurement. Under quasi-stationary conditions, the statistical representativeness 
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of the results can be improved with longer continuous release measurements and larger ensemble 

size of the puff releases (see Chapter 3.2.4). 

The temporal resolution of the measurements depends on the model scale and the 

measurement device. There are several devices to measure the flow and concentration field with 

high resolution. The data in this thesis were measured using Laser Doppler Velocimetry (LDV) 

(Durst et al., 1976) to capture the velocity and fast-Flame Ionization Detection (fast FID) (Cheng 

et al., 1998) to record concentration time series. Both devices take single-point measurements 

with sufficiently high temporal resolution to evaluate the statistical measures of the 

characteristics of transient dispersion described in Chapter 3.1.3 and 3.1.4. 

To simulate scalar transport, a “source term” is needed (Eq. 2.5). The spatial dimension of 

the tracer gas source (point, line, area or volume) and the release duration (from instantaneous to 

continuous) is chosen based on the phenomena of interest. Accidental releases in urban areas are 

usually local sources of limited extent. Therefore, modeling them as point sources gives a good 

estimate of the phenomena. However, the concentration and flow field in the direct vicinity of the 

source is only transferable to full scale if the dimensionless geometry and initial velocity of the 

release is the same in model scale. During the measurements for this thesis, point sources with 

negligible initial momentum were mounted in the urban areas to model accidental releases. 

Continuous, short-term and instantaneous (puff) releases were measured. Figure 3.2 exemplarily 

shows parts of measured concentration time series of a continuous release and a repetitive 

instantaneous release measurement. During the continuous release measurement (Figure 3.2.a) 

the trigger signal of the tracer gas release is constant, indicating a steady flow rate of the 

measurement gas. During short-term release and puff measurements (Figure 3.2.b), the source is 

only open for a short time resulting in a non-stationary concentration field. 

     

(a) (b) 

Figure 3.2 Parts of concentration time series of a continuous release (a) and a puff release (b) measurement. Results 

are in model scale. 
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3.1.3 Characteristic parameters of dispersion 

This chapter introduces the parameters used for describing continuous, puff and short-term 

releases. To produce scale-independent results, non-dimensional parameters can be applied. The 

non-dimensional forms of the parameters can be derived by nondimensionalizing the governing 

equations (see Chapter 3.1.1) or via dimensional analysis. Besides deriving the non-dimensional 

parameters, the similarities and differences between the characteristics of the three release 

scenarios are also described. 

Continuous release measurements 

To achieve and acquire quasi-stationary concentration fields, the release flow rate is kept 

constant during a continuous release measurement. Hence, the fluctuation of the concentration 

field is a result of the turbulent flow field. Therefore, time is only considered as a measure of the 

frequency of occurrence of characteristic events and not as an independent variable. In case of 

continuous releases the aim of the measurements is to identify the statistics of the concentration 

time series, such as the mean and extreme values. 

For achieving generalized results independent from scale and boundary conditions, the 

measured concentration was converted to dimensionless values determined from the transport 

equation. Assuming constant diffusion coefficient and incompressible flow considering the term 

of sources and sinks, Eq. (2.5) can be simplified: 
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Eq. (3.10) can be nondimensionalized in a similar manner to Eq. (3.5), using Lref, Cref and Uref. 
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In case of a continuous release from a point source with negligible initial velocity compared to 

the wind velocity around the source, with Q flow rate, the source term can be written as  

 
,

3

ref

T
L

Q
R   (3.12) 

Substituting Eq. (3.12) into Eq. (3.11), the dimensionless concentration can be defined based on 

the last term of the right-hand side:  
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where c is the measured concentration to be nondimensionalized. 



 

           

27 

Puff release measurements 

To investigate the non-stationary concentration field, “very short-term” releases (0.3 s 

release duration at model scale) were measured to model instantaneous (puff) releases. In this 

case not only concentration statistics, but the duration between specific events (such as the time 

between release and signal detection) can also be evaluated. 

Defining the time of the occurrence of a characteristic event, such as the arrival time or the 

leaving time of a puff at a measurement location, is not straightforward. A detailed literature 

review on puff analysis can be found in Berbekar et al. (2015a). The most common practice to 

define the characteristic times is to set a threshold criterion. The puff is considered to be present 

at the measurement location, when the concentration is exceeding the chosen threshold. 

 In this thesis, the puffs are considered as instantaneous releases, and the release duration, 

Trel is assumed to be infinitesimal, as the release duration is significantly shorter than the 

phenomena governing the tracer transport. The effect of release duration on the puff 

characteristics is investigated in Chapter 3.1.3. 

The dosage-based criterion introduced by Harms (2010) was shown to be appropriate for 

instantaneous releases (Berbekar et al., 2015a) and therefore is applied throughout this thesis. The 

dosage (dos [ppm‧ s], Eq.3.14) of a puff at a certain measurement location is the integral of the 

concentration (c [ppm], given in parts per million by volume) measured at a location over time (t 

[s]): 
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where T represents the end of the measurement (detection period) after the cloud of material has 

left the measurement location (Figure 3.3). 

Apart from the peak time, all characteristic times of the puff depend on the dosage-based 

criterion. Choosing the 5% and the 95% of the dosage as relative thresholds for the presence of 

the puff, the following parameters can be defined (Harms, 2010): 

 dosage (dos [ppm‧ s]): the time-integrated concentration of tracer gas over the 

detection period, 

 peak concentration (pc [ppm]): the highest concentration for the minimum available 

instrument resolution occurring at the measurement location during the detection 

period, 

 arrival time (at [s]): the time between the beginning of the puff release and when 5% 

of the total dosage of the puff has reached the measurement location, 

 peak time (pt [s]): the time between the beginning of the puff release and when the 

peak concentration occurs at the measurement location, 

 leaving time (lt [s]): the time after the beginning of the puff release when 95% of the 

total observed dosage of the puff is recorded at the measurement location, 
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 ascent time (asct [s]): the time interval between the arrival time and the peak time, 

 descent time (dsct [s]): the period between the peak time and the leaving time, 

 duration (du [s]): the time interval between the arrival time and the leaving time. 

 

Figure 3.3 The peak time and the dosage-based arrival time and leaving time indicated in a puff measurement time 

series. (Based on Figure 4 in the paper of Berbekar et al., 2015a). 

Dimensional analysis (Buckingham, 1914) according to Rayleigh‟s method (Mendoza, 1994) 

was applied to gain the conversion factors for the dosage-based puff parameters to obtain 

dimensionless values. If f is a function of the physical properties Q1, Q2, ..., Qm, forming a 

homogeneous equation, it can be rearranged as 
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where a, b, …, h are constant exponents. If the relation 
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exists with Q1, Q2, …, Qm forming a homogeneous equation involving n physical fundamental 

dimensions, then the power product relation 
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also exists. The m - n - 1 dimensionless P-products can be formed from Q1, Q2, …, Qm. Rij are 

constant exponents and  is a dimensionless constant (Mendoza, 1994). To define , the 

dimensionless quantity, the Q1, Q2, ..., Qm physical properties have to be identified. 

For the puff parameters, the independent variables are the reference velocity of the approach flow 

(Uref [m/s]), the characteristic (or reference) length scale of the ambient boundary layer (Lref [m]), 

the amount of the released tracer (V [kg]) and the release duration (Trel [s]). Although the release 
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duration was considered infinitesimal and it was kept constant throughout the measurements, its 

effect on the dependent variable is still worth to be investigated.  

To determine the dimensionless dosage (dos*), the following relation can be written: 

 d
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The fundamental physical dimensions occurring in Eq. (3.18) are mass (M), length (L) and 

time (T). Substituting these dimensions of the scaling variables to Eq. (3.18) results in 

   dcba
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To find dos*, a system of equations based on the exponents of the physical fundamental 

dimensions in Eq. (3.19) is solved: 

     (3.20) 

for mass, 

        (3.21) 

for length and 

        (3.22) 

for time. From experimental analysis, a=-1 is found (Figure 3.4). Now the number of unknowns 

and equations are equal, therefore the other exponents can be determined: b=1, c=-2, d=0. The 

dimensionless dosage therefore has the form  
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Figure 3.4 The relationship between the dosage and the reference wind speed in model scale for various 

measurement locations. The quality of the fit of f(x)=a/x is characterized by the R
2
 value. The data for this graph was 

taken from the measurements described in Harms et al. (2011) and Harms (2010).  

In the same manner, the characteristic times (arrival time, peak time, leaving time, duration, 

ascent time and descent time) can be nondimensionalized (Berbekar et al., 2015a): 
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Eq. (3.24) also converts the time step of the measured concentration time series. Eq. (3.24) is the 

general formula to convert time scales in fluid mechanics, and by substituting the frequency 

(f=1/t), Eq. (3.24) turns into the reciprocal of the Strouhal number (Eq. 3.25). 
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The dimensional analysis of the concentration statistics (such as the mean or peak 

concentration) results in an unbalanced set of equations. 
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From Eq. (3.27) we can see that b = 1, therefore the concentration and the released amount of 

tracer gas have a linear relationship. The remaining parameters can be defined by finding the 

relationship between the concentration and the reference wind speed (Figure 3.5). To eliminate 

the effect of the source term in Figure 3.5, the values are divided by the released amount. For the 

relationship between the concentration and the reference wind speed for puff releases (Figure 

3.5.a) a linear fit gives a good correlation, however, the exponent a is small (-0.32). Therefore, it 

can be assumed that the peak concentration in case of instantaneous releases does not depend on 

the reference wind speed within the measurement range of a wind tunnel experiment. For 

continuous releases, the relationship between the concentration and the reference wind speed is 

rational (Figure 3.5.b). If a = -1 is substituted to Eq. (3.27), the resulting dimensionless formula 

will be the dimensionless concentration derived from the transport equation previously (Eq. 

3.13). 

 

(a) (b) 

Figure 3.5 Exemplary results for the relationship between the concentration and the reference wind speed in model 

scale for puffs (a) and for continuous releases (b). The goodness of the fit for (b) is characterized by the R
2
 value. 
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The puff results are from the measurements described in Harms et al. (2011) and Harms (2010). The continuous 

release case was measured within the Hamburg model. 

Based on the dimensional analysis, the dimensionless peak concentration for puff releases 

has the form 
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Eq. (3.28) also converts the concentration values of the measured time series. 

Examples for an experimental verification of the derived dimensionless puff parameters are 

shown in Harms (2010) and Berbekar et al. (2015a). 

Although it is a fair assumption that the peak concentration does not depend on the velocity, 

the release duration, similar to the time-dependent variables (Eq. 3.24), is scaled by the wind 

speed. Therefore, the mean approach flow velocity was constant during all puff measurements to 

ensure identical dimensionless release durations in case of a conversion to full scale. 

Although the physical meaning of the ensemble average of the dimensionless puff time 

series is questionable, it characterizes well the average time dependence of the measured 

concentration. The concentration at the i'th time step of the mean concentration time series of n 

independent puff concentration time series with the same quasi-stationary boundary conditions is 
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Short-term release measurements 

Short-term releases are, in terms of release duration, in-between puffs and continuous 

releases and characterized by finite release duration. As the release duration is extended, the 

characteristics of continuous releases are more appropriate to evaluate short-term releases, than 

puff parameters. According to Robins et al. (2013), dispersion shows puff-like behavior 

(corresponding to instantaneous releases), if the arrival time (or travel time) is significantly 

longer than the release duration. If the release duration exceeds the arrival time, the dispersion 

has a plume-like behavior (corresponding to a continuous release).  

Figure 3.6 shows the relationship between the peak concentration related to the flow rate 

(pc/Q) and the release duration (Trel). For puffs, according to Eq. (3.28), the pc/Q value increases 

with increasing release duration. The longer the release, the more the relation deviates from a 

linear correlation. The reason behind this is that with increasing release duration with respect to 

the arrival time, the dispersion is changing its behavior from puff to plume. Consequently, as the 

release duration increases, its effect on the peak concentration decreases until the puff release is 

turning into a continuous release and the peak concentration becomes independent from the 

duration of the release (see Eq. 3.13). 
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Figure 3.6 shows similar behavior for various test cases. Figure 3.6.a shows the relationship 

for the measurements described in Harms (2010), focusing on puff releases with identical release 

flow rates. The results of Figure 3.6.b and c were measured within the various measurement 

campaigns of the Hamburg test case described in Chapter 3.2.5. Figure 3.6.b shows the results of 

puff releases with identical release flow rates containing long release durations (up to Trel=8.2at) 

as well. Finally, during the measurements of Figure 3.6.c, the released amount of tracer gas was 

kept constant. All results show the behavior of the puff releases turning into plumes, while the 

linear relationship between pc/Q and Trel disappears. The linear fits are estimated from the points 

where at>2Trel is true, considering the criterion of Robins et al. (2013) for puff-like behaviour, 

namely that the arrival time is significantly longer than the release duration. 

   

Figure 3.6 The relationship between the peak concentration related to the flow rate (pc/Q) and the release duration 

(Trel) in model scale for short-term releases. The results are from the measurements described in (Frank Harms, 2010) 

(a) and the first (b) and the second (c) campaign of the Hamburg measurements (see Chapter 3.2.5). The points 

without marker face coloring were not considered for the linear fitting. 

Based on the results, as long as a linear relationship exists between pc/Q and Trel, the 

concentration values can be nondimensionalized by Eq. (3.28). For longer release durations 

(longer than about at/2), the concentration can be nondimensionalized, similar to continuous 

release measurements, according to Eq. (3.13). 

Defining the time-dependent variables (such as duration, peak time or arrival time) is also 

not straightforward for short-term releases. In this thesis, the focus is on the part of the short-term 

release measurement time series, where the concentration decreases after a release. Therefore, 

only the definition of residence time (also called retention time) will be addressed (see Chapter 

4.2.1). Further suggestions on the definition of time-dependent variables for short-term releases 

can be found in Berbekar et al. (2015b). 

3.1.4 Relevant statistics 

To describe the features of a data set quantitatively, descriptive statistics can be applied 

(Mann, 1992). The data analysis can be characterized based on the number of variables. The most 
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common measures of univariate analysis are the measures of central tendency (such as the mean 

or the median) and the measures of variability (such as the higher-order moments and the 

extremes). When a sample consists of more than one variable, the relationships between variables 

are characterized with measures such as covariance or correlation. In this thesis, the variables are 

considered separately, therefore univariate analysis was carried out. 

Converting the results into dimensionless parameters makes them independent from the 

scale. However, to acquire generalizable data, the results should be statistically representative. In 

a steady-state inviscid laminar flow, one measurement data point would be enough to 

characterize the velocity or the concentration at a single point, if the measurement technique had 

no uncertainty. In a turbulent boundary layer the properties can be described with a distribution 

of the results, rather than a single value. To obtain statistically representative data, the 

distribution of measured values must be representative of the real distribution at the measurement 

location. This can be achieved by ensuring a sufficiently large sample size. On the other hand, 

when analyzing the data, the derived statistics have to be representative of the distribution. 

Therefore, the sample size must be large enough to be able to define the statistics that are 

representative of the whole distribution. 

The mean of the distribution is a robust statistic, however in most atmospheric transport 

processes the variability is just as important to characterize. Although the extreme values can be 

crucial in some aspects (such as extreme concentrations in hazmat release situations), they are 

highly dependent on the temporal resolution of the detection device and the sample size. In some 

specific cases the extreme value of the distribution can be predicted (see Chapter 4.1.3), but it has 

a limited applicability to urban dispersion and a high uncertainty. Therefore, the scatter of the 

data will be characterized by the standard deviation and the high concentrations will be 

represented by higher percentiles, such as the 95th or the 99th percentile. 

As an example, Figure 3.7 shows the concentration distribution of a continuous release 

measurement during the Michelstadt campaign. The mean, standard deviation, 95th percentile 

and the maximum of the distribution are also marked on the figure. As for all histograms in this 

thesis, the bin size was determined using the Freedman-Diaconis rule (Freedman and Diaconis, 

1981).  
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Figure 3.7 The mean, standard deviation, 95th percentile and the maximum of the concentration distribution 

resulting from a continuous release measurement during the Michelstadt campaign.  

3.2 Test cases 

3.2.1 Model geometries 

The results of two wind tunnel test cases, Michelstadt (MS) and the inner city of Hamburg 

(HH), are analyzed in this thesis. Both test cases were measured in multiple campaigns with the 

aim of creating validation data sets for numerical models and gaining insight into transient 

dispersion phenomena in complex urban environments. The models were designed, produced and 

had been set up in the wind tunnel already prior to my PhD studies. Therefore, the extensive 

pretesting and corresponding measurements were focusing on the reproduction of the boundary 

conditions and results from the previous campaigns. 

Michelstadt model 

Michelstadt (Figure 3.8) is a 1:225 model of a semi-idealized Central European city designed 

by Bastigkeit (2011). The model contains 60 flat-roof buildings surrounding inner courtyards. 

The full-scale width of each building is 15 m, while the building height varies between 15 m, 18 

m and 24 m (Bastigkeit, 2011). The streets are 18 m and 24 m wide, providing street-canyon 

ratios between 0.625 and 1.33 (Hertwig et al., 2012). According to Oke (1988), wake interference 

and skimming flow regimes are expected to dominate in such geometry, meaning that due to the 

building density, the flow above the geometry has limited access to the spaces between the 

buildings (Britter and Hanna, 2003). 

The design of the model is based on the typical morphology of the residential areas in 

Central European cities (Di Sabatino et al., 2010), such as Hannover, Prague or Vienna. Although 

the model is a simplification of an urban geometry, it is sufficiently complex to represent the 

typical transient flow and transport phenomena in urban environments (see e.g. Hertwig et al., 
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2012 and Efthimiou et al., 2015). More details on the geometry and on previous measurement 

campaigns can be found in the dissertation of Bastigkeit (2011). 

 

Figure 3.8 Michelstadt model in the wind tunnel 

Hamburg (HH) model 

The 1:350 model covers a 3675 m long and 1400 m wide area in full scale within the inner 

city of Hamburg (Figure 3.9.a). Figure 3.9.a was created using SAGA GIS (Conrad et al., 2015), 

as the other plots in this thesis illustrating the model geometries, unless stated otherwise. The 

wind tunnel model (Figure 3.9.b) was constructed based on the 3D data set of the buildings and 

topography provided by the Landesbetrieb Geoinformation und Vermessung. The precision of the 

building models is 0.5 m in full scale, and the horizontal resolution of the topography data is 5 m 

in full-scale dimensions. The direction of the mean approach flow is 235°. More details on the 

model, the boundary layer characteristics and the previous measurement campaigns can be found 

in Hertwig (2013). 

    

(a) (b) 

Figure 3.9 Map of the area modeled in the wind tunnel (a). Hamburg model in the wind tunnel (b). 
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3.2.2 Wind tunnel facility 

The test cases were measured in the “Wotan” boundary-layer wind tunnel of the 

Environmental Wind Tunnel Laboratory in Hamburg (Figure 3.1). The wind tunnel test section is 

4 m wide and its approach flow and test sections together are 18 m long. The height of the test 

section can be adjusted between 2.75 m and 3.25 m. The axial fan at the end of the tunnel 

generates a flow with a maximum wind speed of 20 m/s (Harms, 2010). 

The spires and roughness elements placed in the approach flow section of the wind tunnel 

ensure an inflow similar to the full-scale urban boundary layer assumed in Hamburg (Hertwig, 

2013). The model geometry is made from dense extruded polystyrene foam. The surfaces of the 

buildings are aerodynamically rough to minimize the thickness of the viscous sub-layer (see 

Chapter 3.1.1). 

A coordinate system for the test section of the wind tunnel was defined. The unit vector of 

the x axis is parallel to and pointing in the direction of the mean velocity vector of the approach 

flow. The y coordinate defines the distance in lateral direction from the centerline of the wind 

tunnel. The z coordinate is equal to the height above the wind tunnel floor. 

3.2.3 Preliminary measurements 

The aim of the pretests was to properly reproduce the boundary conditions and results from 

preceding test campaigns. To achieve this aim, not only the criteria of wind tunnel modeling 

introduced in Chapter 3.1.1 have to be fulfilled, but the characteristics of the flow and 

concentration field have to be the same as in the previous campaigns. The longitudinal pressure 

gradient as well as the lateral homogeneity and the Reynolds-number independence of the flow 

field are investigated first. In the second step, vertical velocity profiles at the same x and y 

coordinates are compared between the previous and the new campaigns. Finally, the results of 

continuous and puff release measurements are compared. For the first step, only the results of the 

Hamburg measurements are shown, but with similar results, the requirements were fulfilled for 

the Michelstadt test case as well. 

Pressure gradient 

The wind tunnel walls and the model geometry cause a blockage effect on the wind tunnel 

flow (VDI 3783/12, 2000). If the cross-sectional area of the wind tunnel is constant along the 

approach flow and test section, the static pressure will decrease in flow direction. Therefore, the 

height of the ceiling of the approach flow and test section in Wotan can be varied to minimize the 

longitudinal pressure gradient. According to VDI 3783/12 (2000), the longitudinal pressure 

gradient in the wind tunnel has to fulfill the following criteria: 
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where pδ* is the dimensionless longitudinal pressure, δ is the thickness of the modeled boundary 

layer and Uδ is the wind speed at δ height. The pδ* profile in the wind tunnel measured for the 

Hamburg test case is shown in Figure 3.10. The model geometry starts at xFS = 7.5 m. 

 

Figure 3.10 The dimensionless longitudinal pressure gradient of the wind tunnel during the measurements of the 

Hamburg test case. The thick solid lines represent the Eq. (3.30) criterion. The x axis represents the distance from the 

upwind side of the approach flow section of the wind tunnel. 

Flow measurements 

A 2D fiber-optic Laser Doppler Anemometer (LDA) was used to measure the components of 

the velocity vectors. First the ux and uy components and then the ux and uz components were 

measured simultaneously. A reference wind speed was measured at the entrance of the approach 

flow section using a Prandtl tube. The mean velocity measured with the Prandtl tube is scaled to a 

representative reference velocity (Uref) upwind of the core model area within the modeled ABL 

flow. 

The focus of the flow measurements was to optimize the arrangement of the spires and 

roughness elements in order to improve the characteristics of the approach flow, to verify the 

reproducibility of the results from previous campaigns and to document compliance with the 

criteria of lateral homogeneity and Reynolds-number independence of the flow.  

The lateral velocity profile measured in the wind tunnel during the Hamburg test case is 

plotted in Figure 3.11.a. The scatter bars represent +/-2% of the mean velocity. Except for the 

outer edges, the velocity deviation in lateral direction was found to be smaller than +/-2%. 

To identify the velocity corresponding to Recrit, where Reynolds-number independence of the 

flow is reached, the velocity was measured at various locations at a range of reference wind 

speeds. The dimensionless velocity at an exemplary measurement point is plotted against the 
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reference wind speed in Figure 3.11.b. At the given location, the flow is Reynolds-number 

independent for wind speeds above Uref = 1.9 m/s. 

 

(a) (b) 

Figure 3.11 The lateral velocity profile in the wind tunnel (a) and the profile of a Reynolds-number independence 

test (b) during the wind tunnel measurements of the Hamburg test case. (The gray lines are only plotted as visual 

aids, and have no physical or mathematical meaning.) 

The results show, that the longitudinal pressure gradient and the lateral inhomogeneity of the 

mean velocity are within the criteria of the current wind tunnel measurement standards, the flow 

is Reynolds-number independent, the setup of the roughness elements and the model geometry 

are identical (within an uncertainty of 2 mm). This suggests, that the velocity field of the previous 

campaign should be reproducible within the uncertainty of the measurements. Vertical velocity 

profiles were measured at multiple locations to compare the flow field of the previous and the 

new measurement campaigns. Statistical characteristics of the measured velocity component ux 

are plotted for one exemplary profile measured in the Hamburg test case (Figure 3.12) and the 

Michelstadt test case (Figure 3.13). Similar comparisons were carried out for each measurement 

location and each velocity component. 

For the Hamburg test case, instead of uncertainty bars, results of multiple measurements are 

plotted at the same locations. The scatter of these measurements is a representative measure of 

the reproducibility of the results at the given location. According to Figure 3.12, the difference 

between the results of the two campaigns is in the same order of magnitude as the scatter of the 

measurements within a single campaign. 
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(a) (b) 

 

(c) (d) 

Figure 3.12: Comparison between the previous and new campaigns of vertical profiles of statistical measures of the 

velocity component ux for the Hamburg model: mean velocity (a), turbulence intensity (b), integral length scale of 

turbulence (c) and flux (d). 

For the Michelstadt test case, no repeated profiles are available. In Bastigkeit (2011) the 

uncertainty of the x component of the mean velocity is documented to be 2.45%. In Figure 3.13.a, 

this uncertainty is plotted as the error bars of the results, although due to the small values they are 

hardly visible. 

Based on Figure 3.12, Figure 3.13 and the comparisons at other measurement locations and 

velocity components, the flow fields of the new measurement campaigns sufficiently reproduce 

the flow fields of the previous campaigns within the uncertainty of a single campaign. It is worth 

noting that the measurements were carried out within the model geometry, causing a deviation 

from typical approach flow boundary-layer characteristics, such as constant shear or the integral 

length scales corresponding to different roughness length (see Chapter 2.2.2). 

Since the focus of this thesis is the investigation of transport phenomena by analyzing the 

concentration field, velocity measurements were only carried out to ensure the reproducibility of 

results of the previous campaigns. This enables results from different independent measurement 

campaigns to be combined to form a large set of experimental data. A detailed analysis of the 
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approach flow and the flow field within the models can be found in Bastigkeit (2011) for 

Michelstadt and in Hertwig (2013) for the Hamburg test case. 

 

(a) (b) 

 

(c) (d) 

Figure 3.13 Comparison between the previous and new campaigns of vertical profiles of statistical measures of the 

velocity component ux for the Michelstadt model: mean velocity (a), turbulence intensity (b), integral length scale of 

turbulence (c) and flux (d). 

Concentration measurements 

To simulate scalar transport, fast solenoid micro-valves were mounted in the model acting as 

ground-level point sources of ethane tracer gas (Berbekar et al., 2015a). Ethane is a non-reactive 

tracer with a density close to air, resulting in non-buoyant dispersion. A laboratory-grade 

electronic mass flow controller was used to adjust and monitor precisely the amount of the 

released tracer. A bypass release configuration ensured the stability and the repeatability of the 

puff release rates. The exhaust velocity and the corresponding momentum of the released 

material were significantly lower than the wind velocity around the source, modeling a passive 

emission. A fast FID with approximately 1 ppm detection sensitivity in model scale (considering 

the sensitivity, amplification and calibration) was used to measure the instantaneous 

concentration time series point by point within the model area. The background concentration 
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was permanently monitored with an additional FID in the approach flow section, and background 

concentration was subtracted from the measured values before further analysis. 

Reynolds-number independency of concentration measurement results was tested in a similar 

manner as for the flow field. Due to the higher uncertainty of the concentration measurements, it 

is hard to define the value of Recrit based on Figure 3.14. However, it is clear that above the Recrit 

of the flow field (Figure 3.11.b) the mean concentration is also constant within the extent of the 

uncertainty. 

 

(a) (b) 

Figure 3.14 Exemplary concentration measurements of the Reynolds-number independence tests for the Michelstadt 

(a) and the Hamburg (b) test case. 

3.2.4 Representativeness and reproducibility 

The result of a measurement provides an estimate of the true value. Therefore, measurement 

results are only comprehensive if their uncertainty is defined (JCGM, 2008).  

For both test cases, the uncertainty was estimated applying “within-laboratory 

reproducibility conditions” (Hässelbarth et al., 2006). The following conditions applied: 

 same measurement procedure, 

 same laboratory, 

 partially different equipment, 

 different operators, 

 different environmental conditions, 

 different calibration curves. 

 

Significant efforts were made to minimize systematic uncertainties and to minimize and 

quantify random uncertainties. Precise positioning of the geometry and the probes, frequent 

calibration of the measurement equipment using independent standards, tracking the changes of 

the environmental conditions, reproducing the approach flow of the previous campaigns and 
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using high-precision measurement equipment are only a few examples for the experimental 

efforts spent to decrease the uncertainties of the concentration measurements. 

The random uncertainty of the statistical characteristics is partially caused by the turbulent 

fluctuation of the flow field. This can be decreased with larger sample size if the mean boundary 

conditions are constant. For measurements with continuous release, longer measurement duration 

ensures lower variability of statistics (Figure 3.15.a). For puff measurements, the uncertainty 

caused by turbulence can be decreased by larger ensemble size of the releases (Figure 3.15.b). 

 

(a) (b) 

Figure 3.15 Exemplary convergence plots of the mean concentration for continuous releases (a) and peak 

concentration for puff releases (b). 

The continuous release measurement evaluated for Figure 3.15.a was three times longer than 

the average length of all measurements. dT* represents the nondimensional averaging times. For 

each dT* value, four parts with dT* duration are randomly selected from the whole concentration 

time series. Each partial time series is averaged over time and the results are plotted on Figure 

3.15.a. As expected according to Harms et al. (2011), the variability of the mean values decreases 

proportionally to */1 dT  with increasing averaging times. For each dT* the coefficient of 

variation (standard deviation relative to the mean) was calculated: 
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 . (3.31) 

The average cv for the typical measurement length range (dT* is between 
5102   and 

5103  ) 

was found to be 5%. 

The convergence test for the puff releases is demonstrated on the variability of the peak 

concentrations (pc*) recorded at a location, where 2400 puffs were measured (Figure 3.15.b). For 

each sample size on the x axis, four samples containing randomly selected values are considered. 

On Figure 3.15.b the average value of each sample is plotted. The typical sample size of a 

measurement was between 200 and 300. The average coefficient of variation for this interval is 

1.7 %. 
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Due to the random sample selection, Figure 3.15 and the cv values change with each 

repetition of evalu ation. However, at the typical measurement length of the continuous 

releases and ensemble size of the puff releases, the scatter of the cv values is negligible. The 

difference between the maximum and the minimum cv values of 20 repetitions was 0.55% for the 

mean concentration of continuous release measurements. 

There are effects (e.g. the precision of placing the model buildings) whose influence on the 

measurement uncertainty is hard to quantify if only the theoretical uncertainty of the instruments 

is considered. Therefore, to quantify the overall uncertainty of the concentration measurements, 

type A evaluation method was applied according to Taylor and Kuyatt (1994). During a type A 

evaluation, the measurements are repeated at various locations multiple times. Repetition 

measurements were carried out with different calibration curves, different environmental 

conditions and even in different campaigns. For each location, the standard deviation of the 

distribution of the characteristic statistical parameters (such as mean or maximum concentration) 

was determined. The standard deviations of all measurement locations for each statistical 

parameter form folded-normal distributions (Figure 3.16). 

 

(a) (b) 

Figure 3.16 Exemplary distributions of standard deviations of the mean concentration (a) and coefficients of 

variation (b) for the continuous release repetition measurements of the Hamburg test case. 

Defining the uncertainty of the dimensionless concentration is not straightforward. The 

measurement equipment has an absolute uncertainty, which would suggest defining the 

uncertainty of the results as an absolute value as well. However, during the wind tunnel 

measurements, the flow rate of the gas and the velocity of the approach flow were varied to keep 

the measured concentration in the optimal measurement range of the equipment. While 

nondimensionalizing the concentration with the flow rate and the velocity, the uncertainty of the 

FID must also be nondimensionalized, resulting in a mixture of absolute and relative uncertainty.  
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Table 3.1 Uncertainty values of selected statistical parameters characterizing continuous release measurements 

within the different campaigns. 

campaign C* mean relative [%] C* mean absolute [-] pc* [%] C* 95 [%] 

MS 10.8 16.2 35.2 7.8 

HH previous 15.5 3.0 39.1 18.9 

HH new 7.6 5.9 31.0 8.2 

HH all 15.7 5.4 27.1 18.5 

 

Generally, the relative uncertainty values are considered while presenting the results. 

However, if the statistics characterizing continuous release measurements are below the absolute 

uncertainty of the mean concentration, then this uncertainty is applied to make sure that the 

absolute uncertainty of the measurement device is not neglected. 

The relative uncertainty of each statistical characteristic is defined as the 90th percentile of 

the distribution of the coefficients of variation (cv). The absolute uncertainties of the statistics are 

defined as the mean of the distribution of the coefficients of variation. The relative and absolute 

uncertainties for some of the statistical characteristics of continuous release measurements are 

listed in Table 3.1. 

According to Table 3.1, the relative uncertainty of the previous measurements in the 

Hamburg model is twice as high as the uncertainty of the new campaign. In the preceding 

measurements substantial effort was dedicated to identify areas possibly affected by a ground 

level release by tracking the edges of dispersion plumes. Therefore, numerous measurements 

were carried out at locations with extremely low concentration values, resulting in high relative 

uncertainties compared to the results of the new campaign, where most measurements were 

carried out well within the area exposed by the release. 

Since the characteristics of puff measurements depend on both concentration and time, 

relative uncertainties were considered for these parameters (Table 3.2). 

Table 3.2 Uncertainty values of some statistical parameters characterizing puff release measurements within the 

different campaigns. 

campaign pc* [%] dos* [%] at* [%] pt* [%] 

MS 10.9 8.9 3.1 3.4 

HH previous 7.4 8.6 2.1 2.3 

HH new 8.4 7.9 2.4 3.1 

HH all 9.1 14.6 3.1 3.3 

 

According to Table 3.1 and Table 3.2 the overall uncertainty is indeed higher than the 

random variability caused by the fluctuation of the flow field. 

The uncertainty of quantities defined as the function of independent measured variables is 

calculated based on the error propagation formula (Taylor, 1983). The absolute error of an RQ 

quantity defined as a function of n number of xi variables is 
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The reproducibility of the two campaigns of the Hamburg test case does not differ 

significantly from the reproducibility of the whole data set.  This implies that the concentration 

field from the previous measurements was successfully reproduced. In Figure 3.17 the 95th 

percentiles of the concentration distributions at various measurement locations are compared for 

the two campaigns of the Hamburg test case. Although most results fall within the uncertainty, in 

case of S9, a source located at the junction of two streets, the reproducibility is worse at some 

measurement locations. The reason of this discrepancy was not investigated further, due to the 

limited amount of available data. 

 

Figure 3.17 95th percentiles of the concentration distributions, taken from the two measurement campaigns of the 

Hamburg test case.  

3.2.5 Data sets 

This section only focuses on the data set that was considered for this thesis and does not give 

a full overview of all the wind tunnel experiments carried out in the two wind tunnel model 

geometries. An overview of the selected measurements is listed in Table 3.3.  

Table 3.3 Statistics of the measurements carried out on the two model geometries 

campaign 
wind 

directions 
sources 

geometry 

types 

continuous 

releases 

puff 

releases 

decay 

tests 

measurement 

planes 

vertical 

profiles 

HH all 1 6 5 666 189 41 3 13 

Michelstadt 2 6 1 431 72 0 2 7 
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Michelstadt 

The Michelstadt data set consists of two wind directions with 180° difference (Figure 3.18). 

Six source locations were in use in continuous and puff release modes. Most measurements were 

carried out at half-building height (7.5 m in full scale). An additional plane was measured for one 

source location inside a courtyard at 52.4 m height. 7 vertical profiles are also part of the 

measurements. 

 

Figure 3.18 The geometry of Michelstadt. The arrows indicate the two measured wind directions and the sources are 

marked with dots. The labels are the names of the source locations. 

Hamburg 

Only the most typical wind direction of Hamburg, 235° (Figure 3.9) was chosen for the 

measurements (Hertwig, 2013). The results of six sources were included in the data set (Figure 

3.19). Continuous, puff and finite-duration releases were measured. The main horizontal 

measurement plane is at pedestrian level (2.1 m in full scale). Two additional horizontal planes 

and numerous vertical profiles were also measured. 

  

Figure 3.19 The area of the Hamburg model. The red dots represent the release locations. The labels are the names 

of the source locations. 

Measurements were carried out on five geometrical configurations (Figure 3.20 to Figure 

3.24). The high-resolution buildings were gradually substituted by Level of Detail 1 (LoD1) 

geometry. The LoD1 data set consists of buildings with flat roofs, and the outline is defined 

based on digital field map measured by airborne laser scanning. The buildings replaced by LoD1 
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models are highlighted in Figure 3.21 to Figure 3.23. With each phase, the number of simplified 

buildings increases in the model. The purpose of this study was to identify the effects of 

geometry changes and simplifications on dispersion and trace gas transport. Numerical modeling 

is widely used to predict transport and dispersion in urban areas (Lateb et al., 2015). However, 

the city geometries considered by the models are simplifications of the full-scale building 

structure. This simplification is due to the limited resolution of the input data and the 

discretization of the modeled fluid volume. By changing the geometry step-by-step, the tendency 

of the effects can be studied as well. 

   

Figure 3.20 Original, high resolution geometry. 

  

Figure 3.21 Phase 1 geometry. 

  

Figure 3.22 Phase 2 geometry. 
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Figure 3.23 Phase 3 geometry. 

A further test case (Phase 0, Figure 3.24) was also measured. In this case one building (the 

city hall of Hamburg) was entirely removed from the high-resolution geometry. The purpose of 

the measurements was to identify the effects of fundamental changes in the city geometry on the 

dispersion characteristics.  

  

Figure 3.24 Phase 0 geometry, where the city hall is missing. 

The difference between the high resolution and the LoD1 geometries is illustrated by the two 

models of the city hall of Hamburg. The real structure of the city hall is quite complex (Figure 

3.25.a). Figure 3.25.b and c shows the high-resolution and LoD1 wind tunnel model of the city 

hall respectively. The tower of the building is completely missing from the LoD1 geometry. 

   

(a) (b) (c) 

Figure 3.25 The city hall of Hamburg (a, source: Wikipedia, 2016a). The model of the city hall in the high-resolved 

(b) and LoD1 (c) geometries. 
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3.2.6 Model validation based on the data sets 

Numerical models are often used to predict the dispersion of airborne materials within urban 

environments. As described previously in Chapter 3.2.5, the mathematical models developed for 

atmospheric processes are based on assumptions, which have to be case-specifically validated 

using qualified reference data. Commonly accepted guidelines for the validation of generic flow 

and dispersion models exist. Hasselman et al. (2002) describe a hierarchical approach for model 

validations in general, whereas Oberkampf and Trucano (2002) give an overview of the 

verification and validation of CFD models. General guidelines focusing on urban flow and 

dispersion modeling also exist and are applied by modelers (e.g. Schatzmann and Britter, 2011; 

Schatzmann and Olesen, 2010; Britter and Schatzmann, 2007; Schlünzen et al., 2004; 

Schatzmann and Leitl, 2002). The guidelines give general information on how to proceed in order 

to validate a model properly. 

Even though one of the common criteria of the guidelines of model validation is to compare 

the results of the model to validation data of sufficient quality, the definition of proper validation 

data is in most cases not described in detail. The existing standards of physical modeling do not 

necessarily cover all criteria required to produce validation data sets qualified for state-of-the-art 

models (Leitl, 2009). Schatzmann and Leitl (2011) give a general description of a proper wind 

tunnel validation data set for numerical models. However, some aspects specifically important for 

modeling local-scale accidental releases, such as dispersion from an instantaneous source, are not 

discussed. 

The COST Action ES1006 was an international cooperation focusing on the evaluation, 

improvement and guidance for the use of local-scale emergency prediction and response tools for 

airborne hazards in built environments. This goal can only be accomplished if the models are 

evaluated with application-specific high-quality validation data. A specific set of reference data 

requirements were introduced within the COST Action ES1006, which focuses on the validation 

of numerical models with various complexity applied for local-scale hazmat dispersion (COST 

ES1006, 2015c). 

Although many full-scale and wind tunnel measurement results are used as reference data 

sets for model validation, many do not satisfy the requirements of a reference data set and are 

usually insufficient to validate local-scale emergency response tools (COST ES1006, 2015c). As 

discussed previously in the introduction of Chapter 3, field measurement data, even from large 

campaigns, such as the BUBBLE experiment (Rotach et al., 2004), the Joint Urban 2003 

(Allwine et al., 2004) and the Thorney Island (McQuaid, 1985 and Puttock, 1985) case studies, 

do not have the necessary statistical representativeness (Schatzmann et al., 2000) for proper 

model validation. 

The entire Michelstadt and Hamburg data sets (the results presented in this thesis together 

with previous measurement campaigns: Hertwig, 2013, Hertwig et al., 2012 and Bastigkeit, 2011) 

satisfy the criteria of a qualified validation data set according to the above-mentioned references. 
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The measurements are specified to evaluate emergency response tools used in case of an airborne 

release in urban environments. 

Michelstadt data set 

One of the purposes of the concentration measurements within the Michelstadt model was to 

provide a high-quality data set to be used by the COST Action ES1006 for model validation 

(Berbekar et al., 2013). The results of the first measurement campaign with 0° wind direction was 

provided as so-called "non-blind test data" to the modelers. This part of the data set can be used 

for an adaptive model validation or calibration, because the models can be adjusted to match the 

wind tunnel results. The results of the second test series (180° wind direction) were used as blind 

test. Only a minimum set of boundary conditions and wind velocity measurements at three 

measurement locations were available to the modelers to resemble a real emergency, when only 

limited data are available. Particularly the results of the blind validation exercise supported a 

realistic assessment of the uncertainties related to local-scale hazmat dispersion modeling in 

complex urban structures. Furthermore, the systematic test database enabled the identification of 

the sources of modeling uncertainty. As a part of the Action‟s work, a dedicated model evaluation 

protocol for a quantitative assessment of modeling performance was also developed (COST 

ES1006, 2015c). 

One of the purposes of the COST Action ES1006 is to provide information for the end users 

about the applicability of the different modeling methods used for predicting the transport of 

airborne hazards in an urban area. The compared models are based on significantly different 

mathematical and numerical methods and concepts. The conceptual differences cause further 

variations as far as the type and extent of boundary conditions, preparation time before running 

the models, the CPU time and the expertise required to run the models are concerned. Likewise, 

the information quantity and quality provided as a result and the expected accuracy and reliability 

of the results might be substantially different. Since the purpose of the measurements was to 

create data to be used within the scope of the COST Action ES1006, the data set had to be 

qualified to serve the validation and the comparison of all different models. Furthermore, the 

comparison had to be evaluated in a way, which is clear for anybody, even outside the modeling 

community. 

The validation data set for the COST Action ES1006 included time series, mean values, 

frequency distributions of measured and derived quantities, and statistical characteristics of the 

measurement results. The detailed description of the validation data set and the results of the 

evaluation exercise can be found in (COST ES1006, 2015b). Further examples of model 

validations based on the Michelstadt data set is shown by Efthimiou et al. (2015) and Rakai 

(2014). 
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Hamburg data set 

The Hamburg data set was designed to validate CT-Analyst, an emergency response tool and 

the underlying LES code FAST3D-CT. CT-Analyst provides instantaneous predictions of 

chemical, biological, and radiological agent transport in urban settings (source: website of the 

NRL). CT-Analyst and FAST3D-CT have been extensively validated (see for example Harms et 

al., 2011; Leitl et al., 2012; Hertwig, 2013 and Leitl et al. 2016). Harms et al. (2011) evaluated 

the performance of CT-Analyst within Oklahoma City based on the wind tunnel measurements 

replicating the Joint Urban 2003 field test (Allwine et al., 2004). The aim of the previous 

campaign of the Hamburg measurements was to validate the FAST3D-CT LES code within a 

European urban environment (Hertwig, 2013). Hertwig (2013) also describes the requirements of 

a validation data set for LES models. CT-Analyst is capable of producing maps of the affected 

area among others. Within the previous campaign of the Hamburg measurements the prediction 

of the affected area was also validated (Leitl et al., 2012). 

CT-Analyst can predict the time-resolved concentration field. Some time-dependent 

characteristics of the predictions, such as the puff parameters, were already compared with wind 

tunnel measurements. Details about previous comparisons can be found in Harms et al. (2011) 

and Leitl et al. (2012). However, the concentration decrease after a release has stopped is an 

important aspect for the end users of CT-Analyst that has not been thoroughly investigated 

before. 

One of the purposes of the new campaign of the Hamburg measurements was therefore to 

test this ability. The short-term releases described in Chapter 4.2 were the basis of the evaluation. 

The details of the comparisons and validation can be found in Leitl et al., 2016. The results of the 

comparisons show that CT-Analyst can reliably predict the start of the concentration decay after 

the end of the release. The model provides a conservative estimate of the concentration time 

series after the decay starts.  
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4 Results and discussion 

In this chapter the results of the previously presented Michelstadt and Hamburg 

measurements are evaluated to investigate hazmat transport in urban environments. Statistical 

analysis of spatial and frequency distribution of the measured concentration are discussed and 

modeled by various probability density functions. An evaluation method for the decay of the 

concentration time series is presented and applied on the measurements. The effects of 

geometrical simplifications and modifications on the transient dispersion field during various 

release scenarios are also investigated to derive general conclusions. 

4.1 Statistical analysis of continuous release measurements 

In a broad sense, every evaluation of the results presented in this thesis is a statistical 

analysis, since some statistical characteristic is derived to describe the measured distributions. 

The focus of this chapter is on the investigation of the measured concentration distributions and 

to study the predictability and the relationships between various statistical characteristics. 

4.1.1 Spatial distribution of concentration 

The vertical and crosswind concentration profiles resulting from a continuous point source 

release above a flat-open terrain or homogeneous roughness can be described by the Gaussian 

distribution (Eq. 2.30) derived from the averaged transport equation in Chapter 2.2.2. 

According to Hanna et al. (1982), the Gaussian model originates from Gifford (1961), 

Pasquill (1961 and 1974) and Sutton (1932). The generalized Gaussian dispersion equation for a 

continuous point-source plume (considering the reflection of the ground, but not considering 

vertical dispersion reflection due to inversion) has the form 
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where C is the concentration, x is the coordinate parallel to the direction of the approach flow, y 

is the horizontal coordinate perpendicular to the direction of the approach flow and z is the 

vertical coordinate corresponding to the height above ground (see Figure 4.1). The coordinates of 

the source are (0, 0, HS). Q stands for the release flow rate, Uref is the mean wind velocity 
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component parallel to the main wind direction of the approach flow at HS height, ζy is the 

horizontal dispersion coefficient and ζz is the vertical dispersion coefficient. In case of ground-

level point sources (H = 0), Eq. (4.1) can be simplified to 
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Figure 4.1 Definition of coordinate system for a point source release on a flat-open terrain. The source is marked 

with a black star and the wind direction is pointing from left to right. The arrow shows the wind direction of the 

approach flow and the shades of grey correspond to the expected concentration levels. 

Applicability of the Gaussian distribution in urban environments 

The Gaussian plume model (Eq. 4.2) only applies if the following constraints are met 

(Beychok, 1944): 

a. The vertical and crosswind diffusions follow Gaussian distributions. 

b. Downwind diffusion is negligible. 

c. The source term is continuous and constant. 

d. Mean horizontal velocity and mean wind direction are constant. 

e. No deposition, washout, chemical conversion or absorption of emissions occur and 

the ground is reflective (i.e. all emissions are conserved within the plume). 

f. No upper barrier to vertical diffusion and no crosswind diffusion barrier. 

g. Homogeneous turbulence through all three dimensions. 

These constraints originate from the assumptions that were introduced in Chapter 2.2.2, 

while deriving and solving the averaged and simplified transport equation for continuous 

releases. 

Let‟s see how these constraints apply in an urban boundary layer, modeled in a wind tunnel! 

Criterion 1: Whether Gaussian distribution describes the vertical and crosswind diffusions 

properly is an ongoing debate. Many studies show that the concentration profiles in an urban 

environment, especially near the source location are strongly non-Gaussian (e.g. Balczó and 

Lajos, 2015; Coceal et al., 2014; Branford et al., 2011; Chavez et al., 2011 and Tseng et al., 

2006). On the other hand, far from the source the Gaussian plume model gives a good estimation 

of the mean concentration profiles (e.g. Britter and Hanna, 2003; Davidson et al., 1995; Davidson 

et al., 1996; MacDonald et al., 1997 and Macdonald et al., 1998). 



 

           

55 

Criterion 2: Neglecting the downwind diffusion suggests that advection is the predominant 

mechanism for downwind transport. This is a fair assumption for flat-open terrains with high 

wind speeds, however, at low-wind spots (e.g. behind buildings) in a city, the downwind 

dispersion might have a significant influence on contaminant transport, therefore the criterion is 

not justifiable. 

Criteria 3-5: Although these criteria are not fulfilled during a real accident, in a wind tunnel 

experiment they are possible to ensure. In case of the continuous release measurements of the 

Hamburg and Michelstadt test cases, the source release was continuous and constant and the 

mean flow field and wind direction were also constant. No additional sources or sinks were 

present and the ground was fully reflective. 

Criteria 6-7: The last two criteria cannot be fulfilled in urban settings. When introducing an 

obstacle in a turbulent flow field, it will act as a diffusion barrier and will cause inhomogeneity in 

the turbulence. 

Due to the limited applicability of the above listed criteria, the Gaussian plume model does 

not seem suitable for predicting scalar dispersion in an urban environment. However, due to its 

simplicity and its ability to produce instantaneous results, the Gaussian plume model is often used 

in practice especially in the context of emergency response to accidental releases. Although it is a 

general preconception that Gaussian models provide conservative predictions (COST ES1006, 

2015a), in the COST Action ES1006 multiple Gaussian plume models were evaluated and the 

results show that the predictions are not necessarily conservative (COST ES1006, 2015b). It was 

also found that the Gaussian plume models give significantly worse predictions of the mean 

concentration patterns in urban environments than other types of models. (The value for fractions 

within a factor of two of the reference values was as low as 0.09 for the Michelstadt test case 

according to Trini Castelli et al., 2016, while the acceptance criteria in the document of COST 

ES1006, 2015b, is above 0.3.) It is unclear, whether the poor predictions were caused by wrong 

parameter choices or the deviation of the mean concentration profiles from the Gaussian 

distribution. This question will be analyzed in this thesis. 

With additional assumptions, Eq. (4.2) can be further simplified for the x, y and z directions. 

Equations (4.3 to 4.5) show the parameterized forms of the simplified equations for all directions. 

The parameters can be defined based on the best fit of the equations on the measured values. 

For a simplified equation in x direction (Eq. 4.3) the shape of mean dimensionless 

concentration profile is assumed to be similar throughout the y axis and the height of the 

measurement points is neglected. The horizontal and vertical dispersion coefficients (ζy and ζz) 

are modeled as power functions of the distance from the source as suggested originally by Smith 

(1968). The resulting parameterized equation is a power function. 
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For the simplified Gaussian plume equation in y direction an extra degree of freedom is 

introduced with the d parameter, allowing the profile to take its maximum independently from the 

source location, whereas the Gaussian dispersion equation assumes that the plume centerline is 

aligned with the source parallel to the main wind direction. 
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The parameterized Gaussian distribution profile for the dimensionless concentration in 

vertical direction has the form 
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The parameterized equations were fitted on the measurement results. The parameters were 

determined by nonlinear least squares analysis. Exemplary results are shown in Figure 4.2 to 

Figure 4.12. Further results can be found in Appendix A. The black dots in the figures indicate 

the source positions and the squares represent the measurement locations. The mean approach 

flow direction is pointing from left to right on each map. Where repetition measurements were 

available, several results are plotted for one measurement location to give a sense of the 

variability. 

Eq. (4.3) gives a reasonable fit for the longitudinal mean concentration profiles within and 

above the Michelstadt and Hamburg model. The power function does not only describe the 

concentration distribution within a street canyon parallel to the mean direction of the approach 

flow (Figure 4.2 and Figure 4.5), it also fits well for points located in different street canyons, 

separated by buildings (Figure 4.3).  

 

(a) (b) 

Figure 4.2 Exemplary longitudinal mean concentration profile measured at half-building height in a street canyon of 

the Michelstadt model (a). The fit of the simplified Gaussian distribution in x direction is indicated with a black line. 

The locations of the source (square) and measurements (circles) within the model (b). The mean wind direction of 

the approach flow is from left to right, as for all figures without the indication of the wind direction.  
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(a) (b) 

Figure 4.3 Exemplary longitudinal mean concentration profile measured at half-building height within separate 

street canyons in the Michelstadt model (a). The fit of the simplified Gaussian distribution in x direction is indicated 

with a black line. The locations of the source (square) and measurements (circles) within the model (b). 

There is a deviation from the power law for measurements above building height close to the 

source location. As Figure 4.4 and Figure 4.6 show, the concentration first increases downwind 

from the source before it starts decreasing again. In these cases, close to the source the height 

difference between the measurement point and the source cannot be ignored, suggesting that this 

assumption of Eq. (4.3) is not applicable. However, once the concentration starts to decrease in 

downwind direction, the power law gives a good fit on the measurements. 

 

(a) (b) 

Figure 4.4 Exemplary longitudinal mean concentration profile measured above the buildings of the Michelstadt 

model at 52.4 m height in full scale (a). The fit of the simplified Gaussian distribution in x direction is indicated with 

a black line. The locations of the source (square) and measurements (circles) within the model (b). 
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(a) (b) 

Figure 4.5 Exemplary longitudinal mean concentration profile measured at pedestrian level in the Hamburg model 

(a). The fit of the simplified Gaussian distribution in x direction is indicated with a black line. The locations of the 

source (square) and measurements (circles) within the model (b). 

 

(a) (b) 

Figure 4.6 Exemplary longitudinal mean concentration profile measured above roof level of the Hamburg model at 

z=52.5 m height in full scale (a). The fit of the simplified Gaussian distribution in x direction is indicated with a 

black line. The locations of the source (square) and measurements (circles) within the model (b). 

On the mean concentration profiles perpendicular to the mean direction of the approach flow, 

Eq. 4.4 was fitted. The Gaussian distribution fits well on most of the lateral concentration 

profiles. The Gaussian plume model anticipates the symmetry axis of the mean concentration 

profile to be aligned with the source location. By introducing an extra degree of freedom to the 

Gaussian plume model in Eq. (4.4), the maximum of the profile can be misaligned with the 

source location. In Figure 4.7 to Figure 4.10 a vertical line is indicating the source location. As 

the figures show, the symmetry axis of the Gaussian distribution is in almost all cases shifted 

with respect to the source location. 



 

           

59 

 

(a) (b) 

Figure 4.7 Lateral mean concentration profiles measured at half-building height in the Michelstadt model (a). The 

fits of the simplified Gaussian distribution in y direction are indicated with lines. The locations of the source (square) 

and measurements (circles) within the model (b). 

Similar to the longitudinal profiles, the Gaussian distribution gives a good fit not only for the 

lateral profiles within the same street canyon (Figure 4.7 and Figure 4.10), but also for profiles, 

where the measurement points are separated by buildings (Figure 4.7 and Figure 4.9). However, 

not all lateral profiles can be well modeled by Eq. (4.4). For the results shown in Figure 4.10 as 

well as Figure 6.5 and Figure 6.6 in Appendix A the quality of the fit is significantly lower, than 

for the other lateral profiles shown in this thesis. 

For the Michelstadt case, the fits are significantly better above the buildings (Figure 4.8) 

compared to those at half-building height. The same cannot be said about the measurements for 

the Hamburg test case (Figure 4.9). This is probably due to the smaller height difference between 

the profiles of Figure 4.9.a and b (10.5 m) compared to the height difference of the profiles in the 

Michelstadt case (45 m) and that in case of the Hamburg model, for both Figure 4.9.a and b the 

Gaussian distribution gives a nearly perfect fit, which makes them hard to compare. 
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(a) (b) 

Figure 4.8 Lateral mean concentration profiles measured above the buildings of the Michelstadt model at 52.4 m in 

full scale (a). The fits of the simplified Gaussian distribution in y direction are indicated with lines. The locations of 

the source (square) and measurements (circles) within the model (b). 

 

(a) (b) 

Figure 4.9 Lateral mean concentration profiles measured at pedestrian height (black) and at 12.6-m height (gray) in 

full scale in the Hamburg model (a). The fits of the simplified Gaussian distribution in y direction are indicated with 

lines. The locations of the source (square) and measurements (circles) within the model (b). 

Eq. (4.5) is fitted on the measured vertical mean concentration profile (Figure 4.11 and 

Figure 4.12). The Gaussian distribution gives a reasonable fit for the measurements above the 

buildings; however, the fit within the street canyons is often less concise (e.g. Figure 4.11.b). 

 



 

           

61 

 

(a) (b) 

Figure 4.10 Lateral mean concentration profile measured at pedestrian height in the Hamburg model (a). The fit of 

the simplified Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) 

and measurements (circles) within the model (b). 

 

(a) (b) (c) 

 

 (d)  

Figure 4.11 Vertical mean concentration profiles measured within the Michelstadt model. The fits of the simplified 

vertical Gaussian distribution are indicated with lines. The locations of the source (square) and measurements 

(circles) within the model (b). 
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(a) (b) 

Figure 4.12 Vertical mean concentration profiles measured within the Michelstadt model. The fits of the simplified 

vertical Gaussian distribution are indicated with lines. The locations of the source (square) and measurements 

(circles) within the model (b). 

It can be concluded that the equations derived from the Gaussian distribution give reasonable 

fits for the mean concentration profiles in each direction; however, the quality of the fits on the 

lateral concentration profiles is worse, than in longitudinal and vertical directions. For the lateral 

profiles an extra degree of freedom was necessary to introduce, because the maximum of the 

profile is often substantially misaligned with the source location due to the influence of the 

building geometry. 

Although numerous assumptions of the Gaussian plume model do not apply for urban 

environments, the Gaussian distribution still seems to fit quite well for the measured mean 

concentration profiles. Nevertheless, the goodness of the fits in Figure 5.2 to Figure 5.12 does not 

imply that a Gaussian plume model would give such precise predictions. The parameters for Eq. 

(4.3 to 4.5) were determined based on the best fit on the measurement results. For Gaussian 

modeling, the parameters must be defined beforehand. 

The estimation of the parameters in Eq. (4.1) is more difficult for an urban environment, than 

for flat-open terrain or above homogeneous roughness. Different methods exist to predict the 

parameters of the Gaussian plume model for different meteorological and roughness conditions, 

described for example by Hanna et al. (1982). The evaluation of these methods and suggestions 

on parameter prediction based on the measurement results could be the next step; however, it is 

out of the scope of this thesis. 

It is also worth noting that the fits in all directions are generally better above the buildings 

than within the geometry. This is not surprising, since the higher the measurements are, the more 

homogeneous the turbulence is going to be, and the closer we get to fulfil the basic assumptions 

of the Gaussian plume model. This is an important message for validation exercises. If a model 

will be applied to predict the concentration field at pedestrian level, the validation should focus 

on the predictions at this height, because providing good results well above the buildings does not 

necessarily imply that the model can predict the concentration within the geometry similarly well. 
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Gaussian models are often used in emergency situations due to their fast speed and easy 

applicability. However, nowadays more advanced models are already available with similar 

benefits. As an example, CT-Analyst is based on a pre-calculated flow field using LES. Only the 

transport has to be predicted on-site, which can be done by a less complex model, such as 

Gaussian or Lagrangian. Due to the high precision of the flow field, the effects of the urban 

geometry on the transport processes are considered in detail, whereas a classical Gaussian model 

considers the city geometry as a parameter in the equation. 

4.1.2 Frequency distribution of concentration 

In the previous chapter, the spatial concentration distribution was described using equations 

derived from the Gaussian plume model. The Gaussian plume model considers only one 

concentration value for each location. However, due to the transient processes described in 

Chapter 2.2, the measured concentration signal is quasi-stationary even for constant continuous 

releases. Therefore, the concentration at a measurement location can be better described by a 

frequency distribution of the measured values, than with a single value (Chatwin, 1982). Most 

numerical codes used to model accidental releases predict only the first two moments of the 

concentration distribution. If a general probability density function (PDF) could be found that 

describes the concentration distributions at each measurement location, this could help the 

prediction of the whole distribution based on the first two moments. 

Describing the frequency distributions using probability density functions 

The idea to describe the frequency distributions of concentration measurements by 

probability density functions originates from Chatwin (1982). Since then, many attempts were 

made to find a general PDF, which matches all types of concentration measurements, or to 

introduce very specific ones for an individual dispersion scenario. Some examples from literature 

are listed in Table 4.1. Finding the optimal PDF is not straightforward, since the shape of the 

distribution is affected by different factors, such as the fluctuation intensity or the intermittency 

(Klein et al., 2010a). Mylne (1992) points out, that some PDFs are too complex and case specific 

to be generally applicable. The better fit of these complex PDFs compared to classical 

distribution functions is most likely caused by greater mathematical flexibility, rather than 

physical appropriateness. As shown in Table 4.1, the most commonly applied PDFs to model the 

measured distributions are the exponential, lognormal, clipped-normal, gamma and clipped-

gamma distribution functions. 

Most studies listed in Table 4.1 were carried out in a homogeneous turbulent flow field. As 

already described in Chapter 2.2.1, the flow field in an urban area is more complex and highly 

inhomogeneous. This makes the generalization of concentration distributions even harder. 
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Table 4.1 Literature overview on describing concentration measurements with PDF‟s. 

First author Year Method Fitted PDF Conclusions 

Yee 1990 field (flat terrain) 
lognormal, clipped-normal, 

exponential, g- and h-distributions 

g-and h-distributions give the best fits (clipped-

normal provides a conservative prediction) 

Mylne 1991 
field (flat terrains with 

various turbulence levels) 
exponential, clipped normal 

clipped normal gives a better result overall, but 

exponential is better for high intermittency 

Mylne 1992 a comment on Yee (1990) and Yee (1991) 

compared to other PDFs, the better fits of g- 

and h-distributions reflect greater mathematical 

flexibility, not their physical meaning 

Yee 1993 
water channel 

(homogeneous roughness) 

exponential, lognormal, clipped-

normal, gamma, Weibull, conjugate 
beta, and K-distributions 

none was adequate for the whole concentration 

field, but Weibull was the best fit for the 
centerline measurements 

Schopflocher 1998 
WT (model of Thorney 

Island) 
composite of gamma and GEV 

gives good result, but they note that other 

combinations might be useful to explore 

Munro 2001 field (flat grassland) 

Method 1: GEV with Weibull and 

beta; Method 2: GPD; Method 3: 
from mean excess plots 

Method 1 is the best, where applicable 

Schopflocher 2002 WT (grid turbulence) 
4-parameter function using a 

mixture of beta densities 
the high concentration range is well represented 

Weil 2002 
buoyant plume dispersion 

in a convection tank 
gamma and clipped-normal 

gamma was a reasonable and better fit than the 

clipped-normal in general 

Ma 2005 
field experiments in 

coastal regions 

gamma, clipped-normal, modified 

clipped-gamma 

modified clipped-gamma performed best, 

clipped-normal gave the poorest fit, but still 
reasonable 

Xie 2007 WT and LES (rough wall) GPD generally good fit 

Mole 2008 WT (grid turbulence) 
GPD (using a linear fit to define the 

moments) 

"good first guess" for the ratio of maximum and 

mean concentration 

Yee 2008 

water channel (five 

different types of obstacle 

arrays) 

clipped-gamma 
both the lower and upper tails in each geometry 

were well predicted 

Klein 2010b field (Joint Urban 2003) 
clipped-gamma (2- and 3-

parameter) 

3-parametric clipped-gamma has not shown 

significant improvement in comparison to the 
2-parametric model 

Yassin 2011 
WT (homogeneous urban-

like roughness) 
normal, lognormal 

non-Gaussian behavior, lognormal provides 

better fit 

Nironi 2015 
WT (homogeneous 

roughness) 
gamma good approximation 

 

The quality of the fit of several traditional PDFs was investigated for the concentration 

measurements of the Michelstadt and Hamburg data sets. In Figure 4.13 the fitted normal, clipped 

normal, lognormal, exponential and gamma PDFs and cumulative distribution functions (CDFs) 

are plotted. Depending on the shape of the measured distribution, different PDFs are suitable. In 

Figure 4.13.a, the measured distribution is highly skewed with a peak at 0. The normal, clipped-

normal and lognormal distributions cannot model this behavior and predict a maximum 

probability above 0. Although the exponential PDF preforms well in modeling skewed 

distributions (e.g. Figure 4.13.a), it has difficulties with moderately skewed distributions such as 

Figure 4.13.b. The gamma distribution seems to be a good compromise, which can model both 

cases well. However, there are other examples, such as the bimodal concentration distribution 

plotted in Figure 4.13.c, where all PDFs fail to follow the measured distribution. 
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(a) (b) (c) 

 

(d) (e) (f) 

 

 (g)  

Figure 4.13 Normal, clipped normal, lognormal, exponential and gamma PDFs (a-c) and CDFs (d-f) fitted on 

measurement data from the Michelstadt campaign. The measured concentration distribution and its 95th percentile 

are also plotted. The distribution of the measured data for Figures a-c is indicated with brown color. The 

measurement locations are shown in (g). 

Scatter plots help to further investigate and compare the accuracy of the fits of the different 

PDFs (Figure 4.14). As an example, the observed and predicted 95th percentile of the 

concentration distribution was selected for comparison. The predictions seem to be worse for 

small concentrations, especially those derived from the normal PDF. For higher concentrations, 

especially for the Hamburg campaigns the predictions are much better.  According to the scatter 

plots, the gamma distribution provides the most accurate predictions of the 95th percentiles. 

3 1 2 

1 2 3 
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(a) (b) (c) 

Figure 4.14 Scatterplots of the 95th percentiles of the measured and modeled concentration distributions for the 

Michelstadt data set (a) and the new (b) and previous (c) campaign of the Hamburg measurements. 

Scatterplots are difficult to evaluate quantitatively and even qualitatively if the number of 

data points is high. Therefore, to further analyze the predictions of the 95th percentiles of the 

concentration distributions based on different PDFs, statistical metrics are applied. The fractional 

mean bias (FB): 
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the normalized mean-square error (NMSE): 
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and the fraction of predictions within a factor of two of observations (FAC2) were suggested by 

Hanna and Chang (2012) to evaluate urban dispersion models. These metrics were applied in 

many studies already, such as COST ES1006 (2015b), Gariazzo et al. (2015), Moonen et al. 

(2013) and Kochanski et al. (2015). The lower the NMSE and the absolute value of FB and the 

higher the FAC2 value, the better the prediction. If the FB is negative, it means that the evaluated 

model (here the PDF) is overpredicting, and if the FB is positive, the model is underpredicting 

the measured value. The FAC2 value represents the fraction of points in the scatter plots of 

Figure 4.14 that fall within the 1:2 lines. Since most of the points fall within these lines, the 

FAC2 value is close to unity, suggesting high-quality predictions. 

The acceptance criteria of these metrics according to Hanna and Chang (2012) are |FB|<0.67, 

NMSE<6, FAC2>0.3. It should be noted, that these criteria were defined for urban dispersion 

models, therefore are quite weak for evaluating PDFs. However, it gives a good comparison to 

see how well the PDFs predict the 95th percentile of the concentration distribution. 

The PDFs shown in Figure 4.13 and Figure 4.14 were estimated based on the best fit on the 

whole measured concentration distributions. However, the PDFs investigated in this thesis can 
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also be defined based on the first two moments (mean and variance) of the distributions. In 

Figure 4.15 to Figure 4.17 and Table 4.2 the statistical metrics are plotted and listed for different 

PDFs fitted on the measured concentration distributions or estimated from the first two moments. 

 

Figure 4.15 Fractional mean bias of the 95th percentile from the fitted on the whole concentration distribution (fit) 

and estimated from the first two moments (est) PDFs for all measurements. The acceptance zone defined for urban 

dispersion models is within the green lines. 

 

Figure 4.16 Normalized mean-square error of the 95th percentile from the fitted on the whole concentration 

distribution (fit) and estimated from the first two moments (est) PDFs for all measurements. The acceptance zone 

defined for urban dispersion models is below the green line. 
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Figure 4.17 Fraction of the 95th percentile from the fitted on the whole concentration distribution (fit) and estimated 

from the first two moments (est) PDFs for all measurements. The acceptance zone defined for urban dispersion 

models is above the green line. 

According to Figure 4.15 to Figure 4.17 and Table 2.1 all PDFs (both fitted and estimated) 

provide sufficiently accurate predictions for the 95th percentiles of the concentration 

distributions. They all satisfy the acceptance criteria defined by Hanna and Chang (2012). The 

gamma PDF outperforms all the other models with its exceptional results. All three metrics show 

the superiority of the gamma PDF in comparison to the other models. It is surprising that in most 

cases the estimated gamma PDF gives an even better prediction of the 95th percentile of the 

concentration distribution, than the fitted gamma PDF. 

Table 4.2 Statistical metrics of the 95th percentile prediction for all measurement campaigns and PDFs. 

Metric Data set 
fitted estimated 

gamma normal exponential lognormal gamma normal exponential 

FB 

MS -0.016 0.055 -0.114 -0.337 -0.048 0.055 -0.096 

HH previous 0.003 0.040 -0.095 -0.307 -0.021 0.040 -0.076 

HH new 0.006 0.044 -0.297 -0.152 -0.031 0.044 -0.295 

All data sets -0.010 0.051 -0.137 -0.309 -0.041 0.051 -0.121 

NMSE 

MS 0.014 0.045 0.249 0.619 0.043 0.045 0.277 

HH previous 0.030 0.055 0.282 0.772 0.024 0.055 0.326 

HH new 0.011 0.023 0.259 0.075 0.006 0.023 0.261 

All data sets 0.022 0.067 0.376 0.928 0.060 0.067 0.416 

FAC2 

MS 0.980 0.966 0.973 0.925 0.993 0.966 0.973 

HH previous 0.930 0.862 0.911 0.875 0.922 0.862 0.914 

HH new 0.983 0.967 0.867 0.961 0.989 0.967 0.867 

All data sets 0.958 0.920 0.923 0.910 0.960 0.920 0.924 

 

It should be noted that it is also possible to evaluate higher moments of the concentration 

distributions to further specify the PDFs. However, the more complex the definition of the PDFs 

is, the less generalizable they become and as mentioned before with reference to Mylne (1992), a 
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better fit does not necessarily mean physical appropriateness. Using only the first two moments to 

describe a concentration distribution has also the benefit, that these moments are usually 

predictable by CFD models (e.g. Efthimiou et al., 2015). Therefore, if a CFD model can predict 

the mean and the variance properly, then the whole concentration PDF can be predicted.  

Correlation of the statistical parameters 

To further investigate why the estimated gamma PDF gives generally better predictions for 

the 95th percentile of the concentration distribution than the fitted gamma PDF, the correlations 

between the mean and the standard deviation (Figure 4.18.a) and the mean and 95th percentile 

(Figure 4.18.a) were plotted. Both relationships are close to linear, with a power exponent of 0.95 

and 0.98. The correlation between mean and the standard deviation of the concentration is not 

very strong (R
2
=0.81). However, the relationship between the mean and the 95th percentile of the 

concentration distribution is much stronger (R
2
=0.93). It is also interesting that the results of the 

different data sets fall very close to each other.  

 

(a) (b) 

Figure 4.18 The correlation between the mean and the standard deviation (a) and the mean and 95th percentile (b) of 

the measured concentration distributions. The black lines indicate the best fit on the whole data set. 

The results show that if the first two moments of the concentration distributions can be 

predicted by a numerical model, it is possible to provide a good prediction of the higher 

concentrations using a general PDF estimated from these moments. The prediction of the 

percentile ranks using PDFs introduces a low uncertainty based on statistical metrics compared to 

the usual uncertainty of a dispersion model. If only the first moment is available from a 

dispersion model (such as the Gaussian plume model described in Chapter 4.1.1), the higher 

concentrations can still be predicted with relatively low additional uncertainty due to the strong 

correlation between the mean and the higher percentile ranks of the concentration distributions. 
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4.1.3 Extreme value analysis of the frequency distribution 

During an accidental release in an urban area, the rescue personnel needs information on the 

possible worst case scenario, including the extreme value of the concentration distribution, i.e. 

the highest concentration that can occur at a location. Measurements and time-dependent 

numerical simulations both have limited durations. During the investigated interval, it is likely 

that the expected extreme concentration will not occur.  

As described in Chapter 4.1.2 probability density functions can be used to describe the 

concentration distribution at a location during a continuous release. However, the PDFs that are 

commonly applied to describe the concentration distributions have no upper limit (see Table 4.1), 

therefore the extreme value cannot be derived from them. These PDFs are mainly used to model 

the bulk of the concentration distribution. 

There are two basic theorems to estimate the extreme value of a distribution by 

approximating the distribution of the high concentrations (Bensalah, 2000). The time series can 

be separated into blocks and distribution of the block maxima can be modeled by the Generalized 

Extreme Value Distribution (GEV). The second theorem states that the Generalized Pareto 

Distribution (GPD) models the upper tail of the whole distribution. Both theorems of the extreme 

value theory are examined in this Chapter. The two methods are demonstrated on the 

concentration distribution measured at a selected location (S2P1) from the Michelstadt data set 

(Figure 4.19). 

 

(a) (b) 

Figure 4.19 The location of the S2 source (black circle) and the measurement point S2P1 (square) in the Michelstadt 

model (a). The probability distribution of the measured concentration at S2P1 (b).  

Generalized Extreme Value Distribution 

According to the Fisher-Tippett Theorem (Fischer and Tippett, 1928 and Gnedenko, 1943), 

the sample block maxima of a sequence of independent and identically distributed random 

variables converge to the Gumbel (Type I), Fréchet (Type II, also known as the Fréchet-Pareto 
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case, see e.g. Beirlant et al., 2004) or Weibull (Type III) distributions. These three types of 

distributions are combined in the GEV distribution (Coles, 2001): 
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such that   0/1   z , where   is the location parameter, 0 is the scale 

parameter and    is the shape parameter of the distribution. 

The signum (Eq. 4.9) function of the shape parameter decides to which type of the three 

distributions the GEV corresponds to. If sign() is -1, 0 or 1, the GEV will correspond to the 

Type I, II or III respectively. 
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One of the criteria of the Fisher-Tippett Theorem is the independence of the variables. A 

measured concentration time series is a stationary, dependent sequence (see later at Figure 

4.23.a). However, by selecting a large-enough block size, independence can be assured, and 

according to Roberts (1979), (in case of air quality data) the criterion of independence for a GEV 

distribution is not crucial. 

Selecting a block size to fit the GEV distribution is an arbitrary choice. The common 

technique (see e.g. in the paper of Munro et al., 2001) is to test the sensitivity of different 

parameters or quantiles to the block size. Figure 4.20 shows an example of the sensitivity of the 

shape and scale parameters depending on the block size with 95% confidence intervals. The 

confidence intervals were calculated based on the maximum likelihood estimation (MLE) and the 

profile likelihood estimation. The two estimation methods give very similar results of the 

confidence intervals. 
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(a) (b) 

Figure 4.20 The sensitivity of the shape parameter (a) and scale parameter (b) of the GEV distribution, depending on 

the block size.  

According to Figure 4.20, it is safe to say that in case of this particular measurement, above a 

block size of 400, the variation of the parameters is negligible compared to the confidence 

interval widths. 

Figure 4.21 shows the GEV fitted on the block maxima of the concentration time series 

measured at the location shown in Figure 4.19.a in case of a block size of 400. Figure 4.22 shows 

the probability density of the shape parameters of the GEV fits on all of the time series of the 

Michelstadt data set using a block size of 400, 450 and 500 respectively. The shape parameter 

distributions with different block sizes look similar to each other. However, it should be noted 

that the optimal block size should be defined for each measurement separately. Nevertheless, 

finding the best GEV fit for each measured concentration distribution is not the aim of this work, 

therefore individual optimization of the block size for each measurement will be spared. 

 

Figure 4.21 GEV distribution fitted on the block maxima of the concentration time series with block size 400 for the 

S2P1 case. 
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(a) (b) (c) 

Figure 4.22 Distribution of the shape parameters of the GEV distributions based on all Michelstadt measurements 

with block size 400 (a), 450 (b) and 500(c).  

Generalized Pareto Distribution 

According to the Pickands-Balkema-de Haan Theorem (Pickands, 1975; Balkema and de 

Haan, 1974), with a sufficiently high threshold (u), the part of the distribution of a sequence of 

independent and identically distributed random variables which is above the threshold, can be 

approximated by the GPD function: 
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where  0 is the location parameter, 0 is the scale parameter and    is 

the shape parameter. * is the modified scale parameter (Coles, 2001): 

    u*  (4.11) 

Since the GPD is fitted on the whole right tail of the concentration distribution (not just the 

block maxima), dependence of the data becomes an issue. Figure 4.23.a shows a part of the time 

series, which illustrates that high concentrations tend to cluster; therefore, the sequence cannot be 

treated as independent. 

To treat the problem of dependence, declustering was applied. From each consecutive time 

step, where the concentration stays above the chosen threshold, only the maximum concentration 

is kept. A disadvantage of declustering is that it significantly decreases the size of the data.  

As selecting the block size for the GEV distribution, the selection of the threshold for the 

GPD is also somewhat arbitrary. The techniques include looking at the quantile-quantile (QQ) 

plots, the mean excess function (MEF), or similarly to the GEV distribution, examining the 

sensitivity of different parameters or quantiles to the threshold variation.  
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(a) (b) 

Figure 4.23 A part of the time series measured at S2P1 location (a). The red line is at C*=520. The mean excess 

function (MEF) plot of the S2P1 measurement (b). 

The mean excess function plot shows the average difference between the concentration 

values and the threshold (overshoot) plotted against the threshold (Munro et al., 2001). In case of 

an exponential distribution, the MEF plot is a straight line. The MEF of a heavy-tailed 

distribution will have a positive gradient, whereas a short-tailed distribution has a MEF with 

negative slope (McNeil, 1997). The MEF plot tends to become very irregular at high threshold 

values, because the number of exceedances above the threshold will be small (Munro et al., 

2001). 

The QQ plot of a distribution compared to the exponential distribution is again an indicator 

of the tail properties. The points on the QQ plot of an independent and identically distributed data 

following an exponential distribution should be approximately along a straight line. A concave 

departure indicates a heavier tailed distribution, whereas convexity is an indicator of shorter tails 

(McNeil, 1997).  

 

(a) (b) (c) 

Figure 4.24 The quantile-quantile (QQ) plots of the raw data (a, b) and the declustered data (c) with u=400 (a) and 

u=520 (b, c) thresholds. 
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Figure 4.23 shows the MEF plot, while Figure 4.24 shows the QQ plots of the concentration 

distribution measured at S2P1 location. The threshold-sensitivity of the shape and scale 

parameters is plotted in Figure 4.25 in case of the raw (clustered) and declustered data. Judging 

from these figures, u=520 is a possible threshold for a GPD fit for the S2P1 measurement. 

 

(a) (b) 

Figure 4.25 The sensitivity of the shape parameter (a) and scale parameter (b) of the GPD for the S2P1 

measurement, depending on the threshold. 

In Figure 4.26, the GDP is fitted on the raw and declustered data with the chosen threshold 

of u=520. It is clear to see, that declustering (Figure 4.26.b) decreases the number of data points, 

causing an irregular probability density plot. 

 

(a) (b) 

Figure 4.26 GPD fitted on the upper tail of the concentration time series distribution with threshold u=520 for the 

S2P1 measurement without declustering (a) and with declustering (b). 

In Figure 4.27, the probability density of the shape parameters of the whole Michelstadt data 

set is shown with different threshold definitions. Due to the high variability in the spread of the 

concentration distributions depending on the measurement location, relative thresholds were 

defined. Similar to the problems of defining a general block size for the GEV distribution (Figure 

4.22), to carry out a proper extreme value analysis each measured concentration distribution 
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should be individually examined as it was done for the S2P1 measurement as an example. 

Choosing a general characteristic for all the distributions (such as a percentile, as in Figure 4.27) 

is not the correct method to define the threshold of the GPD. However, it is not the aim of this 

thesis to find the best fitting GPD for each measurement of the data sets, but to investigate the 

possibility of predicting finite extrema. Figure 4.22 and Figure 4.27 show that the distributions of 

the shape parameters do not change significantly, when different block sizes or thresholds are 

applied. This means, that the shape parameter is not sensitive to the change in block size or 

threshold within the investigated interval. Therefore, an individual examination of the 

concentration distributions at each location would not change the shape parameter values 

significantly. On the other hand, Figure 4.27 shows that declustering generally increases the 

value of the shape parameter. 

 

(a) (b) 

Figure 4.27 Probability density of the shape parameters of the GPD for the whole data set with the 98th percentile 

(a) and 99th percentile (b) as thresholds. 

Finding a finite extremum 

The GEV and GPD functions have finite extremes only, if the shape parameter is negative. 

Even though the finite concentration at the source suggests that the concentration at the 

measurement locations must have a finite upper limit, the shape parameters fall mostly above 

zero (see Figure 4.22 and Figure 4.27). Even the absolute values of the negative shape parameters 

are in most cases smaller than their confidence intervals (see Figure 4.20.a and Figure 4.25.a), 

making it impossible to reliably predict the finite maximum values based on the fits. 

In the example of the measurement carried out at S2P1 location, the fitted GPD has a slightly 

negative shape parameter (=-0.11) at u=520. Although this fit has a finite upper limit (1821), 

which is above the maximum measured concentration (1050), the confidence interval of the 

shape parameter is between -0.37 and 0.16 according to the profile likelihood estimation. 

Therefore, even with a slightly negative shape parameter it is very uncertain to provide a 

maximum concentration based on the measured time series. 
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Figure 4.28 Prediction of the extreme value based on GPD fits with different thresholds. Filled symbols show the 

predictions with finite upper limit that are above the maximum of the measured distributions (indicated with a red 

line). 

Figure 4.28 shows the predicted extreme values for the S2P1 measurement by considering 

different thresholds for the GPD fit. Figure 4.28 is consistent with the results shown in Figure 

4.25. Where the shape parameter falls below 0, there is a finite upper limit with a reasonable 

extremum prediction. For the raw data (without declustering), the predicted extreme value is 

relatively constant above a threshold of u=520, whereas the predictions based on the declustered 

data have larger variability due to the smaller data size. 

The results show that both the GEV distribution and the GPD can be fitted on the measured 

concentration distributions. However, in most cases it is not possible to predict the extremum due 

to the high values of shape parameters. 

4.2 Residence time analysis based on short-term releases 

Continuous and instantaneous releases are the two theoretical extrema of the release 

duration. In real life, accidental releases have a finite duration. If the finite duration is 

significantly shorter or longer than the characteristic times of the transport processes, it can be 

modeled as an instantaneous or continuous release respectively. If the release duration is finite, 

the concentration will decrease after the end of the release. The duration after the end of the 

release until the concentration decreases below a certain threshold is the residence (or retention) 

time. The evaluation of the residence time of a contaminant in this work is based on short-term 

release measurements. The method of characterization is presented in this Chapter, followed by a 

discussion of typical results. 
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4.2.1 Characterizing concentration decay measurements 

The modeling of concentration decay requires the satisfaction of the experimental criteria 

related to continuous and puff release measurements. The release must be long enough to enable 

the identification of a quasi-stationary concentration plateau before the decay starts. However, the 

evaluation of the measurement is time dependent, focusing on the time series after the source is 

closed. Therefore, a sufficient number of repetitions are necessary to acquire a statistically 

representative ensemble of data.  

The concentration decay measurements had longer release durations (approx. 10 s in model 

scale), than the puff releases in order to reach the desired quasi-stationary dispersion conditions. 

However, they were repeated sufficiently often (approx. 90 times), unlike continuous release 

measurements, where merely the duration of the release determines the statistical 

representativeness of the results. 

Due to the relatively long release durations (Trel>5at), the dimensionless concentration (Eq. 

3.13) applied for converting the continuous release measurements was considered while 

nondimensionalizing the concentration decay time series. 

There are several articles addressing the subject of concentration decay with means of wind 

tunnel and field experiments, as well as with CFD. The methods of evaluation differ just as much 

as the technique to gather the data (see Table 4.3). 

The common practice is to release traceable material from a source, which is then closed 

instantaneously. The concentration is measured until it falls below a certain threshold. The part of 

the time series representing the decay of the concentration is then evaluated. There are several 

techniques to characterize the time series of the concentration decay. Unlike a RANS model, the 

measurements are affected by the high variability of the flow field. Therefore, recording a 

ensemble of time series at each measurement location is mandatory to ensure statistical 

representativeness. 

The concentration decrease is expected to follow an exponential decay function. Eq. (4.12) is 

the exponential function describing the decay of the dimensionless concentration. 
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The most commonly analyzed characteristic of the concentration decay time series is its time 

constant (η*). The time constant is either derived from the solution of the exponential decay 

function 
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The difference between the two methods is whether the initial concentration is considered to be a 

reliable constant acquired from the measurements (Eq. 4.14) or should be estimated by fitting Eq. 

(4.13) on the time series. In Eq. (4.13), C0* is considered as an unknown parameter to be 

estimated from the best fit, whereas in Eq. (4.14) it is defined based on the measurements. The 

average difference between the two evaluation methods for the first campaign of the Hamburg 

data set is 23% (Figure 4.30.a). Considering the high variability of the data and the influence of 

the averaging (Figure 4.30.b), the effect of the various time constant estimations is low. However, 

Figure 4.30.a shows the trend that the time constant of the fitted equation is in most cases larger 

than that obtained from Eq. (4.14), causing a systematic difference between the results.  

 

(a) (b) 

Figure 4.29 Averaged time series measured at different locations with identical release conditions; the end of the 

release is indicated with a red line (a). C0 defined as the mean concentration between the time steps, when 20% and 

80% of the total dosage has reached the measurement location (b). The period between the 20% and 80% of the total 

dosage is indicated with red lines. 

The three main stages of processing the concentration decay time series are statistical 

analysis (such as averaging), defining the starting time of the decay (cutting) and evaluating the 

result (finding the time constant). Based on the criteria and the sequence of the stages of 

evaluation, the results can differ substantially. 

Examples of criteria to define the starting time are the release duration, mean concentration, 

dosage, peak concentration, percentile, or one of these characteristics multiplied by a constant. A 

more detailed analysis of the different criteria and their effects on retention time estimates can be 

found in (Berbekar et al., 2015b). 
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Table 4.3 Literature overview on concentration decay evaluation techniques. 

 

The most common criterion to determine the starting time of the decay is the end of the 

release. However, often there is a time delay between the end of the release and the beginning of 

detectable concentration decay. Four averaged time series are plotted in Figure 4.29.a measured 

at different locations with identical mean release conditions. The end of the release is indicated 

with a red line. The drop of the concentration is delayed compared to the end of the release. 

Fitting the exponential equation (Eq. 4.13) to such a delayed decay curve will give a poor result. 

As Figure 4.29.a illustrates, the concentration decrease starts at different time steps after the 

release for each measurement location. It is therefore impossible to define a criterion, linearly 

dependent on the release duration to be applicable for each measurement. Nevertheless, to study 

the residence time of pollutants, the whole subsequent time series after the end of the release 

should be considered. This problem can be solved by separating the period after the release has 

First 

author 
Year Method 

How to 

measure/model? 
What to average? 

Where does the decay 

start? 
What to compare? 

Fackrell 1984 WT 
point source (release 

duration not specified) 

time constant 

(100-150/location) 
not specified time constant (Eq. 4.14) 

Isaacson 1990 WT 
point source (release 

duration not specified) 

the original TS 

(6/location) 

steady-state pre-drop 

concentration from 

averaged TS (if not 
possible, a range is 

applied) 

dimensional and 

dimensionless time 

constant (Eq. 4.13) 

Higson 1995 field 

Dugway (1993): constant 

point source was shut 

(conc. decay was not the 

main purpose) 

not specified not specified 

duration, dimensional 

and dimensionless time 

constant (Eq. 4.14) 

Mavroidis 1999 field 
Dugway (1995): 30 s 
steady state release 

lateral spatial 

averaging, 
investigate the 

range of results 

source switch-off 

dimensional and 

dimensionless time 

constant (Eq. 4.14) 

Doran 2006 field 
JU2003: instantaneous 

releases 

examine each TS 

separately, 

investigate the 
distribution 

concentration first 

exceeds and remains 

above 50 pptV for at 
least 20 s 

duration, time constant 

(Eq. 4.14), also 

multiplied by a constant 

(4.61) 

Gomes 2007 WT 

line source; release shut 

off instantaneously after 

"brief period of time" 

the normalized TS 
(20/location) 

decay TS is between 

0.2-0.8 of normalized 

concentration (C0) 

dimensional and 

dimensionless time 

constant (Eq. 4.13) 

Yim 2009 CFD 
RANS for flow field, 

URANS for dispersion 

only one 

TS/location 

steady-state 

concentration 
time constant (Eq. 4.14) 

Richmond-

Bryant 
2012 field 

MID05, JU2003: 30-min 

releases 

only one 

TS/location 

"Time series intervals 

were designated to 

coordinate with the 
release times" 

dimensional and 

dimensionless time 

constant (Eq. 4.13) 

Mavroidis 2012 CFD RANS (ADREA) 
only one 

TS/location 

steady-state 

concentration 

dimensional and 

dimensionless time 

constant (Eq. 4.14) 

Kipsch 2015 WT 

short-term (6-8 s) 

releases from point 
sources 

the original TS 

(100-150/location) 

decay TS starts at 0.95 

of the mean 
concentration 

bandwidth and shape of 

the time series 
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stopped, but the decay has not yet started from the actual concentration decay. During the 

evaluation of the residence time the whole time series after the end of the release was considered, 

but the exponential function was only fitted on the part, where the concentration decreases. 

To obtain a single result instead of a distribution, a statistical evaluation is required. For this 

thesis, the concentration decay measurements are averaged, however the other statistical methods 

presented in Chapter 3.1.4 could also be applied instead. The statistical analysis can be carried 

out at different stages of the evaluation process. The raw or the normalized time series can be 

averaged, using the mean concentration trace for further analysis. Another method is to first find 

the starting time of the decay for each release and average only the parts of the time series 

following the starting time. Finally, the whole evaluation process can be carried out for each 

measurement, averaging only the distribution of the final results. A comparison of the evaluated 

time constants using the same method of evaluation, but averaging at different stages is shown in 

Figure 4.30.b. Stage 1 refers to averaging the whole raw time series. Stage 2 corresponds to 

averaging the normalized time series of the concentration decay already cut at the starting time. 

Stage 3 averages the time constants evaluated from each time series separately. Due to the high 

variability of time series resulting from relatively short release duration (Harms et al., 2011 and 

Berbekar et al., 2015a), the exponential function gives a poor fit to several of the single 

concentration decay time series. Therefore, taking the average of the time series before fitting the 

exponential function, results in parameters with higher statistical representativeness. Taking this 

into consideration, the averaging of the time series was the first step of the evaluation process 

used for this work (stage 1 averaging in Figure 4.30.b). 

 

(a) (b) 

Figure 4.30 Time constants resulting from different methods of evaluation (a). Time constants resulting from the 

same method of evaluation, but averaging at different stages (b).  

Based on the results and the considerations mentioned above, the time constant was defined 

as the duration between the end of the release and the time when the concentration reaches 1/e of 

the mean concentration of the plateau: 
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where Q is the flow rate of the release and 
0)(

*

* tQ
t  refers to the end of the release. Therefore, the 

period after the release has stopped, but the decay has not yet started and the actual concentration 

decay are both considered in the time constant. However, the exponential function is fitted only 

on the time series after the concentration stays below the mean of the plateau. The mean of the 

plateau is defined as the mean concentration between the arrival time and the leaving time, taking 

20% of the dosage as the relative threshold: 
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where *
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*
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*

dd ttt  and *

dit represents the time between the beginning of the release and when 

i% of the total dosage has reached the measurement location (Figure 4.29). 

The resulting time series were normalized. The concentration of the ith time step from the mean 

of n independent concentration time series is defined as  
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4.2.2 Exemplary results of the concentration decay measurements 

To illustrate that the concentration decay follows an exponential function, both Eq. (4.13) 

and Eq. (4.14) were fitted on the measured normalized mean concentration time series for a 

selected source location within the Hamburg model (Figure 4.31). The equations were fitted on 

the part of the measurement time series, where the concentration decreases. The equation 

C0*exp(-x/b) in (Figure 4.31) corresponds to Eq. (4.14) with one fitted parameter (b), whereas 

the equation a*exp(-x/b) corresponds to Eq. (4.13) with fitted parameters a and b. As expected, 

Eq. (4.13) gives a better fit on the measurements, since it has two degrees of freedom, whereas 

Eq. (4.14) has only one parameter to be estimated. Still, both equations provide a good fit on the 

measurement results. 
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(a) (b) (c) 

 

(d) (e) (f) 

Figure 4.31 Eq. (4.13) and Eq. (4.14) fitted on exemplary measurement results of source S4 of the Hamburg data set 

(a-e). The source location is indicated with a black circle, the measurement points are marked with squares (f).  

In Figure 4.32.a, the time constants are plotted against the distance from the source for 

multiple source locations. The time of the concentration decay generally increases with 

increasing distance from the source, similar to the retention times above flat-open terrain or 

homogeneous roughness. However, there are some deviations from this behavior (see Figure 4.34 

for a more detailed analysis). It is also clear from Figure 4.32.a, that the time constants for the 

source located on the water surface (S4), surrounded by an open area are significantly shorter, 

than for the other sources located within the urban geometry. As expected, the measurement gas 

released from the source located on the river is washed out much faster compared to the other 

sources. When comparing the results of all source locations it is found, that the higher the 

building density and the height of the structures surrounding a source, the longer the retention 

times are. 
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(a) (b) 

 

 (c)  

Figure 4.32 The relationship between the time constants (η* [-]) and the distance from the source (a) and the arrival 

time for short-term releases (b) measured for different source locations within the Hamburg model at pedestrian 

level. The locations of the sources within the Hamburg model (c). 

Not only the residence time, also the transit time (or arrival time) is longer in a densely build 

area. Figure 4.32.b shows the relationship between the arrival time and the retention time for 

source locations within differently built areas. There is a strong correlation between the arrival 

time and the retention time. The arrival time for the short-term releases (unlike for puffs) was 

defined as the period after the start of the release until the concentration has reached C0*/e: 
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Figure 4.33 shows a similar relationship for puff releases, as Figure 4.32.b for short-term 

releases. In Figure 4.33 the correlation between the leaving time and the arrival time of puff 

releases is investigated for one of the source locations. (For the definition of arrival time and 

leaving time for puff releases see Chapter 3.1.3.) Although the correlation between arrival time 

and leaving time for puff releases is not as strong as for short-term releases, it is still evident, that 

with increasing arrival time the leaving time increases. The strong correlation enables the 

prediction of the residence time from the arrival time of hazmat dispersion, which can be useful 

in emergency situations. 

It is also interesting to see in Figure 4.32.b and Figure 4.33 that the relationship between 

arrival time and residence or leaving time is greater than one. The asymmetry of the arrival and 
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leaving times is a known phenomenon, discussed for example by Doran et al. (2007). They 

investigated puff measurements and found the ratio to be 3.1 for measurements in Oklahoma 

City. Two reasons are listed in this reference as possible reasons of the asymmetry: the along-

wind dispersion coefficient (ζx) increases, while the puff travels over the measurement location 

and the buildings retain the measurement gas, elongating the puff. In the Hamburg model, the 

buildings are lower and the city is less structured than in the case of Doran et al. (2007), which 

could explain, why the time ratio is smaller in Hamburg than in Oklahoma City. In the Hamburg 

test case, the ratio is higher for puff releases, than for short-term releases. However, this might be 

due to the different definitions of the characteristics and does not necessarily have a physical 

reason. 

 

Figure 4.33 The relationship between the leaving time and the arrival time for puff releases measured at S6 source 

location within the Hamburg model at pedestrian level. 

The uncertainty of the time constant values in Figure 4.32 was estimated based on repetitive 

measurements. The deviation of the results between different evaluation methods was not 

considered while defining the uncertainty of the time constants, since the evaluation process was 

carried out with the same technique for all measurements. When repetitive measurements were 

carried out, both results are shown in Figure 4.32. The overlap of results from the repeated 

measurements and the size of the scatter bars indicate that the uncertainty of measurement results 

was low (δη*=85).  
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(a) (b) 

    

(c) (d) 

Figure 4.34 Time constants (η* [-]) measured for different source locations within the Hamburg model at pedestrian 

level. The source location is indicated with a black circle. The labels show the actual values of the time constant at 

each measurement location. The overlapping measurement locations are circled. The uncertainty of the time 

constants is δη*=85. 

Figure 4.34 demonstrates again that the farther away a measurement location is from the 

source, the longer the residence time will be. There are four locations that were measured for 

both S9 (Figure 4.34.c) and S10 (Figure 4.34.d) sources, marked with circles. At three of these 

measurement points the difference between the results of the two source locations are 

significantly above the repeatibility. In all cases, the residence time is longer in case of S10 

(Figure 4.34.d). This is somewhat surprising, considering that S10 is closer to these measurement 

locations, than S9. The reason for the longer residence times is possibly the effect of the city hall 

located upwind from S10. The city hall is the tallest building in this area and its horizontal 

dimensions are also substantially bigger in comparison to the other structures in the 

S4 S6 

S9 S10 
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neighborhood. It is safe to assume that S10 is in the separation bubble behind the city hall, 

causing the measurement gas to stay longer than the release from S9. 

 

 

Figure 4.35 3D model of a part of Hamburg (source: Google Earth). The location of the S9 source (star) and the 

locations of the shortest (blue arrow) and longest (red arrow) measured residence times are indicated. The direction 

of the mean approach flow is from left to right. 

Figure 4.35 is again a demonstration of the effect the city geometry has on the dispersion. It 

shows a 3D view of the buildings around source S9 where the locations of the shortest and 

longest residence times are indicated for this source. The shortest residence time occurs at a well-

ventilated, wide street canyon, and the longest residence time was measured within a court-yard, 

which is surrounded in three directions by high buildings, causing low-wind conditions at the 

measurement location.  

4.3 The effect of geometry modification on the dispersion  

The structure of a city is never static; it changes constantly due to construction works. 

Buildings are torn down or modified and new ones are erected. The applicability of the results of 

urban dispersion studies carried out prior to a construction resulting in geometrical modifications 

is therefore questionable and worth investigating.  

As examples of urban transformation, few areas of the inner part of Hamburg that changed 

between 2008 and 2015 are plotted in Figure 4.36. At most locations, only a single building was 

modified. The HafenCity (a part of it is plotted on the last maps of Figure 4.36), is a 2.4 km
2
 area 

in Hamburg that is currently one of the largest urban development and reconstruction projects in 

Europe with a massive modification in the urban structure (Wikipedia, 2016b). 
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Figure 4.36 Modified building structures within the center of Hamburg between 2008 and 2015 (source: Google 

Earth). The maps on the left side are from 2008 and the maps on the right were recorded in 2015. 

There are numerous studies dealing with the effects of geometry modifications.  Leitl et al. 

(2001) measured the flow and concentration field in various high-resolution and simplified 

geometries in the wind tunnel and concluded that geometrical simplification can have a 

significant effect on the results of local scale dispersion modelling. Heist et al. (2009) and Brixey 

et al. (2009) investigated the flow and dispersion within an idealized geometry with and without a 

tall tower, finding that the tall building enhanced the ventilation of the street canyons. Janssen 

(2013) investigated the changes in pedestrian wind comfort due to building reconstructions in an 
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area of Hamburg and concluded that the reconstruction had measurable effect in the vicinity of 

the building. Kipsch (2014) found that rebuilding a city quarter has a significant effect on city 

ventilation even in the far field (in the order of a km). Balczó and Tomor (2016) investigated the 

wind comfort and dispersion characteristics of an urban square with and without vegetation and 

found that trees cause a decrease in wind velocity and turbulence. 

There are also numerous studies on the effects of geometry simplifications in the literature. 

Many CFD studies, where the mesh-independence is tested, study the effects of geometrical 

simplifications as well. For example, Rakai et al., (2013) tested the effects of different grid 

resolutions and grid types on the flow and dispersion statistics within the Michelstadt geometry. 

Most studies examining the effects of geometrical modifications or simplifications 

concentrate on the flow field (investigating wind comfort and city ventilation) or urban air 

quality. The focus of the measurements presented in this thesis was to evaluate the differences 

between the concentration fields and dispersion behavior of various urban geometries, including 

temporal transport characteristics. As described in Chapter 3.2.5, the concentration fields of five 

different model configurations within the Hamburg test case were measured. Figure 3.20 to 

Figure 3.24 show the various geometries. As a reminder, Table 4.2 lists the test cases including 

the number of modified buildings. Based on the data set, not only the effect of the geometrical 

change, but the effect of simplifications applied on the geometry for numerical modeling is 

studied. 

Table 4.4 List of the measured test cases and the number of modified buildings. 

 

Test case Modified buildings 

High resolution reference model 

Phase 1 1 LoD1 building 

Phase 2 3 LoD1 buildings 

Phase 3 12 LoD1 buildings 

Phase 0 1 building removed 

 

To compare the results of the different test cases, three types of comparison plots will be 

used, applicable for all characteristics presented in Chapter 3.1.3. The reference values are the 

measurement results of the high-resolution geometry. The test cases of the simplified and 

modified geometries are compared to the reference values. The comparison plots are illustrated 

on the peak concentration results of puff releases from source S11 within the phase 1 geometry 

(Figure 4.37). The first method is to plot the measured mean peak concentration of the phase 1 

case together with the measured mean peak concentration of the high-resolution case (Figure 

4.38.a). Figure 4.38.b shows the absolute difference between the mean peak concentration of the 

high-resolution case and the phase 1 case: 

 
iPhHRiPh )()(   , (4.19) 
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where (χPh)i is the characteristic of interest (in our example the mean peak concentration) 

measured during the ith phase. ΧHR is the characteristic of interest measured in the high-resolution 

model. 

The third plot (Figure 4.38.c) shows the results of the relative differences: 
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Figure 4.37 The locations of the puff measurements of source S11 for the high resolution and phase 1 (Ph1) model 

geometries. The source is indicated with a black circle and the squares mark the measurement locations. The Ph1 

geometry corresponds to the test case, where only the city hall is simplified. 

 

(a) (b) (c) 

Figure 4.38 The measured mean peak concentrations (a); absolute (b) and relative (c) differences of the measured 

mean peak concentration results of the puff measurements of source S11 for phase 1. 

Based on the plots of ∆(χPh)i and ∆r(χPh)i a possible under- or overestimation of the results 

compared to the high-resolution test case can also be evaluated. If the points are above the red 

lines in Figure 4.38.b and c, the measurements carried out in the simplified model (phase 1) 

would underestimate the results of the high-resolution experiments.  

4.3.1 Results of continuous release measurements 

Due to the large amount of test cases collected, only exemplary results of the mean 

concentration for S9 and S11 will be presented to evaluate continuous release measurements. The 
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95th percentiles of the concentration distributions for S9 and S11, and all the results of the S6 and 

S10 measurements can be found in Appendix B. 

Figure 4.39 shows the measurement locations for the sources of S9 and S11. In Figure 4.40 

and Figure 4.41 the measured mean concentration and the absolute and relative differences are 

plotted for all phases. 

    

(a) (b) 

Figure 4.39 The measurement point locations for S9 (a) and S11 (b). The sources are marked with a back circle and 

the squares indicate the measurement locations. The phases of geometrical simplifications are indicated with 

different shades of grey. 

As concluded in Chapter 4.1.1, the measured mean concentration and 95th percentile 

decreases with increasing distance, following approximately the power function (Eq. 4.3). For 

those sources, where the relationship between increasing distance and decreasing concentration is 

strong (e.g. S11), the absolute value of ∆(χPh)i also decreases with increasing distance in a similar 

manner (see Figure 4.41.a and b). However, the relative difference, ∆r(χPh)i, deviates from this 

behavior. For most cases, there is a weaker to no clear relationship between the distance from the 

source and the value of ∆r(χPh)i. The decreasing absolute differences of the measured 

concentrations suggest that the effect of geometry simplification on the prediction of the affected 

area is negligible. 

S9 S11 
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(a) (b) (c) 

Figure 4.40 The measured mean concentrations (a) and the absolute (b) and relative (c) differences of continuous 

release measurement results for source S9 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 4.41 The measured mean concentrations (a); absolute (b) and relative (c) differences of continuous release 

measurement results for source S11 with different phases of geometrical simplifications. 

As expected, the largest difference from every other test case is observed in phase 0. Phase 0 

is the test case, when the city hall of Hamburg is removed entirely from the model geometry. The 

112-m-high and 111-m-wide building covering a 7840 m
2
 surface area (Wikipedia, 2016a) 

presents a significant influence on the flow and dispersion field. It is not surprising that removing 

such a prominent building would cause large differences. Changing the model of the city hall 

from high resolution to LoD1 geometry also causes a difference, which is in most cases 

significantly larger than the uncertainty of the results. The simplification of smaller buildings 

similar to their surroundings (phases 2 and 3) has only a small impact on the dispersion 

characteristics and the differences are mostly within the uncertainty intervals. 

In cases of sources S9, S10 and S11 the source is located within the modified geometry 

itself. Source S6 is 680 m upwind from the city hall of Hamburg and 430 m upwind from the 

closest simplified building model in full scale. Figure 6.15 and Figure 6.16 in Appendix B show 
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that in case of source S6 the difference between the results of the various test cases is small, far 

less than the uncertainty of the measurements. 

Based on the ∆(χPh)i and ∆r(χPh)i plots the results of source S9 within the high-resolution 

model are underestimated by most of the measurements in the simplified models. The S10 

measurements are on the other hand overestimated. The results measured for source S6 also show 

a slight overestimation, nevertheless the differences are below the uncertainty. The differences 

for source S11 are mainly within the uncertainty as well, and the results show no clear over- or 

underestimation. 

Compared to the other source locations investigated, the results measured within the phase 0 

geometry (without the city hall) during the release from source S9 show the largest deviation 

from the results captured in the high-resolution model geometry. This is surprising, since source 

S9 is not located in the direct vicinity of the city hall, unlike S10 and S11. Still, the geometry 

modification has a significant impact on the results. 

Vertical concentration profiles 

Two vertical profiles were measured for the source location S11 to investigate the effects of 

geometry modifications in dispersion behavior at different heights above ground (Figure 4.42). 

Source S11 is located upwind of the city hall of Hamburg. Both profiles show that if the city hall 

is removed entirely (phase 0 geometry), the measured concentration below average building 

height (around 34 m according to Hertwig, 2013) significantly increases. At higher elevations 

(especially for the results measured at the location of Figure 4.42.a) the concentration increases, 

if the city hall is present in the model. This is most likely due to the retention of tracer gas caused 

by the separation bubble behind the city hall. 

It is surprising that the underestimation present in Figure 4.42.a is not consistent with the 

results of Figure 4.42.b. Lower concentration was measured within the simplified geometry, than 

in the high resolution test case at the location corresponding to Figure 4.42.a. Figure 4.42.b on the 

other hand shows an overestimation of the concentration measured within the high resolution by 

the simplified geometry below the average building height. Similar to the pedestrian-level 

measurements, the difference between phases 1, 2 and 3 are below the uncertainty intervals for 

the vertical profiles as well. This suggests that the modification or simplification of buildings 

similar to their surroundings does not affect the dispersion field significantly, even at locations 

close to the source as in the examples shown in Figure 4.42. 
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(a) (b) (c) 

Figure 4.42 The measured mean concentrations (a and b) and the measurement locations (c) of the vertical profiles. 

The source is indicated by a black circle. 

4.3.2 Results of puff release measurements 

Geometry modifications and simplifications also influence the transient dispersion 

characteristics of the puff release measurements. To demonstrate these effects, exemplary results 

of the puff release measurements from source S11 in the Hamburg model are presented in this 

thesis. Further characteristics of the measurements corresponding to sources S11 and S10 can be 

found in Appendix C. 

 

Figure 4.43 The puff measurement locations for source S11. The black circle indicates the source locations and the 

measurement points are marked with squares. The phases of geometrical simplifications are indicated with different 

shades of grey. 

Figure 4.43 shows the measurement locations of puffs released corresponding to source S11. 

Due to the short distance between the measurement points and the source, it is expected to see 

significant differences in the results of the various geometries. Figure 4.44 and Figure 4.45 show 

the characteristics of the measured mean peak concentrations and the mean dosages respectively. 
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The effects on the characteristic times of the puff measurements are demonstrated by Figure 4.46 

and Figure 4.47. 

Similar to the results of the mean concentration measurements for continuous releases, the 

mean peak concentration and the mean dosage of the puffs decrease with increasing distance 

from the release location for each test case. The absolute values of the differences between the 

measured mean peak concentrations and dosages of the various phases show also a decreasing 

tendency with increasing distance. However, this tendency is not as pronounced as in case of 

continuous releases. This might be due to the small number of measurement locations for the puff 

releases. 

At most locations, the measurements within the simplified geometries overestimate the mean 

peak concentration and dosage with respect to the results of the high-resolution model for both 

source locations. There is one measurement location (marked with a circle in Figure 4.43), where 

the measurements of phases 1 to 3 underestimate the results of the high-resolution model. 

The tendencies of the peak concentration results of source S11 show similarity to the mean 

concentration of continuous releases. The values of both characteristics decrease with increasing 

distance. Also, changing the high-resolution model of the city hall to simplified geometry has a 

greater effect on the measurements, than changing multiple buildings less significant in size. 

However, when comparing Figure 6.12 in Appendix B and Figure 6.19 in Appendix C, the mean 

peak concentration measurements within the phase 0 geometry for source S10 show a 

significantly larger deviation from the high-resolution results, than the mean concentration of 

continuous releases. 

 

(a) (b) (c) 

Figure 4.44 The measured mean peak concentrations (a) and the absolute (b) and relative (c) differences of puff 

release measurement results for source S11 with different phases of geometrical simplifications. 
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(a) (b) (c) 

Figure 4.45 The measured mean dosages (a) and the absolute (b) and relative (c) differences of puff release 

measurement results for source S11 with different phases of geometrical simplifications. 

According to the Gaussian puff model (see e.g. Stockie, 2011), the arrival time of a puff 

increases with increasing distance from the source. This can be observed on the characteristic 

times of puff releases within the Hamburg measurements (see e.g. Figure 4.46.a and the Figures 

in Appendix C). For each phase, the measured mean characteristic times increase with increasing 

distance from the source. On the other hand, the absolute and relative differences between the 

characteristic times of the simplified and high-resolution geometries show no clear relationship 

with the distance (Figure 4.46.b and c and Figure 4.47). 

The mean peak time (the interval between the start of the release and the highest measured 

concentration) measured within the high-resolution geometry is underestimated by the 

measurements carried out within the simplified geometries. However, this behavior cannot be 

generalized for all characteristic times (see Figure 4.47). The arrival times are also 

underestimated in most cases within the simplified geometry. The leaving time of the puff 

measurements carried out within the high-resolution model are at some measurement points and 

phases underestimated, and overestimated at others. This also results in a mixture of under- and 

overestimation of the duration of the puffs, which is the difference of the leaving and arrival 

times. 

In case of source S10, both the arrival times and leaving times are mostly underestimated 

(see Figure 6.22 and Figure 6.23 in Appendix C). The duration is on the other hand in all cases 

overestimated. The reason behind this is that the difference between the arrival times is larger 

than the difference between the leaving times, resulting in an overestimation of the durations. 



 

           

97 

 

(a) (b) (c) 

Figure 4.46 The measured mean peak time (a), its absolute (b) and relative (c) differences of puff release 

measurements for source S11 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 4.47 The absolute differences of measured mean arrival time (a), leaving time (b) and duration (c) of puff 

releases for source S11 with different phases of geometrical simplifications. 

4.3.3 Impact of geometrical modification on the residence time 

To evaluate the effect of geometrical simplification on the concentration decay, the time 

constants are plotted in Figure 4.48. Results are compared for the high-resolution model and the 

phase 3 geometry. Similar to the time characteristics of the puff release measurements, the time 

constant increases with increasing distance from the source in both model geometries. 

Due to the limited number of measurements it is difficult to derive general conclusions from 

Figure 4.48. At half of the measurement locations the measured time constants of the different 

geometries are within the uncertainty intervals, hence not indicating a substantial impact of 

building geometry on retention time of pollutants. The time constants measured within the high-

resolution geometry close to the source location are somewhat overestimated by the 

measurements within the simplified model. However, at the measurement locations farther from 
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the source this tendency seems to change and the phase 3 measurements rather underestimate the 

results of the high-resolution geometry. 

   

Figure 4.48 The measured time constants for the two test cases as function of the distance from the source. 

It is interesting to compare the time constants of the concentration decay tests (Figure 4.49) 

with the leaving time measured for puff releases (Figure 4.50). Although the actual values are not 

directly comparable due to the different measurement and evaluation methods, the tendency of 

the change with geometrical simplification can be analyzed. Both the time constants and the 

leaving are greater in the simplified geometry. There is only one exception, the uppermost 

measurement location in Figure 4.49. The underestimation of time constants farther away from 

the source seen in Figure 4.48 is also visible from the leaving times of the puffs (Figure 4.50). 

    

(a) (b) 

Figure 4.49 Time constants (η* [-]) measured for source S10 at pedestrian level within the high resolution (a) and the 

phase 3 geometries (b). The source is marked with a black circle and the squares correspond to the measurement 

locations. The labels show the actual values of the time constant at each measurement location. The uncertainty of 

the time constants is δη*=85. 
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(a) (b) 

Figure 4.50 Leaving times of puffs measured for source S10 at pedestrian level within the high resolution (a) and the 

phase 3 geometries (b). The source is marked with a black circle and the squares correspond to the measurement 

locations. The labels show the actual values of the time constant at each measurement location. The uncertainty of 

the time constants is δη*=85. 
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5 Conclusions 

The aim of this thesis is to support the understanding and modeling of accidental and 

deliberate release transport in urban environments. Wind tunnel measurements of various models 

and scenarios were carried out and the measured data was statistically analyzed to investigate 

urban dispersion from point-source releases. 

The measurement results presented in this thesis form some of the first, case specific high-

quality data sets qualified for model validation purposes. The uniqueness of the data sets is that 

the measurements were specifically designed to focus on the needs of emergency response tools 

modeling airborne releases in urban environments. The feedback of model users and developers 

was incorporated during the process of the measurement planning, implementation and 

evaluation. The data sets were used in the frame of various projects to validate multiple 

numerical models already. Due to the high statistical representativeness of the measurements, the 

data is also suitable for analyzing the entire concentration distributions including higher statistics 

and extreme value predictions. 

5.1 Summary of the results 

Covering every aspect of accidental releases in urban environments is impossible in the 

frame of a PhD thesis. Therefore, five major research questions were proposed in the Introduction 

(Chapter 1.2) incorporating the focus of this thesis: 

 

 How does the release duration affect transient dispersion behavior? 

 How appropriate is it to model the spatial distribution of the mean concentration with 

the Gaussian distribution function? 

 How to predict high concentrations? 

 What is the effect of geometrical modification on the dispersion? 

 How representative are the predictions based on a simplified geometry? 

 

 In the following chapter, I will summarize the results focusing on these five questions. 
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5.1.1 Characterizing the dispersion results of various release scenarios 

A comprehensive set of evaluation methods was presented to describe concentration data. 

Characteristics applicable for continuous, short-term and puff releases are presented and their 

dimensional forms are derived. This summary can be helpful in the future to evaluate 

concentration results from measurements or simulations. 

A consistent set of puff parameters based on the dosage was applied to evaluate the puff 

measurements. Dimensional analysis of the parameters was carried out in this thesis to derive the 

puff parameters from the fundamental physical dimensions. The dimensionless numbers were 

verified based on existing and new data sets including various systematic investigations. The 

results are particularly important for the evaluation of future systematic puff measurements and 

simulations, because the consistent set of parameters with verified nondimensional formulae 

provide a thorough characterization of transient puff signals.     

Based on the results of the measurements with various release durations, it was shown that 

the nondimensionalization of short-term releases depends on the ratio of the release duration and 

the arrival time. According to the results presented in this thesis, the exponential decay function 

fits well on the measured time series of the decreasing concentration. It was presented, that the 

time constant of the exponential decay function can be applied to characterize the residence time. 

Various methods were tested to evaluate the results of short-term release measurements to 

optimize the process. The final method is capable to evaluate the residence time based on an 

ensemble of measured time series. 

The results show that with increasing distance from the source and increasing building 

density around the source, the residence time of pollutants increases. The results are consistent 

with previous findings from the literature, that with increasing building density around the 

source, the arrival (or transport) time and residence time of pollutants increase. Strong 

relationships were documented between the travel times and the residence times of short-term 

releases and between the arrival time and leaving time of puff releases. This suggests, that in 

emergency situations, if information about the travel time is available, it can be used to predict 

the time after the end of the release, when the concentration decreases below the threshold value. 

5.1.2 The (in)appropriateness of the Gaussian distribution to model the 

concentration field in urban areas 

It was shown in this thesis, that even though some of its assumptions do not hold in urban 

environments, simplified equations derived from the Gaussian plume model provided reasonable 

fits on the investigated data sets. One major characteristic that the Gaussian model was not able 

to capture is the misalignment of the source location and the maximum of the lateral 

concentration profiles. 
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The results demonstrate that although the concentration profiles can be modeled with 

Gaussian distributions, the Gaussian plume model is not capable to capture the complexity of the 

dispersion field within an urban environment. The fact that the Gaussian distribution provided a 

reasonable fit for the measured profiles suggest that if the flow field is predicted properly, hybrid 

models should provide good estimations of the concentration field within city geometries. Here, 

hybrid model refers to the technique, where the flow field is simulated by a complex model, and a 

simpler method, such as the Gaussian plume model or Lagrangian model is used to predict the 

concentration field. This technique also has the benefit regarding emergency situations, that the 

flow field can be generated beforehand, applying only a simpler and faster dispersion model on 

site.  

Another aspect of the results is that the fits in all directions are generally better above the 

buildings, than within the geometry. It is not surprising, since the higher above the buildings the 

measurements are, the more homogeneous the turbulence is going to be, and the closer we get to 

fulfil the assumptions of the Gaussian plume model. This is an important message for validation 

exercises. If a model will be applied to predict the concentration field at pedestrian level, the 

validation should focus on the predictions at this height, because providing good results well 

above the buildings does not necessarily imply that the model can predict the concentration field 

within the geometry. 

5.1.3 Predicting high concentrations using probability density functions 

General probability density functions were fitted on the measured concentration distributions 

using two techniques. The PDFs were fitted on the whole measured concentration distributions 

and on the first two moments of the distributions. To evaluate the appropriateness of the PDFs, 

the predictions of the 95th percentiles of the concentration distributions were assessed using 

validation metrics. The results showed, that the gamma distribution provided the most accurate 

predictions of the higher order statistics. Nonetheless, the other tested PDFs (normal, clipped 

normal, lognormal and exponential) gave reasonable predictions as well. This can be explained 

by the strong relationship found between the mean and the 95th percentile values of the 

concentration distributions. 

Most numerical models, such as the Gaussian plume or the RANS model provide the mean 

concentration field only. Even models with higher complexity, such as LES, a statistically 

representative concentration distribution at a single location can only be obtained after 

significant, often not affordable, simulation time. The results of this thesis show, that if the mean 

value can be predicted by a numerical model, it is possible to estimate the higher order statistics 

with negligible additional uncertainty compared to the usual uncertainty of numerical models. 

In emergency situations, information about the highest concentration that potentially can 

occur at a location is important. However, the highest possible concentration is most likely not 
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captured during a finite measurement or numerical modeling. Nonetheless, the finite source 

concentration suggests that the concentration distribution should have a finite upper limit as well. 

Through extreme value analysis of the results it was demonstrated that neither the 

generalized extreme value distribution, nor the generalized Pareto distribution provides a 

sufficient method to predict the theoretical extrema of the measured concentration distributions. 

The GEV and GPD functions have finite extremums only, if their shape parameters are negative. 

However, most shape parameters of the fitted distributions on the measured concentration data 

fall above zero. Those that are negative are still so close to zero, that their 95% confidence 

intervals extend into the positive domain. This result shows that based on the statistically 

representative distributions of the data sets, predicting a finite extremum is not possible with 

sufficient confidence. 

5.1.4 The impact of geometry modifications and simplifications on the dispersion 

in urban environments 

Systematic measurements enabled the investigation of the effects of geometry modifications 

and simplifications on the concentration field in urban environments. Continuous, short-term and 

puff releases were measured for four different source locations and five different phases of 

geometry modifications. The high-resolution case was measured within the original model and 

was considered as the reference for the other test cases. In the simplified models, the number of 

the modified buildings was systematically increased. In one extreme case, a significant building 

was completely removed from the high-resolution geometry. 

The results show that the absolute differences between the concentrations measured within 

the high-resolution geometry and simplified models decrease with increasing distance from the 

source. This suggests that the prediction of the area affected by the released material based on the 

results obtained from a simplified geometry is reliable. On the other hand, the relative differences 

of the concentration results show no significant dependence on the distance.  

Generally, the characteristics describing the concentration are overestimated in the simplified 

geometries, while the characteristic times are overestimated. This tendency however is not true 

for all source locations or characteristics. Still, in most cases due to flat roofs of the simplified 

geometries resulting in lower heights, the gas is transported faster and with less mixing. This 

results in lower characteristic times and higher concentration levels at most measurement 

locations. The under- and overestimations do not show a linear tendency, therefore it is not 

possible to define a universal scaling factor to compensate for this effect. Also, unlike the 

concentration results, the relative and absolute differences of the characteristic times show no 

correlation with the distance. This suggests that the underestimation of the characteristic times in 

simplified geometries does not decrease significantly with the distance. 
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Although the differences between the high-resolution and simplified geometries are 

detectable, it was shown that they are still quite low compared to the total uncertainty of most 

numerical models. As expected, the largest differences occurred at an extreme case, where the 

city hall of Hamburg, a significant building compared to its surroundings was removed from the 

model completely. The deviation between the high-resolution and the simplified models were 

also often larger than the measurement uncertainty. However, looking only at the differences 

between the simplified building geometry cases, these fall below the measurement uncertainty at 

most locations. It is therefore safe to conclude that if a building significantly different in size 

from its surroundings is changed, the effect on the model results should be investigated. 

However, if a building is rebuilt without significant geometrical changes or it is similar in size to 

its surroundings, the effects will most likely be within the uncertainty of the predictions. The 

results also showed, that if a source is in the direct vicinity of a geometrical change not yet 

included in the model, results should be handled with extra caution. 

5.2 Outlook 

Several aspects of accidental releases in urban environments were not discussed in details 

within this thesis. The effects of gas properties (such as the density, temperature or chemical 

reactivity), source dimensions, thermal processes, traffic-induced turbulence and vegetation are 

just some examples of topics relevant for urban dispersion that are not possible to investigate 

based on the Michelstadt and Hamburg data sets. Still, the measurement results provide much 

potential to examine urban dispersion beyond the focus of this thesis. As an example, the 

systematic evaluation of the distance-dependency and correlations between puff parameters can 

be investigated (similar to the correlation between the arrival and leaving times discussed in 

Chapter 4.2.2). In this regard, Lübcke (2014) studied the puff parameters measured within the 

Michelstadt geometry, whereas Hellweg (2015) investigated the puff measurements of the 

Hamburg data set. Velocity measurements were carried out for both test cases in previous 

campaigns, which were not particularly evaluated in this thesis. This opens a series of 

possibilities to investigate not only the flow field, but its correlation with the concentration field 

as well. Another example of the application of the results is to validate emergency response tools, 

which was presented in Chapter 3.2.6. 

Even topics discussed in this thesis could be further investigated based on the comprehensive 

data sets now available. Various methods exist to estimate the parameters of the Gaussian plume 

model (see e.g.  Hanna et al., 1982, for further details). These methods could be evaluated and 

further developed based on the measurement results to provide suggestions on the parameter 

prediction for the Gaussian plume model. The block size for the generalized extreme value 

distribution and the threshold for the generalized Pareto distribution should be analyzed and 

optimized for each measurement individually. The distribution functions could also be applied to 
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investigate the predictability of the distributions and extrema of puff parameters. Further aspects 

of the effects of geometry simplification could also be evaluated and quantified based on the 

measurement results. 

As the examples above show, there is a lot of potential to extend the research of accidental 

releases in urban environments based on the Michelstadt and Hamburg data sets, or carry out new 

measurements. However, the results in this thesis showed that numerical and physical modeling 

are based on simplifications and assumptions, therefore the results should not be taken as real 

values and can only be interpreted considering the uncertainty inherently present in any model 

result. Still, numerical modeling is the most effective way to provide quick and reliable 

predictions during an accidental release, and the quality of the results keep improving due to the 

fast development of research and technology. Although most numerical models currently used in 

emergency situations are based on a simplified geometry, only predict a single value (or the first 

two moments of the concentration distribution) and use assumptions that do not necessarily hold 

in urban environments, with careful adjustments and considerations based on the results of this 

thesis, the predictions can be improved. 
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6 Appendix 

6.1 Appendix A: Longitudinal, lateral and vertical 

concentration profiles 

 

(a) (b) 

Figure 6.1 Longitudinal mean concentration profiles measured at half-building height in the Michelstadt model. The 

fits of the simplified Gaussian distribution in x direction are indicated with lines. The locations of the source (square) 

and measurements (circles) within the model (b). 

 

 

(a) (b) 

Figure 6.2 Longitudinal mean concentration profile measured at half-building height in the Michelstadt model. The 

fit of the simplified Gaussian distribution in x direction is indicated with a black line. The locations of the source 

(square) and measurements (circles) within the model (b). 
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(a) (b) 

Figure 6.3 Lateral mean concentration profiles measured at half-building height in the Michelstadt model. The fit of 

the simplified Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) 

and measurements (circles) within the model (b). 

 

(a) (b) 

Figure 6.4 Lateral mean concentration profiles measured at half-building height in the Michelstadt model. The fit of 

the simplified Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) 

and measurements (circles) within the model (b). 
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(a) (b) 

Figure 6.5 Lateral mean concentration profiles measured at half-building height in the Michelstadt model. The fit of 

the simplified Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) 

and measurements (circles) within the model (b). 

 

(a) (b) 

Figure 6.6 Lateral mean concentration profiles measured at half-building height in the Michelstadt model. The fit of 

the simplified Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) 

and measurements (circles) within the model (b). 



 

           

110 

 

(a) (b) 

Figure 6.7 Vertical mean concentration profile measured within the Hamburg model. The fit of the simplified 

Gaussian distribution in y direction is indicated with a black line. The locations of the source (square) and 

measurements (circles) within the model (b). 

 

(a) (b) 

Figure 6.8 Vertical mean concentration profiles measured within the Michelstadt model. The fits of the simplified 

Gaussian distribution in z direction are indicated with lines. The locations of the source (square) and measurements 

(circles) within the model (b). 
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6.2 Appendix B: Effects of geometry modifications on 

continuous release measurement results 

 

(a) (b) (c) 

Figure 6.9 The measured 95th percentile of the concentration distributions (a) and their absolute (b) and relative (c) 

differences of continuous release measurement results for source S11 with different phases of geometrical 

simplifications.  

 

(a) (b) (c) 

Figure 6.10 The measured 95th percentile of the concentration distributions (a) and their absolute (b) and relative (c) 

differences of continuous release measurement results for source S9 with different phases of geometrical 

simplifications. 
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Figure 6.11 The measurement locations (squares) for source S10 (circle). The phases of geometrical simplifications 

are indicated with different shades of grey. 

 

(a) (b) (c) 

Figure 6.12 The measured mean concentrations (a) and their absolute (b) and relative (c) differences of continuous 

release measurement results for source S10 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.13 The measured 95th percentile of the concentration distributions (a) and their absolute (b) and relative (c) 

differences of continuous release measurement results for source S10 with different phases of geometrical 

simplifications. 
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Figure 6.14 The measurement locations (squares) for source S6 (circle). The phases of geometrical simplifications 

are indicated with different shades of grey. 

 

(a) (b) (c) 

Figure 6.15 The measured mean concentrations (a) and their absolute (b) and relative (c) differences of continuous 

release measurement results for source S6 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.16 The measured 95th percentile of the concentration distributions (a) and their absolute (b) and relative (c) 

differences of continuous release measurement results for source S6 with different phases of geometrical 

simplifications. 
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(a) (b) 

Figure 6.17 The measured vertical profiles of the 95th percentile of the concentration distributions (a) and their 

absolute (b) and relative (c) differences of continuous release measurement results with different phases of 

geometrical simplifications. 

6.3 Appendix C: Effects of geometry modifications on puff 

release measurement results 

Legends are not plotted on the subsequent figures to enable better representation. The 

legends presented in the figures of Appendix B are applicable to the figures in this appendix. 

 

Figure 6.18 The puff measurement locations (squares) for source S10 (circle). The phases of geometrical 

simplifications are indicated with different shades of grey. 
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(a) (b) (c) 

Figure 6.19 The measured mean peak concentrations (a) and the absolute (b) and relative (c) differences of puff 

release measurement results for source S10 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.20 The measured mean dosages (a) and the absolute (b) and relative (c) differences of puff release 

measurement results for source S10 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.21 The measured mean peak times (a) and the absolute (b) and relative (c) differences of puff release 

measurement results for source S10 with different phases of geometrical simplifications. 
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(a) (b) (c) 

Figure 6.22 The measured mean arrival times (a) and the absolute (b) and relative (c) differences of puff release 

measurement results for source S10 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.23 The measured mean leaving times (a) and theabsolute (b) and relative (c) differences of puff release 

measurement results for source S10 with different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.24 The measured mean durations (a) and the absolute (b) and relative (c) differences of puff release 

measurement results for source S10 with different phases of geometrical simplifications. 
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(a) (b) (c) 

Figure 6.25 measured mean arrival time (a), leaving time (b) and duration (c) of puff releases for source S11 with 

different phases of geometrical simplifications. 

 

(a) (b) (c) 

Figure 6.26 The relative differences of measured mean arrival time (a), leaving time (b) and duration (c) of puff 

releases for source S11 with different phases of geometrical simplifications.  
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