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Abstract

This thesis presents a measurement of the fiducial differential cross-section with

respect to pT of Higgs boson production, using the diphoton decay channel. The

analysis uses 20.3 fb−1 of proton-proton collision data at a centre-of-mass energy

of 8 TeV taken with the ATLAS detector in the year 2012. The diphoton invariant

mass spectrum is measured, and a fitting procedure is used to extract the signal.

The measured signal is corrected for detector inefficiencies and resolution effects

to produce a fiducial differential cross-section, which is compared to theoretical

predictions. The measurement is statistically limited, but broadly compatible with

theoretical expectations.



Zusammenfassung

Diese Arbeit präsentiert eine Messung des differenziellen Wirkungsquerschnitts

für die Produktion von Higgs Bosonen als Funktion des Transversalimpulses. Die

Analyse nutzt den Zerfallskanal H → γγ mit Daten von 20.3 fb−1 gesammelt

vom ATLAS-Experiment im Jahr 2012. Das Spektrum der invarianten Masse

des Zwei-Photonen-Systems ist gemessen und das Signal ist mit einer Ausgle-

ichtsfunktion extrahiert. Das gemessene Spektrum ist um Detektorineffizienz

und -auflösung korrigiert, um einen differenziellen Wirkungsquerschnitt zu pro-

duzieren. Der differenzielle Wirkungsquerschnitt ist mit theoretischen Vorher-

sagen verglichen. Die Präzision des Spektrums ist durch Statistik limitiert, aber

das Spektrum ist generell kompatibel mit Erwartungen von theoretischen Vorher-

sagen.
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Preface

The work presented in this thesis was performed as a member of the ATLAS

collaboration. Many results presented within benefit from work performed by

other members of the collaboration. The direct individual contributions of the

author are noted here.

In chapter 5, the measurement of photon identification efficiencies at
√
s = 8 TeV

via the electron-extrapolation method and the assessment of all uncertainties on

this measurement is the work of the author. This work was published as a part

of [1], alongside contributions from several ATLAS colleagues.

In chapter 6, the measurement of the fiducial differential cross-section in pT was

performed working in parallel to a similar analysis [2] by other members of the

ATLAS collaboration, and the evaluation of many major sources of systematic

uncertainty is the work of those colleagues. The fitting procedure from which

the fiducial differential cross-section is derived was performed independently by

the author for this thesis and the evaluation of the systematic and statistical un-

certainties resulting from the fitting procedure is the work of the author. Also in

chapter 6, the study of the contribution of various production modes to the overall

Higgs boson production rate is entirely the work of the author, as is the evalua-

tion of how the precision of this method may evolve as a function of integrated

luminosity.
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Chapter 1

Introduction

The Standard Model of particle physics was developed in the second half of the

20th century, as a description of fundamental particles and the interactions be-

tween them. In addition to providing accurate descriptions of previously observed

physical phenomena, the Standard Model has made numerous predictions (such

as the existence of the W and Z bosons, and the top and charm quarks) which

were later verified experimentally. One aspect of the Standard Model which until

recently remained unverified was the mechanism by which fundamental particles

gain mass. In the 1960s, the Higgs mechanism was proposed, in which an ad-

ditional scalar field spontaneously breaks the gauge symmetry of the Standard

Model giving mass to the elementary particles. The existence of this field also

implies the existence of a scalar boson, known as the Higgs boson. In the year

2012, the first experimental observations of this particle were made by the ATLAS

and CMS collaborations.

Since the first observation, the collection of additional data has allowed for further

investigation of the newly-discovered particle’s properties. This thesis describes a

measurement of the Higgs boson production differential cross-section in pT with

21



22 Chapter 1 – Introduction

the H → γγ decay channel, using data collected with the ATLAS detector at the

LHC in the year 2012.

Chapter 2 gives a description of the particles and forces of the Standard Model

of particle physics. A description of the Higgs mechanism is provided, and the

production and decay modes of the Higgs boson are discussed.

Chapter 3 describes the LHC accelerator at CERN, and the ATLAS detector.

Particular attention is given to the components of the ATLAS detector which play

important roles in the reconstruction and identification of photons.

Chapter 4 gives a description the 2012 ATLAS dataset. The methods by which

electrons and photons are reconstructed in ATLAS data are described. A descrip-

tion is given of the electron and photon energy calibration procedure.

Chapter 5 describes a measurement of the efficiency of the method used to identify

photons within the ATLAS detector. A method by which the photon identification

efficiency can be extrapolated from studies of Z → e+e− events is described. The

relevant systematic uncertainties are described and evaluated, and the results of

the measurement are presented. A description is given of the way this result is

combined with the results of two other studies, extending the photon identification

efficiency measurement to a wider pT range and allowing for reduced uncertainty on

the measured values in the pT regions where multiple mesaurements are available.

Chapter 6 describes the measurement of the Higgs boson production differential

cross-section in pT. To provide context, the first observation of the Higgs boson by

the ATLAS and CMS experiments in 2012 is discussed. The theoretical expecta-

tions are described. The choice of pT binning is motivated, and the event selection

process is described. The sources of systematic uncertainty on the differential

cross-section measurement are described and evaluated. The method used for sig-

nal extraction is described, and the measured pT distribution is presented and

compared to theoretical predictions. A method is described by which the shape of
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the observed pT distribution can be used to measure the relative contributions of

various Higgs boson production modes to the overall Higgs boson production rate.

The results of applying this method to the observed pT distribution are described,

and a comparison is made to theoretical expectations. A study is undertaken to

evaluate how the uncertainties on studies of this kind may develop as further data

is taken.





Chapter 2

Theory

2.1 The Standard Model

The Standard Model (SM) of particle physics provides a description of the fun-

damental components of matter, and three of the four fundamental forces (the

Standard Model does not describe gravity, which does no play an important role

in the processes the Standard Model is concerned with). The Standard Model

has been experimentally tested to high precision. In this chapter, an overview is

provided of the Standard Model, and of the particles and forces it describes.

2.1.1 Particles of the Standard Model

The particles of the Standard Model can be split into two categories, based upon

their spin. Particles with half-integer spin are referred to as fermions, while those

with integer spin are known as bosons. Both types of particle are said to be

indistinguishable. The fermions are so-called as they obey Fermi-Dirac statistics,

in which no two particles may exist in the same state. Bosons similarly receive

25
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their name as they obey Bose-Einstein statistics. The fermions are the building

blocks of matter; bosons act as mediators of forces.

2.1.1.1 Fermions

Within the category of fermions, a further distinction can be drawn between

quarks, which interact via the strong force, and leptons, which do not. The

fermions exist in three families, each of which contains two quarks and two leptons.

Within each family, one quark has electric charge +2/3 (in order of increasing

mass, the up, charm, and top quarks), and one −1/3 (the down, strange, and

bottom quarks). Quarks also possess colour charge, which will be discussed in

section 2.1.2.1.

Each family also possesses two leptons, one of which possesses electric charge −1

(the electron, muon, and tau), and one of which is neutrally charged (the electron

neutrino, muon neutrino and tau neutrino).

The fermions described above are shown in table 2.1, along with their standard

symbols and their electric charge. For each of these particles, there also exists an

anti-particle of the same mass which has the opposite charge.

Family
Charge

I II III

Quarks
up, u charm, c top, t +2/3

down, d strange, s bottom, b −1/3

Leptons
electron neutrino, νe muon neutrino, νµ tau neutrino, ντ 0

electron, e muon, µ tau, τ −1

Table 2.1: The three families of fermions, and the standard symbols used to represent
them.
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2.1.1.2 Bosons

The Standard Model describes several spin-1 bosons, which act as mediators of in-

teractions between particles. They may be categorised according to the forces with

which they are associated. Photons, γ are the force-carrier particle for electromag-

netic (EM ) interactions. Gluons, g, mediate interactions of the strong force. The

W+, W−, and Z bosons are associated with the weak force. These forces will be

described in section 2.1.2.

This section omits the Higgs boson, which will be discussed in section 2.2.

2.1.2 Forces

The Standard Model describes three forces: the electromagnetic force, the weak

force, and the strong force. The electromagnetic and weak forces can be considered

aspects of the same electroweak (EW ) interaction. The strong and electroweak

interactions are described as quantum field theories, in which particles are con-

sidered as excited states of underlying fields. The Standard Model in its entirety

combines the strong and electroweak interactions into one quantum field theory of

the symmetry group SU(3)× SU(2)× U(1).

2.1.2.1 The Strong Interaction

The strong force, also known as quantum chromodynamics (QCD), is a quantum

field theory describing interactions between quarks and gluons. It is of symmetry

group SU(3)C , where the C denotes the colour charge to which the force couples.

Quarks carry the three colour charges, which are typically labelled red, green

and blue (r, g, b). Anti-quarks carry the opposite antired, antigreen, and antiblue

charges (r, g, b, sometimes described in combination as the anticolour charges).
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There are eight gluons, each carrying a linear superposition of colour and anticolour

charges (e.g. red, antiblue). Self-interaction among gluons is possible due to their

colour-charge.

The coupling constant of the strong force, αs, increases with distance, which leads

to some interesting phenomena. Strong force interactions are weak at short dis-

tances, this phenomenon is known as asymptotic freedom. As a result of the strong

interaction’s strength at long distances, colour-charged particles are not observed

freely, but only in bound, colour-singlet, states. This phenomenon is known as

colour confinement. Bound states may take the form of baryons, made up of three

quarks or three antiquarks, or mesons, consisting of a quark-antiquark pair. Some

recent results[3] hint at the possibility that more exotic hadrons may also exist,

although this remains to be confirmed.

2.1.2.2 The Electroweak Interaction

The electromagnetic and weak interactions appear, on the surface, rather different.

The electromagnetic interaction has an infinite range; the weak interaction can oc-

cur only over a very short range (approximately 10−17 m). The electromagnetic

interaction is parity-symmetric; the weak interaction is not (only left-handed par-

ticles participate in the weak interaction). Despite these differences, it has been

shown that the two interactions can be described within a unified theory[4–6],

referred to as the electroweak interaction.

The electroweak interaction is described by a quantum field theory of the sym-

metry group SU(2)L × U(1)Y . Three gauge bosons are associated to the SU(2)L

symmetry (the L denoting that they couple only to left-handed particles), from

this symmetry three gauge bosons are predicted, labelled W i
µ (where i = 1, 2, 3),

which couple to weak isospin. The U(1)Y symmetry gives rise to one gauge boson,

labelled Bµ, which couples to hypercharge.
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The electroweak Lagrangian has the form:

LEW = iψLγ
µ∂µLψL + iψRγ

µ∂µRψR −
1

4
W i
µνW

µν
i −

1

4
Bi
µνB

µν
i , (2.1)

where the first two terms relate to the interactions between fermionic and gauge

fields, γµ are the Dirac matrices, and ∂µL and ∂µR are covariant derivatives in-

troduced to maintain the local gauge invariance of the electroweak Lagrangian,

defined:

∂µLφL = (∂µ + ig
σi
2
W i
µ + ig′

YL
2
Bµ)φL , (2.2)

DµRφR = (∂µ + ig′
YR
2
Bµ)φR , (2.3)

where σi are the Pauli matrices, g and g′ denote the coupling constants of SU(2)L

and U(1)Y respectively, and YL and YR are the left- and right-handed components

of the fermion fields.

The remaining two terms of equation (2.1) are the gauge field terms, where:

W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν , (2.4)

where εi,j,k are the structure constants of the SU(2)L symmetry group, and

Bi
µν = ∂µB

i
ν − ∂νBi

µ . (2.5)

The four gauge bosons, γ,W+,W−, and Z, arise from linear combinations of the

four gauge fields:

Aµ = Bµ cos θW +W 3
µ sin θW , (2.6)
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Zµ = −Bµ sin θW +W 3
µ cos θW , (2.7)

W±
µ =

W 1
µ ∓W 2

µ√
2

, (2.8)

where θW is the weak mixing angle, also known as the Weinberg angle, and is

given by:

cos θW =
g′√

g2 + g′2
, (2.9)

sin θW =
g√

g2 + g′2
. (2.10)

The gauge bosons associated with the electroweak force are described here as

massless particles. While the photon, the mediating particle of the electromagnetic

interaction, is indeed massless, the theoretical prediction of massless gauge bosons

mediating the weak interaction is directly contradicted by experimental data, in

which the weak interaction is observed to act only over a short range, and the W

and Z bosons are observed to be massive. However, the introduction of a mass term

into the electroweak Lagrangian leads to the breaking of local gauge invariance.

A mechanism was proposed[7–10] in the 1960s by which the SU(2)L × U(1)Y

symmetry of the electroweak interaction is spontaneously broken, allowing for the

generation of non-zero W± and Z boson masses without breaking the local gauge

invariance of the electroweak Lagrangian.

2.1.3 Spontaneous Symmetry Breaking and

the Higgs Mechanism

The dynamics of a field theory are described by the Lagrangian, whose symmetry

may be broken in two ways. One method, explicit symmetry breaking, simply
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involves the addition of a symmetry-breaking term to the symmetric Lagrangian:

L = Lsym + Lbreaking , (2.11)

where Lsym is the symmetric Lagrangian, and Lbreaking an additional symmetry-

breaking term. In the case of a vanishing Lbreaking term, this reduces to the sym-

metric Lagrangian, and the method is useful when the symmetry-breaking term

is small and a perturbative treatment may be used. However, as there is no fun-

damental principle by which the form of the Lbreaking term may be determined,

it is somewhat artificial. An alternative form of symmetry-breaking is sponta-

neous symmetry breaking SSB). In SSB, the Lagrangian remains symmetric under

particular group transformations, but the vacuum is made non-invariant.

A simple case demonstrating the concept is that of a complex scalar field, invariant

under U(1) group transformations, for which the Lagrangian can be expressed as:

L = ∂µφ
∗∂µφ− V (φ∗φ) , (2.12)

where

V (φ∗φ) = µφ∗φ+ λ(φ∗φ)2 , (2.13)

and µ and λ are constants. For the theory to be physically meaningful, the poten-

tial must be bounded from below to ensure the existence of a stable ground state.

As such, it is required that the value of λ be positive.

The system may be equivalently described as:

L =
1

2
∂µϕ1∂

µϕ1 +
1

2
∂µϕ2∂

µϕ2 − V (ϕ2
1 + ϕ2

2) , (2.14)
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where ϕ1 and ϕ2 are real fields, related to φ and φ∗ by:

φ =
ϕ1 + iϕ2√

2
; φ∗ =

ϕ1 − iϕ2√
2

. (2.15)

This alternate Lagrangian is O(2) symmetric, remaining invariant under the trans-

formation  ϕ1

ϕ2

→
 ϕ′1

ϕ′2

 =

 cos θ − sin θ

sin θ cos θ


 ϕ1

ϕ2

 . (2.16)

Particles in quantum field theories are defined as quantised fluctuations around

the lowest energy state (the vacuum state) of the field. The value of the field

which corresponds to this state is known as the vacuum expectation value (VEV )

of the field, written 〈0|φ |0〉 ≡ φ0. Particle spectra are found by expanding the

potential around its minimum:

V (ϕ1, ϕ2) = V (ϕ1,0, ϕ2,0) +
∑
a=1,2

(
∂V

∂ϕa

)
0

(ϕa − ϕa,0)

+
1

2

∑
a,b=1,2

(
∂2V

∂ϕa∂ϕb

)
0

(ϕa − ϕa,0)(ϕb − ϕb,0) + · · · ,
(2.17)

where φ0 = (ϕ1,0, ϕ2,0) is the VEV of φ = (ϕ1, ϕ2). Since φ0 is, by definition, the

field value which minimises the value of the potential V , the second term here is

necessarily zero. Diagonalising the mass matrix (the factor ∂2V
∂ϕa∂ϕb

from the third

term) gives the particle spectrum.

In the case where µ > 0, the field has one unique minimum, which corresponds to

the VEV. When µ < 0, this is no longer the case. The potential takes the shape

illustrated in 2 dimensions in figure 2.1

V (ϕ2
2 + ϕ2

2) =
µ

2
(ϕ2

1 + ϕ2
2) +

λ

4
(ϕ2

1 + ϕ2
2)2 , (2.18)
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Figure 2.1: An illustration[11] of how the sign of the µ parameter alters the shape of
the potential V .

and minima are found in degenerate states with ϕ1 6= 0 and/or ϕ2 6= 0, wherever:

(
∂V

∂ϕ1

)
0

= µϕ1,0 + λϕ1,0(ϕ2
1,0 + ϕ2

2,0) = 0 ,

(
∂V

∂ϕ2

)
0

= µϕ2,0 + λϕ2,0(ϕ2
1,0 + ϕ2

2,0) = 0 ,

(2.19)

leading to the condition

ϕ2
1,0 + ϕ2

2,0 =
−µ2

λ
≡ v2 . (2.20)

There is no longer a unique vacuum state, but rather the potential has minima at

all points along a circle of radius v =
√
µ2/λ in the ϕ1, ϕ2 plane. Any of these

stable minima may be arbitrarily chosen as the physical vacuum, and this choice

spontaneously breaks the U(1) symmetry. A convenient choice is ϕ1,0 = v, ϕ2,0 = 0,

choosing this point gives a mass matrix:

m2 =

 2λv2 0

0 0

 . (2.21)

The field ϕ′1 = ϕ1 − v thus corresponds to a particle of mass m2 = 2λv2, while
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ϕ′2 = ϕ2 corresponds to a massless particle. The Lagrangian may also be rewritten

using these fields, as

L =
1

2
(∂µϕ

′
1)2 +

1

2
(∂µϕ

′
2)2− 1

2
(2λv2)ϕ′21 + λvϕ′1(ϕ′21 +ϕ′22 )− λ

4
(ϕ′21 +ϕ′22 )2 , (2.22)

which, as a result of the broken symmetry of the vacuum state, no longer has

the O(2) symmetry of the original Lagrangian (2.14). It can be shown[12] to be

generally the case that breaking a continuous global symmetry in this way results

in the appearance of a massless scalar boson. This is the Goldstone theorem, and

these particles are known as Goldstone bosons.

The Higgs mechanism is a particular application of the Goldstone theorem to

the electroweak sector of the Standard Model, which allows for the generation of

non-zero masses for the W± and Z bosons. The Higgs field, labelled as ΦH , is

introduced, taking the form of a complex scalar doublet:

ΦH =
1√
2

 Φ+

Φ0

 =
1√
2

 φ1 + iφ2

φ3 + iφ4

 , (2.23)

where Φ+ is a charged scalar field and Φ0 a neutral scalar field. As well as being

a doublet under SU(2), Φ also carries a weak hypercharge associated with U(1),

which will be denoted here as Y . The Lagrangian for these scalars can be written

as

Lscalar = ∂µΦ†H∂
µΦH − V (Φ†HΦH) , (2.24)

with the covariant derivative:

∂µΦH =

(
∂µ − ig

σi
2
W i
µ −

ig′

2
Y Bµ

)
ΦH , (2.25)
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The gauge invariant potential is of the form:

V (Φ†HΦH) = µ2Φ†HΦH + λ(Φ†HΦH)2 , (2.26)

where µ2 < 0 and λ > 0. As illustrated for the simpler U(1) case in figure 2.1, with

µ2 > 0, the minimum value of the potential has a unique solution – and therefore a

unique ground state – at the origin. Constraining µ2 < 0 again forces the potential

to develop a local maximum at ΦH = 0, while many degenerate minima are found

where:

1

2
(φ2

1 + φ2
2 + φ2

3 + φ2
4) =

−µ2

2λ
. (2.27)

The solutions to this equation trace a hypersphere in 4-dimensional space. While

there are infinite solutions, a convenient choice is:

φ1 = 0; φ2 = 0; φ4 = 0; φ2
3 =
−µ2

λ
= v , (2.28)

which leads to a VEV of

ΦH,0 ≡ 〈0|ΦH |0〉 =

 0

v

 , (2.29)

spontaneously breaking the symmetry of the theory.

This choice of solution is not arbitrary, but motivated by the fact that each broken

symmetry results in the generation of a non-zero mass for the corresponding gauge

boson. The U(1)em symmetry associated to the electromagnetic interaction should

thus be unbroken, as photons are observed to be massless. By applying the electric
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charge operator Q:

QΦH,0 = (T 3 +
Y

2
)ΦH,0 =

 1 0

0 0


 0

v

 = 0 , (2.30)

it can be seen that the transformation ΦH,0 → Φ′H,0 = eiεQΦH,0 results in Φ′H,0 =

ΦH,0 for any arbitrary value of ε, and so the symmetry is unbroken and no mass

is produced for the photon.

The field ΦH may now be rewritten as:

ΦH =

 Φ+

Φ0

 = eiσ
iξi/v

 0

v +H

 , (2.31)

replacing the original 2 complex scalar fields with 4 real fields, labelled ξi (for

i = 1, 2, 3) and H. The ξi fields correspond to Goldstone bosons, and the H field

to a Higgs boson. The Lagrangian here can be rewritten in the unitary gauge,

with the result that the 3 Goldstone bosons ξi are eaten by the W± and Z bosons.

The SU(2) transformation

U(ξ) = e−iσ
iξi/v (2.32)

is applied, generating the fields:

Φ′H = U(ξ)ΦH =
1√
2

(v +H)χ , (2.33)

~A′µ = U(ξ) ~AµU(ξ)−1 − i

g
(∂µU(ξ))U †(ξ) , (2.34)

where χ =

 0

1

. The Lagrangian in the unitary gauge is written

Lscalar = (DµΦH)′(DµΦH)′ − V (Φ′†HΦ′) , (2.35)
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where

(DµΦH)′ = (∂µ − ig
~τ

2
· ~A′µ −

i

2
g′B′µ)(v +H)χ . (2.36)

The mass-squared terms for the gauge bosons of the weak interaction are given in

the first term of (2.35), and can be written:

Lmass =
v2

8
(g2A′1µA

′1µ + g2A′2µA
′2µ + (gA′3µ − g′B′µ)2) . (2.37)

By introducing the fields

W±
µ =

A′1µ ∓ iA′2µ√
(2)

, (2.38)

it is possible to rewrite the first and second terms of (2.37) in the form

1

4
g2v2W+

µ W
−µ , (2.39)

giving a mass to the W± bosons of

mW =
1

2
gv . (2.40)

Meanwhile, the third term of (2.37) may be written as

v2

8
(A′3µB

′
µ)

 g2 −gg′

−gg′ g′2


 A′3µ

B′µ

 . (2.41)

By applying the transformation

 Zµ

Aµ

 =

 cos θW − sin θW

sin θW cos θW


 A′3µ

B′µ

 , (2.42)
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where θW is the Weinberg mixing angle[5],

sin θW =
g′√

g2 + g′2
; cos θW =

g√
g2 + g′2

, (2.43)

(2.41) can be diagonalised as:

v2

8
(ZµAµ)

 g2 + g′2 0

0 0


 Zµ

Aµ

 =
v2

8
(g2 + g′2)ZµZ

µ + 0 · AµAµ , (2.44)

producing a mass for the Z boson of

mz =
1

2
v
√
g2 + g′2 . (2.45)

Another neutral boson remains massless, and so can be identified with the photon.

A relationship between mW and mZ can be deduced from (2.43):

mZ =
mW

cos θW
. (2.46)

After symmetry breaking, the form of the potential V becomes

V (Φ′†HΦ′) = −µ
2v2

4
+

1

2
(2µ2)H2 + λvH3 +

λ

4
H4 , (2.47)

from which it can be seen that the Higgs boson should have mass

mH =
√

2µ2 , (2.48)

and so the Lagrangian after SSB now describes two charged gauge bosons with

mass mW (2.40); two neutral gauge bosons, one massless and one with mass mZ

(2.45); and one Higgs boson with mass mH .
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2.1.3.1 Fermion masses

In this way an explanation is provided for the observed non-zero masses of the W±

and Z bosons. So far, the fermions remain massless, but this is again in contradic-

tion of observations. As was the case for the boson masses, the näıve introduction

of a mass term Lm = −m(ψ̄LψR + ψ̄RψL) into the electroweak Lagrangian would

break its local gauge invariance. It is, however, possible to generate fermion masses

with the same Higgs doublet used to generate the masses of the gauge bosons by

the addition of a Yukawa term, LY , invariant under SU(2)× U(1):

LY = ci,jd (ūi, d̄i)LΦLdjR + ci,ju (ūi, d̄i)LΦRujR

+ ci,je (ν̄ei , ēi)LΦLejR + ci,jν (ν̄ei , ēi)LΦRνjR + h.c. ,

(2.49)

where ci,j i, j = 1, . . . , N , with N the number of fermion families, are matrices

describing the so-called Yukawa couplings between the fermions and the Higgs

doublet, and ΦL =

Φ+

Φ0

 and ΦR =

−Φ̄0

Φ−

 correspond to the left- and right-

handed doublets respectively. By substituting ΦL with

 0

v +H

 and ΦR with

v +H

0

, the Yukawa Lagrangian takes on a form:

LY =
1√
2

(v +H)(cijd d̄idi + ciju ūiui + cije ēiei) , (2.50)

therefore generating fermion mass terms of the form:

mi
d = −cijd

v√
2

; mi
u = −ciju

v√
2

; mi
e = −cije

v√
2
, (2.51)
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where the mass terms mi
d, m

i
u, and mi

e depend upon cijd , ciju , and cije respectively.

Note that Yukawa coupling does not produce any neutrino mass, due to the lack of

a right-handed neutrino partner in the SM. By inspecting the form of these mass

terms it is clear that the strength of the Yukawa coupling is proportional to the

fermion mass. The Yukawa Lagrangian may also be re-written in such a way as

to make this relationship clearer:

LY = −
(

1 +
H

v

)
(mi

dd̄idi +mi
uūiui +mi

eēiei) . (2.52)

The Yukawa couplings are arbitrary parameters within the theory, but can be

probed experimentally due to the relationship between Yukawa coupling and fermion

mass.

2.2 The Higgs Boson

As described in section 2.1.3, the SM predicts the existence of the Higgs boson,

with a massmH dependant upon the parameters v and λ. For the Higgs mechanism

to explain the non-zero masses of the W± and Z bosons, mH must be non-zero, but

as λ is a characteristic of the Higgs field itself, the value of mH cannot be predicted

from theory alone. This mass is important as one of the free parameters of the

Standard Model, and the preferred production and decay modes of the Higgs boson

are strongly dependant upon its mass. The Higgs boson had for a long time been

a theoretically-expected but unobserved particle. In 2012, both the ATLAS[13]

and CMS[14] experiments observed a particle with properties expected of a Higgs

boson, at a mass of around 126 GeV. This discovery and results of subsequent

research will be discussed in detail in section 6.1, while this section presents some

brief discussion of the properties expected of a Standard Model Higgs boson.
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2.2.1 Production Modes

The Standard Model predicts several mechanisms by which the Higgs boson may

be produced. Figure 2.2 illustrates the production cross-sections predicted by

the Standard Model in proton-proton collisions at a centre-of-mass energy
√
s =

8 TeV, as a function of mH .
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Figure 2.2: The production cross-sections predicted[15] for a Standard Model Higgs
boson in proton-proton collisions at centre-of-mass energy

√
s = 8 TeV, as a function

of the mass of the Higgs boson. The coloured bands indicate the uncertainties on the
values.

The primary production mode in the LHC is gluon-gluon fusion (gg → H, ggF pro-

duction), in which gluons annihilate via a quark loop. This occurs predominantly

via loops of top quarks, due to their strong coupling to the Higgs boson. This is by

far the dominant production mode, with a cross-section approximately an order

of magnitude larger than any other. The cross-section for ggF Higgs production
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has been calculated at next-to-leading order (NLO)[16–18] and next-to-next-to-

leading-order (NNLO) in QCD[19–21] with NLO QED corrections applied[22–24].

t

t

t

g

g

H

Figure 2.3: This Feynman diagram shows the production of a Higgs boson via gluon-
gluon fusion, the dominant production mode according to SM predictions.

The second largest production mode is vector boson fusion (qq′ → qq′H, VBF

production), in which two W or Z bosons radiated from quarks annihilate to pro-

duce a Higgs boson. The two quarks undergo hadronisation, typically producing a

high-mass dijet system in the forward region of the detector. The region between

the two jets is expected to be free of QCD activity, this is dissimilar to most QCD

processes and can be exploited to improve background suppression. The cross-

section is calculated with full QCD and QED corrections up to NLO[25, 26], and

includes approximate NNLO QCD corrections[27].

V

V

q

q

q

H

q

Figure 2.4: This Feynman diagram shows the production of a Higgs boson via vector
boson fusion. The two V bosons indicated on the diagram may be either a pair of Z

bosons or a W+ and a W−.

Associated W/Z production (pp → WH, pp → ZH; WH or ZH production re-

spectively, also known as Higgsstrahlung), involves a Higgs boson being produced

in association with a W± or Z boson. The W or Z boson is produced by coupling

to a quark-antiquark pair, and then the Higgs boson is radiated off the weak boson.
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Cross-sections for this production method include QCD corrections calculated to

NNLO[28, 29] and QED corrections to NLO[30].

W±

q

q

W±

H

(a)

Z

q

q

Z

H

(b)

Figure 2.5: These Feynman diagrams show Higgs boson production via Hig-
gsstrahlung, with a W boson and a Z boson in subfigures 2.5(a) and 2.5(b) respectively

Higgs bosons may also be produced in association with top quark pairs (pp→ ttH,

ttH production). This production mode accounts for only a very small fraction

of the total production cross-section, approximately two orders of magnitude less

than the dominant ggF production mode. However, it is interesting as it has

a relatively distinct experimental signature, due to the presence of the tt in the

final state, and allows for a direct measurement of the top-Higgs Yukawa coupling.

Cross-section calculations are performed with full QCD corrections up to NLO[31–

34].
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Figure 2.6: This Feynman diagram shows the production of a Higgs boson in associ-
ation with a pair of top quarks.

2.2.1.1 Theoretical Uncertainties

One of the primary sources of uncertainty on theoretical predictions of the cross-

sections of the various Higgs boson production modes is the uncertainty on the
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parton distribution functions (PDF ) used in the calculations. These PDFs are

crucial to predicting the cross-section of any LHC process, as they describe the

distribution of partons and their momentum within the photons. Specifically,

the PDF fi(x,Q
2) describes the probability of finding a parton (i.e. a quark

or gluon) of flavour i which carries a fraction x of the total momentum of the

proton, where Q denotes the momentum transfer of the hard scattering process.

PDFs are derived experimentally, using deep-inelastic scattering, the Drell-Yan

process, and jet production data. A number of different groups produce PDFs

independently. Significant differences can arise between the various PDFs as a

result of factors such as different statistical treatments, different choices of αs (the

strong coupling constant), different parameterisations of the PDF, and the usage

of different datasets in producing the PDF.

Another major source of uncertainty on the cross-section predictions is the so-

called scale dependence. This term refers to the dependence of calculated cross-

section on the QCD factorisation and renormalisation scales, µR and µF . In the

ideal situation of calculations to all orders QCD predictions would not depend upon

these values, which are not physical parameters and cannot be determined from

data. However, QCD calculations cannot practically be made to all orders, and

instead finite order calculations are made using a truncated perturbative expansion

series. In this case, the results of the calculation are sensitive to the chosen values

of µR and µF . The impact is especially significant for the gluon-gluon fusion

production process. Performing calculations to higher orders generally results in

a reduction of the effect. An uncertainty corresponding to this effect is estimated

from the change in predicted cross-section when varying the values assigned to µR

and µF .

Table 2.2 summarises the cross-section predicted by the Standard Model for a

Higgs boson at mass mH = 125 GeV in proton-proton collisions with
√
s = 8 TeV

for each production mode. The table also displays the highest order to which QCD
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and electroweak corrections are calculated for each production mode, and presents

the uncertainties on the predicted cross-sections resulting from PDF uncertainties

and QCD scale dependence.

order (QCD) order (EW) σ [pb] Scale [%] PDF+αs [%]

ggF NNLO+NNLL NLO 19.27 +7.2 −7.8 +7.5 −6.9

VBF NNLO NLO 1.578 ±0.2 +2.6 −2.8

WH NNLO NLO 0.7046 ±1.0 ±2.3

ZH NNLO NLO 0.4153 ±3.1 ±2.5

ttH NLO 0.1293 +3.8 −9.3 ±8.1

Table 2.2: The predicted[35] production cross-sections for a Standard Model Higgs
boson with mass mH = 125 GeV in proton-proton collisions at

√
s = 8 TeV, with

uncertainties resulting from scale dependence and PDF-related uncertainties treated
according to the PDF4LHC recommendations[36].

2.2.2 Decay Modes

The Higgs boson may decay into many final states via a number of decay channels.

The channels with the largest branching ratios are displayed in terms of their decay

cross-section, as a function of the Higgs mass mH , in figure 2.7.

For an SM Higgs with mH in the region of 125 GeV, the dominant decay channel

is H → bb. The channel with the next highest cross-section in this mass region is

H → W+W−. The next largest contributions come from the H → ττ channel and

the H → gg channel (which proceeds via a quark loop, as gluons do not directly

couple to the Higgs). Further contributions come from decays to other fermion

pairs, or Z boson pairs. Additionally, the Higgs boson may decay via loops of W

bosons or fermions (dominated by the top quark, due to its large Yukawa coupling)

into either a photon pair or a Z boson plus a photon. These decay channels are

illustrated in Feynman diagram form in figure 2.8.

The sensitivity which can be achieved when studying any given decay channel is

dependent not only on the branching fraction, but also upon factors such as the
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Figure 2.7: The decay cross-sections predicted[15] for a number of possible Higgs
boson decay channels, as a function of Higgs boson mass mH . The coloured bands

indicate the uncertainties on the values.

signal selection efficiency, the resolution which can be achieved, and how much

background exists for the final state. The H → bb channel has a large cross-section

and a final state which allows for reasonably precise measurement of the invariant

mass, nevertheless it is rather challenging to study due to the large background

resulting from QCD processes. The H → ττ decay channel is promising due to

its distinctive signature and reasonably large branching fraction, but also suffers

from a significant background (predominantly from the Z → ττ process).

The H → γγ channel (via an intermediate quark or vector boson loop) is very

sensitive despite a small small branching fraction, as its final state provides a clean

detector signature and allows excellent invariant mass resolution. This channel will

be discussed further in chapter 6.
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Figure 2.8: Feynman diagrams of the dominant decay modes of the Standard Model
Higgs boson. Subfigures 2.8(a) and 2.8(b) show decay to a fermion-antifermion pair
and a vector boson pair (W+W− or ZZ) respectively. Decay to a gluon pair via a top
quark loop is shown in subfigure 2.8(c). Subfigure 2.8(d) shows decay to a photon pair
via a W boson loop, and subfigure 2.8(e) illustrates the H → Zγ process proceeding

via a top loop.

Decay mode Branching fraction Uncertainty (%)

H → bb 5.77× 10−1 +3.21 −3.27

H → W+W− 2.15× 10−1 +4.26 −4.20

H → gg 8.57× 10−2 +10.22 −9.98

H → ττ 6.32× 10−2 +5.71 −5.67

H → cc 2.91× 10−2 +12.17 −12.21

H → ZZ 2.64× 10−2 +4.28 −4.21

H → γγ 2.28× 10−3 +4.98 −4.89

H → Zγ 1.54× 10−3 +9.01 −8.83

Table 2.3: The predicted[35] branching fractions for the dominant decay modes of an
SM Higgs boson with mass mH = 125 GeV.
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The Large Hadron Collider

and the ATLAS Detector

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC ) [37] is a particle accelerator located at the

European Organisation for Nuclear Research (CERN), near Geneva, Switzerland.

It is situated in an approximately-circular tunnel (formerly home to the LEP

accelerator) which lies between 45 and 170 m below ground, with a circumference

of around 27 km. The topics covered in this thesis relate to LHC operations as

a proton-proton collider, however it is worth noting that the LHC program also

includes operation with heavy ion beams (Pb), in both lead-lead and lead-proton

modes. The first proton injections occurred in 2008, but the machine had to be

shut down soon afterwards due to an electrical fault. Operation restarted on 20th

November 2009, with the first recorded collisions taking place a few days later at

the injection energy of 450 GeV per beam.

49
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Figure 3.1: A diagram [38] illustrating the CERN accelerator complex, including the
pre-accelerators used to prepare beams for injection into the LHC.

3.1.1 Pre-accelerator Chain

The LHC is designed for high-energy operations, and and so a series of pre-

accelerators must be used to accelerate the beams before they are injected into the

LHC. Protons are first accelerated by the linear accelerator Linac2 up to an en-

ergy of around 50 MeV. From there, they are injected into the Proton Synchrotron

Booster, a synchrotron accelerator which boosts the protons up to an energy of

around 1.4 GeV. Another two, increasingly large, synchrotron accelerators follow:

the Proton Synchrotron (PS ), and the Super Proton Synchrotron (SPS ), which

accelerate the protons up to energies of 25 GeV and 450 GeV respectively. The

SPS is the final stage of the pre-accelerator complex, and injects the beams into

the LHC itself.

3.1.2 The LHC

After injection from the SPS into the LHC, beams are accelerated further to a

centre of mass energy
√
s = 8 TeV (in the 2012 data-taking period; in 2010 and
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2011 the machine operated at
√
s = 7 TeV). The LHC is designed to provide a

centre of mass energy
√
s = 14 TeV at an instantaneous luminosity of 10−34 cm s−1

when operating at full capacity. The instantaneous luminosity, L, is given by the

expression

L =
N2
b nbfrevγr
4πεnβ∗

F (3.1)

where:

• Nb is the number of particles per bunch,

• nb is the number of bunches per beam,

• frev is the revolution frequency,

• γr is the relativistic gamma factor,

• εn is the transverse beam emittance,

• β∗ is the beta function at the collision point:

β∗ =
σ2γr
εn

(3.2)

which relates the beam size, σ, to the beam’s emittance, and

• F is the geometric luminosity reduction factor, resulting from the crossing

angle of the beams at the interaction point:

F = 1/

√
1 +

(
θcσz
2σ∗

)2

(3.3)

where θc is the crossing angle of the beams, σz is the RMS bunch length,

and σ∗ is the RMS transverse beam size at the interaction point (assuming

equal parameters for both beams).
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Parameter 2012 Design value

Energy per beam (TeV) 4 7

Number of protons per bunch 1.6–1.7× 1011 1.15× 1011

Number of bunches, nb 1374 2808

Bunch spacing (ns) 50 25

Emittance, ε (µm rad) 2.5 3.75

Beta function, β∗ (m) 0.6 0.55

Luminosity, L (cm−2 s−1) 7.7× 1033 1× 1034

Table 3.1: This table presents typical LHC beam parameters from the 2012 data-
taking period. The design values are also shown.

Table 3.1 shows typical beam parameters from the 2012 data-taking period[39],

and the nominal design values[40]

The LHC supports four major experiments, ALICE, ATLAS, CMS, and LHCb.

ATLAS and CMS are both general purpose detectors, designed for high sensitivity

to a wide range of physics phenomena, both within and beyond the Standard

Model. The ALICE detector specialised for studies of heavy-ion collisions, while

LHCb is optimised for the purposes of studying CP violation and other phenomena

in the physics of hadrons containing b quarks and other heavy flavours.

3.2 The ATLAS Detector

The ATLAS detector is located in a cavern approximately 90m underground at

CERN’s Meyrin campus, near the main CERN site on the outskirts of Geneva.

The detector has a height of around 25 m and a length of approximately 44 m, and

weighs around 7000 t. The detector is symmetric in the forward/backward regions

with respect to the nominal interaction point.
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3.2.1 The ATLAS Co-ordinate System

A right-handed cylindrical co-ordinate system is defined for usage within all ATLAS

studies, with the origin centred on the nominal interaction point (IP). The z-axis

is defined by the beam direction, the positive x-axis points from the IP to the

centre of the LHC ring, and the positive y-axis is defined to point upwards. The

azimuthal angle φ is measured around the beam axis, and the polar angle θ is the

angle from the beam axis. Rapidity, y, is defined as y = 1/2 ln[(E+ pz)/(E− pz)].

For massless objects, this is equivalent to pseudorapidity, η = − ln tan(θ/2). The

difference between y and η is negligible for stable, high pT particles, and η is often

used as an angular co-ordinate in place of θ. Angular separation, ∆R, between

objects is defined as ∆R =
√

∆η2 + ∆φ2. Transverse momentum (pT), transverse

energy (ET), and missing transverse momentum (Emiss
T ) are all defined in the x-y

plane.

3.2.2 Design of the ATLAS Detector

The wide physics program of the ATLAS experiment imposes many requirements

on the design of the detector[41]:

• LHC experimental conditions require fast, radiation-hard electronics

• High detector granularity is necessary, to handle high particle densities

• Large solid angle coverage

• Good momentum resolution for charged particle tracks

• High-performance electromagnetic and hadronic calorimeters

• Good muon identification, with high momentum resolution over a wide mo-

mentum range, and accurate charge discrimination for high pT muons
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• High efficiency triggers for low pT objects, while maintaining good back-

ground rejection

A number of sub-detectors are designed to fulfill these requirements. These sub-

detectors are arranged concentrically, as displayed in figure 3.2. The inner layers

make up the Inner Detector (ID), primarily used for tracking of charged objects in

the detector, vertex measurements, and identification of electrons and positrons.

Outside the ID lie the calorimeters, designed to provide high resolution energy

and position measurements for electrons, photons, and jets. At the outer region

of the detector is the muon spectrometer, situated in a toroidal magnetic field of

up to 3.5 T, which provides identification and momentum measurement of muons.

Each subdetector can be split into two regions, the low-η barrel region (arranged

concentrically around the beam line) and the high-η endcap region (aligned per-

pendicularly to the direction of the beam line, at each end of the detector).

Figure 3.2: A computer generated image [41] of the ATLAS detector, with a cut-away
to illustrate the inner layers
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Figure 3.3: An illustration [42] of the ATLAS Inner Detector, with component sub-
detectors labelled.

3.2.3 The Inner Detector

Positioned around the central beam pipe is the Inner Detector, designed to provide

accurate tracking and momentum resolution, and determination of primary and

secondary vertices. The ID can itself be broken down into a number of sub-

components, illustrated in figure 3.3. It is surrounded by a solenoid magnet with

a length of 5.2 m and diameter 2.5 m, which generates a 2 T magnetic field.

3.2.3.1 Silicon Pixel Detector

In the barrel region, the silicon pixel detector[41, 43] consists of three concentrically-

arranged silicon-pixel layers, at distances of 50.5 mm, 88.5 mm, and 122.5 mm from

the beam pipe. In each endcap region, silicon-pixel detectors are located on disks

perpendicular to the beam axis, at distances of 495 mm, 580 mm, and 650 mm

from the nominal interaction point. The pixel layers are segmented in R-φ (where
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R-φ is a plane defined with R as the radial distance from the centre of the de-

tector) and z, and arranged in such a way that tracks typically cross three pixel

layers while traversing the ID. Coverage is provided in the range |η| < 2.5. In to-

tal, 1744 identical pixel sensors are used, each with dimensions of 19 mm× 63 mm

and 46080 readout channels, giving a total of approximately 80 million readout

channels. The pixel sensors provide a spatial resolution of around 10 µm in the

transverse direction, and 115 µm longitudinally.

3.2.3.2 Semiconductor Tracker

Outside the pixel detector lies the semiconductor tracker (SCT )[41, 43]. The SCT

is built up from four double-sided barrel layers of silicon microstrip detectors, plus

nine ‘wheels’ in each endcap region. Each individual silicon detector in the SCT

barrel measures 6.36 mm× 6.40 mm, and consists of 768 readout strips of width

80 µm. In each barrel layer, one set of strips is aligned parallel to the beam direc-

tion, and the other at a small (40 mrad) stereo-angle, allowing for measurement

of z position. The SCT wheels use sensors which are not of constant width, but

have constant azimuthal angle coverage along their length, and an average pitch of

approximately 80 mm. The wheels contain double-layer strips, and the two layers

of each wheel are aligned with a small stereo angle to allow for measurement of R.

In total, the SCT sensors cover an area of 61 m2, with approximately 6.2 million

readout channels. It provides a spatial resolution of 16 µm in the R-φ plane and

580 µm along the z axis, with coverage of the range |η| < 2.5. Tracks within the

SCT can be distinguished if they are separated by more than around 200 µm.

3.2.3.3 Transition Radiation Tracker

The outer layer of the ID is the Transition Radiation Tracker[41, 43] (TRT ). The

basic elements of the TRT are polyimide straw drift tubes with a diameter of
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4 mm. The centre of each tube contains a 31 µm wire anode, made from gold-

plated tungsten and supported by end-plugs at each end of the straw tube. The

tubes are filled with a gas mixture of 70% Xe, 27% CO2, and 3% O2, at a pressure

of 5–10 mbar. Straws within the barrel region are positioned in 73 layers aligned

parallel to the beam direction with a length of 144 cm, and are split into two halves

at η = 0. The TRT endcaps contain 160 layers of 37 cm long tubes are arranged

radially around the beam axis. In total, the TRT has approximately 351, 000

readout channels, which provide coverage of the pseudorapidity range |η| < 2.0.

The TRT provides lower spatial resolution than the pixel detector and SCT, but

the large number of hits (an average of 36 per track) allow for robust pattern

recognition and momentum measurement.

3.2.4 Calorimetry

The ATLAS calorimeters are located outside the ID, and can be broken down into

three subdetectors:

Electromagnetic Calorimeter (ECAL)

for detection and reconstruction of electrons and photons, and precise energy

measurement,

Hadronic Calorimeter (HCAL)

for detection and energy measurement of hadrons and jets,

Forward Calorimeter (FCAL)

which provides both EM and hadronic calorimetry in the forward region.
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Figure 3.4: A computer generated image [42] of the ATLAS calorimetry.

3.2.4.1 The ATLAS Electromagnetic Calorimeter

The ATLAS electromagnetic calorimeter[41, 44–46] is designed to measure the

energy of electromagnetically-interacting particles. It is a sampling detector, con-

sisting of many layers, alternately of a dense absorber material and a less-dense

active medium. In the case of the ATLAS electromagnetic calorimeter, the ab-

sorber material is lead, and the active medium liquid argon (for this reason it is

also sometimes known as the liquid argon calorimeter). The interaction of charged

particles with the lead of the calorimeter results in electromagnetic showering, a

process of repeated bremsstrahlung and material interaction (at the energies tar-

geted by the ATLAS electromagnetic calorimeter, this is predominantly electron-

positron pair production) causing the build up of many charged particles which

ionise the argon. Electrodes are located within the active medium and kept at

high voltage, while the absorber material is grounded, producing an electric field

within the detector. The ionised argon and the electrons drift under the influence

of this field, producing a signal which can be detected on the electrodes.

The barrel section of the EM calorimeter covers the central region |η| < 1.475. Its
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Figure 3.5: A section of the ATLAS electromagnetic calorimeter during construction,
the so-called accordion geometry can be seen[42].

accordion geometry (see figure 3.5) allows the calorimeter to provide complete φ

coverage, with no azimuthal cracks. Structurally, the barrel is made up of two half-

barrels, separated by a gap of approximately 4 mm, each with a length of 3.2 m

and an outer radius of 2 m. Two end-caps provide electromagnetic calorimetry

outside the barrel region. The calorimeter cells are projective in η, effectively

pointing towards the nominal interaction point through the full η coverage of the

calorimeter.

The barrel of the electromagnetic calorimeter is split into three layers, or sam-

plings, with varying η and φ resolutions. The first layer of the calorimeter is built

from strip cells which are broad in φ but provide very fine resolution in η. This

fine η-resolution is helpful in the determination of the pT of incoming particles,

and in γ/π0 separation. The second layer consists of almost square cells, providing

less η resolution but finer φ granularity than in the first layer. Electromagnetic

particles deposit the majority of their energy in this layer, and the distribution of

a shower’s energy in this layer is heavily used in identification algorithms for these

particles. The third and final layer, which typically collects only the tail of an EM

shower, is more coarsely segmented in η. Figure 3.6 illustrates the cell sizes used

within the various layers of the barrel region of the electromagnetic calorimeter.
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Figure 3.6: A sketch showing how the dimensions of cells in the barrel region vary
between the different layers of the ATLAS electromagnetic calorimeter.

In the region |η| < 1.8, an additional presampler (PS ) layer is also installed in front

of the first layer of the electromagnetic calorimeter barrel. This extra layer consists

solely of active LAr. The PS is used to correct for energy lost by electrons and

photons before reaching the calorimeter. Within the barrel region (|η| < 1.475),

the PS has a depth of 1.1 cm, in the end-cap (1.475 < |η| < 1.8) this is reduced to

0.5 cm.

The two EM calorimeter end-caps cover the region 1.375 < |η| < 3.2. The end-

caps have an accordion geometry similar to that in the barrel, to ensure full φ

coverage. Each wheel consists of an inner wheel (which covers the high-|η| range

2.5 < |η| < 3.2) and an outer wheel (1.375 < |η| < 2.5). In the precision region

(1.5 < |η| < 2.5), the outer wheels have three samplings. The inner wheels and

the outer regions of the outer wheel have only two samplings. The cell sizes of the

wheels are varied as a function of both sampling and pseudorapidity. Within the

precision region, the layers are segmented similarly to the barrel. The first layer

consists of strips providing high η granularity, the middle layer contains projective
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Barrel End-cap

Granularity in ∆η ×∆φ versus |η|

Presampler 0.025× 0.1 |η| < 1.52 0.025× 0.1 1.5 < |η| < 1.8

Layer 1 0.025× 0.1 |η| < 1.4 0.05× 0.1 1.375 < |η| < 1.425

0.025× 0.025 1.4 < |η| < 1.475 0.025× 0.1 1.425 < |η| < 1.5

0.025× 0.1 1.5 < |η| < 2.5

0.1× 0.1 2.5 < |η| < 3.2

Layer 2 0.025× 0.025 |η| < 1.4 0.05× 0.025 1.375 < |η| < 1.425

0.075× 0.025 1.4 < |η| < 1.475 0.025× 0.025 1.425 < |η| < 2.5

0.1× 0.1 2.5 < |η| < 3.2

Layer 3 0.050× 0.025 |η| < 1.35 0.05× 0.025 1.5 < |η| < 2.5

Total readout channels

Presampler 7808 1536

ATLAS

electromagnetic 101760 62208

calorimeter

Table 3.2: Cell sizes (in ∆η × ∆φ) in each layer of the ATLAS electromagnetic
calorimeter (including presampler) as a function of |η| in both barrel and end-cap

regions. The total number of readout channels are also shown.

cells with the same dimensions as in the barrel, and the rear layer is twice as

coarse in |η as the second layer. The outer regions of the outer wheel (|η| < 1.5)

and the inner wheel (2.5 < |η| < 3.2) are made up of only two layers, with

coarser transverse granularity than in the precision region. The cell geometries

of all layers in the barrel and end-cap (including presampler) are summarised in

table 3.2. The ATLAS electromagnetic calorimeter provides energy measurement

with a resolution of: σE
E

= 10%√
E
⊕ 0.7%

3.2.4.2 The ATLAS Hadronic calorimeter

The ATLAS Hadronic Calorimeter [47, 48] consists of two main components, using

different technologies for the barrel and end-cap regions. Hadronic calorimetry in

the barrel region (|η| < 1.7) is provided by the Tile Calorimeter, a sampling

calorimeter which uses steel as the absorber material and scintillating tiles as the
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active material. The Tile Calorimeter can be further split into barrel (5.8 m long,

covering the range |η| < 1.0) and extended barrel (2.6 m long, covering 0.8 < |η| <

1.7). The Tile Calorimeter is split longitudinally into three layers, and azimuthally

into 64 modules. In the end-cap regions (1.5 < |η| < 3.2), hadronic calorimetry is

provided by the Hadronic End-cap Calorimeters (HEC ), which use copper as the

absorber material and liquid argon as the active medium. The HEC is made up

of two independent wheels per end-cap. They are positioned behind the end-caps

of the ATLAS electromagnetic calorimeter and share their end-cap cryostats. The

energy resolution of the ATLAS hadronic calorimeter is σE
E

= 50%√
E
⊕ 3%

3.2.4.3 The ATLAS Forward Calorimeter

The final component of the ATLAS calorimetry system is the ATLAS Forward

Calorimeter (FCAL) [41, 47, 49], located within the same cryostats used for the

ECAL and HCAL end-caps, which provides both electromagnetic and hadronic

calorimetry in the very forward region (3.1 < |η| < 4.9). Like the ECAL and HEC,

the active material in the FCAl is liquid argon. The absorber material in the first

of its three layers copper, and this layer is mostly dedicated to electromagnetic

measurements. The two outer layers use tungsten as their absorber material, and

are devoted predominantly to hadronic measurements. The FCAL’s position at

high pseudorapidity, 4.7 m from the interaction point, means it is exposed to high

particle flux. As such, the design of the FCAL modules differs from that used in

the other liquid argon calorimeters in ATLAS. Rather than alternating flat layers

of absorber and active material, the structure of the FCAL is based on rods of

active material within a block of the absorber material. The FCAL electrodes

take the form of small-diameter rods, located centrally in tubes oriented parallel

to the beam axis. The liquid argon gaps are smaller than the 2 mm gaps used in

the ECAL barrel (approximately an eight of that size in the first layer, increasing

by about 50% in each of the two subsequent layers), reducing ion build-up which
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would otherwise distort the electric field within the detector sufficiently to degrade

the signal.

3.2.5 The ATLAS Muon Spectrometer

The outermost layer of the ATLAS detector is the muon spectrometer[41, 50,

51], designed to detect and measure the momentum of charged particles passing

through the barrel and end-cap calorimeters within the pseudorapidity range |η| <

2.7. The working principle is based on the magnetic deflection of muon tracks

by superconducting toroid magnets, instrumented with high-precision tracking

chambers. Within the region |η| < 1.4, magnetic bending is provided by the large

barrel toroid magnet. Smaller end-cap magnets provide the magnetic bending in

the 1.6 < |η| < 2.7 range, while bending in the transition region 1.4 < |η| < 1.6

comes from a combination of the barrel and end-cap fields. This configuration

of magnets provides a magnetic field which remains mostly orthogonal to muon

trajectories, and minimises the resolution degradation from multiple scattering.

The muon spectrometer system consists of two different chamber types (preci-

sion tracking chambers and fast trigger chambers) arranged in eight azimuthally

symmetric octants. Each octant is divided into two sectors, one larger than the

other, with overlapping coverage in φ. The φ overlap reduces gaps in detector

coverage, and enables relative alignment of the sectors with tracks recorded in

both. Within the barrel, chambers are arranged in three concentric shells, approx-

imately 5 m, 7.5 m, and 10 m from the beam axis. In the end-cap regions, muon

chambers are arranged in wheels perpendicular to the z-axis, located at around

|z| = 7.4 m, 10.8 m, 14 m, and 21.5 m at each end of the detector. A small gap

in chamber coverage exists around η = 0, allowing for services to the solenoid

magnet, calorimeters, and inner detector.
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Two varieties of precision tracking chamber are in use. Monitored Drift Tube

chambers (MDT s) consist of three to eight layers of drift tubes, and provide a

typical resolution of about 35 µm per chamber. They provide coverage of the

muon system’s whole pseudorapidity range |η| < 2.7, except for in the first end-

cap layer where they cover only the region |η| < 2.0. In the forward region

2.0 < |η| < 2.7 the first end-cap uses Cathode Strip Chambers (CSC s), due to

their better time resolution and higher rate capability. The CSCs are multi-wire

proportional chambers, with cathode planes segmented into strips in orthogonal

directions. They provide resolution of 40 µm in the bending plane and 5 mm in

the transverse plane.

Fast trigger chambers provide fast information on muon tracks traversing the

ATLAS detector, across the range |η| < 2.4 and with full φ coverage. Two

technologies are used. Within the barrel (|η| < 1.05), Resistive Plate Chambers

(RPC s) are used, which provide good spatial and time resolution. They have no

wires, simplifying construction. Within the end-cap (1.05 < |η| < 2.4), Thin Gap

Chambers (TGC s) are used. TGCs provide good time resolution and a higher

rate capability than RPCs.

3.2.6 The ATLAS Trigger System

The 40 MHz bunch-crossing rate provided by the LHC results in far more collisions

than it is practical to store. It is therefore important to have an effective trigger

system which efficiently selects interesting events to be recorded and stored for

analysis. The ATLAS trigger system consists of three levels, each of which uses

input from the detector and previous levels of the trigger system to progressively

refine the selection of events to be written to disk. The first stage of the ATLAS

trigger system is known as the Level 1 trigger (L1 ). Events which pass the L1
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trigger continue to the High-Level Trigger system (HLT ), which consists of two

components: the Level 2 trigger (L2 ) and the Event Filter (EF ).

The L1 trigger has access to reduced-granularity information from the ATLAS

calorimeters and muon chambers, and searches for events with high-pTmuons,

electrons, photons, jets, and τ -leptons undergoing hadronic decays. Events with

large missing and total transverse energy are also identified. Regions of Interest

(RoI ) are defined in regions of the detector surrounding any possible trigger objects

identified by the L1 trigger. The maximum acceptance rate of the L1 trigger is

around 75 kHz. Decisions must reach the front-end electronics within a time period

of 2.5 µs.

L2 trigger has access to event information using the full granularity of the detector

within each event’s RoI, including information from the Inner Detector (which

is not available at L1). The L2 trigger uses a sequential selection strategy[52],

in which a number of steps are performed sequentially. At each step, only the

data required to make the decision at that step is acquired and analysed. This

selection strategy allows for some events to be rejected before reading the full

event data, reducing bandwidth requirements. The L2 trigger reduces the accepted

event rate to a maximum of around 3.5 kHz, with a latency on the order of tens

of milliseconds. Events passing the L2 trigger proceed to the EF. Full ATLAS

reconstruction algorithms are applied to the objects seeded by the L1 and L2

triggers, and the accepted event rate is further reduced to around 200 Hz.





Chapter 4

ATLAS Data and Reconstruction

4.1 ATLAS Data

The ATLAS detector measured its first proton-proton collisions in 2009, at the rel-

atively low energy of 450 GeV per beam. The beam energy was gradually increased

to 3.5 TeV per beam for the 2010 data-taking period, in which an integrated lu-

minosity of approximately 47 pb−1 was measured. A further 5.5 fb−1 of data was

taken at the same 3.5 TeV per beam energy in the 2011 data-taking period. The

work in this thesis is based upon analysis of proton-proton collision data taken by

the ATLAS detector during the 2012 data-taking period, during which the energy

was increased to 4 TeV per beam.

4.1.1 The 2012 Dataset

Throughout the 2012 data-taking period, the LHC operated at a centre-of-mass

energy
√
s = 8 TeV (4 TeV per beam), with a bunch spacing of 50 ns. In total,

67



68 Chapter 4 – ATLAS Data and Reconstruction

the LHC delivered an integrated luminosity of 22.8 fb−1 during the 2012 data-

taking period. Of this, 21.3 fb−1 was recorded by the detector. ATLAS data is

organised into units known as lumi blocks, each covering the data taken over a

short period of time so as to minimise the amount of data which is discarded if a

particular block is unsuitable for physics usage (e.g. due to detector components

not functioning correctly, or any other issue which may cause problems with the

data collected). After removing these unsuitable blocks, a total of 20.3 fb−1 usable

data was collected. This luminosity value was extracted from the proton-proton

scattering cross-section in the forward direction. The uncertainty on the integrated

luminosity is ±2.8%, as derived from a preliminary calibration of the luminosity

scale derived from beam-separation scans[53] performed in November 2012.

The instantaneous luminosity of the LHC during 2012 operation reached a peak

of 7.73× 1033 cm−2 s−1, close to the nominal design luminosity of 1034 cm−2 s−1.

Due to the high luminosity of the LHC beams, it is common that when an event

is recorded, there are many soft interactions in addition to the hard interaction by

which the trigger is fired. These additional interactions are referred to as pile-up,

and come in two varieties:

In-time pile-up,

resulting from additional interactions within the same bunch crossing as the

interaction which fired the trigger.

Out-of-time pile-up,

resulting from interactions occurring in other bunch crossings than the hard

interaction.

The amount of pile-up is characterised by the variable 〈µ〉, which denotes the

average number of pileup events overlaid above the hard interaction. The presence

of large numbers of pile-up events can introduce complications in reconstructing
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physics objects from an interaction. In the 2012 dataset, the number of interactions

per crossing reached a maximum of around 40, and 〈µ〉 for the whole 2012 dataset

was 20.7[54].

4.2 Reconstruction

Accurate reconstruction of physics objects in the ATLAS detector is crucial for

physics studies. This section will discuss the methods used to reconstruct elec-

tron and photon candidates, the determination of isolation, and calibration of the

detector for energy measurements.

The typical signature of an electron traversing the ATLAS detector includes a

curved track through the ATLAS Inner Detector, and an electromagnetic shower

in the ATLAS ECAL. A photon, in the simplest case, leaves no track in the

Inner Detector, but will interact with the ECAL in a manner very similar to

electrons. Additionally, photons may interact with material in the detector before

reaching the ECAL, leading to production of an electron pair γ → e+e−. In this

case, the electrons will leave tracks within the Inner Detector before showering

in the ECAL. As the signatures of electrons and photons (especially converted

photons) are rather similar, a process is used for reconstruction of both electrons

and photons. First, preclusters are sought, and tracks reconstructed. Final clusters

are built around the identified preclusters, their size dependent upon the location

in the detector and the type of particle (determined by track information).

4.2.1 Clustering Algorithm

Reconstruction of electrons and photons within the central calorimeter region

(|η| < 2.47) starts with a search for energy clusters in the calorimeter[55–57].

The calorimeter is divided into a grid of Nη ×Nφ = 200× 256 towers, each sized
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(∆η×∆φ = 0.025×0.025), corresponding to the granularity of the middle layer of

the ATLAS ECAL. Energy deposits from all layers of the calorimeter are summed

to determine the tower energy, with the energy in cells covering multiple towers

distributed evenly between those towers. A sliding window algorithm then oper-

ates, with a window size of η × φ = 3× 5 towers, selecting so-called cluster seeds

or preclusters where the total transverse energy within the window is 2.5 GeV or

more. The precluster position is defined as the energy-weighted barycentre in η

and φ of the cells contained within the window. A duplicate removal algorithm

operates where multiple preclusters are selected within any 2 × 2 tower region,

keeping only the precluster with the largest transverse energy. Track informa-

tion is then used to classify the preclusters as electrons, converted photons, or

unconverted photons, and build the appropriate cluster type.

4.2.2 Track Reconstruction

The standard track reconstruction method[58, 59] in ATLAS first operates an

inside-out tracking algorithm. in which tracks are built initially from hits in the

ATLAS silicon pixel and strip detectors. Track seeds are produced from three-

dimensional space-points corresponding to the hit locations. Track seeds provide

sufficient directional information to predict regions in which further hits from the

same track are likely. If further hits are found in those regions, track fitting

proceeds from the seeds with a Kalman filter[60, 61] algorithm, iteratively adding

hits to the track and refitting after each hit addition.

This typically produces a very large number of track candidates, many of which

are incomplete, share hits with other track candidates, or are not true tracks

(i.e. their hits do not result from a single particle). The track candidates are

ranked according to a scoring strategy[62] which assigns a score to each track
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candidate. The score is affected positively or negatively by a number of charac-

teristics, weighted differently for different detector components. After each track

candidate is scored, shared hits are assigned to one track candidate (typically that

with the highest score), and the remaining track candidate(s) are refitted without

it. This is an iterative procedure, with each refitted track candidate re-entering

the set of track candidates to be evaluated. Track candidates which fall below

a certain quality threshold are discarded and not processed further. The tracks

remaining after quality cut and ambiguity resolution are then extended into the

TRT. Tracks fitted within the Inner Detector are extrapolated, and additional

hits sought within the TRT. At this stage, additional hits may be added to the

hit collection corresponding to each track, but the Inner Detector track seed is not

refitted or otherwise modified. The final fit, accounting for all hits associated to

the track, is then performed by the ATLAS Global χ2 Track Fitter[63].

Some tracks may not be identified by the inside-out tracking algorithm. A number

of reasons exist which may cause this, such as ambiguous hits not successfully

resolved, or substantial energy loss guiding the extrapolation of the track seed

into the TRT in the wrong direction. A particularly relevant reason is that those

tracks which come from secondary decay vertices (e.g. photon conversions) inside

the Inner Detector may not have enough hits in the silicon detector to form a track

seed in the silicon detectors. To detect these tracks, the inside-out algorithm

is followed by an outside-in tracking algorithm. Track seeds for the outside-in

algorithm are formed from track segments observed within the TRT which do not

correspond to any of the tracks previously identified. The segments are identified

via pattern recognition. As the TRT drift tube measurements do not provide

measurement of position along the straw directions, the pattern recognition must

be performed in projective planes. The planes chosen as most suitable are r-φ in

the TRT barrel region, and r-z in the TRT end-cap region. In these planes, a

track segment originating from near the primary interaction point will appear as
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an approximately straight line when projected into the chosen plane and so may

be relatively easily recognised. These segments may then be propagated back into

the pixel and strip detectors, by searching for hits within narrow wedges of the

silicon pixel and strip detectors, corresponding to the r-φ or r−z position of the

TRT segment. In the case that further hits are found, the track is refined by the

same Kalman filter technique as used in the inside-out algorithm.

4.2.3 Vertex Reconstruction

Once tracks are formed, the vertices from which they originate must be recon-

structed. This process begins with an iterative vertex finding algorithm[64, 65]

which is used to identify the primary vertices. Vertex seeds are taken from

the z-position of reconstructed tracks, and a χ2-based fit performed, with tracks

weighted in according to their compatibility with the seed. Tracks displaced from

existing seeds by more than 7σ are used to seed a new vertex, and the process

repeats until there are no further vertex seeds found. The vertex whose associated

tracks give the largest Σp2
T is typically assigned as the primary vertex, although a

different method (described in section 6.6) is used in the H → γγ analysis.

Reconstruction of photon conversion vertices is quite different from primary vertex

reconstruction as it cannot be assumed that the vertex will be within the primary

interaction region, and it is possible to apply additional constraints relating to

masslessness of the converted photon. As such, they are reconstructed with a

modified vertex-finding algorithm[66]. Conversion vertices can be identified at

distances up to 800 mm from the IP (at larger distances, there track is unlikely to

leave sufficient hits in any element of the detector for accurate reconstruction of the

particle trajectory). Conversion vertices are classified depending on the number

of tracks associated to them as single-track or double-track conversion vertices.

Single-track conversion vertices typically occur at greater radial separation from
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the IP. With only one reconstructed track, it is not possible to perform a full vertex

fit, the conversion vertex is placed the locaion of the first measurement of the

track. Single-track conversion vertices typically occur as a result of asymmetric

conversions where one track has pT < 0.5 GeV or from symmetric conversions

which occur deep in the tracker, producing two high-pT tracks which cannot be

adequately separated from each other.

4.2.4 Classification as Electron or Photon Candidates

The reconstructed tracks are loosely matched to a cluster if they fulfill either of

the following requirements:

• The difference between the cluster position and the track position extrapo-

lated to the second layer of the calorimeter is:

– not greater than 0.05 in η for tracks with silicon hits, and

– not greater than 0.05 in φ if no deviations due to bremsstrahlung are

expected, or 0.2 in φ if deviations due to bremsstrahlung are expected.

• The difference between the cluster position and the track position after

rescaling the track’s energy to that measured in the cluster is:

– not geater than 0.05 in φ for tracks with silicon hits, and

– not greater than 0.05 in φ where no deviations due to bremsstrahlung

are expected, and not greater than 0.1 in φ where deviations due to

bremsstrahlung are expected.

The second of these requirements is aimed at selecting low momentum tracks

which may fail the first set of matching criteria due to significant losses from

bremsstrahlung before reaching the calorimeter.
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Reconstructed objects in which the cluster is not matched to any track are clas-

sified as unconverted photon candidates. Those with clusters matched to tracks

originating from the interaction region are classified as as electron candidates. If

the cluster is matched to tracks consistent with originating from a photon con-

version, and a corresponding conversion vertex is also reconstructed, then the

object is considered as a converted photon candidate. The matching of clusters to

conversion vertices is dependent on the properties of the vertex.

Single-track conversion vertices

If the track associated to the vertex, when extrapolated to the second layer

of the electromagnetic calorimeter, falls within a small η-φ window of the

cluster centre in that layer then the conversion vertex is considered matched

to that cluster.

Double-track conversion vertices

Criteria for double-track conversions depend upon the relative momenta of

the tracks:

– If the track momenta differ by a factor of 4 or more, the original con-

verted photon is reconstructed from the track parameters at the vertex,

and a straight-line fit is performed from the conversion vertex to the

second layer of the electromagnetic calorimeter. If the position within

this layer is within a small η-φ window of the cluster centre in that

layer, the conversion vertex is considered matched to that cluster.

– If the track momenta differ by a factor of less than 4, each track is

individually extrapolated to the second layer of the electromagnetic

calorimeter. If the extrapolated tracks are both matched to the same

cluster, then the conversion vertex is also considered matched to that

cluster.
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In each of the above cases, the η-φ window used for matching tracks to clusters

has dimensions of 0.05 on each side of the impact point in η and φ, extended to

0.1 in φ on the side where losses are expected due to bremsstrahlung.

4.2.5 Isolation

Isolation is a variable defined to quantify the activity surrounding a reconstructed

object. This information can be useful for discriminating between electrons or pho-

tons (which typically have a clean, isolated detector signature) and backgrounds

such as jets from light mesons (which are typically associated with a large amount

of hadronic activity). Isolation may be measured in the Inner Detector (track

isolation) and in the calorimeter (calorimetric isolation).

4.2.5.1 Track Isolation

Track isolation[67] for a given track is computed as the sum of pT for all other

tracks found within a cone of ∆R. In the case of double-track converted photons,

the other track from the conversion is not considered. A typical choice of ∆R is 0.3,

though some analyses use smaller or larger cones. To remove low quality tracks

and tracks from pile-up events which may accompany the reconstruted object, the

standard track isolation definition places the following requirements on tracks to

be included in the calculation:

• pT > 0.4 GeV

• |d0| < 1.5 mm

• |z0| < 1.0 mm

• at least 7 hits in the silicon detector
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• at least one b-layer hit

• tracks within ∆R ≤ 0.1 of the electron candidate must not be matched to a

conversion vertex

where d0 and z0 are the transverse and longitudinal impact parameters. This

prescription is altered for some analyses, including H → γγ studies (the track

isolation prescription used in H → γγ will be described in section 6.6).

4.2.5.2 Calorimetric Isolation

The calorimetric isolation[68] of a cluster is computed by summing the transverse

energies of all topological clusters[56] within a cone of some ∆R (∆R = 0.4 is a

common choice, but other values may be used depending on the requirements of

the study) around the cluster barycentre. Any topological clusters within the cone

which have negative energy are not considered in the summation. The energy of

cells within a 5 × 7(η × φ) cell region is also excluded from the summation. To

improve the pile-up robustness of the calorimeteric isolation variable, corrections

are applied on an event-by-event basis to account for the ambient energy density

within the calorimeter and for out-of-cluster energy leakage[69].

4.2.6 Energy Calibration for Electrons and Photons

As described in section 4.2.1, reconstruction of photons and electrons within

the ATLAS detector starts with the identification of energy clusters within the

calorimeter. A basic measurement of the deposited energy can be obtained simply

and directly from the strength of the signal which is read out of the calorimeter

cells. This method, however, does not account for effects such as energy loss in

material before the calorimeter, or lateral and longitudinal leakage outside the
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cluster. To make a more accurate measurement of particle energy, an in-depth

calibration procedure[70] is required.

A multivariate analysis (MVA) method is used to link the electromagnetic clusters

to the true electron or photon energy from MC samples, based on cluster prop-

erties and information from the ATLAS ID, taking advantage of the longitudinal

segmentation of the electromagnetic calorimeter. This MVA calibration step is

optimised separately for electrons, converted photons, and unconverted photons.

For this process it is important that the simulation accurately models both the

detector geometry and the interaction of particles with the material within the

detector. The accuracy of the material distribution within the detector is ensured

by measurements using the ratio of energy in the first layer of the EM calorimeter

to energy in the second layer of the EM calorimeter.

Before this MVA calibration can be applied to data, it is necessary to imple-

ment corrections for differences in the response between different regions of the

calorimeter. Another set of corrections are derived such that the scale of the en-

ergy responses of the various longitudinal layers of the calorimeter are equalised in

data with respect to MC. With these corrections applied, the MVA calibration can

be performed. The overall response is then calibrated so that the data agrees with

the expectations from MC, using a large sample of Z → e+e− events. Per-electron

scale factors are extracted, and are applied to electron and photon candidates

from data. Corrections are then derived which can be applied to simulated data,

so that it matches what is observed in real data. These scale factors derived from

electrons are assumed to remain valid for photons.





Chapter 5

Photon Identification Efficiency

Measurement

The typical signature of photons passing through the ATLAS detector was dis-

cussed in section 4.2. However, similar signatures may also be produced from

other processes. A major source is QCD jets containing neutral hadrons such as

π0, which may decay into photon pairs and be reconstructed as photon candidates

(often referred to as fake photons). The abundance of this and other backgrounds

necessitates photon selection procedures designed to separate true photons from

the jet background. In this section, a study is performed to evaluate the efficiency

of these procedures.

5.1 Photon Identification

The algorithms used for photon identification in the ATLAS experiment rely on

rectangular cuts on calorimetric variables which describe how the energy deposited

in the electromagnetic shower is deposited. These variables are known as shower
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shapes, can be broadly categorised into measuring hadronic leakage, measuring

energy distribution in the middle layer of the ATLAS EM calorimeter, and mea-

suring energy distribution in the strip layer of the ATLAS calorimeter. They are

briefly described in table 5.1. A more detailed description can be found in refer-

ences [71, 72]. Two levels of identification, loose and tight, are defined. The loose

selection applies cuts only on the shower shapes Rη, wη2 , and either Rhad or Rhad1 ,

depending on the pseudorapidity of the photon candidate. The tight selection

applies stricter cuts on these shower shapes, and additionally applies further cuts

to other shower shapes, designed to have a high background rejection rate while

retaining high signal yield. The loose selection applies the same cuts to both con-

verted and unconverted photons, while the tight selection is optimised separately

for converted and unconverted photons.

Throughout this study, all efficiencies and sources of uncertainty are studied in bins

of pT and |η|. The pT binning covers the entire range from 30 GeV to 100 GeV. All

measurements in the study are presented in 4 |η| bins over the range 0 < |η| < 2.37,

excluding the region 1.37 < |η| < 1.52. During the analysis, the samples is split

into 8 |η| bins covering the same range, which are then combined into the 4 bins

presented here. The binning is motivated by changes in detector geometry. The

excluded 1.37 < |η| < 1.52 region corresponds to the so-called crack region between

the barrel and end-cap sections of the electromagnetic calorimeter.

5.2 Photon ID Efficiency

The tight identification (ID) efficiency is an estimate of the fraction of recon-

structed photons which will pass the tight photon ID criteria. It is defined as the

efficiency for a reconstructed true photon (i.e. photon candidates reconstructed

from calorimeter energy deposits left by actual photons) with calorimeter isola-

tion (as defined in section 4.2.5) below 4 GeV to pass the tight photon ID criteria
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Category Description Shower
Shape

Loose Tight

Hadronic
leakage

Ratio of the ET in the first sampling of the
hadronic calorimeter to the ET of the EM
cluster (used over the ranges |η| < 0.8 and
|η| > 1.37)

Rhad1 X X

Ratio of the ET in all layers of the hadronic
calorimeter to the ET of the EM cluster (used
over the range 0.8 < |η| < 1.37)

Rhad X X

Middle
layer

The ratio between the sum ES2
3×7 of the cell

energies in a 3×7 rectangle (measured in cell
units in η × φ), and the sum ES2

7×7 of the cell
energies in a 7 × 7 rectangle, both centered
around the cluster seed

Rη X X

Lateral width of the shower in the η direction wη2 X X

Ratio between the sum ES2
3×3 of the cell ener-

gies contained in a 3× 3 rectangle (measured
in cell units in η × φ), and the sum ES2

3×7 of
the cell energies in a 3 × 7 rectangle, both
centered around the cluster seed

Rφ X

Strip
layer

Lateral shower width for maximum strip and
two neighbours

ws 3 X

Total lateral shower width ws tot X

Fraction of energy outside core of three
central strips but within seven strips

Fside X

Difference between the energy of the strip
associated with the second maximum in the
strip layer, and the energy reconstructed in
the strip with the minimal value found be-
tween the first and second maxima

∆Es X

Ratio of the energy difference associated with
the largest and second largest energy deposits
over the sum of these energies

Eratio X

Table 5.1: Discriminating variables used in photon identification, with indication of
which cuts are used in the loose and tight photon identification prescriptions. ES2

denotes energy deposited in the second layer of the calorimeter.
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|η| bin number 1 2 3 4 5 6 7 8

lower boundary 0 0.1 0.6 0.8 1.15 1.52 1.81 2.01

upper boundary 0.1 0.6 0.8 1.15 1.37 1.81 2.01 2.37

Table 5.2: The upper and lower boundaries of the 8 |η| bins in which the study is
performed. The crack region (1.37 < |η| < 1.52) is excluded.

|η| bin number 1 2 3 4

lower boundary 0 0.6 1.52 1.81

upper boundary 0.6 1.37 1.81 2.37

Table 5.3: The upper and lower boundaries of the 4 |η| bins used for presentation.
The crack region (1.37 < |η| < 1.52) is excluded.

(tight ID) as laid out in equation (5.1). The efficiency measurement is binned

two-dimensionally in pseudorapidity and transverse energy.

εtight ≡
Nγ(Eiso

T,reco < 4 GeV, tight ID)

Nγ(Eiso
T,reco < 4 GeV)

(5.1)

5.3 Electron Extrapolation

Obtaining a pure photon sample from data is usually difficult, with the exception

of low energy photons which can be obtained from Z → `+`−γ (` = e, µ) processes.

It is however possible to extract a high-purity sample of electrons with a tag and

probe selection (see section 5.4) designed to select electrons from Z → e+e− events.

By taking advantage of similarities between the electromagnetic showers produced

in the EM calorimeter by electrons and photons, it is possible to use this sample

of electrons to make an estimation of photon ID efficiency in the ATLAS detector.

Section 5.4 of this thesis describes the Z → e+e− selection which is used to extract

the electron sample from data. Section 5.5 describes the Smirnov transformation
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method of extrapolation from electrons to photons. While there are similarities

between the showers left by electrons and photons, differences exist and are an

important source of systematic uncertainty for photon ID efficiency measurements

using electron extrapolation. Several Monte Carlo (MC) samples are used in this

analysis, using two detector geometries. Samples with nominal geometry reflect

the best estimation of the real geometry of the detector. The primary origin of

uncertainty regarding the detector geometry relates to how dead material (result-

ing primarily from cabling and cooling services) is distributed within the detec-

tor volume. This material distribution has been improved by observation of the

ratio of energies deposited in the first and second layers of the electromagnetic

calorimeter[70].

The distorted geometry samples are simulated with some material variations, re-

flecting the uncertainty on the amount and location of material contained within

the Inner Detector. These distorted samples are used to evaluate the systematic

uncertainty on the photon ID efficiency measurement resulting from differences

between data and MC, including both geometry-related and detector-modelling

effects. Another source of systematic uncertainty is the difference between show-

ers in data and MC samples. These sources of systematic uncertainty are examined

in section 5.6. Section 5.7 presents the results in the form of the estimated pho-

ton ID efficiency. Comparisons are provided to the nominal MC sample, and to

MC samples with fudge factors applied. These so-called fudge factors are shifts

applied to the shower shapes in the MC samples, the values of which are derived

from differences between data and MC. They act to produce a tuned MC sample

which resembles data measurements more closely than the nominal MC sample

does.
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Data Set Process σ Filter Filter Filter Events Equivalent Offline min

type threshold efficiency in luminosity photon ET

[pb] [GeV] tuples [pb−1] cut [GeV]

129170 Direct Photon 1.235E+9 1 prompt γ 17 2.34E-4 3E+6 1.03E+1 20

129171 Direct Photon 5.876E+7 1 prompt γ 35 4.02E-4 3E+6 1.27E+2 45

129172 Direct Photon 3.425E+6 1 prompt γ 70 5.70E-4 3E+6 1.53E+3 85

147806 Z → e+e− 1.110E+3 1E+7 9.01E+3 –

129170 Direct Photon 1.235E+9 1 prompt γ 17 2.34E-4 1E+6 3.46 20

129171 Direct Photon 5.876E+7 1 prompt γ 35 4.02E-4 1E+6 4.23E+1 45

129172 Direct Photon 3.425E+6 1 prompt γ 70 5.70E-4 1E+6 5.12E+2 85

147806 Z → e+e− 1.110E+3 5E+6 4.50E+6 –

Table 5.4: A summary of the MC samples used in the measurements. All samples
were generated with Pythia8. Samples in the upper half of the table are those with
nominal geometry, those in the lower half of the table are produced with the distorted
geometry used for systematic studies. The Direct Photon samples include QCD 2→2,

γq, and γg processes.

5.4 Electron Selection

To allow for extrapolation from electrons to photons to be truly representative,

it is important that the shower shapes of the selected electrons are unbiased. To

achieve this, a tag and probe selection method is used, in which strict cuts are

placed on events and on the tag electron within each event. These strict cuts

allow for a high confidence that the selected event really is a Z → e+e− decay,

and that the probe objects are in fact electrons, without introducing a bias to the

shower shapes of the selected probes. An isolation cut (ET < 4 GeV within a cone

of ∆R < 0.4) is also applied, as the extrapolation is performed to photons with

similar isolation criteria. The full Z → e+e− selection used in the study is shown

below:

• The invariant mass of the electron candidate pair must be in the range

80 GeV < mee < 120 GeV.

• The two electron candidates are required to have opposite charge.
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• Both electron candidates must each have pT > 25 GeV and fall within the

pseudorapidity range 0 < |η| < 2.37, excluding the crack region between

1.37 < |η| < 1.52.

• Both electron candidates must pass the tracking criteria from the tight elec-

tron selection: at least 7 silicon hits and 1 pixel hit.

• Both electron candidates must pass the ET isolation requirement.

• The tag electron must pass the trigger requirement EF e24vhi medium1, and

must pass the tight electron identification requirements. Trigger matching

is performed within a cone ∆R < 0.15.

• There must not be any jet with pT > 20 GeV within a cone of ∆R < 0.4 of

the probe electron.

The EF e24vhi medium1 trigger which is used in the event selection process iden-

tifies events containing at least one reconstructed electron candidate with pT of at

least 24 GeV which passes hadronic core isolation and track isolation. Hadronic

core isolation is defined as the longitudinal isolation in a 2×2 tower region behind

the core of the reconstructed electromagnetic cluster, and is applied at the L1 trig-

ger stage with a threshold of 1 GeV. The track isolation requirement is applied at

the EF trigger stage, with an energy-dependent threshold pcone 20
T /pT = 0.1, where

pcone 20
T denotes the total transverse momentum within a cone δR = 0.2 around

the track.

In the case of the MC samples, reweighting is applied based on µ, the average

number of interactions per bunch crossing, so as to match the distribution in MC

to that in the data sample. The result of this reweighting on the Z → e+e− MC

sample is shown, with a comparison to the data distribution, in figure 5.1 Similar

comparisons of the reweighted MC sample’s pT and |η| distributions to those in

data are shown in figures 5.2 and 5.3 respectively.
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Figure 5.1: Average interactions per bunch crossing associated to the event sample
in data (data points) and in pure Z → e+e− MC (yellow filled area).
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Figure 5.2: A comparison of the pT distribution of selected probes in the MC sample
with that observed in data.

5.4.1 Background

As the shower shapes of particles from background events will differ from those of

electrons selected from real Z → e+e− decays, the presence of such background

particles in the selected electron sample may introduce a bias into the efficiency

measurement. For this reason it is important to evaluate the level of background

contamination in the selected sample and how it affects the identification efficiency
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Figure 5.3: A comparison of the |η| distribution of selected probes in the MC sample
with that observed in data.

measurement. A study is performed to evaluate this, based on methods used in

previous ATLAS studies in the Z → e+e− decay channel[73].

The study discriminates between the signal and background components of the se-

lected sample by inspecting the invariant mass, mee, of electron pairs. A template

is derived which describes the mee distribution of background events. This tem-

plate is normalised to the mee distribution in a background dominated region of

the sample passing the signal selection requirements. Subtracting the normalised

template from the signal selection allows for an estimate of the level of background

contamination in the selected electron sample.

The template selection is largely the same as the signal selection, with exceptions

described below:

• The probe electron must fail at least two cuts of the loose electron identi-

fication menu. As is the case for photon identification, the loose electron

identification algorithm applies requirements only on a subset of variables,

resulting in a higher acceptance rate than the tight identification menu, at

the expense of decreased background-rejection performance.
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• The probe electron must have isolation ET > pT/0.05

These cuts result in a sample of electrons which contains an enhanced background

fraction, suitable for usage in estimating the fraction of selected probes which

come from background events. Normalisation is performed in the high mee tail,

defined as mee > 120 GeV. It is also important to realise that, much as the signal

selection is contaminated by some background events, the background template

can similarly suffer from signal contamination. This must be accounted for when

normalising the template. Normalisation is therefore not a trivial case of simply

scaling the derived background template to the signal selection in a given region,

but is slightly more complex. The number of signal events contained within the

tail of the signal selection must be estimated. To achieve this, the number of signal

events within the signal selection in which the tag electron passes tight electron

identification is estimated, and then divided by the tight electron identification

efficiency. Division by the tight electron identification efficiency gives an estimate

of the total number of signal events within the tail, which is subtracted before

normalising the template. This process allows for the template to be correctly

normalised to the background component of the signal selection high-mass tail.

The resulting normalised template is then used to estimate the fraction of events

in the signal selection peak which come from background events. The results of

this are shown in figure 5.4 for a representative pT bin.

5.5 Smirnov Transformations

In the case of converted photons, shower shapes are similar enough to electrons that

a reasonable approximate measurement of the photon identification efficiency may

be made by simply applying the photon ID cuts to the electron sample directly.

Unconverted photons, however, differ more significantly, and this simple method
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Figure 5.4: The estimated background contamination in the peak region (80 GeV <
Mee < 100 GeV) of the Z → e+e− signal selection, in four η regions. The shaded area
indicates the uncertainty resulting from the statistical uncertainties on the signal and

background-enhanced samples.

would fail. This section describes one method of extrapolation from electrons, in

which the shower shape distributions from the electron sample are transformed into

a set of shower shape distributions more representative of photons. Unconverted

and converted photons are considered separately, though the method is applied

identically in each case.

The method relies on using the shower shape distributions of MC electron and

photon samples to derive Smirnov transformations (described in section 5.5.1),

which can be used as a mapping between electron and photon shower shape dis-

tributions. The application of these transformations to a sample of electrons from

data provides a set of shower shape distributions which should closely resemble

those of a true set of photons from data. An illustration of the samples used and

the operations performed on them is given in figure 5.5.
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Figure 5.5: Diagram representing which samples are involved in each stage of the
Smirnov transformation method of electron extrapolation.

5.5.1 Smirnov Transformations

Smirnov transformations [74], also known as inverse transformations, provide a

method for generating numbers according to a probability distribution. By treat-

ing the shower shape distributions of electrons and photons as probability distri-

butions for that shower shape variable, it is possible to use the method to generate

a photon-like set of shower shape distributions by starting from the shower shape

distributions of electrons. Figure 5.6 illustrates the process for one shower shape

variable. Initially, the cumulative distribution functions (CDFs) of both electron

and photons are calculated for the given variable. A mapping is derived, giving

for each source value the shift which is necessary to take it to the value which

occupies the same position in the CDF of the target distribution. By deriving

and applying this shift for each shower shape variable, the electron sample can be

transformed into a sample of objects with photon-like shower shape distributions.

As the process is applied to each shower shape variable independently, correlations

between variables are preserved from the source sample. Smirnov transformations

are invariant under systematic shifts which are correlated between the source and

target distributions, which reduces the impact of uncertainties in the MC samples

used in this study. Due to differences in the |η| and pT distributions of the source
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and target samples, and to the dependency of shower shapes and photon identi-

fication cuts on |η|, pT and whether or not the photon is converted, this process

is performed in regions of pT and |η| and is applied separately to converted and

unconverted photons.

The CDFs on which the process relies are computed from binned distributions,

rather than being continuous mathematical functions. For this reason, the calcu-

lated mapping is also a non-continuous series of shift values. When applying the

transformation to any given value of a shower shape, a linear interpolation is made

between the two nearest bins. As a result, there are some imperfections in the

transformation which is obtained when applying the method, particularly if the

distributions have major discontinuities (small bins are used to minimise any bias

from this effect). The ability of the Smirnov transformation to provide a reliable

transformation to photon shower shape distributions is thus somewhat dependent

upon the sample size, and high statistics samples are required both from MC and

data. This statistics dependence also limits the extent to which the analysis can

be split into separate regions according to variables such as pT and |η|.

5.6 Cross-checks and Systematic Uncertainties

There are several sources of systematic uncertainty which contribute to the overall

systematic uncertainty on the measurement of photon ID efficiency via electron

extrapolation with Smirnov transformations. The method itself has some intrinsic

error, which is assessed by the closure test shown in section 5.6.1. Another contri-

bution results from uncertainties in the MC samples used to derive the Smirnov

transformations. The method is also sensitive to differences between shower shape

distributions in data and in simulation. The extent to which this affects the

measurement is discussed in section 5.6.2. Aspects of the simulation such as the
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Figure 5.6: Diagram illustrating the process of Smirnov transformation. Rφ is chosen
as an example of a shower shape which is particularly divergent between electrons and
photons. The Rφ distribution in each sample (a) is used to calculate the respective CDF
(b). From the two CDFs, a Smirnov transformation can be derived (c). Applying the
transformation leads to an Rφ distribution of the transformed electrons which closely

resembles the photon distribution (d).

amount of material in front of the EMC may affect the differences between pho-

ton and electron shower shapes in the MC sample, which would in turn affect

the magnitude of the closure test uncertainty. Section 5.6.3 discusses the impact

of this source of uncertainty. Differences in shower shape distributions between

background and signal events may have an effect on the measured efficiency, this

is discussed in section 5.6.4.

5.6.1 Closure Test

The Smirnov transformation discussed in section 5.5 does not account for correla-

tions between shower shape distributions, which introduces some intrinsic uncer-

tainty to the method. Further possible errors intrinsic to the method result from
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Figure 5.7: The closure test (εMC,photon − εMC,electron,Smirnov) for converted photons,
in four regions of |η|. The shaded area indicates the combined statistical uncertainty

resulting from the sizes of the photon and electron MC samples.

the different pT distributions in the electron and photon samples, and the statis-

tical limitations of the method by which the transformations are derived. These

effects are assessed by comparing the efficiency measured from a pure sample of

photons in MC to the efficiency measured from MC electron sample after applying

Smirnov transformations.

Figures 5.7 and 5.8 show the closure test (εMC,photon − εMC,electron,Smirnov) for con-

verted and unconverted photons respectively, in four |η| bins. In the case of

converted photons, the closure test estimates an intrinsic uncertainty from the

Smirnov transform method of below 1.1% throughout the pT and |η| region con-

sidered. A larger effect is seen in the case of unconverted photons, where the

maximum value is approximately 3%, and O(1%) is typical across the pT and |η|

range in the study.
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Figure 5.8: The closure test (εMC,photon−εMC,electron,Smirnov) for unconverted photons,
in four regions of |η|. The shaded area indicates the combined statistical uncertainty

resulting from the sizes of the photon and electron MC samples.

5.6.2 Differences Between Data and MC

Smirnov transformations are derived based on electrons from MC, but applied to

data electrons. Differences between the shower shape distributions of data and

MC which are simple uniform shifts would have no effect. This is because the

Smirnov transformation applied to a data electron is that which corresponds to

an MC electron occupying the same position in the CDF, which is invariant under

any shift applying equally to both source and target distributions. In the case

of more complex differences between data and MC, the Smirnov transform is not

necessarily invariant and thus some effect may be seen. To see the extent to which

these more complex differences affect the result, a comparison is made between

the efficiencies obtained when applying tight photon ID to electrons in data and

in MC.

Figure 5.11 shows the results of this check (εdata electrons − εMC electrons) when ap-

plying converted photon ID requirements. The differences are most pronounced at
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low pT and high |η|, where a disagreement of up to 6% can be seen. At pT above

45 GeV, the difference is generally around 2% or lower. The same comparison

is made for unconverted photon ID in figure 5.12 and the largest effect is again

seen to occur in the low pT region. At low |η|, a larger difference is seen than

for the converted photon ID. At high |η|, the difference observed is comparable

to or smaller than for converted photon ID. The largest difference in any bin is

around 7%, comparable to the maximum seen in the converted photon ID case.

This check is a direct comparison of electrons in data to electrons in MC, and

does not include any photon sample or application of Smirnov transformations.

As such, it does not account for the fact that some differences between data and

MC affect electron and photon MC samples in the same way, and so are invisible

to the derived Smirnov transform. For this reason no systematic error is derived

directly from this study, though the results are taken to confirm that the presence

of non-trivial shower shape distortions can affect the efficiency measurement. A

systematic uncertainty which estimates the extent to which these effects affect the

efficiency measurement is discussed in section 5.6.3.

5.6.3 MC-related Uncertainty

Smirnov transformations are invariant under MC uncertainties which affect elec-

trons and photons in the same way (i.e. if some distortion shifts photon shower

shapes and electron shower shapes by the same amount, the derived Smirnov

transformation will be the same as if there were no distortion). However, not

all MC-related uncertainties have the same effect on both particle types, and the

Smirnov transformation method is therefore sensitive to some uncertainties in MC

modelling. To evaluate the impact of this, a test is carried out using distorted

geometry MC samples. When producing these distorted samples, the detector

geometry is simulated with more material situated in front of the electromag-

netic calorimeter. The material modelling is thought to be the dominant source
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of MC-related uncertainty, and in this study is the only one considered. A con-

servative approach is therefore taken and the difference in material distribution

between nominal and distorted samples is somewhat exaggerated, such that the

estimated uncertainty should also cover for the other effects (e.g. cross-talk within

the detector) which are not directly considered.

Smirnov transformations are then derived using the MC samples generated with

distorted geometry, and applied to data. The photon ID efficiency obtained

from data after obtaining the nominal Smirnov transformations is then com-

pared to the efficiency obtained after applying Smirnov transformations derived

from the distorted samples. Figures 5.9 and 5.10 show the measured difference

(εnominal− εdistorted) for the converted and unconverted cases respectively. For con-

verted photons the impact is relatively small, typically below 1.5% in most regions,

with a largest observed difference of approximately 2%. Unconverted photons dis-

play a slightly larger effect, of up to 3% at high |η|, though the typical value

remains below 2%.

The Smirnov transformation method is strongly dependent upon the sample size,

and the MC samples with distorted material are somewhat smaller than those with

the nominal geometry. This leads to uncertainties on the Smirnov transformations

derived from those samples which are difficult to evaluate, but result in fluctuations

on the efficiency measured after applying those Smirnov transformations to data

electrons. As such, the individual measurements for every pT bin are not retained

as input for the total uncertainty calculation. Instead, the uncertainty for each

pT, |η| bin is assigned as the weighted arithmetic mean of the absolute values

obtained for that bin and the neighbouring pT bins within the same |η| region.

This process is intended to smooth the uncertainty, avoiding the large fluctuations

which would otherwise result from the statistical limitations of the small sample

used for this study. In the calculation of the weighted arithmetic mean values,
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Figure 5.9: The difference between converted photon ID efficiency measurements
obtained from data after applying Smirnov transformations computed from nominal
and distorted MC samples. The difference in efficiency is presented as a function of pT

in four regions of |η|.

weights are assigned as 1
σ2 , where σ is the statistical uncertainty on the measured

efficiency difference in that bin.
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Figure 5.10: The difference between unconverted photon ID efficiency measurements
obtained from data after applying Smirnov transformations computed from nominal
and distorted MC samples. The difference in efficiency is presented as a function of pT

in four regions of |η|.
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Figure 5.11: The difference (εdata electrons − εMC electrons) between the efficiency ob-
tained when applying tight converted photon ID to electrons in data and in MC. The

difference in efficiency is presented as a function of pT in four regions of |η|.
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Figure 5.12: The difference (εdata electrons − εMC electrons) between the efficiency ob-
tained when applying tight unconverted photon ID to electrons in data and in MC. The

difference in efficiency is presented as a function of pT in four regions of |η|.
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5.6.4 Background-Related Uncertainty

As discussed in section 5.4.1, a fraction of the selected electron sample comes from

background events rather than true Z → e+e− decays. The shower shapes in this

fraction of the sample may differ from the shower shapes from signal events, and

so may potentially bias the efficiency measurement. Section 5.4.1 evaluated the

level of background contamination within the selected sample, but to evaluate any

effect on the measured efficiency it is important to also evaluate the background

fraction within those transformed electrons which pass the tight photon selection.

As the selection cuts are different, this must be evaluated separately for converted

and unconverted photons.

To estimate this fraction of background within the tight sample, the same template

described in section 5.4.1 is used. Due to the higher fraction of signal events within

the tight sample, normalisation is performed in a different way. The template

is normalised to the number of same-sign events passing the ID requirement in

the high Mee tail, which is assumed to have a negligible signal component. The

background fraction remaining after applying tight ID is shown for converted and

unconverted cases in figures 5.13 and 5.14 respectively.

By subtracting the estimated background components both before and after ap-

plying tight selection, an esimate can be made of the efficiency with corrections

for the effect of background contamination in the selected electron sample. This

background-subtracted efficiency is shown for converted and unconverted photons

in figures 5.15 and 5.16 respectively. Figures 5.17 and 5.18 show the difference in

efficiency measured with and without background subtraction. The value of this

difference is added as a systematic uncertainty on the efficiency measurement.
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Figure 5.13: Estimated background contamination remaining after applying tight
converted photon ID to the Smirnov-transformed electrons.
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Figure 5.14: Estimated background contamination remaining after applying tight un-
converted photon ID to the Smirnov-transformed electrons. The shaded area indicates

the statistical uncertainty resulting from the size of the MC sample.
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Figure 5.15: The background-subtracted efficiency measurement for converted pho-
tons.
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Figure 5.16: The background-subtracted efficiency measurement for unconverted pho-
tons.
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Figure 5.17: The difference εnominal− εbkg subtracted between efficiency measurements
for converted photons with and without background subtraction.
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Figure 5.18: The difference εnominal − εbkgsubtracted between efficiency measurements
for unconverted photons with and without background subtraction.
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5.7 Results

A sample of electrons selected from Z → e+e− events has been used to make a

measurement of the efficiency of the ATLAS tight photon ID identification, by ex-

trapolating from electrons to photons with Smirnov transformations, as described

in section 5.5. The measurement has been carried out as a function of pT in 8

|η| regions, which are combined for presentation into a less granular set of 4 |η|

regions. The systematic uncertainties are summarised below:

• A comparison is made between the efficiency in a transformed MC electron

sample and the efficiency in an MC photon sample, to assess the impact

on the measurement resulting from the different pT and |η| distributions,

as well as the effect of different correlations between shower shapes and the

limited size of the MC samples available. As shown in section 5.6.1, the

effect is found to be at most O(1%) for converted photons and O(2.5%) for

unconverted photons.

• An additional set of Smirnov transformations is calculated using a set of

MC samples which are simulated with the inclusion of additional material

in front of the EMC. The difference in efficiency between data electrons

transformed according to Smirnov transformations derived from MC samples

with the nominal and distorted geometries is taken as a measure of the

method’s sensitivity to inaccuracies in the MC simulation. As the Smirnov

transformation method is highly sensitive to the low statistics of the distorted

material MC sample, the value of this uncertainty is assigned by taking a

weighted average of each bin with its immediately neighbouring pT bins.

This is discussed in section 5.6.3. An effect is found of up to O(1.5%) for

converted photons and O(3%) for unconverted photons.
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• A data-driven, template-based method is used to estimate the background

contamination in the selected electron sample, and the effect of the back-

ground contamination on the measured efficiency. For each pT, |η| bin, the

background-subtracted efficiency is used as the central value of the quoted

efficiency, and an uncertainty is assigned which is equal to the difference be-

tween measurements with and without background subtraction. This effect

is found to be smaller than 0.5% in all pT, |η| bins for both converted and

unconverted photons.

5.7.1 Identification Efficiency

The efficiency curves resulting from the electron extrapolation study are compared

to those obtained from a Monte Carlo sample in which the shower shapes are tuned

by the application of so-called fudge factors so that they better resemble those seen

in data. As with the other MC samples used in this study, this fudge-factor Monte

Carlo (FFMC ) sample is reweighted based on the average number of interactions

per bunch crossing, so that the distribution in the FFMC matches that in the data

sample.

Figures 5.19 and 5.21 show these comparisons for converted and unconverted pho-

tons respectively. The FFMC efficiency is indicated by the red points. The data-

driven efficiency measurement is shown by the black points, with error bars indi-

cating the statistical and systematic uncertainties (added in quadrature) on the

data-driven measurement.

For converted photons (figures 5.19 and 5.20), the difference between the central

values of the data-driven and FFMC efficiency measurements is typically of O(1%)

or less. The combined statistical and systematic uncertainty is typically around

±3%, and at maximum approximately ±6%. The efficiency observed in the FFMC
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Figure 5.19: A comparison of the efficiency measurement obtained from data elec-
trons after applying Smirnov transformations to those obtained from an MC photon
sample with fudge factors applied. The efficiency curves in this figure are for converted
photons. The error bars indicate the statistical and systematic uncertainty on the data

measurement, combined by addition in quadrature.

sample agrees with the data-driven measurement to within the uncertainty band

throughout the |η| and pT range of the study.

For unconverted photons (figures 5.21 and 5.22), the difference is slightly larger,

but still below 2% in most cases. The combined uncertainty is mostly similar

to the converted case, with typical values of around 3%, with a larger maximum

than for converted photons (around ±7%). The agreement between data-driven

and FFMC measurements is good across most of the |η| and pT range, with typical

differences of 2% or less. Most points agree within the uncertainty band, though

there is a small disagreement at low pT in the range 1.52 < |η| < 1.81. As

discussed in section 5.6.3, material within the detector has an impact upon the

measurement. It is therefore not entirely surprising that this |η| region displays
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Figure 5.20: A comparison between data and FFMC efficiency measurements in the
form of the absolute efficiency difference for converted photons (εdata − εMC).

worse performance, as there is much material contained within this region of the

detector (as illustrated in figure 5.23).

For both converted and unconverted photons, it is observed that in all |η| regions

the efficiency is lowest at low pT, and increases rapidly with pT before levelling

off typically at around 50 GeV. The lower efficiency at low pT is a result of the

fact that the cut values used for photon identification do not vary with the pT

of the reconstructed photon candidate, and so low-pT photons are less likely to

pass the identification requirements due to their broader showers. The increased

uncertainty on unconverted photons results from the fact that the differences from

electron shower shapes are larger than for converted photons, and so there is a

stronger dependence on the Smirnov transforms. Efficiencies are lower for uncon-

verted photons than for converted photons, which results from the fact that the
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Figure 5.21: A comparison of the efficiency measurement obtained from data electrons
after applying Smirnov transformations to those obtained from an MC photon sample
with fudge factors applied. The efficiency curves in this figure are for unconverted
photons. The error bars indicate the statistical and systematic uncertainty on the data

measurement, combined by addition in quadrature.

cuts placed on shower shape variables are tighter for unconverted photon identifi-

cation than for identification of converted photons. The full results are shown in

tables 5.5 and 5.6, for converted and unconverted photons respectively.

5.7.2 Fragmentation Photons

The Monte Carlo photon samples used in this analysis are prompt photon sam-

ples. The definition of prompt photon used here includes both direct photons,

which originate directly from the hard process, and fragmentation photons, which

originate from the fragmentation of high-pT coloured partons [75][76]. Fragmen-

tation photons, as a result of the differing production kinematics, tend to be less

isolated than direct photons. Shower shape distributions differ between isolated
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Figure 5.22: A comparison between data and FFMC efficiency measurements in the
form of the absolute efficiency difference for unconverted photons (εdata − εMC).
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Figure 4.45: Material distribution (X0, l ) at the exit of the ID envelope, including the services and
thermal enclosures. The distribution is shown as a function of |h | and averaged over f . The break-
down indicates the contributions of external services and of individual sub-detectors, including
services in their active volume.
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Figure 4.46: Material distribution (X0, l ) at the exit of the ID envelope, including the services
and thermal enclosures. The distribution is shown as a function of |h | and averaged over f . The
breakdown shows the contributions of different ID components, independent of the sub-detector.

at the interface of the barrel and end-cap regions. This includes cooling connections at the end of
the SCT and TRT barrels, TRT electrical connections, and SCT and TRT barrel services extending
radially to the cryostat, to the PPB1 patch-panel, and then along the cryostat wall. Another service
contribution is from the pixel services at |h | > 2.7, which leave the detector along the beam-
pipe; their extended range in |h | can clearly be seen. A large fraction of the service and structural
material is external to the active ID envelope, therefore deteriorating the calorimeter resolution but
not the tracking performance. Table 4.15 lists the contribution to X0 as a function of radius for
different elements of the ID and for straight tracks at |h | = 0 and |h | = 1.8.

The material breakdown is particularly important at small radius. The pixel barrel radiation
length for perpendicular incidence is approximately 10.7% for the three pixel layers. This can
be broken down into: electronics+bump-bonds (1.4%), sensors (1.1%), hybrids (1%), local support
structures with cooling (5.4%), cables (0.3%) and global supports (1.5%). The corresponding num-
ber for the SCT barrel layers is 11.8% when averaged over the active area. This amounts to 2.96%

– 107 –

Figure 5.23: The material budget of the ATLAS detector[41], displayed in units of
radiation length, X0, against the absolute value of pseudorapidity, |η|.
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and isolated photons and as such a difference exists between the efficiencies of

fragmentation and direct photons. Any mis-modelling of the fragmentation frac-

tion in the MC sample used in the derivation of the Smirnov transforms could

therefore introduce a bias into the measured efficiency, especially as the fraction

of fragmentation photons selected in a data analysis will vary depending on the

physics processes being studied.

In this section, a study is performed to evaluate the extent of this effect by varying

the fragmentation fraction in the MC sample. Two variations are used. In one,

all fragmentation photons are removed from the MC sample. In the other, the

weight applied to the fragmentation photons is doubled. Smirnov transformations

are re-derived with the varied MC samples, and applied to data. In this way

an estimate is made of the photon identification efficiency with no fragmentation

photons and the efficiency with twice the number of fragmentation photons present

in the nominal MC sample.

Figures 5.24 and 5.25 show the efficiencies measured from data after applying

the Smirnov transforms from each fragmentation variation for converted photons.

The measurements for unconverted photons are shown in figures 5.26 and 5.27.

With the exception of one pT, η bin when studying unconverted photons with no

fragmentation component, the difference between the nominal MC sample and

the MC samples with a varied fragmentation photon component is observed to

be consistently at the level of 1% or below for both converted and unconverted

photons. The outlying bin displays a difference in efficiency of around 1.5%. This

measurement of the effect of fragmentation photons on the photon identification

efficiency is presented as a cross-check. It is not included in the final uncertainties

of the photon identification efficiency measurement via electron extrapolation as it

is measured for the final ATLAS photon identification efficiency recommendation

using a separate method, as will be described in section 5.8.4.2.
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Figure 5.24: Converted photon efficiency (red) measured when using Smirnov trans-
formations derived from photon MC with the fragmentation fraction removed. The

efficiency using nominal fragmentation fraction is shown in black for comparison.
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Figure 5.25: Converted photon efficiency (red) measured when using Smirnov trans-
formations derived from photon MC with double weight applied to the fragmentation
fraction. The efficiency using nominal fragmentation fraction is shown in black for

comparison.
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Figure 5.26: Unconverted photon efficiency (red) measured when using Smirnov
transformations derived from photon MC with the fragmentation fraction removed.
The efficiency using nominal fragmentation fraction is shown in black for comparison.
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Figure 5.27: Unconverted photon efficiency (red) measured when using Smirnov
transformations derived from photon MC with double weight applied to the fragmen-
tation fraction. The efficiency using nominal fragmentation fraction is shown in black

for comparison.
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5.7.3 Pileup Dependence

Pileup can affect the shower shapes of photons due to the additional energy de-

posited in the calorimeter by particles from additional interactions. This predomi-

nantly includes As such, there may also be an impact on the photon identification

efficiency. The MC samples used in this measurement of photon identification

efficiency are re-weighted to match the pileup distribution of the data sample,

but some systematic uncertainty may result if the effect of pileup is not correctly

simulated. For this reason, the ratio of efficiency measured in data to efficiency

measured in MC is studied as a function of the number of reconstructed primary

vertices (NPV) per event. For this study, an alternative binning is used during the

calculation of Smirnov transformations. Rather than the two-dimensional pT, |η|

binning used in the rest of this note, a three-dimensional pT, |η|, NPV binning is

used. For the calculation of Smirnov transformations, the data is separated into

two NPV bins, NPV ≤ 17 and NPV > 17. Due to the statistics dependence of

Smirnov transforms, it is not possible to retain the fine pT binning used elsewhere

in this note, instead Smirnov transformations are calculated with a much coarser

pT granularity which contains only two bins, pT < 45 GeV and pT ≥ 45 GeV.

Binning in |η| is not altered.

Figures 5.28 and 5.29 show the data/MC identification efficiency ratio as a func-

tion of NPV for converted photons in the pT ranges 30 GeV < pT < 45 GeV and

pT > 45 GeV respectively. Figures 5.30 and 5.31 show the data/MC identification

efficiency ratios for unconverted photons in the same pT ranges. The plots also

show the results of fitting the data to a straight-line, in each case the slope is

consistent with zero to within the uncertainties. The pileup dependence of the

data/MC efficiency ratio is therefore considered negligible.
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Figure 5.28: The measured ratio εdata/εMC as a function of NPV for converted pho-
tons with pT in the range 30 GeV < pT < 45 GeV
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Figure 5.29: The measured ratio εdata/εMC as a function of NPV for converted pho-
tons with pT in the range pT > 45 GeV
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Figure 5.30: The measured ratio εdata/εMC as a function of NPV for unconverted
photons with pT in the range 30 GeV < pT < 45 GeV
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Figure 5.31: The measured ratio εdata/εMC as a function of NPV for unconverted
photons with pT in the range pT > 45 GeV
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5.8 Combined Measurement of Photon Identi-

fication Efficiency

The results presented in section 5.7 are derived entirely from the electron extrap-

olation study described within this chapter. The final recommendation for how

photon identiciation efficiency and its associated uncertainties should be treated

by teams working on analyses using the ATLAS detector is dependent not only

upon this method, but derives from a combination of the electron extrapolation

method and two others (the Radiative Z analysis and the Matrix Method analysis).

5.8.1 The Radiative Z Analysis

The Radiative Z analysis[77] uses a sample of photons selected from radiative Z bo-

son decays to measure the photon efficiency within the range 10 GeV< pT <80 GeV.

The Z → e+e− channel and the Z → µ+µ− channel are both used, and are treated

independently. To avoid biasing the shower shape distributions of the selected pho-

ton sample, the selection does not place tight cuts on the photon candidates. Pho-

ton candidates are required to have a reconstructed transverse energy of at least

10 GeV, and a pseudorapidity within the region |η| < 2.37, excluding the crack

region 1.37 < |η| < 1.52. An isolation cut of 4 GeV within a radius ∆R = 0.4 is

applied, as in the electron extrapolation study. To ensure a high purity, tighter re-

quirements are placed upon the properties of the leptons, and the invariant masses

of the di-lepton and ``γ system.

The efficiency is determined as

εtight =
Nprobes,tight

Nprobes

, (5.2)
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where Nprobes,tight is the number of selected photons which pass the tight identi-

fication criteria, and Nprobes is the total number of all selected photons. This is

a valid approximation if the background contamination in the photon sample is

negligible. The background contamination contained within the selected photon

sample varies with transverse energy, but is estimated to be approximately 2%

in the high-pT region and as much as 10% in the lowest pT region for which the

method used. This background contamination is dominated by Z + jets events in

which a jet is misidentified as a photon. The effect of the background contami-

nation on the photon identification efficiency measurement is corrected for with

a background subtraction method based on template fis to the m``γ distribution

using signal and Z + jets templates from simulated data. For each pT , η point,

a systematic uncertainty is assigned equal to the difference between the identifi-

cation efficiencies measured with and without background subtraction. Another

possible source of systematic uncertainty is the choice of ∆Rmin (the minimum

permitted ∆R between the photon candidate and the leptons in the event). A

check is performed by varying the value of ∆Rmin used in the event selection, and

the measured photon identification efficiency is found to be independent of the

chosen ∆Rmin requirement.

5.8.2 The Matrix Method

The Matrix Method analysis[78] uses track isolation as a discriminating variable to

determine the purity of a selected photon sample both before and after applying

tight photon identification cuts. Track isolation is defined as the sum of pT of

tracks within a cone ∆R < 0.4 surrounding the photon, subtracting the energy

deposits within a cone ∆R < 0.1. The study uses an inclusive photon sample

selected with single photon triggers. Like the other photon identification efficiency

measurements, a calorimeter isolation cut is placed at 4 GeV. The Matrix Method
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provides photon identification efficiency measurement over the transverse energy

in the range 20 GeV < pT < 1500 GeV.

The number of selected photon candidates which pass (or fail) the tight photon

identification requirements can be expressed in terms of the signal and background

fraction among the photon candidates which pass (or fail) those requirements. The

total number NT
all of selected photon candidates consists of NS

all true prompt pho-

tons and NB
all photon candidates resulting from background events. The number

NT
pass of selected photon candidates which pass the tight photon identification

requirements likewise consists of NS
pass true prompt photons which pass the iden-

tification requirements and NB
pass photon candidates resulting from background

events, which nevertheless pass the tight identification requirements. The tight

identification efficiency for photons can be written:

εtight =
NS

pass

NS
all

. (5.3)

The signal purity of the inclusive photon sample is given by:

Pall ≡
NS

all

NT
all

, (5.4)

and the purity of the photon candidates passing the tight photon identification

requirements by:

Ppass ≡
NS

pass

NT
pass

. (5.5)

From equations 5.3–5.5, another expression for the tight identification efficiency

for photons can be derived:
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εtight =
PpassN

T
pass

PallN
T
all

. (5.6)

The quantities NS
all, N

S
pass, N

B
all, and NB

pass (and thus the purities Ppass and Pall) are

estimated using the track isolation as a discriminating variable. If εSpass and εBpass

respectively denote the track isolation efficiencies for prompt photons which pass

the tight photon identification requirements and for background photon candidates

which pass the tight photon identification requirements, and εSall and εBall denote

respectively the track isolation efficiency for all prompt photons and the track

isolation efficiency for all photon candidates resulting from background events,

then the relations:

N Iso
pass = εSpassN

S
pass + εBpassN

B
pass , (5.7)

N Iso
all = εSallN

S
all + εBallN

B
all (5.8)

can be deduced, where N Iso
pass denotes the number of selected photon candidates

which pass both the tight photon identification requirements and the track isola-

tion requirement, and N Iso
all denotes the total number of selected photon candidates

which pass the track isolation requirement. If the efficiency terms in equations (5.7)

and (5.8) are known, then NS
pass and NS

all may be determined from data using the

observable quantites NT
all, N

Iso
all , N

T
pass, and N Iso

pass:

NS
pass =

N Iso
pass − εBpassN

T
pass

εSpass − εBpass

, (5.9)

NS
all =

N Iso
all − εBallN

T
all

εSall − εBall

. (5.10)
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By introducing the identities εpass ≡ N Iso
pass

NT
pass

and εall ≡ N Iso
all

NT
all

, it is possible to deduce

new expressions for Ppass and Pall:

Ppass =
εpass − εBpass

εSpass − εBpass

, (5.11)

Pall =
εall − εBall

εSall − εBall

, (5.12)

and so to rewrite equation (5.6):

εtight =

(
εpass−εBpass
εSpass−εBpass

)
NT

pass(
εall−εBall
εSall−ε

B
all

)
NT

all

(5.13)

The quantities εpass, εall, N
T
pass, and NT

all can be directed measured from data. The

track isolation efficiencies for true prompt photons (εSall and εSpass) are estimated

from MC data. The accuracy of this estimation is validated by comparing the

track isolation efficiency for electrons selected with a tag-and-probe Z → e+e−

study on both real and simulated data. The average difference between data and

MC is applied as a systematic uncertainty on each value. The track isolation ef-

ficiencies (εBall and εBpass) for photon candidates resulting from background events

are estimated from data, using a background-enriched sample selected by revers-

ing selection cuts on some shower shape variables. The variables Fside, ws,3,∆E,

and Eratio are chosen as they are not strongly correlated with track isolation. As

no photon candidate can pass the tight photon identification requirements while

also passing the reversed cuts on these selected variables, the selected variables are

removed from the tight identification criteria. Due to the lack of any strong corre-

lation between the selected variables and track identification, this is not believed

to bias the estimate of track isolation efficiency.
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5.8.3 Scale Factors

In addition to the direct measurement of photon identification efficiency, each of

the three analyses produces a set of scale factors which can be applied to MC

samples to correct for the difference between efficiencies measured in data and in

MC. These scale factors are computed in the same pT, η binning as used for the

efficiency measurement, and are defined as:

SF =
εdata

εMC

, (5.14)

where εdata and εMC denote the identification efficiencies measured in data and

MC respectively.

For each analysis, the statistical uncertainty is calculated as:

σSF,stat

SF
=

√(
σεdata,stat
εdata

)2

+

(
σεMC,stat

εMC

)2

, (5.15)

and the systematic uncertainty as:

σSF,syst,i

SF
=
σεdata,syst,i
εdata

, (5.16)

where i denotes each source of systematic uncertainty considered for the analysis.

5.8.4 Combination Method

The results of all analyses are combined[1] into a final measurement using the Best

Linear Unbiased Estimate (BLUE ) method[79]. In BLUE, the combined measure-

ment is determined as the linear combination of the contributing measurements,
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weighting with coefficients which are determined by minimising the total uncer-

tainty on the combined measurement. The method allows for a combination of N

measurements of a quantity, accounting for correlations between uncertainties. All

uncertainties are assumed to be distributed according to a Gaussian probability

function. The combination of n measurements of some quantity, xi, begins by

defining the covariance matrix, Vx:

(Vx)ij = 〈δxiδxj〉 , (5.17)

where δxi = xi − x̄i. The correlation coefficients between the uncertainties, σi, on

the measurements of xi are written:

ρij =
(Vx)ij
σiσj

. (5.18)

The best linear estimator is defined:

x̄ =
∑
i

ωixi , (5.19)

where

ωi =

∑
k (V −1

x )ik∑
jk (V −1

x )jk
, (5.20)

and the uncertainty on x̄ is thus defined as:

σ2
x̄ =

∑
ij

ωiωj (Vx)ij (5.21)

In the photon identification efficiency measurement, four sources of uncertainty

are considered. Some exist for all measurements, while others exist only on a

subset of the available measurements. The sources, and measurements for which

each source is considered, are:
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• Statistical uncertainty (all measurements),

• Background-related uncertainty (all measurements),

• Material-related uncertainty (Electron Extrapolation and Matrix Method),

and

• Closure test (Electron extrapolation only).

At each η, pT point, the χ2 value is calculated as χ2 = Σωi
(
S̄F− SFi

)2
. The

expected value of χ2 for any given point is N − 1, where N is the number of

measurements combined for that point. Where χ2/ (N − 1) ≤ 1, the uncertainty

remains as calculated above. Where χ2/ (N − 1) > 1, the uncertainty on the

combined value is increased by a factor of
√
χ2/ (N − 1).

5.8.4.1 Correlations between measurements

The measurements of photon identification efficiency produced by different meth-

ods are all considered to be uncorrelated, with the exception of the electron and

muon channels of the Radiative Z method. The background-related uncertainties

of the two Radiative Z analysis channels are considered to be 100% correlated

with each other. Initially the material-related uncertainties from the Electron Ex-

trapolation and Matrix Method analyses were considered to be 100% correlated

with each other, but this was treatment was rejected as it produced unphysical

effects when combining the measurements. These effects resulted from a large dis-

crepancy in the size of the uncertainty on each analysis, which led to the BLUE

combination method determining large, negative weights for the Electron Extrap-

olation measurement in some data points. This ultimately resulted in combined

efficiency measurements for some pT, η bins which were smaller than any individual

measurement. As such, this treatment was considered unsatisfactory. Ultimately,

the two sources of uncertainty were considered to be uncorrelated in the final
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measurement. Though both studies use the same MC samples to measure this

uncertainty, the effect comes from different sources (in the Electron Extrapola-

tion study, the source of the uncertainty is dominated by the distortion of shower

shapes and the resultant effect on Smirnov transformations; in the Matrix Method

study the uncertainty is dominated by the change to track isolation). As the two

material-related uncertainties result from different effects, and also contain some

statistical component, it is considered safe to assume they are not correlated.

5.8.4.2 Effect of fragmentation photons

As discussed in section 5.7.2, if the fraction of so-called fragmentation photons is

not correctly modelled in MC samples then a bias may be introduced into the

measured photon identification efficiency. This was evaluated section 5.7.2 using

the Electron Extrapolation method and found to be a small effect, but was not

applied as a systematic uncertainty. The combined measurement does include a

systematic uncertainty to account for this effect, based on an evaluation using the

Matrix Method. The extent is estimated by varying the fraction of fragmenta-

tion photons within MC samples, and observing the effect on the efficiency. The

method is similar to that described in section 5.7.2. Two variations on the MC

sample are used. In one, the fragmentation photons are either removed entirely.

In the other, they are weighted more heavily so as to double the fraction of frag-

mentation photons in the sample. For each pT, |η| bin, the difference between

the nominal efficiency measurement and the efficiency measurement using the MC

sample with each fragmentation fraction variation is measured. The assigned un-

certainty is based on whichever variation produces the largest difference. As the

convention within ATLAS Standard Model analysis groups is to vary the fragmen-

tation fraction by factors of 0.5 and 1.5 (rather than the 0 and 2 used here), the

uncertainty is then divided by a factor of 2.
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Figure 5.32: The measured ratio εdata/εMC as a function of NPV for converted ((a))
and unconverted ((b)) photons with pT in the range 10 GeV < pT < 30 GeV

Due to the limitated statistics of the MC sample, some non-negligible statistical

variation is expected between pT bins. To reduce this and avoid undesirable fluc-

tuations, a smoothing is applied to each pT, |η| bin by taking a weighted average

with the immediately higher and immediately lower pT bins in that same |η| region,

weighted by their statistical uncertainty.

5.8.4.3 Pileup dependence

The effect of pileup on photon identification efficiency was discussed in section 5.7.3

in the context of the Electron Extrapolation measurement. The Electron Extrap-

olation measurement provided an estimate of the extent of this effect for two pT

regions (30 GeV < pT < 45 GeV, pT > 45 GeV) in four pseudorapidity bins, find-

ing no statistically significant dependence of photon identification efficiency on

pileup. This effect is also studied in the low pT region 10 GeV < pT < 30 GeV,

using Radiative Z events, integrated in η due to low statistics. The results are

shown in figure 5.32 for both converted and unconverted photons. No statistically

significant dependence of photon identification efficiency on pileup is observed.
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5.8.4.4 Results of Combination

The inputs to the combined measurement are shown in the form of efficiencies

in figures 5.33 and 5.34 for converted and unconverted photons respectively, and

in the form of scale factors in figures 5.35 and 5.36, alongside the results of the

combination. The results of the combination are shown individually in figures 5.37

and 5.38. The error bars in these plots indicate the quadratic sum of statistical

and systematic errors, and are not necessarily equivalent to the uncertainties on

the final combination result. As described in section 5.8.4, a χ2 test is applied

to the result of the combination, and uncertainties are inflated on points where

χ2/ (N − 1) > 1. This test is shown for converted and unconverted photons in

figures 5.39 and 5.40. The final fractional uncertainty on the scale factor in each

pT, |η| bin of the combined measurement is shown in figures 5.41 and 5.42 for

converted and unconverted photons respectively, along with a comparison to the

uncertainties on the previous preliminary recommendation presented at the 2013

Moriond conference.

5.9 Conclusions

The majority of this chapter presents a data-driven determination of photon ID

efficiency using 21 fb−1 of data at
√
s = 8 TeV. The efficiency measurement uses

Smirnov transformations to extract a photon ID efficiency measurement from elec-

trons in data, selected in a tag and probe Z → e+e− analysis. The study is per-

formed in the range 30 GeV < pT < 100 GeV for |η| < 2.37, excluding the region

1.37 < |η| < 2.37.
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Figure 5.33: Converted photon identification efficiency as measured by each of the
analyses used as input for the combination, across the pT range 10 GeV < pT <
1× 103 GeV in four |η| regions. The error bars indicate the quadratic sum of the

statistical and systematic uncertainties.

Systematic unertainties are assigned to account for uncertainty inherent in the

Smirnov transform method, and for possible inaccuracies of the Monte Carlo sam-

ples used in the study. For converted photons, the total uncertainty on the effi-

ciency measurement is typically around 3% or below, and in all cases is below 5%.

Uncertainties for unconverted photons are slightly larger, but do not exceed 6%

within the pT, |η| range studied.

The data-driven efficiency measurement is compared to the efficiency observed in

Monte Carlo samples with fudge factors applied to the simulated shower shapes.

The efficiencies from this corrected simulation generally agree with the data-driven

measurement to within 2%, though some larger discrepancy is seen in a low pT

region for unconverted photons, where the maximum difference is approximately

6%. The simulation of pileup effects on photon identification efficiency appears
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Figure 5.34: Unconverted photon identification efficiency as measured by each of
the analyses used as input for the combination, across the pT range 10 GeV < pT <
1× 103 GeV in four |η| regions. The error bars indicate the quadratic sum of the

statistical and systematic uncertainties.
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Figure 5.35: Converted photon identification efficiency scale factors calculated by
each analysis, and the results of the combination, across the pT range 10 GeV < pT <
100 GeV. The error bars indicate the quadratic sum of the statistical and systematic

uncertainties.
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Figure 5.36: Unconverted photon identification efficiency scale factors calculated by
each analysis, and the results of the combination, across the pT range 10 GeV < pT <
100 GeV in 4 |η| bins. The error bars indicate the quadratic sum of the statistical and

systematic uncertainties.

Figure 5.37: Photon efficiency scale factors for converted photons resulting from the
combination of all analyses in the pT region 10 GeV < pT < 1× 103 GeV in four |η|
regions. The error bars represent the quadratic sum of the statistical and systematic

uncertainties.
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Figure 5.38: Photon efficiency scale factors for unconverted photons resulting from
the combination of all analyses in the pT region 10 GeV < pT < 1× 103 GeV in four |η|
regions. The error bars represent the quadratic sum of the statistical and systematic

uncertainties.
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Figure 5.39: These plots show the value of χ2 (N − 1) calculated as a compatiblity
test for the combined photon identification efficiency study for converted photons in

four |η| regions.
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Figure 5.40: These plots show the value of χ2 (N − 1) calculated as a compatiblity
test for the combined photon identification efficiency study for unconverted photons in

four |η| regions.
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Figure 5.41: These plots show the final uncertainties on the combined scale factors
for converted photons in four |η| regions. Also shown is the contribution from each
individual source of uncertainty. For comparison purposes, the plots also show the

uncertainties from the previous preliminary recommendation.
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Figure 5.42: These plots show the final uncertainties on the combined scale factors
for unconverted photons in four |η| regions. Also shown is the contribution from each
individual source of uncertainty. For comparison purposes, the plots also show the

uncertainties from the previous preliminary recommendation.

to reproduce well what is observed in data. Tables 5.5 and 5.6 show the iden-

tification efficiency (as measured by the Electron Extrapolation method), with

combined statistical and systematic errors, for converted and unconverted pho-

tons respectively.

The final section of this chapter also presents an overview of two other meth-

ods which are used to provide data-driven measurements of photon identification

efficiency at pT ranges higher and lower than accessible via the Electron Extrapola-

tion method, and the process by which the three methods are combined to produce

a final recommendation for the treatment of photon identification efficiency and

related uncertainties by analysis groups within the ATLAS experiment.
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|η|, pT (GeV) efficiency (%) ±
√
σ2
stat + σ2

syst.

0.00 ≤ |η| < 0.60

30 ≤ pT < 35 89.4 ± 2.0

35 ≤ pT < 40 93.4 ± 1.7

40 ≤ pT < 45 95.2 ± 1.5

45 ≤ pT < 50 96.8 ± 1.6

50 ≤ pT < 60 97.6 ± 1.7

60 ≤ pT < 80 98.1 ± 2.0

80 ≤ pT < 1000 98.8 ± 2.8

0.60 ≤ |η| < 1.37

30 ≤ pT < 35 85.7 ± 2.1

35 ≤ pT < 40 90.4 ± 1.7

40 ≤ pT < 45 93.1 ± 1.6

45 ≤ pT < 50 95.4 ± 1.7

50 ≤ pT < 60 96.5 ± 1.8

60 ≤ pT < 80 97.6 ± 2.1

80 ≤ pT < 100 98.6 ± 3.0

1.52 ≤ |η| < 1.81

30 ≤ pT < 35 86.2 ± 2.8

35 ≤ pT < 40 90.3 ± 2.5

40 ≤ pT < 45 93.5 ± 2.3

45 ≤ pT < 50 95.8 ± 2.4

50 ≤ pT < 60 96.8 ± 2.6

60 ≤ pT < 80 97.5 ± 3.2

80 ≤ pT < 100 99.1 ± 4.0

1.81 ≤ |η| < 2.37

30 ≤ pT < 35 90.0 ± 2.4

35 ≤ pT < 40 93.1 ± 2.2

40 ≤ pT < 45 95.0 ± 2.1

45 ≤ pT < 50 95.7 ± 2.4

50 ≤ pT < 60 96.3 ± 2.8

60 ≤ pT < 80 97.2 ± 3.6

80 ≤ pT < 100 97.3 ± 6.2

Table 5.5: The measured photon identification efficiency for converted photons in
each pT, η bin. The combined statistical and systematic uncertainties are also shown.
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|η|, pT (GeV) efficiency (%) ±
√
σ2
stat + σ2

syst.

0.00 ≤ |η| < 0.60

30 ≤ pT < 35 86.5 ± 2.1

35 ≤ pT < 40 88.9 ± 1.8

40 ≤ pT < 45 89.0 ± 1.7

45 ≤ pT < 50 90.6 ± 1.9

50 ≤ pT < 60 91.1 ± 2.2

60 ≤ pT < 80 91.6 ± 2.8

80 ≤ pT < 100 91.2 ± 4.3

0.60 ≤ |η| < 1.37

30 ≤ pT < 35 81.2 ± 2.1

35 ≤ pT < 40 85.4 ± 1.9

40 ≤ pT < 45 87.3 ± 1.8

45 ≤ pT < 50 88.9 ± 2.0

50 ≤ pT < 60 89.9 ± 2.3

60 ≤ pT < 80 91.4 ± 2.8

80 ≤ pT < 100 91.9 ± 4.4

1.52 ≤ |η| < 1.81

30 ≤ pT < 35 80.6 ± 2.9

35 ≤ pT < 40 83.5 ± 2.6

40 ≤ pT < 45 87.2 ± 2.5

45 ≤ pT < 50 90.9 ± 2.8

50 ≤ pT < 60 91.9 ± 3.1

60 ≤ pT < 80 92.9 ± 4.0

80 ≤ pT < 100 95.8 ± 5.8

1.81 ≤ |η| < 2.37

30 ≤ pT < 35 88.1 ± 2.4

35 ≤ pT < 40 89.7 ± 2.3

40 ≤ pT < 45 90.2 ± 2.4

45 ≤ pT < 50 92.1 ± 2.7

50 ≤ pT < 60 92.7 ± 3.3

60 ≤ pT < 80 92.8 ± 4.5

80 ≤ pT < 100 94.1 ± 7.4

Table 5.6: The measured photon identification efficiency for unconverted photons in
each pT, η bin. The combined statistical and systematic uncertainties are also shown.



Chapter 6

Higgs pT Spectrum in the H → γγ

Channel

The main topic of the chapter is a presentation of a measurement of the Higgs

boson differential cross-section in transverse momentum, pT. To provide some

context for this measurement, the introductory section of the chapter discusses

the initial observation of the Higgs boson by the ATLAS and CMS experiments in

2012, some subsequent measurements and observations of the particle’s properties,

and the motivation for a measurement of the differential cross-section in pT. A de-

scription of the data and simulated data samples used in the analysis is provided,

and theoretical expectations are presented. The chapter then presents a descrip-

tion of the methods used in performing the analysis, including event selection,

reconstruction, signal and background modelling, and the assessment of system-

atic uncertainties. The measured differential cross-section in pT is presented. A

study is performed to evaluate, based on the measured differential cross-section

in pT, the contribution of gluon-gluon fusion to the total Higgs boson production

cross-section. This analysis was conducted alongside a similar analysis in another

ATLAS study[2], and the evaluation of the effects of many systematic uncertainties

135
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is shared with that study. These shared elements are explicitly noted when dis-

cussed through the chapter. Finally, a further study is carried out to estimate the

extent to which the uncertainties on this measurement may decrease with larger

data samples.

6.1 Observation of the Higgs Boson

On July 4th, 2012, both the ATLAS and CMS experiments announced the ob-

servation of a particle with properties consistent with those expected of a Higgs

boson[80]. The initial ATLAS observation[13] was based on searches in the H →

ZZ(∗) → 4`, H → γγ, and H → WW (∗) → eνµν decay channels, using 4.6–

4.8 fb−1 of
√
s = 7 TeV data recorded in 2011, and 5.8–5.9 fb−1 of

√
s = 8 TeV

data recorded in 2012. The combined analysis of these channels found an excess

of events above the expected background with a local significance of 5.9σ in the

mass region 122–131 GeV and a global significance of 5.1σ for the entire 110–

600 GeV mass region considered in the search. The first CMS observation[14] was

similarly based on a combined Higgs search in multiple decay channels (in this

case, the H → γγ, H → ZZ, H → WW , H → τ+τ−, and H → bb channels),

using data samples including up to 5.1 fb−1 of data taken at
√
s = 7 TeV and

5.3 fb−1 of
√
s = 8 TeV data. The combined analysis observed an excess above the

expected background with a local significance of 5.0σ for mH = 125.5 GeV (with

a global significance for the 110–145 GeV mass range of 4.5σ).

Since these earliest observations, improvements to analyses and additional data

have allowed for the mass of the particles to be more precisely measured. A com-

bined analysis of both ATLAS and CMS data in the H → γγ and H → ZZ → 4`

decay channels measured a mass of 125.09± 0.21(stat.)± 0.11(syst.) GeV. The ad-

ditional data taken since the first observations has also enabled the first studies of

properties of the particle, such as its spin[81, 82] and the strengths of its couplings
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to other particles[83, 84]. Many of these early measurements suffer from large un-

certainties, but so far such measurements have not produced any surprising results

and the observed properties of the particle are consistent with those expected of a

Standard Model Higgs boson. Future analyses based on larger datasets, including

data taken during ‘run 2’ of the LHC with an increased centre-of-mass energy,

will allow for even more precise measurements of this particle’s properties and to

better ascertain its compatibility with the predictions of the Standard Model.

6.2 The H → γγ Decay Channel

As described in section 2.2.2, the decay of the Higgs boson to two photons oc-

curs indirectly via particle loops, with contributions from W bosons and fermions.

Decays via fermion loops occur predominantly via top quark loops, with com-

paratively negligible contributions from light fermions due to the proportionality

of the Higgs coupling to fermion mass. For an SM Higgs Boson with a mass

mH = 125 GeV, the total branching fraction of the H → γγ decay channel is ap-

proximately 0.3%. Despite its small branching fraction, this channel was one of the

most important for the initial observation of the Higgs boson, and continues to be

very valuable for studies of particle properties due to its clean detector signature,

which allows for events to be reconstructed with high efficiency. The decay width

of a Standard Model Higgs boson with mH = 125 GeV is calculated from theory

to be 4.07 +3.97%
−3.93% MeV. This intrinsic width of the decay is much narrower than

the energy resolution achievable with the ATLAS detector. The observed width

of the mass peak is therefore entirely dominated by detector effects.

The main sources of irreducible background events (i.e. background events with

true γγ pair in the final state) are quark-antiquark annihilation (qq → γγ), gluon

fusion (gg → γγ), and parton fragmentation processes. These processes are il-

lustrated in the form of Feynman diagrams in figure 6.1. In addition to these
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Figure 6.1: Feynman diagrams of the major sources of irreducible background to the
H → γγ process.

irreducible backgrounds, a number of reducible background processes also exist.

These backgrounds consist predominantly of γ-jet and jet-jet events, in which jets

are misidentified as photons. The total cross-section of such reducible backgrounds

is significantly larger than that of irreducible backgrounds, but these processes are

highly suppressed by the photon identification and isolation requirements.

6.3 H → γγ pT Spectrum

Some studies have already been performed to evaluate the compatibility of the

particle discovered in 2012 with the Standard Model Higgs boson, as was discussed

in section 6.1. Such studies may be performed, as in the case of the spin, parity,

and coupling strength studies, by measuring directly intrinsic properties of the

particle or its interactions. Another method is the measurement of inclusive or

differential cross-sections. One advantage of cross-section measurements is that

they are not strongly model-dependent. In the case of a differential cross-section

analysis, conclusions are drawn not from the measurement of one given property,

but from the distribution of some observable across many events. One observable
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which of interest for such studies is the transverse momentum with which Higgs

bosons are produced.

An inclusive measurement of the differential pT cross-section in the H → γγ decay

channel may be compared to theoretical predictions for an SM Higgs boson (or

indeed predictions based on other models). The term “inclusive measurement”

here refers to the fact that the measurement does not attempt to preferentially

select any subset of events, but to fully reconstruct all H → γγ decays.

Comparison of the measured inclusive differential cross-section to SM predictions

will provide a basis for a first level of comparison between observed data and

theoretical predictions, but the measured differential cross-section can also be

used for more in-depth study. The Higgs boson production modes described in

section 2.2 each have different expected pT spectra. In the case of gluon-gluon

fusion, which is expected to be the dominant Higgs production mode in the ATLAS

experiment, the transverse momentum of the Higgs boson tends to be low, as it

is balanced only by the emission of soft gluons and quarks. In other production

modes the system may be balanced by higher energy particles, and so Higgs bosons

produced by these modes tend to have a higher pT.

By taking advantage of these differences between the pT spectra of production

modes, the measurement of the Higgs pT spectrum offers an opportunity to eval-

uate the relative production cross-sections of different production modes. The

cross-section of any given production mode is sensitive to the coupling strength

between the Higgs boson and other particles involved in the production mode, a

measurement of the relative cross-sections of various production modes may there-

fore function as a test of Standard Model predictions. Due to limited statistics, it

is impractical at this time to estimate the relative contributions of all production

modes individually. Comparing the expected distributions of the various produc-

tion modes (as illustrated in figure 6.2) reveals that the expected pT distributions
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Figure 6.2: The expected pT spectra of Higgs boson production modes are compared.
All spectra are normalised to 1 allow for easier comparison of their shapes. The error

bars reflect the statistical uncertainty resulting from the size of the MC samples.

of most production modes are relatively similar, but the expected pT distribution

resulting from the dominant gluon-gluon fusion production mode differs signifi-

cantly from the others. As such, a study can be performed in which the relative

production contribution of gluon-gluon fusion is evaluated with respect to the con-

tribution all other production modes. The method by which this is performed will

be described in section 6.11.

6.4 Data and Monte Carlo Samples

6.4.1 Dataset

This analysis uses approximately 20.3 fb−1 of data taken at
√
s = 8 TeV during

the year 2012. Events are selected only from data-taking periods in which the

ATLAS detector was fully operational. The exact central value of the integrated

luminosity for the dataset is 20 276.9 pb−1, and the uncertainty on this value is

2.8%.
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6.4.2 Monte Carlo Samples

Several MC samples are used, simulating Higgs boson production and decay for

each production mode separately. For each production mode, samples are pro-

duced with Higgs boson mass mH varying across the range 105–150 GeV in 5 GeV

steps.

Higgs boson production through the gluon-gluon fusion production mode is sim-

ulated with the Powheg Box[85–87], with the Powheg generator[88] interfaced to

Pythia8[89] for parton showering, hadronisation, and multiple parton interactions.

The CT10[90] parton distribution function (PDF ) set is used. These samples are

normalised to calculations at next-to-next-to-leading-order (NNLO) in QCD[16–

21], and next-to-leading-order (NLO) electroweak corrections[22, 91] are applied.

The same combination of Powheg and Pythia8 is used to produce samples for

Higgs production via vector boson fusion, using the CT10 PDF set. These samples

are normalised to cross-sections calculated with NLO electroweak corrections, and

NLO QCD corrections with an additional approximate NNLO QCD correction[27].

Samples of simulated data with Higgs bosons produced in association with a W bo-

son, Z boson, or tt pair are generated fully with Pythia8, using the CTEQ6L1[92]

PDF set. For production in association with an electroweak boson, predictions

are normalised to cross-sections calculated at NLO[29] and NNLO[28] with NLO

radiative corrections[30]. The samples of Higgs boson production with a tt pair

are normalised to calculations with full NLO QCD corrections[31–34]

Background samples of simulated prompt diphoton (γγ), photon+jet (γj), and

dijet (jj) events are also produced. The γγ and γj samples are simulated with

final states including up to three additional partons, using the Sherpa[93] event

generator with the CT10 PDF set. The jj samples are produced with Pythia8,

using the CTEQ6L1 PDF set.
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6.5 Theoretical Predictions

When measuring a differential cross-section, it is desirable to have a theoretical

prediction to which a comparison may be made. For the gluon-gluon contribution,

theoretical predictions are made with HRES[94, 95], with a H → γγ branching

ratio of 0.228 ± 0.011% applied. HRES provides NNLO+NNLL QCD accuracy,

but has no electroweak corrections. The uncertainty resulting from the missing

higher-order electroweak corrections is determined by producing cross-section pre-

dictions with the renormalisation, factorisation, and resummation scale factors

simultaneously varied simultaneously by factors of 0.5 and 2, and taking the en-

velope of the predictions obtained from all combinations of scales except those

where the renormalisation and factorisation scales differ by a factor of four. The

calculation uses the CT10[90] PDF set. The uncertainty associated to the choice

of parton distribution is estimated by a procedure which takes into account the

central values and uncertainties of two other PDF sets, MSTW2008NLO[95] and

NNPDF2.3[96]. For each PDF set, the uncertainties are calculated according to

the procedure recommended by the collaboration. The overall uncertainty is then

determined by taking the envelope of the individual uncertainties from each PDF

set. Corrections are applied to account for photon isolation, using isolation and

non-perturbative correction factors which are determined independently for each

bin of the pT differential cross-section. The total uncertainty is calculated by

summing in quadrature the scale, PDF, branching ratio, photon isolation, and

non-perturbative correction uncertainties.

Theoretical productions for the VBF, Higgsstrahlung, and ttH production modes

are based on particle-level samples produced with the Powheg-Pythia and Powheg8

event generators. These samples are normalised to theoretical calculations as de-

scribed in section 6.4.2, and the uncertainties associated with scale and PDF vari-

ations are taken from these calculations. For the VBF component, an additional
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shape-dependent scale uncertainty is derived from simultaneous variation of the

event generator renormalisation and factorisation scales by factors of 0.5 and 2.

6.6 Event Selection and Reconstruction

Events are required to pass a diphoton trigger which requires that the event contain

two electromagnetic clusters with pT greater than 35 GeV and 25 GeV for the

most and second-most energetic cluster respectively. The efficiency of this trigger

for events which pass all other selection requirements is greater than 99%. In

addition to the trigger requirement, selected events are required to have at least

one reconstructed collision vertex, where a collision vertex is defined as a vertex

to which at least three Inner Detector tracks with pT > 400 MeV are associated.

Photon candidates are reconstructed as described in section 4.2. For an event to

pass the selection, it must contain at least two photons within the pseudorapidity

range |η| < 2.37, excluding the crack region (1.37 < |η| < 1.56). The invariant
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mass of the diphoton system is required to fall within the range 105 GeV < mγγ <

160 GeV. Transverse momentum requirements are placed on the photons relative

to this invariant mass: for the leading photon the ratio pT/mγγ is required to be

at least 0.35, and the subleading photon is required to have pT/mγγ > 0.25. Both

photons are required to pass the tight photon identification criteria.

The impact of jets misidentified as photons is reduced further by requiring that all

photons be isolated both in the Inner Detector and in the EM Calorimeter. The

scalar sum of all Inner Detector tracks with pT > 1 GeV which fall within a cone of

radius ∆R = 0.2 around the photon and originate from the primary vertex must

be less than 2.6 GeV. In the case of a converted photon, the tracks matched to the

photon itself are excluded from this summation. The EM Calorimeter isolation is

calculated in a cone of ∆R = 0.4, following the method described in section 4.2.5,

with a threshold of 6 GeV. The combined photon isolation efficiency is around

95% per photon.

The invariant mass of the diphoton system is reconstructed according to equa-

tion (6.1).

mγγ =
√

2pT,1pT,2 (cosh ∆η − cos ∆φ) , (6.1)

where pT,1 and pT,2 indicate the transverse momenta of the leading and sublead-

ing photon respectively, ∆φ is the difference between the azimuthal angles of the

two photons and ∆η represents the difference in pseudorapidity between the two

photons. The resolution of the reconstructed mass is thus dependent upon the

accuracy with which the primary vertex is reconstructed, along with the resolu-

tion of photon energy measurements. As such, the accurate reconstruction of the

primary vertex position is especially crucial to studies in the H → γγ channel.

The primary vertex is selected by a neural network algorithm[97] which takes the

following inputs:
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• The z-position of the intersections of the photon trajectories extrapolated

from the position of the shower in successive layers of the calorimeter with

the beam axis.

• The sum of the squared transverse momenta (Σp2
T) of tracks associated with

the vertex.

• The scalar sum of the transverse momenta (ΣpT) of tracks associated with

the vertex.

• The difference in azimuthal angle (∆φ) between the direction of the diphoton

system and that of the vector sum of all tracks associated to the vertex.

• The position of the conversion vertex, for any converted photons.

The direction (and therefore also the transverse momentum) of the photons is

determined with respect to this reconstructed primary vertex. According to studies

on simulated data[13], the efficiency of the primary vertex identification algorithm

to reconstruct a point within ∆z = 0.3 mm of the true hard interaction vertex

ranges from approximately 70% at high pile-up to near 100% at low pile-up, as

illustrated in figure 6.4.

6.7 Signal and Background Modelling

To measure a differential pT cross-section, rather than just an inclusive measure-

ment of the total yield, the dataset is split into a number of pT bins. The choice of

pT binning is described in section 6.7.1. The differential cross-section is extracted

via a simultaneous signal and background fit to the mγγ spectrum of each pT bin,

from which the signal yield in each bin is extracted. The signal shapes used for

this fit are determined from studies of simulated data, this process is described

in section 6.7.2. Studies on simulated data are also performed to determine the
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Figure 6.4: This figure[97] shows the efficiency, εPV, of the neural network algorithm
determining a primary vertex within 0.3 mm of the true primary vertex, as determined
from studies performed on MC data. The unfilled blue squares show εPV for simulated
gluon-gluon fusion events with a Higgs boson of mass mH = 125 GeV decaying to two
unconverted photons. The performance of the algorithm on Z → e+e− events, with
electron tracks removed, is shown for both data and MC as black and red triangles
respectively. The red circles illustrate the performance on the same simulated Z →
e+e− sample with reweighting applied to reproduce the harder pT distribution of the

simulated H → γγ events.

appropriate parameterisation for the background shape within each pT bin, this

process is described in section 6.7.3. In the final fit, the value of mH is fixed to

125.36 GeV, the value measured by the ATLAS Collaboration from 25 fb−1 of pp

collision data using the H → γγ and H → ZZ → 4` decay channels[98].

6.7.1 Choice of pT Binning

The pT binning used in this measurement follows that used in previous ATLAS

studies[2, 99]. The bins have non-uniform widths, and are optimised based on

studies of simulated data. These studies evaluate the significance (s/
√
b) expected

in each bin, assuming a Standard Model Higgs boson with mass mH = 125 GeV,
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pT bin Lower pT bound (GeV) Upper pT bound (GeV)

1 0 20

2 20 30

3 30 40

4 40 50

5 50 60

6 60 80

7 80 100

8 100 200

9 200

Table 6.1: The binning used in producing the Higgs boson production differential pT
cross-section. No upper limit is placed on the final bin, which accepts all events for
which the reconstructed Higgs boson candidate diphoton system has a pT > 200 GeV.

with the significance evaluted within a diphoton invariant mass window of 121–

129 GeV. The number of bins, and their respective bin boundaries, are chosen

such that statistical fluctuations are unlikely to produce very small yields (which

may cause difficulty in the fitting procedure) or negative yields (an unphysical

result for a cross-section measurement). The bin boundaries are varied so that

the expected significance is approximately the same in each bin. With 8 bins, a

significance per bin of around 2σ is achieved within the invariant mass range 0–

200 GeV. An additional overflow bin is added, with no upper limit, which accepts

all events falling outside this range. The final binning is shown in table 6.1.

6.7.2 Signal Shape

The shape of the signal peak is modelled as the sum of a Crystal Ball function[100]

and a Gaussian. The Crystal Ball and Gaussian components are combined by a

weighted summation as shown in equation (6.4).
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The Crystal Ball function is defined as

FCB(tCB, αCB, σCB, nCB, NCB) = NCB


e−tCB/2 , if tCB > −αCB(

nCB
|αCB|

)nCB
e−|αCB|

2/2(
nCB
|αCB|

−|αCB|−tCB

)nCB , if tCB ≤ −αCB
(6.2)

where tCB = mγγ−µCB

σCB
(with µCB denoting the position of the peak and σCB its

width), αCB denotes the position at which the Crystal Ball function switches be-

tween its Gaussian core and a power-law tail, and NCB is a normalisation factor.

The Gaussian function is defined as

FG(tG, NG) = NGe
−t2G/2 , (6.3)

where tG = mγγ−µG
σG

(with µG denoting the position of the peak and σG its width)

and NG is a normalisation factor.

The combined fit function is defined as

Fpeak(FCB, FG, fCB) = fCBFCB + (1− fCB)FG , (6.4)

where fCB characterises the relative contribution of the Crystal Ball and Gaussian

function components.

The parameters of these functions are determined based on studies of simulated

data. A number of simulated datasets are used, in which the value of mH is

varied in 5 GeV increments from 105 GeV to 150 GeV. The parameter values are

determined, as a function of the mass of the Higgs boson, by a simultaneous fit to

all mass points. The peak widths (σCB and σG) of the Crystal Ball and Gaussian

components are related by a factor, ak, which is held constant with respect to mH .

The parameters αCB and fCB are also constant with respect to mH . All other
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parameters are fitted with a linear dependence on mH , and the fitting procedure

therefore fits the signal shape as a function of mH . The parameters used in the final

fits are those corresponding to an mH of 125.36± 0.37(stat.)± 0.18(syst.) GeV,

the value measured by the most recent ATLAS measurement of the Higgs boson

mass from the H → ZZ → 4` and H → γγ channels[98]. This fitting process is

performed independently for each pT bin, and the results are shown in figure 6.5.

6.7.3 Background Treatment

The background distribution in most pT bins are modelled with either an expo-

nential of a second order polynomial (exp2 ) or an exponential of a third order

polynomial (exp3 ). Table 6.2 shows the choice of background parameterisation

for each of the pT bins. The choice of functional form for background modelling

in each bin follows that used in references [2, 101]. The choice of fit has an impact

upon the expected systematic and statistical uncertainties on the final measure-

ment, with more degrees of freedom offering the possibility of a better description

of the true mass distribution, at the cost of increased statistical uncertainty.

A key factor in the decision is the level of spurious signal, the signal yield mea-

sured in a pure background sample, expected for each possible choice of back-

ground form. The evaluation of the spurious signal is shared with the analysis

in [2]. The evaluation is based on fits to high-statistics simulated γγ,γ-jet, and

jet-jet events. Data-driven studies are performed to estimate the relative contri-

butions of each component to the background composition. In these background

composition studies, events are selected which contain pairs of photon candidates,

passing a loosened identification requirement in which the requirements on the

shower shapes wS3, Fside, ∆E, and Eratio are relaxed with respect to the stan-

dard tight identification requirements. The signal region is defined by requiring

tight identification and the 6 GeV isolation requirement which is also applied in
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Figure 6.5: Subfigures 6.5(a) to 6.5(h) show the signal shapes fitted in the simulated
data samples for each Higgs boson mass point in each of the pT bins 1–8. The black
points show the reconstructed mγγ distributions of the MC samples, with error bars in-
dicating the statistical uncertainties, and the fitted signal shapes are shown as coloured

lines.
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the analysis selection. The background control regions are defined by requiring

photon candidates to pass the loosened identification requirement and fail one or

both of the tight identification requirement and the isolation requirement. The

leading and sub-leading photon candidates in each event are simultaneously and

independently classified into their appropriate categories. In total, this provides

4×4 = 16 possible photon candidate categorisation combinations by which events

may be categorised, which correspond to a set of 16 simultaneous equations.

These equations require the efficiencies of both tight photon identification and

the photon isolation requirement, when applied to photon candidates from the

sample, and with corrections for signal leakage. Some of these efficiencies cannot

be directly measured from data, and so are estimated from γγ MC samples with

full corrections applied for photon identification efficiency scale factors, energy

correction, pileup reweighting, and z-vertex corrections. The set of equations can

then be solved for the yields and fake rates of the γγ, γ-jet, jet-γ, and jet-jet

background components.

The full simulated dataset is normalised such that it corresponds to the real 2012

dataset. The signal model used in the spurious signal studies is the same as that

used in the data analysis. For any parameterisation under consideration to be

accepted for a given bin, the spurious signal measured is required to be either less

than 10% of the expected Higgs signal yield (assuming a Standard Model Higgs

boson) or less than 20% of the expected background uncertainty. If more than one

parameterisation fulfills the requirements, the parameterisation with fewer degrees

of freedom is preferred.
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pT bin Background form

1 exp2

2 exp3

3 exp2

4 exp3

5 exp2

6 exp2

7 exp2

8 exp2

Table 6.2: The functional form chosen to describe the background mγγ distribution
in each pT bin.

6.8 Systematic Uncertainties

6.8.1 Luminosity

The analysis uses the full 2012 ATLAS proton-proton collision dataset. The total

integrated luminosity of this dataset is measured as 20.3 fb−1, with an uncertainty

of ±2.8%.

6.8.2 Signal Shape Uncertainties

The predicted mean value and the width of the signal peak are affected by sys-

tematic uncertainties relating to the photon energy scale and resolution (shared

between all pT bins). The photon energy scale and resolution are measured us-

ing Z → e+e− events[70], using the procedure described in section 4.2.6. Many

systematic uncertainties are evaluated, corresponding to physics effects (such as

mismodelling of the photon conversion rate) and uncertainties relating to detector

property measurements and detector calibration (such as cell energy response, and

the energy leakage between neighbouring calorimeter cells), as well as uncertain-

ties associated to the method used for the measurement itself. These uncertainties

are shared with the analysis in reference [2].
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A total of 29 uncorrelated systematic uncertainties on the photon energy scale are

considered, and four uncertainties on the photon energy resolution. To simplify

the treatment of these uncertainties, some components of the photon energy scale

and energy resolution uncertainties are merged by addition in quadrature.

6.8.2.1 Photon Energy Scale

The impacts of the photon energy scale uncertainties are evaluated by measure-

ment of the mass bias on simulated H → γγ events[102]. For each energy scale

uncertainty, a signal-only MC sample is produced to which the energy scale vari-

ation is applied. The standard analysis selection process is then applied, and a fit

performed using the standard signal model to measure the estimated Higgs boson

mass m
′
H with that variation applied. The obtained m

′
H is compared to the Higgs

boson mass mH estimated by applying the same selection and fitting process to a

nominal MC sample with no energy scale variation applied. The mass bias is then

calculated as:

mass bias =
m
′
H −mH

mH

. (6.5)

This process is repeated individually for each of the 29 photon energy scale uncer-

tainties. The four uncertainties with the most significant impacts are:

L2 LAr gain relating to differences observed between electrons reconstructed

from clusters with and without at least one cell the second layer of the

ATLAS liquid argon calorimeter measured in medium gain,

LeakageConv relating to lateral leakage (in η and φ) of deposited energy into

regions outside the cluster used for reconstruction,
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Photon energy scale
pT bin

1 2 3 4 5 6 7 8 9

L2 LAr gain (%) 0.10 0.11 0.11 0.12 0.13 0.14 0.16 0.20 0.28

Leakage conv (%) 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07

LAr calib barrel (%) 0.07 0.07 0.07 0.08 0.08 0.08 0.08 0.09 0.13

LAr elec unconv barrel (%) 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.09

Rest (%) 0.11 0.12 0.12 0.12 0.11 0.12 0.12 0.12 0.12

Table 6.3: The uncertainty per pT bin (in %) corresponding to each of the four main
contributions to the photon energy scale systematic uncertainty. The line labelled
“Rest” gives the value of the combination (by addition in quadrature) of the remaining

contributions.

LAr calib barrel measurement of the intercalibration between the first and sec-

ond layer of the liquid argon calorimeter is dependent upon muons, this un-

certainty relates to the impact on the overall calibration of the liquid argon

calorimeter resulting from response differences between muons and electrons

or photons in the barrel region of the liquid argon calorimeter, and

LAr elec unconv barrel relating to differences in calibration of the liquid argon

calorimeter between electrons and unconverted photons, within the barrel

region.

These four uncertainties are retained as separate sources of uncertainty. The re-

maining 25 sources of uncertainty on the photon energy scale are combined by

addition in quadrature, and this combination is treated as one systematic uncer-

tainty. The uncertainty per pT bin of the four main contributions and the combined

value of the remaining contributions are shown in table 6.3.

6.8.2.2 Diphoton Invariant Mass Resolution

The systematic uncertainties on the resolution of the diphoton invariant mass are

propagated from the energy resolution measured for single photons[102]. There

are four contributions to this uncertainty:
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• Constant term: the uncertainty on the extraction of the smearing applied

on the MC sample. The constant term is measured in a study of Z → e+e−

data, and the uncertainty on that measurement varies from approximately

0.002 (on a constant term of approximately 0.007) in the central barrel region

to around 0.006 (on a constant term of around 0.025) in the endcap region,

and is used directly (ZSmear).

• Intrinsic resolution: the intrinsic resolution of the calorimeter. This effect

is evaluated based on studies of calorimeter module behaviour in simulation

and in test-beam studies. The sampling term on the energy resolution ex-

tracted from simulated data agrees with the test-beam analysis to within

10%, and this value is assigned as the uncertainty (Sampling term).

• Material mismodelling effects: the energy resolution is affected by changes in

the material present upstream of the calorimeter. This effect can introduce

a bias into the effective constant term which is measured in the calibration

procedure and applied in MC samples. Estimation of the size of this system-

atic uses MC samples produced with a simulated detector geometry which

includes additional material before the calorimeter. The resolution extracted

from MC samples with the nominal material distribution is convoluted with

the resolution extracted from these samples with additional material placed

before the calorimeter. A comparison is then made between the resolution

observed in the MC samples with additional material and the result of the

convolution of this result with that in the nominal MC sample. The differ-

ence of these two resolutions is then taken as the uncertainty on the final

energy resolution (Material).

• Electronics and pileup noise: contributions from electronic noise scale like

1/E or 1/ET, and so matter primarily at low energy. The digitiser in the MC

simulation is known to model the true electronic noise of the EM calorimeter
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Diphoton invariant mass
pT bin

1 2 3 4 5 6 7 8 9

ZSmear (%) 8.38 8.70 8.65 8.84 8.84 9.44 9.60 9.04 13.10

Sampling Term (%) 2.36 2.17 2.70 2.21 2.76 3.06 3.39 2.41 8.28

Material (%) 3.93 4.35 3.78 4.42 4.14 4.44 4.52 3.61 6.21

PileUp (%) 1.31 0.81 1.35 0.83 1.11 1.11 1.51 1.20 1.38

Combination (%) 9.64 9.99 9.91 10.15 10.21 10.93 11.23 10.10 16.75

Table 6.4: The systematic uncertainty per pT bin (in %) corresponding to the reso-
lution of the diphoton invariant mass.

to significantly better than 10%. The electric noise level within the presam-

pler layer is known less accurately due to changes to the voltage during the

2012 data-taking period which are not reflected in the MC digitisation pa-

rameters, but these changes account for only a few percent of the total elec-

tronics noise in a full cluster. Pileup noise is accounted for by the inclusion

in MC samples of inelastic pp events. Estimation of pileup noise is sensitive

to uncertainties in the modelling of these events, and to the modelling of the

EM calorimeter pulse shape and signal digitisation (PileUp).

These four sources of resolution uncertainty are merged by addition in quadrature,

and treated as one single systematic uncertainty on the energy resolution. The

value per pT bin is shown in table 6.4.

6.8.3 Background Uncertainties

A major consideration when evaluating systematic uncertainties related to the

background mγγ distribution is the spurious signal effect described in section 6.7.3.

The choice of functional form used within each pT bin is intended to ensure the

spurious signal bias is not large, but the effect cannot be entirely prevented. The

extent of the spurious signal effect observed in a given sample of simulated data

is susceptible to statistical fluctuations within that sample. As the ratio between

background and spurious signal can be expected to behave smoothly across pT
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bins, the value of this uncertainty is assigned based on a sliding window average

of the measured spurious signal in a window including the pT bin under study and

its immediately neighbouring pT bins. This is applied on three Higgs boson mass

points, 120 GeV, 126.5 GeV, and 130 GeV. The value for bin i is determined as

〈b〉i =
Bi

3
Σi+1
j=i−1

bj
Bj

, (6.6)

where bj is the spurious signal in bin j and Bj is the number of background events

within the signal region in bin j, as estimated from the background component of

the full signal plus background fit to data. The formula aims to keep bj/Bj con-

stant, as the spurious signal is expected to scale with the number of background

events. In the first and last bins, which each have only one neighbour, the average

is calculated from two bins rather than three. Finally, the largest of the spuri-

ous signal estimates from the three mass points is assigned as the corresponding

uncertainty in each bin.

6.9 Signal Extraction

The signal yield within each pT bin is extracted by performing a simultaneous

maximum likelihood fit to all bins. The fit maximises an expression of the form

L
(
v, nsig, nbkg, θsig, θbkg,mH

)
=
∏
i

{
e−vi

ni!

ni∏
j

[
nsig
i Si

(
xj; θ

sig,mH

)
+ nbkg

i Bi
(
xj; θ

bkg
)]}

×
∏
k

G
(
αsig
k , θ

sig
k , δ

sig
k

)
,

(6.7)
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where ni = nsig
i +nbkg

i , which indicate respectively the number of signal and back-

ground events in bin i, vi denotes the mean value of the underlying Poisson distri-

bution of those ni events, which is treated in the fit as an independent parameter.

The signal PDF, Si
(
xj; θ

sig,mH

)
, depends upon the Higgs mass, mH , and a vector

of nuisance parameters, θsig, which account for the systematic uncertainties on the

signal shape (as described in section 6.8.2). The background PDF, Bi
(
xj; θ

bkg
)

similarly depends upon a vector of nuisance parameters, denoted θbkg, accounting

for the systematic uncertainties affecting the background distribution (these un-

certainties are described in section 6.8.3). The index k in the final term denotes

the detector-related uncertainties on the signal shape. Gaussian constraints are

introduced to control these nuisance parameters, where the width of the Gaussian

is 1 and the mean 0. In the Gaussian function, αsig indicates the values of auxiliary

measurements and δsig the systematic uncertainty.

The fitting procedure does not allow for trivial extraction of the systematic uncer-

tainty on the signal yield resulting from the fitting procedure itself. To evaluate

the impact of the fitting procedure on the signal yield, an Asimov dataset [103],

in which the distribution of any variable corresponds to exactly the expected dis-

tribution for that variable, is constructed from the fitted signal plus background

function. Two fits of the signal plus background probability function are then

performed. In one of these fits, the nuisance parameters are forced to remain

equal to the values determined by the initial fit to data; in the other, the nuisance

parameters are allowed to vary as part of the fitting process. The uncertainty

on the signal yield obtained with fixed nuisance parameters is then subtracted in

quadrature from the uncertainty on the signal yield obtained when the nuisance

parameters are allowed to vary, and this is taken as a measurement of the sys-

tematic uncertainty on the signal yield resulting from the fitting procedure. The

uncertainty on the signal yield resulting from background modelling is estimated
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pT bin 1 2 3 4 5 6 7 8

Systematic uncertainty (%) 9.5 5.5 5.6 5.6 6.1 6.3 6.2 6.3

Table 6.5: The value per bin of the systematic uncertainty on the signal yield which
is assigned to account for the background modelling and signal fitting procedure.

from fits of the chosen background function to simulated data samples contain-

ing only background (γγ, γj, jj) events. Table 6.5 gives the total value of these

uncertainties per bin, combined by addition in quadrature.

6.10 Fiducial Differential Cross-section

The fiducial differential cross-section is defined as:

σfid
i =

N sig
i

CiLint

, (6.8)

where N sigi denotes the number of signal events measured in bin i, Lint denotes

the total integrated luminosity of the analysed dataset, and Ci is a bin-specific

correction factor accounting for experimental effects.

The fiducial volume is defined to be the region |η| < 2.37, with energy requirements

on the leading and sub-leading photons of pT/mγγ > 0.35 and pT/mγγ > 0.25

respectively, and an isolation requirement applied to both photons. The isolation

requirement applied to data and to detector-level MC samples is based on energy

deposits in the calorimeter within a cone ∆R < 0.4 of the photon, which must not

be greater than 6 GeV. In particle-level MC samples the sum of pT of all stable

particles within a cone ∆R < 0.4 of the photon is required to be less than 14 GeV.

This was found to be approximately equivalent to the 6 GeV calorimetric isolation

requirement applied at reconstruction level. The isolation requirement reduces the

number of non-signal photons passing the selection requirements. It also reduces
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the model dependence of the unfolding procedure, and thus reduces the associated

uncertainties.

The values of the correction factors are determined from MC samples, as:

Ci =
ndet
i

npart
i

, (6.9)

where npart
i is the number of events measured in bin i in the MC sample at particle

level, and ndet
i the number of events measured in bin i in the MC sample at detector

level. Detector-level and particle-level distributions are produced by combining

the predicted yield of each production channel. These correction factors account

for the effects of reconstruction and identification efficiencies, migration between

bins, and migration into or out of the fiducial region due to the effects of detector

resolution or miscalibration. To illustrate how these effects impact on the measured

distribution, it is useful to consider the efficiency and purity of each bin. The

efficiency of bin i is defined as:

εi =
ndet,part
i

npart
i

, (6.10)

where npart
i is the number of events in bin i at particle level, and ndet,part

i is the

number of events which are both present in bin i at particle level and selected in

bin i at detector level. The efficiency is therefore a measure of the likelihood of

an even which exists in bin i at particle level being selected in that same bin at

detector level. It is reduced both when events are lost during reconstruction or

identification and when events migrate into other bins due to detector resolution

effects.

The bin purity is defined as:

Pi =
ndet,part
i

ndet
i

, (6.11)
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Figure 6.6: The efficiency of each pT bin. The error bars indicate the statistical
uncertainty resulting from the size of the MC sample.
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Figure 6.7: The purity of each pT bin. The error bars indicate the statistical uncer-
tainty resulting from the size of the MC sample.

where ndet,part
i again denotes the number of events which are present in bin i

at both particle level and detector level, and ndet
i is the total number of events

selected in bin i at particle level. It functions as measure of the likelihood that

an event reconstructed and selected in bin i is a true event in bin i at particle

level. The purity is reduced both when events belonging to other bins at particle

level migrate into bin i at detector level due to resolution effects, and when a

reconstructed event is a fake event with no particle-level counterpart.

The efficiency and purity of each bin are shown in figure 6.6 and figure 6.7, and

the level of migration between bins is illustrated in figure 6.8.

Due to the high statistics of the MC samples, the statistical uncertainty on the
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Figure 6.8: The migration matrix for the chosen pT bins, normalised by row.

correction factors defined above is very small (below 0.1% in all bins). The nom-

inal correction factors are determined using the MC samples described in sec-

tion 6.4.2, which were produced with Pythia8 (ttH, WH, ZH production modes)

and POWHEG+Pythia8 (gluon-gluon fusion and vector boson fusion production

modes). The correction factors measured from these samples are not independent

of the choice of event generator, and so an uncertainty is assigned based on the

differences in the correction factors observed in MC samples produced with dif-

ferent generators. This uncertainty is shared with the analysis in [2]. Alternate

MC samples were produced using Sherpa [93], MiNLO HJ+Pythia8 [89, 104] and

MiNLO HJJ+Pythia8 [89, 104] for the gluon-gluon fusion production mode, and

by POWHEG+JIMMY[88, 105] for both the gluon-gluon fusion and the vector

boson fusion production modes. The impact of differences in the underlying event

is also estimated, by disabling multiple-parton interactions in Pythia8. The frac-

tional difference between each considered variation and the nominal correction

factors is shown in figure 6.9. The value of the uncertainty is assigned based on

the envelope of the correction factors produced from these variations.

The correction factors are also sensitive to the trigger efficiency and photon iden-

tification efficiency, and the efficiency of the photon isolation requirements. These

uncertainties are shared with [2]. The efficiency of the diphoton trigger is measured

using a bootstrap method, with systematic uncertainties evaluated by comparing
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Figure 6.9: The fractional difference between the nominal correction factors and those
obtained with alternate MC samples[2]. The envelope of these variations is assigned as

a systematic uncertainty on the correction factors.

measurements in real data with those on a pure signal MC sample. A further data-

driven study using photons from radiative decay of Z bosons is used as a cross-

check. The trigger efficiency is found to be 99.61+0.06
−0.07(stat.)±0.5%(syst.)[106]. As

such, an uncertainty of 0.5% is applied.

A measurement of photon identification efficiency is made from the combination

of three methods, as detailed in section 5.8. The uncertainties on the combined

measurement are propagated through MC samples to determine the effect on the

H → γγ selection, and an event-level uncertainty of 1% is assigned.

The uncertainty on the efficiency of the photon isolation requirement is estimated

from Z → e+e− events. The same isolation requirement as used in the H →

γγ selection is applied to the electrons, and the selection efficiency in data is

compared to that observed on MC samples. The efficiency of the isolation selection

is dependent upon jet multiplicity in the event. An uncertainty of ±1% is assigned

for the isolation selection efficiency of the di-photon system in events with fewer

than 2 jets, ±2% for events with exactly 2 jets, and ±4% for events with 3 or more

jets.

While the analysis is targeted at the H → γγ decay channel, some events from the
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Figure 6.10: The correction factors of each pT bin, with error bars indicating the
combined statistical and systematic uncertainty.

Dalitz decay channel, H → γff can pass the full event selection. This typically

happens as a result of the ff pair being reconstructed as a photon (mostly when

the final state is γee, or when the fermion pair produced a high-pT π0). In this

case, the invariant mass reconstructed from the system consisting of the real and

fake photon is close to that of the Higgs boson, and the event will closely resemble

a true H → γγ event. These events are included in MC samples at reconstruction

level, and the effect of their inclusion evaluated. Recent calculations estimate the

total Dalitz cross-section as approximately 7% of the H → γγ cross-section[107].

However, the Dalitz decay branching ratio is not well-known, and following the

treatment in reference [2] a 100% uncertainty is applied on the contribution from

this source.

These sources of systematic uncertainty are added in quadrature to produce the

combined systematic uncertainty on the correction factors. Figure 6.10 shows the

correction factors, along with the combined statistical and systematic uncertainty.

The correction factors have little pT dependence, and a typical combined uncer-

tainty of around 0.02.
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6.11 Higgs Boson Production Modes

As was mentioned in section 6.3, the measurement of the Higgs boson produc-

tion differential cross-section in pT not only provides an opportunity for direct

comparison of the inclusive Higgs boson production pT spectrum to theoretical

predictions from the Standard Model or indeed other models, but also enables for

a study of the relative contributions of different production modes. Due to statis-

tical limitations, it is not practical to consider all production modes individually.

However, as discussed in section 6.3, the distinctiveness of the Higgs production

via gluon-gluon fusion (ggF ) produces a pT spectrum which differs significantly

from those of all other production modes (non-ggF production), allowing for an

assessment of the relative contributions of ggF and non-ggF Higgs production.
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Figure 6.11: The expected pT spectra of Higgs boson production via gluon-gluon fu-
sion to the combination of all other production modes, combined according to Standard
Model predictions. Both spectra are normalised to a total area of 1, to allow for easier

comparison of their shapes.

The overall pT spectrum is first derived, as described in sections 6.7.2 and 6.7.3.

Templates for the expected pT distributions of ggF and non-ggF Higgs production

are determined using simulated data. The ggF template is produced by extracting

the reconstructed pT distribution of all true ggF events which pass the full analysis
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selection. To extract the non-ggF template, this process is performed for each

production mode other than gluon-gluon fusion, and the production modes are

then weighted according to the Standard Model prediction of their cross-sections.

The MC sample used in this process is produced with a Higgs boson mass mH

of 125 GeV, and the cross-sections used to determine the weights used for the

production of the combined non-ggF template also correspond to a Standard Model

Higgs boson of this mass.

Once the templates for ggF and non-ggF production are determined, the relative

contribution of each to the measured pT differential cross-sections is estimated by

performing a template fit to the distribution observed in data. The contributions

of the ggF and non-ggF templates are varied, and a χ2 test is used to determine

the ratio which best reproduces the data.

6.11.1 Projection to Larger Datasets

Due to the large statistical uncertainties on the measurement of a pT spectrum

measurement with the 2012 dataset, the results of the study described in sec-

tion 6.11 necessarily also have large uncertainties. These large uncertainties place

some constraints upon the conclusions able to be drawn at this time. As more

data is taken and analysed, the precision with which the Higgs boson pT spectrum

can be measured will improve. An improvement to the precision with which the

relative contributions of different production modes can be measured will also re-

sult. Here, an attempt is made to estimate how the uncertainties on this study

may evolve as more data is taken.

In estimating future evolution of uncertainties, some assumptions must be made as

to how different types of uncertainty depend upon both the size of the data sample

and other factors such as the increased instantaneous luminosity and centre of mass

energy of future ATLAS datasets.
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Most of the systematic uncertainties considered in this analysis are determined as

a fractional uncertainty on the observed signal yield and do not have a strong sta-

tistical dependence. Uncertainties resulting from the performance of the ATLAS

detector and from the performance of trigger, reconstruction, or identication algo-

rithms may be sensitive both to the size of the dataset and the different conditions

in which new data will be taken. It is difficult to evaluate at this time how such

uncertainties will be affected, and here they are tentatively assumed to retain their

current fractional values. Statistical uncertainties are assumed to scale proportion-

ally to
√
N (for a dataset of size N). To avoid confounding the effects of improved

statistics with the effects of the energy dependence of both signal and background

cross-sections, the study retains the centre-of-mass energy of the 2012 dataset,

√
s = 8 TeV, and event selection efficiency and energy resolution are assumed to

remain the same.

6.11.2 Projected Measurements

The possible evolution of uncertainties for studies of this kind is evaluated at three

total luminosity working points:

• 203 fb−1,

• 300 fb−1,

• 2030 fb−1.

The first and third working points are chosen as they correspond to the integrated

luminosity of the 2012 dataset multiplied by factors of 10 and 100, respectively,

while the second working point corresponds to the combined total integrated lu-

minosity projected for Run 2 and Run 3 at the time of performing this study.
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For each of these luminosity working points, pseudodata mγγ distributions are

generated using a template-based method. The background component of the

pseudodata is derived from a data-driven template, where the template is based

upon the background component of the simultaneous signal plus background shape

fit which is performed in the analysis of the 2012 ATLAS dataset. As this study

is to be performed under the assumption of a Standard Model Higgs boson, the

template for the signal component is based on the mγγ distribution resulting from

simulated H → γγ events. These templates are derived from the same MC samples

previously described in section 6.4.2.

The signal and background templates are added together to produce a combined

signal and background template, which is then scaled appropriately to produce

the expected yield per pT bin at each luminosity working point. The sizes of the

uncertainties on the scaled templates are determined according to the assumptions

described in section 6.11.1. The expected yield produced in this process gives only

a central value, with no statistical effects. To produce more realistic mγγ distribu-

tions, the yield in each pT bin is finally varied by the addition of a random value

thrown from a Gaussian distribution centred on zero, with a width equal to the

total uncertainty on the yield in that bin. This effectively simulates the fluctu-

ations which are expected to arise in a real dataset. As a result, any observable

studied or measurement made on such a dataset is subject to variation from the

expected value. For this reason, 1000 projected datasets are produced for each

luminosity working point, so that it is possible to observe the distribution of any

interesting property at each of the chosen working points.
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6.12 Results

6.12.1 Measurement of the H → γγ Differential Cross-

Section in pT in the 2012 ATLAS Dataset

The results of performing the fitting procedure described in section 6.9 are illus-

trated for each pT bin in subfigures 6.12(a) to 6.12(h). The signal yields fitted in

each bin are collated to measure a pT spectrum. The correction factors described in

section 6.10 are applied and the result is then divided by the total integrated lumi-

nosity of the dataset to produce a fiducial differential cross-section. The measured

cross-section is illustrated and compared to theoretical predictions in figure 6.13.

The measured differential cross-section is somewhat higher than the theoretical

predictions in several bins, but given the large uncertainties on the measurement

the difference is not significant, and the measurement is broadly compatible with

expectations. A summary of the measured cross-section is presented in table 6.6.

Bin 0 1 2 3 4 5 6 7

pT (GeV) 0–20 20–30 30–40 40–50 50–60 60–80 80–100 100–200

Yield 34.53 184.06 88.41 99.60 53.46 62.88 48.19 23.52

dσfid/dpT 0.09 0.91 0.44 0.49 0.26 0.16 0.12 0.01

Total uncertainty (%) 372.7 30.4 50.2 38.3 60.6 53.8 50.1 90.2

Fit systematic uncertainty (%) 9.6 10.0 9.9 10.2 10.2 10.9 11.2 10.1

Fit statistical uncertainty (%) 363.0 25.6 46.9 34.4 57.9 50.6 46.9 88.7

Spurious signal (%) 82.7 5.4 9.4 5.3 8.1 6.8 3.3 7.3

Luminosity (%) 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8

Photon ID (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Table 6.6: Summary of differential cross-section measurement.
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Figure 6.12: Subfigures 6.12(a) to 6.12(h) show the results for each pT bin. In each
bin, the reconstructed mγγ distribution of recorded events is shown by the black points,
and the combined signal plus background fit to this distribution is illustrated as a solid
green line. The signal and background components of the fit are shown as a solid blue

line and a dashed red line respectively.
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Figure 6.13: The measured differential cross-section in pT, in the region 0–200 GeV.
The measurement from data is shown by the black points, and the error bars on each
point show the combined statistical and systematic uncertainty. The shaded red area
indicates the theoretical prediction described in section 6.5. The uncertainty on the

theoretical prediction is indicated by the shaded area.

6.12.2 Production Modes

The result of performing fitting procedure described in section 6.11 on the observed

spectrum is shown in histogram form in figure 6.14 and in tabular form in table 6.7.

Component
Theoretical prediction Fitted contribution

(σcomponent/σSM) (σcomponent/σSM)

Gluon-gluon fusion 0.87 1.15 ± 0.32

Other production modes 0.13 0.06 ± 0.14

Table 6.7: This table shows the fitted contributions from gluon-gluon fusion and other
production modes to the measured H → γγ differential cross-section in pT. The size
of the fitted contribution is given in terms of σSM, the total cross-section predicted
by the Standard Model for a Higgs boson with mass mH = 125 GeV in collisions at
centre-of-mass energy

√
s = 8 GeV. The theoretical predictions[35] are also presented.

As an illustration of the relative contributions of the various sources of uncertainty

on the measurement presented above, figure 6.15 presents the uncertainties for
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Figure 6.14: The above plot shows, in black, the observed Higgs pT spectrum. The er-
ror bars correspond to the total systematic plus statistical uncertainty on the measured
yield. The fitted gluon-gluon component is indicated by the green, up-wards-pointing
triangles, and the contribution from other production modes is indicated by the blue,
downwards-pointing triangles. The fitted combination is indicated by the hollow red
circles. The uncertainties on the fitted components and the total fit are not shown here

for reasons of legibility, but are quoted numerically in table 6.7.

each bin, broken down to show separately the uncertainties resulting from the

fitting procedure. As expected, the largest contribution to the uncertainty on the

measurement comes from the statistical component of the uncertainty resulting

from the fitting procedure. The scale of this uncertainty is highly dependent upon

the size of the dataset. As described in section 6.11.2, a study is performed into

the effect increasing the size of the dataset may have on the precision with which

the relative cross-sections of different Higgs boson production mechanisms may be

measured from observations of the pT spectrum.

In figure 6.16, example results are shown from individual instances of the procedure

described in section 6.11. These individual instances, as explained in section 6.11.2,

are prone to significant statistical fluctuations, and so the results of the procedure

are evaluated on a larger sample of 10000 iterations at each of the three chosen

luminosity working points.
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Figure 6.15: A breakdown of the uncertainties on the measured pT spectrum in each
bin. All of the displayed uncertainties are symmetrical, only the positive region of the

y-axis is displayed.

Because each pseudodata set is generated from the theoretically predicted dis-

tributions plus simulated statistical fluctuations, it is expected that for each of

working points, the distribution of fitted contributions from the ggF and non-ggF

production categories will form approximately Gaussian distributions, centred on

the values predicted by theory. Increasing the size of the dataset is not expected

to improve the average value obtained over many iterations of this procedure.

Increased sample size should, however, lead to a lower impact from statistical

fluctuations on any individual measurement. As such, the average uncertainty is

expected to decrease and the distribution of measured central values is expected

to become narrower as the size of the pseudodata set increases. The distribu-

tions of the fitted ggF and non-ggF components are shown for each working point

in subfigures 6.17(a) to 6.17(c), and the results correspond to these expectations.

Section 6.12.2 shows the standard deviation of the measured value and the average

uncertainty, for each component at each of the chosen luminosity working points.

The expected reduction in these quantities at higher luminosity is observed. The
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study suggests that with an integrated luminosity of 300 fb−1, it would be pos-

sible to measure the fractional contribution from gluon-gluon fusion production

with an uncertainty of around 15 %, and the contribution from other production

modes with an uncertainty on the order of 5 %. Such values would represent im-

provements by factors of approximately 2 and 3 respectively, in comparison to the

uncertainties reached when performing this study on the current dataset.

Luminosity (fb−1) σfggF 〈δfggF〉 σfother 〈δfother〉

203 0.06 0.15 0.05 0.06

300 0.06 0.13 0.06 0.06

2030 0.04 0.09 0.03 0.03

Projection of standard deviation and mean uncertainty of the fitted ggF and non-ggF components, at each of

the chosen luminosity working points, as a fraction of the total H → γγ cross-section for a Standard Model

Higgs boson decaying in the with mass mH = 125 GeV.
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Figure 6.16: Subfigures 6.16(a) to 6.16(c) show examples of pseudodata mγγ distribu-
tions at the 203 fb−1, 300 fb−1, and 2030 fb−1 luminosity working points, respectively.
In each case, the pseudodata distribution is shown by the black points, with error
bars indicating combined systematic and statistical uncertainty, the gluon-gluon fusion
component of the template fit to this distribution is indicated by the green, upwards-
pointing triangles, and the contribution from other production modes is indicated by
the blue, downwards-pointing triangles. The fitted combination of all production modes

is indicated by the hollow red circles.
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Figure 6.17: Subfigures 6.17(a) to 6.17(c) show the distribution of the contributions of
various Higgs boson production modes, as fitted in pseudodatasets at various integrated
luminosities. Subfigures 6.17(a) to 6.17(c) correspond to integrated luminosities of
203 fb−1, 300 fb−1, and 2030 fb−1, respectively. In each case, the distribution of fitted
ggF contributions is indicated in green, the contribution from other production modes
is indicated in blue, and the fitted combination of all production modes is indicated
in red. Each distribution indicates the fitted contribution as a fraction of the total

H → γγ cross-section predicted by the Standard Model.
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Summary

A measurement is made of the identification efficiency for isolated photons with

the ATLAS detector, using 20.3 fb−1 of proton-proton collision data taken in 2012.

The efficiency is measured separately for converted photons and unconverted pho-

tons as a function of transverse momentum, pT, over a pT range of 30–100 GeV, in

four η regions. The method used takes advantage of similarities between electrons

and photons to provide a data-driven measurement in a pT region for which it is

impractical to obtain a large photon sample from data with high purity. Converted

photons are found to be correctly identified with an efficiency of approximately

85–90 % in the lowest pT bins, and greater than 97 % at the highest pT bins. The

identification efficiency for unconverted photons is found to range from 80–85 %

in the lowest pT bins to 90–95 % in the highest pT bins, with some dependence

on η. Several systematic uncertainties are evaluated to account for the extrapola-

tion from electrons to photons, uncertainty in detector simulation in MC samples,

and background contamination. The total uncertainty on the identification effi-

ciency measurement varies from 1.5–6.0 % for converted photons and 1.7–7.4 % for

unconverted photons.
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A measurement of the differential H → γγ cross-section as a function of pT,

has been performed using 20.3 fb−1 of proton-proton collision data taken by the

ATLAS Experiment in 2012. The measured signal yield is very sensitive to the

photon identification efficiency, and the analysis benefits from the precise pho-

ton identification efficiency measurement. The largest systematic uncertainties

correspond to uncertainties on the measurement of the diphoton invariant mass

resolution, and uncertainties resulting from the fitting procedure used to measure

the signal yield in each pT bin. In each pT bin, the statistical uncertainty is signif-

icantly larger than the total systematic uncertainty. The measured distribution is

compared to theoretical predictions, and is found to be broadly compatible with

the predictions to within the uncertainties on the measurement.

Using the measured pT distribution, an estimate is made of the fractional contri-

butions to the total Higgs boson production which arise from gluon-gluon fusion,

and from the combination of all other production modes. The results are com-

patible with theoretical predictions, within the uncertainties on the measurement.

Due to the size of the dataset, the statistical uncertainties on this measurement

are also large. A follow-up study is performed to evaluate how the power of this

method to estimate the relative contributions of the different production modes is

likely to evolve as further data is taken.
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