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Zusammenfassung  
Die volumetrische Dichte vom gasförmigen Wasserstoff kann durch dessen Speicherung in 
Metallhydriden erheblich erhöht werden (von ~ 0,08 kg H2 / m

3 im gasförmigen Zustand bis zu ~ 150 
kg H2 / m

3 im Metallwirt, chemisch gebunden). Metallhydride übertreffen somit die volumetrischen 
Dichten von komprimiertem- (40 kg H2 / m3) oder flüssigem Wasserstoff (~ 70 kg H2 / m3) sowie 
deren Aspekte der Lagerungssicherheit. Daher sind Metallhydride prädestinierte Kandidaten für 
emissionsfreie Energiespeichersysteme für mobile Anwendungen. Auf Bor basierte komplexe 
Leichtmetallhydride sind aufgrund ihrer hohen gravimetrischen- und volumetrischen 
Wasserstoffspeicherkapazitäten für mobile Anwendungen von besonderem Interesse. Nachteilig für 
ihre mobile Anwendung ist jedoch ihre hohe Reaktionsenthalpien, die ihre Speichersysteme ungünstig 
und bisweilen unmöglich machen. Um ihre Reaktionsenthalpien zu verringern, bei Beibehaltung ihre 
hohen gravimetrischen Wasserstoffkapazitäten, kann additives Metallhydrid mit dem jeweiligen 
komplexen Hydrid gemischt werden. Während des Dehydrierungsprozesses kann das zusätzliche 
Metallhydrid das komplex-Hydrid durch eine exotherme Reaktion destabilisieren, was zu einer 
Reduktion der Gesamtreaktionsenthalpie führen kann. Dieser Ansatz wird als "Reactive Hydride 
Composite" (RHC) bezeichnet. Tatsächlich könnten auf dieser Weise die Reaktionsenthalpien 
zahlreiche zusammengesetzte Metallhydride reduziert werden. Die Dehydrierungs-
/Rehydrierungsreaktionskinetik von RHCs ist im allgemeinem jedoch sehr langsam. In der 
vorliegenden Arbeit wurden LiBH4-MgH2 (Li-RHC) und Ca(BH4)2-MgH2 (Ca-RHC), welche die 
beiden wichtigsten Mitglieder der RHC-Familie mit ihren jeweiligen gravimetrischen Kapazitäten von 
~ 11 Gew.% H2 und ~ 8,4 Gew.% H2, im Detail untersucht. Durch Zugabe einer geringen Menge von 
NbF5 konnte die Dehydrierung/Rehydrierungsreaktionskinetik signifikant verbessert werden. Die 
Funktionsweise dieses Additives wurde unter Verwendung mehrere experimentelle Methoden in 
großen Forschungseinrichtungen (wie z.B.: in-situ-SR-PXD, EXAFS, SAXS/ASAXS und 
SANS/USANS)) sowie Labormaßstab-Apparaturen (Sievert-Typ, DSC/DTA, SEM/TEM, MS und 
NMR) detailliert untersucht. Beide Komposit-Systeme wurden von kristallinen, amorphen und/oder 
nanoskopischen Strukturen bis hin zu makroskopischen Bereichen strukturell untersucht. Die 
Kombination, Interpretation und Kondensation der Ergebnisse, die mit Hilfe der oben genannten 
Methoden gewonnen worden, erlaubten einen Zusammenhang zwischen der Nanostruktur der 
Komposit Systeme mit und deren Dehydrierungskinetik/Rehydrierungskinetik herzustellen. Weiterhin, 
wurde der chemische Zustand des Additivs und dessen Größenverteilung bestimmt. Darüber hinaus 
konnten die Zerfallsprodukte von Ca(BH4)2 erstmals stabilisiert werden, indem MgH2 durch Zusatz 
von Nickel destabilisiert wurde, und somit Mg2NiH4 als Destabilisierungsmittel für Ca (BH4)2 
verwendet wurde. Auch wurden zwei neue Syntheseverfahren zur Herstellung von Borid-
nanopartikeln gezeigt. Schließlich wurden die RHCs nach ihren spezifischen thermodynamischen 
Verhaltensweisen in drei Unterklassen eingeteilt: "wechselseitig destabilisiert - RHC" (m-RHC), 
"single-RHC" (s-RHC) und "additive- RHC (a-RHC). 
Die Erkenntnisse aus dieser Arbeit tragen zu einem umfassenden Verständnis der Wirkungsweise von 
Übergangsmetall-Halogenide auf die Reaktionsmechanismus/Reaktionskinetik bezüglich 
Wasserstoffaufnahme bzw. Abgabe der Hydrid-Komposit-Systeme bei. Somit dient diese Arbeit als 
Grundlage bzw. sie bietet eine Orientierung für die zukünftigen Untersuchungen auf diesem Gebiet 
bzw. von solchen Systemen. Aus dieser Arbeit geht auch einen neuen Destabilisierungspfad hervor, 
der die thermodynamischen Eigenschaften von RHC-Systemen weiter zu optimieren erlaubt. Darüber 
hinaus bietet diese Arbeit einen neuen Syntheseweg von Übergangsmetall-Borid-Nanopartikeln, der 
eine neue Möglichkeit eröffnet die Wirkungsweise dieser Nanopartikeln (auf die 
Desorption/Absorptionskinetik von RHCs) in Modellsystemen zu untersuchen. 
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Abstract  
Hydrogen stored in metal hydrides improves significantly its volumetric density (from ~ 0.08 kg H2/ 
m3 at gaseous state up to ~ 150 kg H2/ m3 chemically bonded in metal host). Metal hydrides also 
surpass by far volumetric densities of hydrogen stored in compressed form (40 kg H2/ m

3) or in liquid 
state (~ 70 kg H2/ m

3), as well as their storage safety aspects. Therefore, metal hydrides are potential 
candidates for emission-free energy storage systems in future applications. Boron-based light-weight 
metal complex hydrides are of particular interest for mobile applications, owing to their high 
gravimetric hydrogen storage capacities at high volumetric densities. However, their reaction 
enthalpies are rather high to be applied in mobile storage systems. In order to reduce their reaction 
enthalpies by maintaining their high gravimetric hydrogen capacities, an additive metal hydride can be 
mixed with the respective complex hydride. During the dehydrogenation process of the composite 
system the additive metal hydride can destabilize the complex hydride by an exothermic reaction, 
leading to an overall reduction of the reaction enthalpy. This approach is termed as “Reactive Hydride 
Composites” (RHC). Indeed, the reaction enthalpies of numerous hydride composite systems could be 
reduced by using this destabilization approach. However, the dehydrogenation/rehydrogenation 
reaction kinetics of RHCs suffers along their reaction paths by various activation barriers. 
In the present work, LiBH4-MgH2 (Li-RHC) and Ca(BH4)2-MgH2 (Ca-RHC) were investigated, in 
detail, which are the two most promising members of boron-based RHC family with their respective 
gravimetric capacities of ~ 11 wt. % H2 and ~ 8.4 wt. % H2. By addition of a small amount of NbF5, 
the dehydrogenation/hydrogenation reaction kinetics of both systems was considerably enhanced. 
Using several experimental methods at large scale research facilities (synchrotron radiation facilities 
and neutron research reactor facilities (in situ SR-PXD, EXAFS, SAXS/ASAXS and SANS/USANS)) 
and lab scale apparatus (Sievert type apparatus, DSC/DTA, SEM/TEM, MS, and NMR) enabled 
characterization of crystalline, amorphous and/or nanoscopic structures in both composite systems 
from Ångstrom region to nanoscopic range and up to macroscopic sizes. The combination, inter-
pretation and condensation of the results obtained by such reach methods allowed gaining unique 
insights in to complex interactions between the additives, their chemical states, size distribution and 
the hydride matrix and their correlations, in turn, with dehydrogenation/hydrogenation kinetics of the 
systems. 
Additionally, for the first time, the decomposition products of Ca(BH4)2 could be stabilized by 
destabilizing MgH2, hence using Mg2NiH4 as a destabilization agent for Ca(BH4)2. Furthermore, two 
new synthesis methods were proposed to produce transition metal boride nanoparticles and complex 
borohydrides, respectively. Lastly, the RHCs were organized and divided, according to their specific 
thermodynamical behaviours, in the following three distinct subclasses: “mutually destabilized-RHC” 
(m-RHC), “single-RHC” (s-RHC), and “additive-RHC (a-RHC). 
Prior to this research less was known about the reasons hidden behind the positive effects of transition 
metal halides on hydrogen release and uptake kinetics of RHCs. The insights gained by this work 
contributes to a much deeper understanding of structural effects of transition metal halides with 
respect to kinetic behaviour of composite systems and, thus, it provides a guidance for upcoming 
investigations in this field or of hydride composite systems, in general. This work also offers new 
destabilization route to further optimize the thermodynamic properties of RHC systems. In addition, 
this thesis provides a new pathway to synthesize transition metal boride nanoparticles, which opens 
possibilities to study their effects on dehydrogenation/hydrogenation kinetics in RHC model systems 
and their own properties with regard to other application fields such as super conductivity etc. at the 
molecular level. 
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1. Motivation and scope of the work 

Most of global consumed energy is currently covered by combustion of fossil fuels and by 
nuclear fission. These energy resources, however, are limited and their massive consumption 
leads to pollution of our environment. Considering these facts, sustainable and environment 
friendly (“clean”) energy concepts are urgently needed. Use of hydrogen as an energy carrier 
is one of the most promising possible solutions. This is due to the following facts: 
 

i). Hydrogen is an excellent energy carrier owing to its extremely high energy 

density per unit mass (33.3 kWh/kg), in comparison to natural gas (13.9 kWh/kg) 

and liquid fossil fuels (12.4 kWh/kg)16, 17. 

ii). Hydrogen is the most abundance element on the earth (in the universe) 

iii). The combustion product of hydrogen is just water: Hଶ + ଵଶ Oଶ → HଶO + Energy 

 

Using sustainable energy sources such as sun, wind, and biomass etc. for hydrogen production 
will close an entirely renewable energy circuit. This will help to reduce the anthropogenic 
environmental pollution drastically. The main reason, why hydrogen is not being applied so 
far as energy carrier in a wide variety of application fields, is its extremely low volumetric 
energy density (~0.003 kWh/dm3) and its low ignition energy (~ 0.02 mJ at hydrogen/air ≈ 29 
% volume ratio; a spark is sufficient for ignition) in comparison to gasoline (~9 kWh/dm3, 
0.24 mJ (gasoline vapour)) at normal conditions, for instance.18 There are basically two 
classical approaches to enhance the volumetric energy density of gaseous hydrogen: 
 

1) pressurizing it up to ~700 bar at 15 °C (1.2 kWh/dm3)19, or 

2) liquefying it at cryogenic temperatures (2.4 kWh/dm3) 19 

 
Both methods are energy expensive and the safety concepts for respective tanks are not 
straightforward for on-board application. Therefore, to design safe storage tank systems based 
on these classical methods requires thick tank walls and/or usage of sophisticated materials, 
which becomes soon highly cost-intensive and/or heavy, hence unfeasible. An alternative 
approach is to store hydrogen chemically in metals (metal hydrides). This method 
significantly improves the volumetric energy density (4.0 kWh dm– 3, for LiBH4)

20 in 
comparison to aforementioned concepts. Furthermore, the safety concerns are considerably 
reduced relative to classical storage systems, due to chemical storage of hydrogen in the 
metallic lattice. Among metal hydrides, light metal hydrides are of especial interest for mobile 
applications. This is mainly due their high gravimetric hydrogen capacities. 
In this work, mixtures of light metal hydrides the so-called “Reactive Hydride Composite” 
(RHC) systems are the subject of research. In the framework of this investigation the two 
most important members of this material class are investigated; namely: 2LiBH4+MgH2 (Li-
RHC), and Ca(BH4)2+MgH2 (Ca-RHC) hydride composite systems with addition of small 
amount of transition metal halide (TMH) as additive or dopants. 
The main focus of this research is directed toward structural characterisation of pure and 
doped Li-RHC and Ca-RHC systems, respectively. The aim is to draw relationships between 
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structural properties of the investigated RHC systems and their respective kinetic behaviour 
and to find possible explanations for the function of the used dopants (additives) on the 
hydrogenation/dehydrogenation kinetics of the RHC systems. Aside this central matter, 
reaction mechanism, and calorimetrical properties of the pure and doped RHC systems are 
studied, in some detail. At the borders of the framework of this study, decomposition products 
of the Ca-RHC system with respect to different thermodynamic conditions are investigated in 
order to find reaction paths with stabilized decomposition products of the system. To 
accomplish the objectives of this work, various experimental techniques were used. 
Small-Angle scattering (SAS) methods were applied to gain integral information about the 
micro- and nanostructure of the specimens. Anomalous Small-Angle X-ray Scattering 
(ASAXS) was used to reveal the size distribution of the additives in the hydride matrices. For 
the first time, to the best of the author’s knowledge, successful ASAXS measurements at the 
K-edge of calcium in the metal-hydride systems is performed in this work to study the 
nanostructure of the matrix. (Ultra) Small-Angle Neutron Scattering (USANS/SANS) is 
applied to investigate micro/nano structure of the pure and doped Li-RHC matrix. X-ray 
Absorption Spectroscopy is used to study chemical state and local environment of the additive 
in the hydride matrices. Transmission Electron Microscopy (TEM), Scanning Electron 
Microscopy (SEM), and Electron Dispersion Spectroscopy (EDS) methods were applied to 
probe locally the morphology of the specimens. Nuclear Magnetic Resonance (NMR) was 
used to determine the chemical state of the low atomic number elements that were not 
detectable with other methods due to their nano-crystalline/amorphous nature. 
In situ Synchrotron Radiation Powder X-ray Diffraction (SR-PXD), Differential Scanning 
Calorimetry (DSC), Differential Thermal Analysis (DTA), and Mass spectrometry (MS) were 
used to characterize the reaction mechanism of the pure and doped RHC systems. 
 

2. Theory 

2.1. Metal hydrogen interactions 
The interaction between hydrogen molecules and metals proceeds in several steps. By 
approaching the surface of a metal, hydrogen molecules interact with the metal via Van der 
Waals force (VWF) (typical strengths of VWF are in the range of 0.4-6 kJ/mol interacting in 
distances between 0.3 and 0.6 nm). This state is the so called “physisorbed state” of the 
molecular hydrogen in the hydrogen-metal system. After passing an activation-barrier toward 
the metal surface the dissociation of molecular hydrogen takes place, due to the electronic 
interaction of the hydrogen molecules with the metal atoms. This stage of interaction is the 
so-called “chemisorbed state” of hydrogen in the hydrogen-metal system. Subsequently, 
atomic hydrogen can diffuse through the sub-layers of metallic surface into the host lattice. 
At the initial state of chemisorption (at constant temperature T), where the ratio of metal-to-
hydrogen (M/H) is relative small (M/H < 10 %), hydrogen atoms are dissolved in the metal 
(solid solution: α-phase). According to the Gibbs phase rule: 

ܨ  = 2 + ܰ − ܲ (1) 



 

  
 Page 3 

Where F is the degree of freedom of the system, N corresponds to number of involved species 
in the system (here metal and hydrogen) and P is number of present phases in the system 
(here: gaseous hydrogen and α-phase). The hydrogen-metal system has therefore 2 degrees of 
freedom. Thus, both, partial hydrogen pressure and the α-phase rise by increasing the onset 
hydrogen pressure of the system. Conversely, this leads to an expansion of the metallic unit 
cell by roughly ~ 2-3 Å 21 and at a certain concentration of M/H it is energetically favourable 
for the metal-hydrogen system to form the metal hydride phase (β-phase) with a higher M/H 
concentration. At this stage α- and β-phase coexist, and therefore the system gains an 
additional phase on the expense of the loss of a degree of freedom (ܨ = 2 + ܰ(2) − ܲ(3) =1). Therefore, further increase of the applied hydrogen pressure leads to growing hydride 
phase. Hence, this region of the coexistence of α-phase and β-phase is marked by the so called 
“plateau-pressure”, and is characterized by equilibrium between the gaseous hydrogen 
(Hଶ(୥)), pure metal (Me(௦)) and metal in the β-phase (Meβ(ୱ)): 
ଶ(௚)ܪ  + (௦)݁ܯ ⇆  (2) (௦)ߚ݁ܯ

The width of the plateau gives an idea about the stored hydrogen and its position provides 
information about stability of the hydride phase (at a given temperature). After exhausting of 
the β-phase and fading of the α-phase, the hydrogen-metal system is reduced by a phase but 
then again it gains an additional degree of freedom. Hence, the subsequent increase of applied 
hydrogen pressure leads to, simultaneously, dissolving hydrogen in the β-phase and abrupt 
rising of the partial hydrogen pressure in the hydrogen-metal system. These processes can be 
measured by the method of so called “Pressure-Composition-Isotherm” diagram (PCI-
diagram). From the measured PCI-curves the thermodynamic quantities such as enthalpy and 
entropy changes of a given system can be experimentally determined by using Van’t Hoff 
equation. Due to the importance of Van’t Hoff equation for the Metal-Hydrogen systems, in 
the following a simple derivation of this equation is given. 
 

2.2. Thermodynamics of metal hydrides 
It can be shown, that the chemical potential of one component system is given by: 
 

,ܶ)ߤ  (݌ = ௜,଴ߤ +  ݇஻ܶ ݈݊(ܽ) (3) 

 
Where, a, describes the activity of the material under non-ideal conditions, and it is 
determined by measuring the chemical potential with respect to a standard state (ߤ௜,଴): 
 

 ܽ = ݌ݔ݁ ൬ߤ − ௜,଴݇஻ܶߤ ൰ (4) 
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Using the chemical potentials above for the hydrogen gas, metal and metal hydride phases in 
the law of mass action one finds the heterogeneous equilibrium of the metal-hydrogen system 
by: 

ܩ߂  = ெ௘ఉܩ߂ − ൫ܩ߂ுమ + ெ௘൯ܩ߂  = −ܴ݈ܶ݊ ൬ ܽெ௘ఉܽெ௘(݌/݌଴)൰ (5) 

 
Since the solids don’t change their concentration in a heterogeneous reaction, their activity 
coefficients are set to be one (ܽெ௘ = 1; ܽெ௘ఉ = 1) and equation (5) can be rewritten as: 
 

ܩ߂  = −ܴ݈ܶ݊ ൬݌଴݌ ൰ = ܴ݈ܶ݊ ൬  ଴൰ (6)݌݌

 
Where Δܩ states for the standard Gibbs energy of formation, which is defined as: 

ܩ߂  = ܪ߂ −  (7) ܵ߂ܶ

Here, Δܪ and Δܵ are the standard enthalpy and standard entropy of formation, respectively. 
Combination and rearrangement of the equations (6) and (7) leads to: 
 

 ݈݊ ൬ ଴൰݌݌ = ௙଴ܴܶܪ߂ − ߂ ௙ܵ଴ܴ  (8) 

 
This equation is the so called “Van’t Hoff equation”, which allows the experimental 
determination of standard enthalpy and standard entropy of formation of a metal-hydrogen 
system. Measuring the plateau pressure at minimum three different isothermal conditions, and 
logarithmic plotting of the plateau pressure versus the reciprocal temperature (1/T) gives a 
straight line. The slope and the intercept of the Van’t Hoff plot correspond to standard 
enthalpy and standard entropy of formation, respectively. The value of formation of enthalpy 
mirrors the strength of the metal-hydrogen interaction in the hydride phase. For all metal 
hydrides the change in standard entropy of formation is approximately Δ ௙ܵ଴ = 130 J Kିଵmolିଵ which is comparable to the standard entropy of hydrogen (ܵுమ଴ =130 J Kିଵmolିଵ). This is not surprising; since the entropy term bares the amount of all 
information which includes all micro states that are needed to characterize the most probable 
macro state of the system at given conditions. By the formation of a hydride phase, only the 
gaseous molecular hydrogen loses the most significant degree of information in the system, 
therefore, the change in entropy for all metal hydride systems are distributed around a specific 
value. 
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2.3. Hydride forming elements 
Numerous elements in the periodical system of elements (PSE) build binary compounds with 
hydrogen which are termed as hydrides. The hydrides are divided and distinguished by the 
nature of their chemical bonds (see Figure 1). All Alkaline- and Alkaline earth metals form 
ionic hydrides (saline hydride), except MgH2 and BeH2. Both of them exhibit partially ionic 
and partially covalent bonds, respectively.22,23 Ionic hydrides are thermally stable and forming 
solids with high melting- and boiling point. The elements of the third to seventh main group 
in the PSE form covalent hydrides. 
 

Figure 1. Periodical system of elements and their respective hydrides.24 
 
They are mostly non-metal-hydrogen compounds and exist under normal conditions in the 
liquid or in the gaseous state. With some exception (e. g. water (H2O), this is due to adapted 
hydrogen bonds), the covalent hydrides have usually low melting- and boiling point. Metallic 
hydrides are formed by interaction of hydrogen with transition metals (TMs) or inner 
transition metals (lanthanides and actinides). The hydrogen exists in the TMs lattice as a 
donator (H+) to the Fermi see of the TMs. Therefore, they show the typical characteristics of 
TMs such as conductivity, hardness, magnetic properties and lustre. With exception of 
americium hydride (AmH2), europium hydride (EuH2) and uranium hydride (UH3), metallic 
hydrides cannot be strictly termed as compounds, because TMs don’t react stoichiometric 
with hydrogen but they form a large range of nonstoichiometric compounds. 

2.4. Metal hydrides 
All the metal-hydrogen systems are named as metal hydrides (or for simplicity just 
“hydrides”). Depending on the chemistry of metal hydrides, they can be classified in, at least, 
four groups: non-interstitial binary hydrides, interstitial binary hydrides, intermetallic 
hydrides and complex hydrides. These groups are defined further in detail in the following 
subsections. 
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 Non-interstitial binary hydrides 2.4.1.
Non-interstitial hydrides are basically all the binary hydrides (only one metal-hydrogen 
system) of the main groups. They have either ionic or covalent bonds. However, for hydrogen 
storage in mobile application only the light metal-hydrogen systems are of importance. 
Hence, the focus on metal hydrides of interest can be reduced to the first three rows of 
alkaline- and alkaline earth metals. Since, LiH, NaH, KH and CaH2 are all ionic in nature; 
their thermal stabilities are consequently rather high and beryllium is highly toxic to be 
considered as reversible hydrogen storage media for mobile applications. Thus, only 
remaining candidate of the non-interstitial hydride group is MgH2. Fortunately it has an 
intermediate bond character between ionic and covalent, so that its thermal stability is 
significantly reduced in comparison to all other light metal hydrides. Therefore, MgH2 is 
considered as one of the most promising reversible hydrogen storage materials for mobile 
applications.25 Therefore, the following subsection is dedicated to present some properties of 
MgH2 in more detail with respect to hydrogen storage. 

2.4.1.1. Magnesium hydride (MgH2) 

In addition to those advantages mentioned in the previous section magnesium is also one of 
the most abundance light metals on the earth.26 Furthermore, MgH2 shows the highest 
gravimetric hydrogen content (7.6 wt. %, and thus the highest energy density (9 MJ/kg of 
Mg)) among the metal hydrides and its volumetric density (106 kgH2/m

3) is approximately 
twice high than the liquid hydrogen (70 kg H2/m

3) 27-30. MgH2 condenses under normal 
condition in tetragonal crystal structure (α-polymorph of MgH2 (space group P42/mnm)), and 
under pressure it transforms to γ-MgH2, β-MgH2, and δ-MgH2 with the corresponding crystal 
structures of orthorhombic (Pbcn), cubic (space group Pa-3a) or orthorhombic HP1 with the 
space group Pbc21 and orthorhombic (space group Pbca), respectively. 29, 31-37 The 
thermodynamic properties of MgH2 have been investigated by several groups, and the average 
desorption enthalpy and entropy values at 1 bar H2, determined by van’t Hoff relation; 
reported are -76 kJ mol-1 H2 and 138 J (K-1 mol-1 H2) at 300-350 °C 7, 28, 38-44. The enthalpy 
value (-76 kJ mol-1 H2) of MgH2 is too high to be used for on board applications. The ideal 
enthalpy value needed for mobile applications has to be in the range of 25-45 kJ mol-1 H2, in 
order to meet the DOE targets for mobile applications.45-47 At the present, storage of 
renewable energies (solar energy, for instance) 48 is one of the major tasks to be solved in 
order to take a big step forward toward a green energy era. MgH2 is therefore well suited to 
store high amount of energy (~ 0.9 kWh (kg-1 Mg), according to: 

 MgHଶ + 75 kJ (molିଵ Hଶ) →୉୬ୣ୰୥୷ ୱ୲୭୰ୟ୥ୣ←୉୬ୣ୰୥୷ ୰ୣ୪ୣୟୱୣ Mg + Hଶ (9) 

The solar energy can be stored via photovoltaic plates during the summer and the stored heat 
can be used during the winter to warm up the house, for instance. Moreover, it can be stored 
in a very interesting temperature range (300 - 500 °C) with respect to hydrogen pressure. In 
this temperature range the heat energy can be transformed more effectively to mechanical or 
electrical energy.49 Despite these positive aspects of MgH2, with respect to the energy storage 
sector, its reversible hydrogen sorption kinetic is rather slow for being used in a broad 
application range. Numerous additives were investigated to overcome this kinetic obstacle of 
the MgH2-Mg system. 50, 51 Among them Nb2O5 showed the best de/rehydrogenation kinetic 
performance of MgH2, 

52-56 which provides a base to use it in a wide range of applications. 
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 Interstitial binary hydrides (metallic hydrides) 2.4.2.
All transitions metals, with the exception of the copper- and zinc group, form binary hydrides 
which are termed to be interstitial hydrides or metallic binary hydrides. In these hydrides, 
hydrogen is stored either in tetrahedral or in octahedral interstitial sites of the transition metal. 
Due to occupancy of hydrogen in the interstitial sites of the metal lattice, the unit cell of the 
host metal expands gradually with the hydrogen concentration in the metal. Exceptions to this 
rule are some rare earth metal hydrides in which their unit cell decreases with occupancy of 
hydrogen in the interstitial sites (lanthanide contraction).57-59 In the following subsection two 
prominent interstitial hydrides are presented in some detail. 

2.4.2.1. Yttrium hydride (YHx) and palladium hydride (PHx) 

Interstitial metals cannot strictly be termed as chemical compounds. This is due to their 
continuous hydrogen absorption through the transition metals. They are rather called “non-
stoichiometric” metal hydrides MHx, where x can vary between 0 and 3(exception to this are: 
AmH2, EuH2 and UH3). This feature of non-stoichiometric metallic hydrides -continuous 
absorption of hydrogen- leads to a series of interesting physical properties of them. For 
instance, a thin film of YH2 changes its metallic property through the hydrogenation reaction 
to a semiconductor by reaching the YH3. Correspondingly, the optical properties of the thin 
film changes from entirely reflecting mirror to a transparent window.60 This is due to change 
in the electronic band gape of the metallic YH2. The transparency of Pd coated yttrium 
window occurs not gradually but is a complex function of incident photon energy and 
concentration of hydrogen in the interstitial sites of yttrium metal. Another noticeable 
interstitial hydride system is the Pd-H system, which has been widely investigated in the past 
and it is perhaps the best investigated metal hydride system, so far.61 PdHx can be formed 
under atmospheric hydrogen pressure at room temperature conditions (observed 1866 by 
Thomas Graham).62 As the molecular hydrogen approaches the surface of Pd it dissociates 
with almost no activation barrier.63, 64 After dissociation of molecular hydrogen, the atomic 
hydrogen is absorbed in the interstitial octahedral sites of the fcc-lattice of Pd. Therefore, 
PdHx has a high volumetric hydrogen capacity, in comparison to gaseous, compressed or 
liquid hydrogen. Furthermore, due to its outstanding dissociative possessions Pd is also 
widely used as a catalyst for hydrogen sorption reactions, hydrogen purification, hydrogen 
sensors, and in electrocatalyst in low temperature fuel cells.65-69 
 

 Intermetallic hydrides 2.4.3.
In 1958 Libowitz et al. 70 could reversibly hydrogenate, for the first time, the binary 
intermetallic compound (ZrNi). In the following years a bunch of new intermetallic hydrides 
were published.71 Before proceeding, the difference between intermetallic compounds and 
alloys should be clarified. In the case of alloys the constituents have a continuous composition 
range (e.g.: in the case of a binary alloy, composed of constituents A and B, they can form an 
alloy of A1-xBx whereby, ݔ ∈]0 ; 1[ ), whereas intermetallic compounds have only certain 
composition (in the case of a binary intermetallic compound, composed of constituents A and 
B, they can only form: AB, AB2, AB3, AB5, for instance). The so called pseudo-Laves phases 
of intermetallic compounds can interestingly have even higher volumetric hydrogen density 
(120 g/L) in comparison to liquid hydrogen (71 g/L).72 As a prominent example of 
intermetallic hydrides, in the following Mg2NiH4 is presented in some detail. 
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2.4.3.1. Magnesium-Nickel-hydride (Mg2NiH4) 

The drawback of MgH2 as hydrogen storage material for mobile application is its high 
thermodynamic stability, as was pointed out in subsection 2.3.1.1. In year 1968 Reily and 
Wiswall 42 published a work on reversible hydrogen uptake and release of Mg2Ni alloy by the 
following reaction: 

 MgଶNi + 2Hଶ ↔ MgଶNiHସ (10) 

By method of PCI (Pressure-Composition-Isotherm) they could determine the enthalpy value 
of reaction (10) to be -64.5 kJ / mol H2, which is 11.5 kJ / mol H2 lower in comparison to the 
value of pure MgH2. Therefore, Mg2NiH4 decomposes, depending on the dopant, in the 
temperature range of 200-250 °C under static vacuum condition.73, 74 However, the 
gravimetric hydrogen capacity is dropped down to 3.6 wt. %, due to the addition of a heavy 
element. The idea behind the destabilization of stable metal hydrides is to alloy two metals 
which form separately highly unstable metal hydrides (such as NiH2) and relative stable metal 
hydrides (such as MgH2), respectively. The resulting enthalpy of formation of such ternary 
hydrides can be described by the rule of Miedema.75 Beside reaction (10), there are two 
alternative ways to synthesize MgNiH4. This can be done either through mechano-synthesis 
by ball milling (BM) under nitrogen atmosphere or by using solid-state high-pressure 
synthesis (HPS): 76, 77 

 2MgHଶ + Ni ୆୑,ୌ୔ୗሱۛ ۛۛ ሮۛ MgଶNiHସ (11) 

Depending on the synthesize method, (11) can produce either low-temperature (LT) phase or 
high-temperature (HT) phase of Mg2NiH4. The LT-phase of Mg2NiH4 at 1bar of H2 
atmosphere starts to transform roughly above 250 °C into a cubic structure HT-phase. Besides 
Mg2NiH4, Mg-Ni system can form further hydride phases MgxNiyHz, with compositions such 
as Mg2NiH0.3, Mg6Ni3H0.9, and MgNi2H3.2.

78-80 
 

 Complex hydrides 2.4.4.
In 1997 Bogdanović and Schwickardi reported successful reversible hydrogen storage in the 
catalysed complex metal hydride (NaAlH4).

81 

 NaAlHସ ↔ NaAlଷH଺ + Hଶ ↔ NaH + Al + 3Hଶ (12) 

Since then numerous complex metal hydrides were investigated as potential hydrogen storage 
materials.17, 82. Light complex metal hydrides are especially suited for hydrogen storage in 
mobile applications. This is, especially, due to their high gravimetric hydrogen capacities. 
Since boron is the lightest hydrogen forming complex ([BH4]

-) it has the highest gravimetric 
hydrogen storage capacity, when combining with alkaline- or alkaline earth metals. In 
particular Li+1, Na+1, K+1 from the alkaline metal group and Mg+2 and Ca+2 (Beryllium is not 
considered, due to its toxicity) from the alkaline earth metals are outstanding candidates for 
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the formation of high capacity complex hydrides.83 The group of [BH4]
-1 is known as 

tetrahydroborates group or more commonly as the group of borohydrides. Schlesinger et al. 
84-86 reported during 1940-1953 for the first time successful synthesis of borohydrides. Among 
the borohydrides LiBH4 and Ca(BH4)2 posse the most interesting characteristics as hydrogen 
storage material. They have relative high gravimetric hydrogen capacities (LiBH4 :18.5 wt. % 
and Ca(BH4)2: 10.5 wt. %) which are far above the target established by the DOE (6.0 wt. % 
for 2010 and 9.0 wt. % for 2015; wt. % expressed as kg H2/kg System).87 Moreover, they 
show high volumetric energy content (3.8 kWh dm-3 and 4.6 kWh dm-3) than liquid hydrogen 
(2.37 kWh dm-3), hydrogen at 20 MPa (0.53 kWh dm-3) and natural gas at 20 MPa (2.3 kWh 
dm-3).82 Therefore in the following subsections some more light is shed on these complex 
borohydrides. 
 

2.4.4.1. Lithium borohydride (LiBH4) 

Lithium borohydride’s enthalpy of formation at room temperature from its elements is 
approximately -194 kJ / mol BH4.

88, 89 It undergoes by increasing temperature a structural 
phase transformation from orthorhombic symmetry (Pnma space group) to hexagonal 
symmetry at 380 K (107 °C) (P63mc space group) and its physical phase transformation 
accrues at 550 K (277 °C) from solid to liquid before liberating the hydrogen content above 
700 K (427 °C).20, 82, 90 The only decomposition product of LiBH4 which could be detected via 
XRD is LiH.91 The state of boron, however, was not detectable (via XRD) hinting to its 
amorphous/nanocrystalline structure after decomposition of LiBH4. By using first principle 
calculation Ohba et al.92 and by means of DFT calculation Ozolins et al.93 determined, 
respectively, Li2B12H12 to be one of the most stable intermediate compounds upon 
dehydrogenation of LiBH4. Though, Ozolins et al. 93 claimed that their structure of Li2B12H12 
is by 7 k J mol-1 H2 energetically favourable than the one reported in the following 
reference.92 The existence of Li2B12H12 as being an intermediate compound upon desorption 
of LiBH4 was shown experimentally by Orimo et al. 94 and Hwang et al.95 Ohba et al. 15 
calculated the minimum enthalpy of formation of the following equation with δ being the mol 
fraction of H2: 
 

 (1 − LiH](ߜ + B] + Hଶߜ → 1 − ݔߜ LiB௫H௬ + (1 − ݔ)(ߜ − ݔ(1 LiH (13) 

With ߜ = ݕ) − ݔ2)/(1 + ݕ − 1) and ݔ ≥ 1. They have found Li2B12H12 to be the most stable 
intermediate phase among all other possible phases along the sorption reaction path of LiBH4. 
Therefore, the desorption reaction paths of LiBH4 can be described by the following reaction 
steps: 
 

 LiBHସ ↔ 1/12LiBଵଶHଵଶ + 5/6LiH + 13/12Hଶ ↔  LiH + B + 3/2Hଶ (14) 

 
Furthermore, during dehydrogenation of LiBH4 highly toxic boranes can be formed. 82, 96 A 
rehydrogenation of the final dehydrogenated product is reported to occur only above 650 °C 



  
Page 10 

and at 15 MPa of hydrogen pressure. 91, 97 These, properties of LiBH4 make its use 
challenging for mobile applications. 

2.4.4.2. Calcium borohydride Ca(BH4)2 

Calcium borohydride’s enthalpy of formation from its elements is -142 kJ / mol BH4 
98. It 

bares three polymorphs (α, β and γ-Ca(BH4)2) at room temperature. Upon heating at roughly 
125 °C the polymorphic phase transformation of α-Ca(BH4)2 and γ-Ca(BH4)2 to more stable 
β-Ca(BH4)2 takes place. 99, 100 The β-Ca(BH4)2 starts to release hydrogen at about 350 °C. The 
dehydrogenation reaction can progress along several possible reaction paths. These possible 
reaction paths are listed in Table 1. 
 
Table 1. Possible reaction paths and the corresponding theoretical enthalpies of dehydrogenation reaction of 
Ca(BH4)2. In reaction 4 the compound CaB12H12 has several polymorphs with, respectively, different reaction 
enthalpy values (from reference 101)  

# Reaction Cell volume 
[Å-3]/ f.u 

ΔH ( 0 K) in 
kJ/mol H2 

ଶ(ସܪܤ)ܽܥ   1 → ܽܥ + ܤ2 +  ଶ  83.3ܪ4
ଶ(ସܪܤ)ܽܥ   2 → ଶܪܽܥ + ܤ2 +  ଶ  56.1ܪ3
ଶ(ସܪܤ)ܽܥ   3 → 23 ଶܪܽܥ + 13 ଺ܤܽܥ + 103  ଶܪ

 37.9 

ଶ(ସܪܤ)ܽܥ   4 → 16 ܺ௜ = (ଵଶܪଵଶܤܽܥ) + ଶܪܽܥ 56 + 136  ଶܪ 
  

(4a) ܺଵ =  C2/m-50 216.45 39.1 
(4b) ܺଶ =   P2-50 233.15 36.9 
(4c) ܺଷ =  Pm-100 243.56 37.7 
4d ܺସ =  C2/m-100 231.13 36.5 
4e ܺହ =  Pm-100 237.97 36.9 
4f ܺହ =  P1-100 233.37 36.3 
4g ܺହ =  C2/c-100 231.74 35.8 
 
Reaction (4) (Table 1) shows the decomposition of Ca(BH4)2 in to CaH2, H2 and to calcium 
dodeca-closo-borane (CaB12H12). Wang et al.101 calculated a group of possible CaB12H12 
polymorphs which are competitive, regarding their enthalpy values, with the reaction path (3). 
By variation of the mol fraction δ of the molecular hydrogen (similar to formula 2-11 for 
LiBH4) in CaH2+B and CaH2+CaB6, , respectively, Wang et al.101 could determine the 
enthalpy of formation for a series of CaBxHy compounds. Due to fairly high stability of 
CaB12H12 not all of hydrogen capacity of Ca(BH4)2 can be reversibly exhausted at moderate 
conditions. Using Nucleus Magnetic Resonance technique (NMR), the existence of CaB12H12 

was also experimentally confirmed by Minella et al.102 Over the de/rehydrogenation process 
the stable desorption products (CaB12H12 and amorphous boron) accumulate and do not 
participate in the hydrogenation cycle. Thus the system leads with cycling to irreversible final 
state. 

2.5. Method of reactive additives 
In the year 1967, the method of reactive additives (alloying) of single-phase metal hydrides 
was reported in order to modify their thermodynamic stability. 29, 42, 103-108 
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   ܽA௫B௬ + ܾHଶ ↔ ܿA௩H୸ + ݀A௡B௠ (15) 

This approach is schematically displayed in Figure 2. 

 
This concept takes advantage of an alloy which has two different stable states in the 
hydrogenated and dehydrogenated state, respectively. The additive dAnBm forms during the 
dehydrogenation process of the metal hydride (cAvHz) another stable alloy (aAxBy). Hence, 
the endothermic process of dehydrogenation (ΔH0) is partially compensated by the 
exothermic formation of the alloy (aAxBy) (ΔHalloy), which leads to an overall reduction of the 
reaction enthalpy (ΔH1). With other words: the dehydrogenation product of the metal hydride 
(cAvHz) is stabilized by the formation of a more stable alloy (aAxBy), in comparison to the 
element (A). Reilly et al. 107, 109 used this approach, for the first time, to stabilize the reaction 
product of MgH2 by using MgCu2 as a reactive additive (see reaction (16)). 

 3MgଶCu + 3Hଶ ↔ 3MgHଶ + MgCuଶ (16) 

Two other prominent examples of this destabilization concept are:110, 111 
 
 MgଶSi + 2Hଶ  ↔  2MgHଶ + Si (17) 

 MgଶAlଷ + 2Hଶ  ↔  2MgHଶ + 3Al (18) 

Whereby, reactions (17) and (18) have less stable hydrogenated states due to the elemental 
presence of the alloying metal in comparison to reaction (16). The main drawback of this 
method is the non-ability of the additive to absorb hydrogen, which significantly reduces the 
total gravimetric hydrogen capacity of the system. The method of destabilization by alloying 
circumvents this obstacle, and it is the subject of the following subsection. 
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Figure 2. Schematic illustration of destabilization of a metal hydride 
by reactive additive method. 
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2.6. Method of destabilization by alloying 
In order to optimize the gravimetric hydrogen capacity of the system, it is favourable to find 
an alloy which in turn forms a hydride phase in the hydrogenated state: 

   ܽA௫B௬ + ܾHଶ ↔ cAௗB௘H௙ (19) 

The scheme of this concept is presented in Figure 3. Due to the removal of the additional 
weight of the non-hydrogen containing additive, the overall hydrogen capacity is increased 
and at the same time the enthalpy of the system is reduced. 
 
 

 
 
A prominent example of this concept is the Mg-Ni-H system: 42 
 

 MgଶNi + 2Hଶ ↔ MgଶNiHସ (20) 

The dehydrogenation reaction of Mg2NiH4 proceeds at much lower temperatures in 
comparison to MgH2, as was discussed in subsection 2.3.3. Also this method has the 
disadvantage of reducing the overall hydrogen capacity of the system due to the additional 
mass of the alloying element. 
 

 Method of destabilization by partial cation/anion substitution  2.6.1.
A theoretical investigation, performed by Nakamori et al.112 on the stability of borohydrides 
revealed a linear dependency between the heat of formation (∆H୑ୣ(୆ୌర)మ) of Me(BH4)2, 
where Me stands for a metal, and their Pauling number. 
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Figure 3. Illustration of destabilization of a metal hydride by alloying. 
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[ ଵି(4ܪܤ ݈݋݉)ܬ݇ ] ௙ெ௘(஻ுర)మܪ߂  = 248.7 ߯௣ − 390.8 (21) 
The same research group delivered, soon after their theoretical predictions, the experimental 
evidence of the stability of borohydrides based on the proportionality between the enthalpy of 
formation and the Pauling number of electronegativity by measuring the decomposition 
temperatures of the borohydrides. These results gave a new guideline for alteration of the 
stability of complex hydrides by partially substitution of either cation or anion side of the 
complex compounds. The prior strategy led to investigation of a bunch of bimetallic complex 
hydrides. In particular the group of bialkali alanates showed some alteration in their 
thermodynamic behaviour.113-121 Also some correlation between the thermodynamic stability 
of bialkali complex hydrides and their structural properties was reported 122. The studies of 
Rude et al. 123 and other researchers 112, 117, 124, on the other hand, showed that the average 
desorption temperatures of the bialkali metal borohydrides are approximately the same as for 
monoalkali metal borohydrides. Efforts have been taken to substitute partially the anion side 
of the complex metal hydrides by halides in order to modify their thermodynamic properties. 
Partial anion-substitution in the complex borohydrides systems were achieved by chloride, 
bromide and iodide. 125-127 Theoretical calculations based on density functional theory (DFT) 
predicted also a fluorine anion substitution. 128, 129 However, no evidence of H--anion 
substitution by F--anion could be observed by experimental results of Pranzas et al.130 and 
others.131-133 Their experimental results indicate that the addition of fluorine ( via transition 
metal fluorides) in the complex hydrides leads, during mechanicomilling or upon 
de/rehydrogenation cycling, to stable alkaline/earth alkaline metal fluoride species. Therefore 
the impact of transition metal fluorides on the decomposition kinetics of complex metal 
hydrides is yet unclear. In conclusion, the stability of the complex metal hydrides and their 
intermediate products precludes the reversible reaction with hydrogen at moderate 
temperatures and pressures. So far, many attempts have been made to face the poor 
thermodynamic properties (reversibility) and sluggish material kinetic of the system.134-136 In 
the following section the concept of reactive hydride composite is introduced which allows a 
thermodynamic tuning of complex metal hydrides. 

 Concept of Reactive Hydride Composites (RHC) 2.6.2.
The concept of reactive alloying had the disadvantage of reducing the overall hydrogen 
capacity of the system due to additional mass of the alloying element. An alternative method 
to avoid a dramatic degradation of hydrogen content and to stabilize the dehydrogenation 
products of the hydride system at the same time is the approach of the so called “Reactive 
Hydride Composite” (RHC). In this approach, a metal hydride with high gravimetric 
hydrogen capacity is used as a reactive additive material. During the endothermic 
dehydrogenation process a mutual exothermic reaction of the hydride composite system 
occurs which stabilizes the reaction products. This in turn reduces the overall enthalpy of the 
reaction. A schematic diagram of this approach is displayed in the Figure 4. 
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An example of this approach is the reaction of the hydride composite system LiNH2-LiH.137-

139 

   LiNHଶ + LiH ↔ LiଶNH + Hଶ (22) 

The decomposition of each compound LiNH2 and LiH takes place at about 350 °C and 900 
°C, respectively. However, the composite system LiNH2-LiH starts to decompose at 
temperatures at about 150 °C. In contrast to enthalpy values of LiNH2 (-186 kJ / mol NH3 

140) 
and LiH (-190 kJ / mol of H2)

141 the corresponding enthalpy value of the composite system 
according to reaction (22) is only -45 kJ / mol H2 (determined using PCI-method by Chen et 
al )139 with a theoretical capacity of 6.5 wt. % of H2. It should be noted that without the 
reactive hydride (LiH) the lithium amide (LiNH2) would decompose in to lithium imide 
(Li2NH) and ammonia (NH3). Therefore, not only the thermodynamic stability of the system 
is altered (reduced) by stabilizing the desorption product (Li2NH) but it ensures also the 
reversible hydrogen storage in the Li-N-H system. Complex borohydrides have, however, 
much higher gravimetric capacities in comparison to Li-N-H system, as was pointed out in 
subsection 2.3.4. In the following subsections the reactive hydride composite systems LiBH4-
MgH2 and Ca(BH4)2-MgH2 are presented in more detail, which are the subjects of 
investigation in this thesis. 

 Introduction to Li-RHC and Ca-RHC systems 2.6.3.
US Department Of Energy (DOE) has declared a minimum limit for gravimetric- and 
volumetric capacities for mobile hydrogen storage systems up to 5.5 wt. % H2 and 40 g 
(H2/L), respectively, by 2017 (ultimate: 7.5 wt % (H2) and 70 Kg (H2)/m

3) 45-47. Reactive 
hydride composites fulfil these DOE targets, as can be deduced from Figure 5. 
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Figure 4. Diagram of destabilization by the concept of Reactive
Hydride Composite (RHC). 
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Figure 5. Volumetric and gravimetric capacities of some metal hydrides with liquid, 
compressed and physisorbed hydrogen (the figure is reproduced from reference142). 

 
In addition to their good gravimetric- and volumetric hydrogen capacities, Li-RHC and Ca-
RHC possess also moderate theoretical thermodynamic properties. In the following 
subsections these two RHC systems are introduced in more detail, respectively. 
 

2.6.3.1. Li-RHC system 

Reaction enthalpies of LiBH4 and MgH2 are 67 kJ / mol H2 
11, 143, 144and 75 kJ / mol H2 

7, 49, 

145, 146, respectively (see subsections 2.4.4.1, 2.4.1.1). However, the total reaction enthalpy of 
the hydride composite system (LiBH4-MgH2) is altered. A theoretical calculation based on 
DFT calculations, assuming reaction (1), gives a significantly reduced reaction enthalpy value 
of 46 kJ / mol H2. Depending on the applied hydrogen backpressure and the final temperature 
the hydride composite system LiBH4-MgH2 can have different reaction paths and end 
products and consequently different desorption enthalpy values.10, 14 If the applied hydrogen 
backpressure is lower than 3 bars at 400 °C, the hydride composite system decomposes 
independently and the possible dehydrogenation products are Mg, LiH, amorphous boron, 
amorphous/nanocrystallite Li2B12H12, Li2B2H6, highly toxic boranes (BxHy) and molecular 
hydrogen (detailed information about LiBH4 is given in subsections 2.4.4.1). In this case 
reaction enthalpy of the hydride composite system is not altered and it is only partially 
reversible due to its highly stable decomposition products (amorphous boron, 
amorphous/nanocrystallite Li2B12H12). By applying hydrogen backpressure greater than 3 bars 
the desorption products of Li-RHC are MgB2 and LiH and molecular hydrogen at 400 °C. In 
the prior case, although MgB2 is thermodynamically more stable in comparison to Mg, 
independent decomposition of both hydrides are kinetically more favoured. In the latter case 
decomposition of LiBH4 is thermodynamically prevented, but not the one of MgH2. Thus 
after decomposition of MgH2 to metallic Mg, LiBH4 can only decompose if it reacts with Mg 
phase to form MgB2.

14 These reactions liberate a total theoretical hydrogen capacity of 11.5 
wt. %. Moreover, the reaction enthalpy of the composite system is lowered in comparison to 
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pure LiBH4. While the first reaction step in (23) is an endothermic reaction, the second step is 
an exothermic reaction which leads to an overall reduction of the reaction enthalpy: 
 

 2LiBHସ + MgHଶ → Mg + 2LiBHସ + Hଶ  (2.9 ݐݓ. % Hଶ) (23) 

 Mg + 2LiBHସ → 2LiH + MgBଶ  + 2Hଶ  (8.6 ݐݓ. % Hଶ) (23.1) 

Thus, the formation of MgB2 stabilizes the reaction products of the Li-RHC system. Due to its 
graphite like layered structure the reverse reaction (hydrogenation of 2LiH+MgB2) proceeds 
under moderate thermodynamic conditions in comparison to hydrogenation of B + Mg + LiH 
composite system. Therefore, MgB2 is the key compound to ensure the reversibility of the Li-
RHC system.147 Although thermodynamic and reversibility of LiBH4 could be tuned by the 
concept of RHC, the de/rehydrogenation reaction kinetics of the system remained slow. In 
this work the hydrogen sorption kinetics of the composite system could be significantly 
improved by addition of small amount of TMH. Among them NbF5 was found to be the most 
effective additive to enhance the hydrogen sorption properties of Li-RHC. By addition of 10 
mol % of NbF5 to the composite system considerable improvement of the reaction kinetics by 
an order of magnitude was achieved, in comparison to the pristine 2LiBH4+MgH2 composite 
system. 

2.6.3.2. Ca-RHC system 

In this work the concept of the Reactive Hydride Composite is applied to stabilize the 
decomposition products of Ca(BH4)2 and to improve its reversible hydrogen storage 
property.10, 147 Based on this concept MgH2 is used to stabilize the desorption products of 
Ca(BH4)2. The composite system Ca(BH4)2+MgH2 has with ~ 8.4 wt.% H2 the second highest 
hydrogen content in the group of RHCs. In contrast to Li-RHC, Ca-RHC can have several 
decomposition paths and final products. The possible dehydrogenation reaction paths of the 
Ca-RHC system are listed in the following reactions equations: 
 

 
Ca(BHସ)ଶ + MgHଶ ↔ CaHଶ + MgBଶ + 4 Hଶ  8.4 wt% Hଶ ; ൬46.9 kJmol Hଶ൰    (24.1) 

 Ca(BHସ)ଶ + MgHଶ ↔ 2/3 CaHଶ + 1/3 CaB଺ + Mg + 13/3 Hଶ  9.1 wt. % Hଶ ; ൬45 kJmol Hଶ൰   (24.2) 
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 Ca(BHସ)ଶ + MgHଶ ↔ CaHଶ + Mg + 2B + 4Hଶ      8.4 wt. % Hଶ; ൬57.9 kJmol Hଶ൰    (24.3) 

The values for the enthalpy changes in (24.1-3) are given under 1 bar of H2 pressure and 25 
°C, and they are reported by Kim et. al.148 Additionally to above mentioned reaction products 
CaB12H12 can be formed as was recently reported by Minella et al.149 Dodeca-closo- boranes 
are in general very compact structures and thermodynamically highly stable.13 Thus CaB12H12 
is accumulated over the de/rehydrogenation cycles and this leads to limitation of reversible 
hydrogen storage in the Ca-RHC system. In order to study different decomposition reaction 
paths and final products of Ca-RCH, the applied experimentally conditions (such as pressure 
and temperature) are varied upon the dehydrogenation reaction, in this work. Also the 
kinetical impact of NbF5 dopant on the Ca-RHC system is investigated, in detail. 
 

2.7. Scattering theory 
In the following a general treatment of scattering theory of quantum particles by the matter is 
given, which follows closely the standard books of Ibach & Lueth, Ch. Kittel, and A. 
Guinier.150-152 The theoretical treatments in the following are confined in the frame of 
kinematical approximation or Born approximation to single- and coherent scattering. A 
representative scattering event is illustrates in Figure 6. A particle-wave with amplitude ܣ଴ is 
emitted from the source and scattered at an object at a point ܲ. If the object is located far from 
the source, than the incoming particle-wave at ܲ can be assumed as a planar wave. 

 
 
The outgoing partial particle-wave has a spherical shape with amplitude ܣ௣  which is 
observed, far from ܲ at point ܲ’ (Frauenhofer condition). The amplitude of the scattered 
particle-wave at the time t and at the point ܲ can be expressed as:150  ܣԦ௉ = ሬሬԦܦሬ݇Ԧ଴൫݅) ݌ݔԦ଴݁ܣ + Ԧ൯ݎ −  (25) (ݐ߱݅

Figure 6. Scattering and detection of an incident wave 
from a far located source. 
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Here, ሬ݇Ԧ଴ is the wave vector of the incident beam and its value is related with the wavelength (หሬ݇Ԧ଴ห =  In exception to the laser sources, all other sources have uncorrelated emission .(ߣ/ߨ2
phases, hence the detected intensity at the point P’ is to be seen as an average over numerous 
independent diffraction processes. Considering the scattering of the incident particle-wave 
over all points of the object, each single point of the object initiates a new source of partial 
spherical particle-wave (Huygens principle). Concerning information about the amplitude and 
phases of the partial particle-waves relative to the incident particle-beam can be summarized 
in the scattering density ߷(ݎԦ). The amplitude observed at the point ܲᇱ in Frauenhofer 
approximation is thus: 

Ԧ௉ᇲܣ  = ,ݐ)Ԧ௉ܣ (Ԧݎ)߷(Ԧݎ ݁௜௞ሬԦ൫௥Ԧᇲି௥Ԧ൯(ݎԦᇱ − Ԧ)௥Ԧᇲ≫௥Ԧݎ ≈ ,ݐ)Ԧ଴ܣ (Ԧݎ)߷(ݎ ݁௜௞ሬԦ(௥Ԧᇲି௥Ԧ)ݎԦᇱ  (26) 
Inserting the quantity of ܣ௉(ݐ,  :Ԧ) in (26) results toݎ
 

 
Ԧ௉ᇲܣ = (Ԧݎ)߷Ԧ଴݁௜௞ሬԦబ(஽ା௥)ି௜ఠ௧ܣ ݁௜௞ሬԦ൫௥Ԧᇲି௥Ԧ൯ݎԦᇱ  = ԦᇱݎԦ଴݁௜(௞ሬԦబ஽ା௞ሬԦ௥Ԧᇲ)ܣ ݁ି௜ఠ௧߷(ݎԦ)݁௜(௞ሬԦబି௞ሬԦ)௥Ԧ (27) 

௜(௞ሬԦబି௞ሬԦ)௥Ԧ݁(Ԧݎ)߷Ԧ௉ᇲ ~ ݁ି௜ఠ௧ܣ  =  ݁ି௜ఠ௧߷(ݎԦ)݁௜௤ሬԦ௥Ԧ  

Here, we introduced the scattering vector ݍԦ which gives the direction of scattering in the 
Fourier-space, and its magnitude is given by: 

|Ԧݍ|  = ߣߨ2  (28) ߠ݊݅ݏ

Here, 2ߠ is the scattering angle between the incident and scattered particle- wave. The main 
advantage of introducing the scattering vector is the comparability of results obtained at 
different sources independent of their incident wavelengths. Integration over the whole 
scattering object gives the total scattering amplitude observed at ܲᇱ: 
Ԧ௉ᇲܣ  = Ԧ଴ܣ න Ԧ௏ݎ௜௤ሬԦ௥Ԧ݀ଷ݁(Ԧݎ)߷  (29) 

Note that we assumed a time independent scattering density ߷(ݎԦ) (rigid distribution of 
scattering sources in the object) and therefore we have a constant ߱଴ at all times (elastic 
scattering). In an real experiment, however, not the scattering amplitude ܣԦ௉ᇲ is measured at 

the detector but the scattering intensity which is proportional to ฮܣԦ௉ᇲฮଶ
. Thus, the measured 

intensity is: 
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(Ԧݍ)ܫ  = ଴ܫ  ብන Ԧ௏ݎ௜௤ሬԦ௥Ԧ݀ଷ݁(Ԧݎ)߷ ብଶ
 (30) 

Equation (30) shows that the scattering intensity is related to the absolute square Fourier 
transformation of the scattering charge density ߷(ݎԦ). A severe consequence of this fact is the 
loss of information about the amplitude and phases of the partial particle-waves relative to the 
incident particle-beam. Therefore, it is not possible to get the spatial distribution of ߷(ݎԦ) by a 
simple inverse Fourier transformation of equation (30). 
 

 Scattering of a monochromatic beam by periodic structures 2.7.1.
General characteristics of the scattering density of periodic structures is that they are invariant 
under a translation:  ܶ = ଵݑ Ԧܽଵ + ଶݑ Ԧܽଶ + ଷݑ Ԧܽଷ. Here, ݑ௜ are integers and Ԧܽ௜ are the Cartesian 
primitive axes of the periodical structure (crystal). 

(Ԧݎ)߷  = Ԧݎ)߷  + ܶ) (31) 

The periodical scattering density with a period ܽ can be expanded in a Fourier series: 

(Ԧݎ)߷  = ෍ ߷ Ԧீ݁௜ Ԧீ௥ԦԦீ  (32) 

Where ܩԦ is a vector of reciprocal space and it has to fulfill the following condition in order to 
preserve the translation invariance of the periodical scattering density ߷(ݎԦ) of the lattice: 

Ԧݎ Ԧܩ  = ;   ݉ߨ2  ݉ ∈ Գ with  ܩԦ = ℎgሬԦଵ  + ݇ gሬԦଶ + ݈ gሬԦଷ ; Ԧݎ   = ݊ଵaሬԦଵ  + ݊ଶ aሬԦଶ + ݊ଷ aሬԦଷ 
(33) 

This is satisfied only, when the reciprocal axes vectors gሬԦଵ, gሬԦଶ, gሬԦଷ are correlated with their 
corresponding real space axes vectors as following: 

 

gሬԦଵ = ߨ2 aሬԦଶ ൈ aሬԦଷaሬԦଵ(aሬԦଶ ൈ aሬԦଷ) ,   gሬԦଶ = ߨ2 aሬԦଷ ൈ aሬԦଵaሬԦଵ(aሬԦଶ ൈ aሬԦଷ) ,   gሬԦଷ = ߨ2 aሬԦଵ ൈ aሬԦଶaሬԦଵ(aሬԦଶ ൈ aሬԦଷ) 

(34) 

Thus, all crystal structures have two correlated lattices in real space (marked by integers (ܽଵ, ܽଶ, ܽଷ)), and in reciprocal space (marked by integers (ℎ݈݇)), respectively. 
By substituting the Fourier components of ߷(ݎԦ) into scattering amplitude in (29), we obtain: 
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Ԧ ~ නܣ  ෍ ߷ Ԧீ݁௜ Ԧீ௥ԦԦீ ݁௜௤ሬԦ௥Ԧ݀ଷݎԦ௏ = ෍ ߷ Ԧீ න ݁௜( Ԧீି௤ሬԦ)௥Ԧ݀ଷݎԦ௏Ԧீ  (35) 

 
Note that the integral in (35) is now extended over the volume of a periodical structure. 
Equation (35) exhibit characteristic extreme points when ܩԦ =  Ԧ. One can show that theݍ
amplitude has its maxima at these points.153 Therefore, for each Fourier component at those 
points ܩԦ =  Ԧ the integral can be approximated (for large scattering volume: abundantݍ
identical unit cells) to a delta function: 

 න ݁௜( Ԧீି௤ሬԦ)௥Ԧ݀ଷݎԦ௏ = ൜ܸ  for ܩԦ = Ԧ~0   elseݍ  (36) 

 
A geometrical insight of the diffraction process can be nicely illustrated by the Ewald-
construction as is presented in Figure 7. The condition ܩԦ = Ԧݍ = ሬ݇Ԧ଴ − ሬ݇Ԧ gives rise to a 
diffraction signal only when the surface of the sphere touches the reciprocal space points. 
This means, that neither any arbitrary incident wavelengths nor any arbitrary orientation will 
lead to a diffraction event by a scattering lattice. 
 

 

Taking the square of ܩԦ = Ԧݍ = ሬ݇Ԧ଴ − ሬ݇Ԧ and using the elastic scattering condition(หሬ݇Ԧ଴ห = หሬ݇Ԧห) 
one obtains: 

 2ሬ݇Ԧ଴ܩԦ + ଶܩ = 0 (37) 

Figure 7 Ewald-construction of the interference effect by 
an incident beam in a periodic structure. 
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This is the so-called Von Laue-condition and it is the central statement of the elastic 
scattering of particle-waves by a periodic scattering object. Since −ܩԦ is also an element of the 
reciprocal space, thus equation (37) can also be rewritten as: 

 2ሬ݇Ԧ଴ܩԦ =  ଶ (38)ܩ

It can be shown that the spacing between parallel lattice planes is ݀(ℎ݈݇) =  Ԧห which areܩห/ߨ2

perpendicular to ܩԦ = ℎgሬԦଵ  + ݇ gሬԦଶ + ݈ gሬԦଷ. Substituting this fact into equation (38), one obtains: 

 2ሬ݇Ԧ଴ܩԦ = 2݇଴ܩ sin ߠ = ଶܩ  ⇒ 2݇଴ sin ߠ = ܩ ⇒ ߨ2)2 (ߣ sin =⁄ߠ ߨ2 ݀(ℎ݈݇)⁄ ⇒   2݀(ℎ݈݇) sin ߠ =  ߣ
(39) 

 
In general the indices have a common factor ݊ in comparison to the scattering crystal plane. 
Thus, equation (39) can be reduced to common used notation of Bragg-equation: 

  2݀ sin ߠ =  (40) ߣ݊

The Bragg-equation illustrates the diffraction of particle-waves by reflection of them at the 
lattice planes into 2ߠ angle. This phenomenon can be explained by the fact that the lattice 
planes (ℎ݈݇) in the real-space are perpendicular situated to the ܩԦ(௛௞௟) vectors in the 
corresponding reciprocal-space, thus, it gives the impression of mirror reflection of the rays at 
the (ℎ݈݇)-plane of the lattice and it gives the origin for the terminology “Bragg-reflection” 
(this is illustrated in the Figure 8). 
 

 Scattering of a beam by nano structures (Small-angle scattering (SAS)) 2.7.2.
In the last chapter the Bragg-law was derived (equation (40)) which describes the scattering of 

a beam by regular scattering objects with particular spacing. Rearranging the Bragg-law leads 

to: 

Figure 8. An Illustration of Bragg-reflection at (hkl)-planes of a 
periodic lattice. For better understanding the reciprocal space is 
covered by the real space planes. 
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ߣ݀ ~ sin  (41) ߠ

This implies that by a constant wavelength the scattering of an incident beam by structures 

with large d-spacing will lead to scattering intensities to small angles. So, the bigger the 

structures the smaller the observation angles of their scattering intensities (by ߣ = constant!). 

A. Guinier was the first who observed around the year 1930 and interpreted correctly the 

scattering of an incident beam from materials at very small angles154 henceforth this 

observation was termed as “Small-angle scattering” (SAS). This is not necessarily correct to 

observe nano structures always at very small angles. One could apply long wavelengths in the 

same order as the structures increase. This would leave the scattering angle unchanged and the 

scattering intensities would be observable still at high angles! However, long wavelengths are 

highly absorbed by matter. Thus, the observed scattered intensities will drastically be 

decreased hence the measurement times will significantly increase in comparison to short 

wavelength beams. In addition, sample preparation and detection of low energy scattering 

beams are very challenging. Therefore, these difficulties give some justification for using 

frequently the SAS method in order to investigate nano structured materials. As it was 

described before, the observed intensity of the scattered beam at the detector can be described 

by the square of ܣԦ௦௖௧(ݍԦ): 

 

 

(Ԧݍ)ܫ = = ∗(Ԧݍ)௦௖௧ܣ(Ԧݍ)௦௖௧ܣ (Ԧݍ)଴ܫ ඵ ௏ଵ ௏ଶ(Ԧଶݎ)ߩ(Ԧଵݎ)ߩ Ԧଵݎ)Ԧݍ݅−)݌ݔ݁  − ((Ԧଶݎ  ݀ ଵܸ݀ ଶܸ 
(42) 

 
Equation (42) describes the Fourier-Transformation (FT) of ݎԦଵ −  Ԧଶ corresponds to theݎ 
distances distributed between the couple of ݎԦଵ and  ݎԦଶ. ܫ଴(ݍԦ) is proportional to the scattering 
intensity of a free electron and is defined as:155 
 

((ߠ)Ԧݍ)଴ܫ  = ௣ܫ ଶܦ߬ = ଶܦ௣ܫ  7.94 10ିଶ଺ܿ݉ଶ(1 + 2((ߠ2)ݏ݋ܿ   (43) 

 
In (43), ܫ௣ is the primary beam intensity, ܦ is the sample-to-detector distance, ߬ represent the 
Thomson-factor with the polarization factor of 1/2(1 + cos(2ߠ)) which can be approximated 
for small angles (ߠ ≤ 5°) by: (1/2)(1 + cos(ߠ ≈ 0)) ≈ 1. Thus for small-angles: 
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(Ԧݍ)଴ܫ  ≈ ଴ܫ = 3.97 10ିଶ଺ܫ௣ ൬ ଶ൰ܦ1 ܿ݉ଶ (44) 

This is the well-known “inverse square power law”, which is frequently observed in physics 
when the distance between source and observer is increased (such as in gravitational -or 

electromagnetic fields: ~ ଵ௥మ). For convenience hereafter ܫ଴ is put to unity. Assuming an 

isotropic system (particles distributed with random orientation) with no long-range order, than 
equation (42) can be rewritten as:156 

(ݍ)ܫ  = න ଶݎߨ4 (ݎ)ߛ sin(ݎݍ)ݎݍ  (45) ݎ݀

Where (ݎ)ߛ is an autocorrelation function and is defined as: 

(Ԧݎ)ߛ  = න Ԧଵݎ)ߩ(Ԧଵݎ)ߩ − ݀(Ԧݎ ଵܸ௏ଵ   (46) 

By applying the inverse FT of equation (45) it leads to: 

(ݎ)݌  = (ݎ)ߛଶݎ = න ଶஶݍ
଴ (ݍ)ܫ sin(ݎݍ)ݎݍ  (47) ݍ݀

 is the so called “distance distribution function “(DDF) which describes the frequency of  (ݎ)݌
distances r between two arbitrary points at the confines of a homogenous particle. In an actual 
experiment, however, the measured q-range is limited in which the scattering intensities are 
collected hence the inverse FT of (45) is mathematically not straightforward. Therefore, 
several extrapolation methods were developed in order to determine (ݎ)݌ of a system directly 
by measuring its scattering intensities.157-159 Moreover, if the scattering objects are not 
monodisperse the DDF does not deliver the right particle sizes hence it cannot be applied for 
systems with high polydispersity anymore.160 An alternative approach is to assume a model of 
scattering objects with certain properties (contrast, degree of polydispersity etc.) and to 
calculate their scattering intensities by an incident beam. The scattered intensity of a beam by 
a monodisperse particle system is proportional to its macroscopic differential cross section:161 

~(ݍ)ܫ  ݀Σ݀Ω = ܸܰ ߗ݀ߪ݀ = ݊௣ (Δߩ)ଶ ௣ܸ ܲ(ݍ,  (48)  (ݍ)ܵ (ݎ

Here ቀௗஊௗஐቁ and ቀௗఙௗఆቁ are the macroscopic and microscopic differential scattering cross 

sections, respectively. It is crucial to note that the microscopic differential scattering cross 
sections represents the cross section of an individual particle and has therefore the unit of an 
area (cm2), whereas the macroscopic differential scattering cross sections represents the 
accumulation of all scattering cross sections of all particles present in a unit volume of a 
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sample, hence, it has the unit of an inverse length (cm-1). Macroscopic differential scattering 
cross sections can be imagined as the effective scattering cross section of the entire particle 
system in that unit volume, so to say. ܰ stands for the number of particles present in the 
volume ܸ of the sample. Thus, ݊௣ is the number density of the particles in the sample and ௣ܸ 
represents the volume of such an individual particle. Δߩ stands for the scattering contrast 
between the scattering particle (ߩ௣) and its environment (matrix) (ߩெ). ܲ(ݍ,  (ݍ)ܵ and (ݎ
represent the form factor and the structure factor of the particles, respectively. The form factor 
describes the shape of the particle whereas the structure factor describes the interference 
correlations between particles. For diluted systems ܵ(ݍ) can be approximated by unity. The 
macroscopic differential cross section for a diluted polydisperse particle system can, 
therefore, be expressed as:161 

 
݀Σ݀Ω = (Δߩ)ଶ න ݊௣(ܴ)ܲ(ݎ) ௣ܸ(ݎ)ଶݍ)ܨ, ஶ(ݎ

଴  (49) ݎ݀

Here, ݊௣(ܴ) represents the size distribution particles in the system. Throughout this work, 
spherical particles with lognormal distribution are assumed: 
 
 
,ݎ)ܲ  (ݍ = 3 sin(ݎݍ) − ଷ(ݎݍ)(ݎݍ)ݏ݋ܿݎݍ  

(50) 

 ݊௣(ܴ) = ൬ ൰ݎߪ ߨ2√1 ݌ݔ݁ ൦− ln ቀ ߤݎ ቁଶ2ߪଶ ൪ (51) 

 
Here, ߪ describes the width of the distribution (degree of polydispersity), ߤ the mean radius 
parameter and r is the radius of the particle. The as measured scattering intensity in (48) is 
only proportional to the macroscopic differential scattering cross section which is equalized 
by multiplying it with proportionality constant, K: 

(ݍ)ܫ  = ܭ ݀Σ݀Ω (52) 

The proportionality constant depends, however, directly on several experimental quantities 
such as incident beam flux Φ, size of the solid-angle ΔΩ in which the beam is scattered into, 
measuring time Δt, sample thickness D, detector property (efficiency) ε(λ), sample 
transmission T and the area A of the illuminated part of the sample (in other words: the beam 
size): 

ܭ  = Φ Δt T ΔΩ A D ε(λ)  (53) 
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In a real experiment the product Φ Δt can be determined by monitoring the flux over the 
duration of scattering time (monitor count). After determining the constant K, the 
macroscopic differential cross section can be obtained by dividing the measured intensity by 
the constant K. Flux is inverse proportional per unit area in a given time (1/cm2) and the 
product (AD) in equation (53) is the illuminated volume of the sample (cm3). The product of 
these quantities leads to the unit length (cm). Dividing the intensity in equation (52) by the 
constant K will lead to the inverse length unit (cm-1) for the macroscopic differential 

scattering cross section ቀௗஊௗஐቁ, which is the right unit for this quantity as was discussed above. 

Since, in this manner, the arbitrary scattering intensity scale is brought experimentally to the 
actual scattering property of the measured sample, therefore, the macroscopic differential 
cross section is also termed as: absolute scattering intensity. A more detailed explanation and 
derivation on the absolute calibration of small-angle scattering data can be found in the 
following references.162-170 

2.7.2.1. Small-Angle X-ray Scattering (SAXS)  

In the previous section a general treatment of scattering was given regardless of the nature of 
the incident beam. In this section some basics of the scattering properties of incident X-rays 
(photons) by nanostructured material are presented. Photons interact only with charged 
particles of mater. There are several channels of interaction between photons and charged 
particles of atoms such as elastic scattering (Rayleigh scattering), inelastic scattering 
(Compton scattering, Raman scattering, etc.), absorption (photo-electron absorption Beer’s-
Law) and pair production (nuclear-photo absorption). Details about the respective interactions 
can be found in the work of J.H. Hubbell et al.171 In the small-angle region and at low energy 
range (E < 40 keV) the coherent elastic scattering cross section is the most dominant portion 
of the scattering beam. At large large-angles the inelastic part of the scattering cannot be 
ignored, however, it is incoherent hence it can be removed as a constant background. Since in 
the scattering experiments the scattering power is visualized by scattering cross sections the 
scattering density ߩ(ݎԦ) can be rewritten in terms of scattering lengths: 

(Ԧݎ)ߩ  = ∑ b௑,௝ ௡௝ܸߜ  (54) 

Where b௑,௝ represents the X-rays scattering amplitude of the jth atom of a material included in 
the small volume ܸߜ. Therefore, ߷(ݎԦ) is termed as (spatial) scattering density. In the case of 
photons the scattering amplitude is given by: 

 
ܾ௑ = )௘ݎ ଴݂(ݍ) + ݂ᇱ(ܧ) + ݂ᇱᇱ(ܧ)) = ܾை,௑(ݍ) + ܾோ,௑ 

Where: ܾை,௑(ݍ) = ௘ݎ ଴݂(ݍ) ܽ݊݀  ܾோ,௑ = (ܧ)௘(݂ᇱݎ + ݂ᇱᇱ(ܧ)) 
(55) 

Here, ݎ௘ is the classical Thompson radius of an electron, ݂ᇱ(ܧ) and ݂ᇱᇱ(ܧ) are the anomalous 
dispersion factors which become prominent when the incident beam approaches an absorption 
edge of an element. Therefore, the X-ray scattering length is separated (in (55)) in a resonant ܾோ,௑ and in an off-resonant ܾை,௑(ݍ) scattering length part. The off-resonant scattering length 
characterizes the scattering power of a specific atom, in its unexcited state, by its scattering 
form factor ଴݂(ݍ), which is described by: 
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 ଴݂(ݍ) = න ݀ଷݎ ߷௔(ݎԦ)exp (݅ݍԦ௏ೌ ) (56) 

This accounts on the fact that the wavelengths of X-rays are comparable to the size of atoms 
(in the ~Å range), hence the incident X-ray beam doesn’t “see” the individual electrons of an 
atom but rather the entire cloud of electrons (electric charges) distributed around the nucleus. 
In the small-angle approximation, however, ଴݂(ݍ) becomes q-independent and equal to the 
atomic number Z of the element, as can be seen from equation (56). For a typical SAXS 
experiment the monochromatic energy of the incident photon beam is far away from any 
absorption edges of any element in the sample. Thus the scattering length of the X-rays for a 
sample can be written as: 

 ௌܾ஺௑ௌ = ܾை,௑(ݍ)  ≈ ௘ݎ ෍ ଴݂,௜௡
௜ୀଵ = ௘ݎ ෍ ܼ௜௡

௜ୀଵ  (57) 

With ܼ௜ being the atomic number of the ith element. Therefore, the scattering length density of 
X-rays in a SAXS experiment can be expressed as (using:߷௠௔௖ = ݉/ܸ, etc.): 

ௌ஺௑ௌߩ  = ௘ݎ ஺ܰ߷̅௠ ෍ ௜ݔ ଴݂,௜ܯ௜
௡

௜ୀଵ  (58) 

Where, ஺ܰ represents the Avogadro number, ߷̅௠ the macroscopic average mass density, ݔ௜ is 
the mol fraction of the ith substance, ܯ௜ its molecular weight. In a SAXS experiment one is 
interested in the overall structural information content of the specimen. However, it is not 
possible to resolve element specific structural information of a sample by applying SAXS 
method. 
 

2.7.2.2. Anomalous Small-Angle X-ray Scattering (ASAXS)  

In cases where it is of special interest to reveal structural properties of specific element 
containing in a sample, a normal SAXS experiment often is not sufficient. This is due to the 
fact that all structures and vacancies present in the sample contribute to the total small-angle 
scattering intensity. In order to extract element specific information on the nanoscopic scale 
from the entire scattering intensity, alternative methods are needed. To meet these challenges, 
during 1980-1990’s the ASAXS method was developed by H. Stuhrmann and others.172 The 
basic idea is to exploit experimentally the resonant ܾோ,௑ scattering length term of ܾ௑ in (55) 
which is energy dependent: 

 ܾோ,௑ = (ܧ)௘(݂ᇱݎ + ݂ᇱᇱ(ܧ)) (59) 

Far away from any absorption edge of an element the scattering length of ܾ௑ can be well 
approximated by ܾை,௑, as was stated in the previous section. By varying the energy of the 
incident beam in the vicinity of an absorption-edge of an element the anomalous dispersion 
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coefficient become significantly larger, hence, the resonant scattering length ܾோ,௑ can no 
longer be ignored. The terminology “anomalous” is, however, historically based and is not 
coherent with the knowledge of today. Behaviours of the dispersion factors are characteristic 
for all elements, since the atomic levels are generally quantized, thus, absolutely normal. ݂ᇱᇱ(ܧ) is related to the linear absorption coefficient, therefore, it can be experimentally 
determined:156 

 ݂ᇱᇱ(ܧ) = ൬ ℎ݁ଶ൰ߨ4ܧܿ݉  (60) (ܧ)ߤ

݂ᇱ(ܧ) can be derived by knowing ݂ᇱᇱ(ܧ) because they are correlated over the Kramer-Kronig 
relation:155 

 ݂ᇱ(ܧ) = ൬2ߨ൰ න ᇱଶܧ(ᇱܧ)ᇱ݂ᇱᇱܧ − ଶஶܧ
଴  ᇱ (61)ܧ݀

Due to the scattering density ߩ ∝ ଶ(ߩ∆) the differential cross section is proportional to , (ܧ)݂ ∝  ଶ (see (48)). Thus, if the energy of the incident beam becomes closer to an‖(ܧ)݂∆‖ 
absorption edge of an element present in the system, its scattering property is affected 
accordingly. The scattering amplitude of such a system can be divided in contributions of 
resonant (R) part (particles with ݂(ܧ)௣) and in an off-resonant (O) part (matrix (environment) 
with ݂(ܧ)ெ): 

,ݍ)ܣ  (ܧ = ை(ݍ)ܣ + ,ݍ)ܣ  ோ (62)(ܧ

Since, the measured scattering intensity is proportional to the square of the incident beam 
amplitude and the amplitude is proportional to (∆ߩ)ଶ, it follows: 

,ݍ)ܫ  (ܧ ∝ ൫݂(ܧ)௣ − ௣(ܧ)ெ൯ ൫݂(ܧ)݂ − ∗ெ൯(ܧ)݂
 (63) 

Incorporating this information in (42) and reorganizing all terms in resonant and in off-
resonant parts leads to the so called “Stuhrmann-equation”:172 

,ݍ)ܫ  (ܧ = (ݍ)௢ܫ + 2݂ᇱ(ܧ)௣ܫ௢ோ(ݍ) + (݂ᇱ(ܧ)௣ଶ + ݂ᇱᇱ(ܧ)௣ଶ)ܫோ(ݍ) (64) 

Measuring the scattering intensity of a sample at minimum three different energies close 
(below) to an absorption edge of an element present in the sample, equation (64) allows to 
separate the resonant scattering contribution (ܫோ(ݍ)) from these total scattering intensities 
,ݍ)ܫ) ;(௜ܧ  ݅ = 1,2,3, . . ) at different energies. 
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2.7.2.3. Small-Angle Neutron Scattering (SANS)  

Dissimilar to photons, neutrons interact with the nuclei of atoms, thus strong forces are 
involved in their interaction (assuming random spin distribution of nuclei in the sample and 
neglecting spin function of the electrons, surrounding the nuclei). Since the strong force 
acting between neutrons and nuclei are highly complex to be described theoretically, in detail, 
hence a clear link between scattering amplitude and nuclei number similar to photons and 
atomic number is not straightforward to draw. They show rather complex relationship 
between their scattering amplitude and the nuclei number of the elements. For instance, 
neutrons interact strongly with hydrogen whereas they are almost transparent to the X-rays. 
Moreover, due to their interaction with nuclei, neutrons show a large scattering variation even 
between isotopes of the same element (e.g.: bhydrogen= -3.74 fm and bdeuterium= 6.67 fm). 
Therefore, analogous to ASAXS method, a SANS experiment can be used to perform contrast 
variation by exchanging isotopes of the same element to reveal element specific structural 
information in a specimen. 

2.8. X-ray Absorption Spectroscopy (XAS) 
X-rays interact with matter in various manners such as scattering or absorption, for instance. 
The absorption of X-rays by an atom can be described as a process of annihilation of the X-
ray photon by producing an electron-hole in the shell structure of the atom (exited atom). 
Depending on the energy of the absorbed photon the exited-electron can be promoted either 
into a higher unoccupied energy state of the atom or into the continuum state (if the energy of 
the absorbing photon is greater than the highest bounded state of the absorbing atom). Two 
kinds of environments for the exited atom (resonant atom) can be considered for the 
absorption process: 
 

1) The resonant atom is isolated (bare atom) 

2) The resonant atom is surrounded by other atoms 

 
Far from any absorption edges of the atom the incident photon-beam is attenuated, in both 
cases, according to Beer’s-Law: 

ܫ  =  (65) (ݔߤ−) ݌ݔ଴݁ܫ

Here, ܫ଴ is the attenuated beam after passing through the specimen with a thickness x, and ߤ is 
the linear absorption coefficient of the material and its value can be approximated by: 

ߤ  ≈ ߷௠௔௖ܼସܧܣଷ  (66) 

Where, ߷௠௔௖ is the macroscopic mass density, Z states for atomic number, A represents the 
atomic mass and E is the energy of the incident beam. However, if the energy of the incident 
beam approaches any absorption edge of the resonant atom its photo-absorption behaviour 
changes depend significantly on its local symmetry (environment). Considering case (1) 
where the resonant atom is isolated, the photo-absorption around its absorption edge reflects 
the electronic structure of the atom. The photo-electrons are than elevated according to 
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quantum mechanics rules to higher unoccupied energy levels (e.g. in a dipolar approximation 
only higher energy states with Δ݈ = ±1 are allowed to be occupied). These exited atomic 
levels retain in femtosecond range and decay subsequently by liberating photons either to the 
vacuum state (fluorescence radiation) or to promote an electron of the same atom located at a 
higher energy level into continuum energy state (Auger-Meitner effect). By increasing the 
energy continuously above the bonding energy of the atom the electrons can be raised to the 
continuum state. Since there are no other neighbouring atoms the photo-electron can 
propagate unperturbed through the vacuum state with a kinetic energy of: 

௞௜௡ܧ  = ℎߥ −  ଴ (67)ܧ

Where, ℎߥ is the energy of the absorbed photon and ܧ଴ is the bonding energy of the absorbing 
atom. By increasing further the energy of the incident photons more photo-electrons are 
promoted to the continuum state with higher ܧ௞௜௡ and the “bare atom” becomes more 
transparent to the beam. In the latter case (2), where the resonant atom is surrounded by other 
atoms, the electronic structure of the resonant atom changes. First of all, the coordination 
symmetry of the resonant atom affects the valence orbitals and their corresponding 
occupancy. Thus, certain forbidden photo-electric transition becomes accessible and their 
partial absorption cross sections increase, as a consequence. Due to interaction of the valence 
electron of the resonant atom with those of the neighbouring atoms the nucleus charge of the 
resonant atom is less screened. Hence, the core electrons “feel” effectively more positive 
nuclear charge and they are further attracted toward the electrical potential of the nucleus. 
Therefore, higher photon-energy is needed to elevate the core-electron into continuum state of 
the coordinated resonant atom in comparison to “bare atom”. Above the ionization energy of 
a core-level (main absorption edge), the photo-electrons have small kinetic energy and 
therefore they experience, beside some single scattering (SS) processes, mainly multiple 
scattering (MS) events. This region roughly ~50-100 eV bellow and ~ 100-150 eV above the 
main absorption edge, respectively, is the so-called “X-ray Absorption Near Edge Structure” 
(XANES). The structure of this portion gives information about the chemical state local 
symmetry of the resonant atom. By increasing the energy of the incident photons above the 
XANES region, the photo-electrons have higher kinetic energy. Thus, the probability of MS 
decreases significantly, and the main portion of the photo-electrons experience SS events with 
the surrounding atoms.173 Considering the scattered electron as a particle wave, the 
backscattered electron-wave by neighbouring atoms can be reabsorbed by the exited atom. 
However, the probability amplitude of reabsorption (‖߰‖ଶ) at the exited atom is modulated, 
due to the interference of the backscattered electron-wave with the outgoing electron-wave. 
Depending on the incident photon energy, ‖߰‖ଶ can be lowered or increased at that exited 
atom, contrary to the isolated atom. If the modulation of the reabsorption of the electron-wave 
at the exited atom gets its maximum, the resonant atom becomes more “visible” to the 
incident beam and the probability of the photo-absorption increases and vice versa. If one 
changes the distance of the neighbouring atom, the modulation of the electron-wave changes 
as well, therefore ‖߰‖ଶ changes hence the photo-absorption of the resonant atom. By 
measuring the absorption coefficient of a resonant atom far below the absorption edge (~ -100 
eV, 0 eV being the main absorption edge position) up to +1000 eV above the edge 
(XANES+EXAFS=XAS), and applying the Beer’s-Law, one gets the absorption spectrum of 
the resonant atom: 
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(ܧ)଴ܫ) ln~(ܧ)ߤ  ,ݔ)ܫ ⁄ܧ )) (68) 

The containing information in the gained spectrum is: coordination symmetry, bond angles, 
oxidation state and the local environment of the resonant atom. A schematic description of the 
aforementioned process for the isolated (red line) and for the coordinated atom (black line) is 
displayed in the Figure 9. The photon absorption of an atom can be described in a quantum 
mechanical picture using Fermi’s Golden rule: 

 ห߰௙ൿห (69)ܪหൻ߰௜ห~(ܧ)ߤ 

߰௜ describes the initial quantum state (core-electron, a photon and no photo-electron) and ߰௙ 
represents the final stat of the system (core-hole, no photon and a photo-electron). Due to 
closely bonded core-electrons, their initial states are not significantly affected by the 
neighbouring atoms. 

 
 
The final state, in contrast, is considerably altered by the surrounding atoms due to the 
interaction of photo-electron and the surrounded atoms. However, if one assumes the final stat 

Figure 9 Superposition of outgoing and backscattering photo-electron at 
the resonant atom. 
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of a superposition of the exited isolated atom ߰଴ and a perturbed part Δ߰௙ of the wave-
function ߰௙ = ߰଴ + Δ߰௙, than (69) can be rewritten as: 

଴ۧ|ଶ߰|ܪ|௜߰ۦ|~(ܧ)ߤ  ቈ1 + ൻ߰௜หܪหΔ߰௙ൿ ଴ۧ|ଶ߰|ܪ|௜߰ۦ|∗௜ۧ߰|ܪ|଴߰ۦ + ܿ. ܿ. ቉ (70) 

Here, the last term (c.c.) represents the complex conjugated portion of the expression. The 
first term represents the absorption process of a “bare atom” ߤ଴~|߰ۦ௜|ܪ|߰଴ۧ|ଶ, where the 
isolated atom transformed from the initial state ߰௜ to an exited state ߰଴ at a higher energy-
level, by annihilation of a field photon. On the other hand one can see the interference of the 
initial state and the perturbation of the final state. Hence, the structure information is curbed 
in ߯(ܧ) ~ ൻ߰௜หܪหΔ߰௙ൿ, the so-called “fine-structure” function. Including these notations in 
equation (70) it results to: 

1](ܧ) ଴ߤ ~ (ܧ)ߤ  +  (71) [(ܧ)߯

The result of the fine-structure function is given by:174 
 

(ܧ)߯  = ෍ ௝ܰ ݁ିଶ௞మఙೕమ ݁ିଶோೕ ఒ(௞)⁄  ௝݂(݇) ݇ ௝ܴଶ sin [2݇ ௝ܴ + ௝(݇)]௝ߜ  (72) 

 
This is the so called EXAFS-equation and contains all relevant structural information 
concerning the local environment of an absorber atom, such as coordination number ( ௝ܰ), 
distances of the neighbouring atom ( ௝ܴ) their mean-square-displacements (ߪ௝ଶ). The 
information regarding the scattering neighbouring atoms are contained in the atom scattering 
factor ௝݂(݇) and the phase shift ߜ௝(݇) of the backscattered photo-electron, respectively. ௝݂(݇) 
and ߜ௝(݇) are typically calculated by computer programs such as FFEF8, EXCURVE or 
GNXAS and provided for the fitting procedure of EXAFS equation. 
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3. Experimental 

3.1. Material and sample preparation 
All material investigated in this work are listed in Table 2 with their physical and chemical 
properties. 
 
Table 2- Investigated materials with their physical and chemical properties and additional information. 

Initial material Company Purity Chemical 
formula 

Aggregate / 
Crystal 
structure at 
room Temp. 

Mass 
density 
[g/cm3]  

Melting 
point 
[ °C ] 

Magnesium 
hydride 

Alfa aeser 98 % MgH2 Solid/ 1.45 327 

Lithium 
borohydride 

Sigma 
Aldrich 

95 % LiBH4 Solid/ 0.666 275 

Calcium 
borohydrid 

Sigma 
Aldrich 

98 % Ca(BH4)2 Solid/  -- 

Niobium (VI) 
fluoride 

Alfa aeser 99.9 % NbF5 Solid/ 3.293 79 

 

 High energy ball milling 3.1.1.
All samples in this work were ball-milled in a high energy Spex 8000 mill/shaker. The Spex 
8000 mill/shaker was placed in a glove box (BRAUN, company). The atmosphere (slightly 
higher than 1bar) in the glove box consisted of argon gas with less than 10 ppm oxygen and 
moisture, respectively. The glove box was kept under continuously purified argon atmosphere 
by a circulation system combined with a series of filters. The Spex 8000 mill/shaker was 
equipped with only one milling vial station. During the milling operation the vial follows a 
chain of motions which can be visualized with the shape of the number 8, when following the 
ends of the vial. It shakes the sample vial with a frequency of 60 Hz and amplitude of 
approximately 5 cm. The sample vial was made of stainless steel with a volume of ~ 194 cm3. 
The vial was closed by screwing a cup on it. The cup was sealed with an elastic rubber O-ring 
to avoid any sample loss during the milling procedure. The amount of powder to be milled 
was kept always between 1g and 2g in the milling vial. The milling balls were made of 
stainless steel, as well. The ball-to-powder ratio was kept always at roughly 10:1. 
 

 Hydrogen de/absorption measurements 3.1.2.
Volumetric measurements were performed by using HERA (designed by Hydro Quebec, 
Canada)175 and PCTpro2000 (designed by Setaram company, France) systems, respectively, 
in order to study the dehydrogenation/hydrogenation properties of the composite systems and 
to prepare cycled samples for further investigation methods. In both measuring systems the 
absorbing gas volumes are pre calibrated. However, the principle how the amount and rate of 
desorbed/absorbed hydrogen gas is determined differs in the respective systems. PCTpro2000 
system has only one sample holder and measures therefore the absolute pressure change in the 
entire volume (reservoir) with respect to initial pressure and time, respectively. Therefore, 
prior to each measurement the entire volume needs to be calibrated. HERA system is 
equipped with two pre calibrated sample holders (one serves as a reference holder and the 
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other one contains the sample which is to be measured). Here, the measuring quantity is the 
change in differential pressure between the reference and sample side with respect to time. 
The HERA system has the advantage of being insensitive to slight reservoir temperature 
variations since it affects, both, reference and sample side hence it is cancelled in the 
differential pressure whereas it has big effect in PCTpro2000 on the absolute pressure. The 
disadvantage of HERA system is its complicated design (with two sample holders) and it 
can’t measure the Pressure-Composition-Isotherms whereas PCTpro2000 is designed for such 
measurements, as well. 
 

3.2. Material characterization 

 Coupled volumetric-DSC measurements and MS-measurements 3.2.1.
Coupled manometric-calorimetric measurements were performed by connecting a PCTPro-
2000 instrument (Setaram &Hy-Energy, France) with a Sensys high-pressure DSC (Setaram, 
France). Desorption measurements were performed by heating the samples (about 30 mg) 
from room temperature up to 500 °C at 3 °C/min under vacuum. For determination of the 
activation energy (Ea) measurements were performed with pure and doped samples under the 
same conditions by heating at 1, 3, 7 and 10 °C/min. Mass spectrometry (MS) measurements 
were performed by using the HPR-20 Q/C apparatus (Hiden-Analytical Ltd., UK). 

 SEM, EDS- and TEM-measurements 3.2.2.
The material morphology and material local composition were characterized by SEM, using 
an EvoMA10 (Zeiss, Germany) microscope equipped with a LaB6 filament. The composition 
of the samples was determined by EDS, using an INCA Energy 350 X Max detector from 
Oxford Instruments, equipped with a Be window. A cobalt standard was used for calibration 
of quantitative elementary analysis. To avoid oxidation during material handling, a special 
custom-made sample holder was used. The sample was loaded into the sample holder in a 
glove box and afterwards vacuum was generated inside the holder to transport the sample to 
the SEM. To further elucidate the nanoscopic structures and composition of the material, 
TEM was performed on a JEOL 3000F FEG TEM at an operating voltage of 300 kV. Samples 
were suspended in toluene then ultrasonicated before dropping onto 200 mesh holey carbon 
coated copper grids. Samples were shortly exposed to air (up to a minute) before they were 
inserted into the TEM column. 
 

 In situ SR-PXD-measurements 3.2.3.
In-situ SR-PXD measurements were carried out at the powder diffraction beamline D3 at the 
DORIS III synchrotron storage ring (at DESY in Hamburg, Germany) and at the diffraction 
beamline I711 at MAXLAB (in Lund, Sweden). The samples were loaded into single crystal 
sapphire tubes in an argon glove box. The sapphire tubes were subsequently mounted in a gas 
pressure cell and exposed to a monochromatic synchrotron beam. A picture and a schematic 
description of the in situ XRD cell are displayed in the following figure. All details of the gas 
pressure cell and experimental set up are given in two works published by Bösenberg et. al. 
1,176. The diffracted intensities were at both beamlines collected by a MarCCD-165 area 
detector. The incident photon wavelengths were set to about 1 Å and 0.5 Å at I711and D3, 
respectively. Sample-to-detector distances were set roughly to about 80 mm at I711 and 125 
mm at D3. 
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The sample was heated up by a ceramic oven placed underneath the capillary while the 
sample temperature was measured by a thermocouple positioned close to the sample in the 
capillary and controlled via a PID regulator. The temperature and pressure parameters were 
chosen close to volumetric measurements. The acquired 2D-patterns were further processed 
and integrated to a 1D curve using the program Fit2D177 and the program FindIt (ICSD-
database) 178 was used for phase identification. 
 

 XAS-measurements 3.2.4.
X-ray absorption spectroscopy (XAS) measurements were performed at the C-beamline at 
DORIS III. The ideal amount of powder to be used for measurements was calculated by the 
program “XAFSMASS”.179 The samples were then mixed with dry cellulose (~50 mg) in a 
mortar and pressed (5 bar) into pellets of 10 mm diameter. The pellets were placed in an 
aluminum sample holder and sealed with Kapton tape (55 μm in thickness) to avoid oxidation 
of the samples. Transition metals in their metallic state, in their fluorinated state and as 
borides were measured as reference materials. All measurements were recorded in 
transmission mode at the K-edge of transition metals. A schematic sketch of a XAS beamline 
is depicted in Figure 11. After passing the beamline optic the photons reach the XAS 
experimental station. The experimental station consists of three ionisation chambers (ICs) and 
two sample environments. Between the first and second ICs the sample was mounted and 
between the third and fourth IC a corresponding metallic reference foil was fixed in order to 
calibrate the energy axis. All ICs were filled with Argon gas and the ideal gas pressure in the 
respective ICs was calculated by using the software XAFSMASS and other software provided 

Figure 10. (a) Schematic description of the in situ XRD cell, and (b) Picture of 
the in situ cell is depicted mounted at the D3 beamline at DESY. In the inset 
figure a magnification of the sample in the capillary placed on the top of the 
heater is shown.1, 2 
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by the beamline.179 Data acquisition was initiated at 200 eV prior to the K-absorption edge. 
The step width was chosen to be 2 eV (acquisition time of 60 s) up to 200 eV above the K-
absorption edge, in order to have a high resolution of the X-ray absorption near edge structure 
(XANES). After the XANES-range the step width was increased to 5 eV (acquisition time of 
180 s) up to 500 eV above the edge. Thereafter, the step width was once again increased to 7 
eV (acquisition time of 300 s). 
 

Data acquisition was terminated at 1300 eV above the K-absorption edge, in order to have the 
maximum available information about the extended absorption fine structure (EXAFS) part of 
the XAS-spectra. For each sample three XAS-spectra were acquired. After removing their 
spikes these spectra were than aligned, and subsequently averaged in order to improve the 
data quality. XAS data processing and analysis were conducted by using the “IFEFFIT” 
software package.180 
 

 ASAXS-measurements 3.2.5.
Anomalous small-angle X-ray scattering (ASAXS) measurements were performed at the 
beamline B1 at DORIS III (DESY in Hamburg, Germany). A detailed construction of the B1 
ASAXS beamline is depicted in the Figure 12. The double crystal monochromator was made 
of a Si (311) with a wavelength resolution of ∆λ/λ ൏ 10ିସ. 
Instead of the multiwire detector (as is displayed in the Figure), a Pilatus 300 k detector was 
used, in the measurements conducted for this work. All measurements were carried out near 
the K absorption edge of niobium (18.99 keV), in order to characterize the Nb containing 
structures upon de/rehydrogenation cycles. The samples were mounted in an aluminium 
sample-holder with a circular hole of 5 mm in diameter and 0.25 mm in thickness. All 
samples were sealed with Kapton tape to avoid any oxidation of the material. 
 

Figure 11. Schematic depiction of a XAS beamline at a synchrotron ring in HASYLAB (at DESY, Hamburg).4 
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The ASAXS patterns were acquired at two sample-to-detector distances (Dmin= 885 mm and 
Dmax= 3585 mm) to cover the maximum available q-range and at four different energies, 
respectively. Here, q is the magnitude of the scattering vector: ݍ = (ߣ/ߨ4) ݊݅ݏ  is ߣ where ,ߠ
the incident X-ray wavelength and 2ߠ is their respective scattering angle. All selected 
energies with their corresponding anomalous dispersion factors are listed in Table 3 (the 
dispersion factors are calculated based on the theory developed by Cromer & Lieberman).181 
 
 

Table 3. Selected energies for the ASAXS-measurements at the K-edge of Nb  
and the corresponding anomalous dispersion factors.5 

Ei Energy [eV] f’ f’’ 

E1 18522 -3.095 0.557 

E2 18822 -4.074 0.541 

E3 18924 -5.027 0.535 

E4 18926 -5.940 0.533 

 
 
 
 
 
 
 
 
 

Figure 12 .Schematic outline of the ASAXS beamline B1 (DORIS III, DESY, Hamburg, Germany).
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 SANS/USANS-measurements 3.2.6.
Small-Angle Neutron Scattering (SANS) measurements were performed at the SANS-1 
station at FRM-II of Heinz Maier-Leibnitz Zentrum (MLZ, Bavaria, Germany). A schematic 
image of the beamline is shown in the following figure. 

 
The thermal neurons are delivered from the source with a maximum flux of 8x1014 n cm-2 s-1. 
The incident neutron wavelength can be monochromated in the range of 3.4 Å – 30 Å by 
applying an array of two mechanical velocity selectors with wavelength resolution of 10 % 
and 6 %, respectively. The sample to detector distance can be set in the range 1.1 – 21 m with 
a maximum q-range of 0.001 Å-1 - 2 Å-1. For the performed experiments in this work three 
sample to detector distances (1.6, 8, 20 m) and two wavelengths (6, 12 Å) were applied, 
respectively, to cover the maximum q-range available at the high q values and to cover a 
reasonable q-range in the low q region in order to have a good overlapping with the USANS 
measurements. For the “short” sample to detector distance (1.6, 8 m) 6 Å was applied whereas 
for longest distance (20 m) 12 Å was selected. The scattering intensities were measured by 
using a 128 3He proportional counter detector with an area of 1000x1020 mm2 with a count 
rate of 1 MHz. Silverbehenate (AgBe) was measured at short distance (1.6 m) to calibrate the 
q-axis. A water standard was measured in order to set the scattering intensities onto an 
absolute scale. All SANS data were processed by BerSANS software.182 In addition to SANS 
measurements USANS measurements were carried out to evaluate the larger structures 
present in the samples. USANS measurements were performed at the BT5-Instrument at the 
National Institute of Standard and Technology (NIST) in Gaithersburg (Maryland, USA). A 
schematic description of the instrument is shown in the following figure. 
 
 
 
 

Figure 13. SANS-1 schematic set-up at the FRM-II in MLZ, Garching.8 
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The instrument was equipped with a perfect crystal diffractometer (PCD) in order to have 
ultra-high resolution USANS data. The flux at the sample was > 17000 n cm-2 s-1 and the 
incident neutron wavelength was about 2.4 Å. The accessible q-range was 0.00003 Å-1-0.01 
Å-1. The so observed 2D USANS data were subsequently reduced to 1D scattering curves by 
using a program designed by Scott et al.183 After desmearing and correction for multiple 
scattering (a procedure described by Staron & Bellmann in detail184) the final USANS 
scattering curves were obtained and subsequently merged with the SANS curves. 

 NMR-measurements 3.2.7.
11B Solid State NMR measurements were carried out on a 500MHz (11B frequency: 160.46 
MHz) Bruker Avance III HD NMR spectrometer equipped with a Bruker 4 mm BB/1H-19F 
probe. Rotation speeds between 8 kHz and 12 kHz were used and due to the high 11B 
background of the probe all measurements were performed employing the zgbs sequence. The 
repetition times were chosen in such a way that the sample was fully relaxed. Chemical shift 
values were measured relative to BF3Et2O using a 0.1M H3BO3 solution as a secondary 
standard at 19.6 ppm. 

 BET-measurements 3.2.8.
BET stands for Brunauer Stephen, Emmett, H. Paul and Teller, Edward who were the 
developer of this method. BET is an analysing method for determination of (specific) surface 
area of porous material via inert gas adsorption. BET measurements were performed with a 
micromeritics ASAP 2020 Surface Area and Powder Analyser using N2 as adsorbent gas at a 
sample temperature of liquid nitrogen. Prior to the BET-measurements, all samples have been 
outgassed for 24 hours under vacuum at a temperature of 100°C to remove impurities 
adsorbed to the surface. Both the doped and undoped samples were measured after milling 
procedure as well as after first dehydrogenation. The highest possible sample amount (1.5 
grams) together with a filler rod was used to ensure a minimal dead volume inside the sample 
holder for higher measurement accuracy. 
 

Figure 14. Sketch of the BT5-USANS instrument at NIST in Gaithersburg (Maryland, USA)3 2 
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4. Results and discussion of Li-RHC 

4.1. Effect of additives on the hydrogen de/absorption kinetics of the 

LiBH4-MgH2 hydride composite systems 

 Volumetric measurements 4.1.1.
All kinetic curves were collected at a heating rate of 3 K / min to a maximum temperature of 
about 390 °C at 4 bar of hydrogen backpressure for dehydrogenation and 50 bar and 350 °C 
for rehydrogenation, respectively. In order to enhance the reaction kinetics of the pure Li-
RHC system several transition metal halide and oxide additives (ScCl3, Sc2O3, TiCl3, TiF3, 
TiO2, VCl3, V2O5 NbF5, and Nb2O5) were used. Among them, NbF5 showed the best 
performance regarding the de/rehydrogenation reaction kinetics. Therefore, in this work only 
the effect of NbF5 on the Li-RHC was further investigated in detail. The first dehydrogenation 
reaction of pure and doped (with 0.1NbF5) Li-RHC are presented in Figure 15. The 
normalized converted fraction of desorbed hydrogen is plotted over the corresponding elapsed 
time in hours. As one can see, the overall dehydrogenation reaction process of undoped Li-
RHC takes place in approximately 45 h. This dehydrogenation process proceeds in two 
distinct reaction steps separated by a plateau phase. The first reaction step is accomplished 
after 0.75 h followed by a plateau phase which extents nearly up to 18 h, before the second 
reaction step occurs. The subsequent last reaction step takes roughly 20 h. The 
dehydrogenation reaction of the Li-RHC with additive shows significantly improved kinetics 
in comparison to the system without additive (pure system) (see Figure 15). 
 

 
The two dehydrogenation reaction steps, however, remain unchanged. In contrary to the 
dehydrogenation reaction of pure Li-RHC, there is no incubation period observed in the 
doped system. The overall reaction kinetics of the first desorption is improved by a factor of ~ 
20 relative to that of the pure Li-RHC system. The reaction kinetics of the first step for both 
systems is approximately the same and is completed roughly after 0.25 h. The second reaction 

Figure 15. Dehydrogenation reaction kinetics of pure and doped Li-RHC under 4 bar of 
hydrogen backpressure. The samples were heated up (3 K/min) to about 390 °C and were
kept isothermal for the rest of the measurement (measured at HZG). 
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step of the doped system proceeds for ~ 1.65 h, which is significantly (about ~20 times faster) 
faster than the corresponding value (20 h) of the pure Li-RHC. In order to demonstrate the 
reversibility of the system, a second dehydrogenation cycle at the aforementioned conditions 
was done. 
 

 
As can be seen in Figure 16, the doped system shows good reversibility over the 
dehydrogenation cycle. The second dehydrogenation reaction is improved in comparison to 
the first one by roughly 20 %. Over the second dehydrogenation process the system releases 
lower (7.2 wt. % H2) hydrogen content in comparison to the corresponding value (7.6 wt. % 
H2) for the first dehydrogenation reaction, which means a hydrogen capacity loss of about 5 
%. According to volumetric measurements, the theoretical capacity of the Li-RHC+0.1NbF5 
sample is not reached, if the following chemical reaction is assumed: 

 2LiBHସ + MgHଶ + 0.1NbFହ ↔ 2LiH + MgBଶ + 0.1NbFହ + 4Hଶ (73) 
(9.0 wt. % Hଶ) 

 
A possible explanation may be that the additive has reacted during the ball milling procedure 
with the surrounding hydride matrix. In order to clarify this conjecture, an experimental 
confirmation of the phases is important. Also for the evolution and transformation of all 
existing phases with respect to temperature and time it is crucial to follow the kinetics of 
different reaction steps. For this reason in situ SR-XPD experiment were carried out, and the 
results are presented in the following subsection. 
 

Figure 16. First and second dehydrogenation reaction of Li-RHC+0.1NBF5. 
The red curve shows the temperature evolution with time (measured at HZG). 
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 In situ SR-XPD-measurements 4.1.2.
By means of in situ-SR-XPD the reaction paths of Li-RHC+0.1NbF5 were investigated. The 
results are presented in Figure 17 and Figure 18, respectively. In both figures the intensities of 
the diffracted beam are plotted over temperature and 2-theta diffraction angle. As it can be 
seen from Figure 17, the crystalline phases after milling consist of MgH2, orthorhombic 
LiBH4 (o-LiBH4) and LiF. However, no diffraction peaks of any Nb-containing phases are 
detected. The temperature is raised from room temperature up to a maximum temperature of 
390 °C and kept isothermal for one hour. The reaction paths in the range of the temperature 
ramp up to 390 °C are presented in Figure 18. Here, with increasing temperature the 
diffraction patterns are narrowing and they shifted toward lower diffraction angles. 
 
 

The prior mentioned case indicates a higher degree of ordering in the material, which was 
previously partially destroyed by the high-energy ball milling procedure. The later mentioned 
case is due to the expansion of the unit cells of the crystalline phases with increasing 
temperatures. The first change in diffraction patterns occurs at about 120 °C which can be 
assigned to the structural phase transformation from orthorhombic o-LiBH4 (space group 
Pnma)185 to hexagonal h-LiBH4 (space group P63mc).186 Around 270 °C the diffraction peaks 
of h-LiBH4 disappear, which can be assigned to liquefaction of h-LiBH4. Around 370 °C, the 
Bragg-peaks of MgH2 starts to diminish and diffraction peaks of metallic Mg appear, which 
can be correlated with the decomposition of MgH2. Simultaneously to metallic Mg, also 
Bragg-peaks of MgB2 and LiH appear. The plateau phase, which occurs in the 
dehydrogenation reaction of pure Li-RHC, is not observed here. Moreover, after 
decomposition of MgH2 immediate appearance of MgB2 is detected. This is in good 
agreement with the volumetric measurements presented in subsection 4.1.1. These phases 
grow with time at isothermal conditions as is displayed in Figure 18. As the diffraction 

Figure 17. In situ SR-XPD plot of first desorption of Li-RHC+0.NbF5 with a temperature
ramp of 3 K/min up to 390 °C. (measured with λ = 0.5 Ǻ at HASYLAB, DESY, Hamburg) 
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intensities of the metallic Mg-phase decreases, an increase of diffraction intensities of MgB2 
and LiH is observed, which implies a mutual reaction between metallic Mg and LiBH4 
(decomposition of LiBH4 is not observable via XRD here due to its liquid state at the applied 
temperatures). 
 
 

 
 
Since no Nb-containing phases could be detected by in situ SR-XPD measurements, X-ray 
Absorption Spectroscopy (XAS) measurements were carried out to determine the chemical 
state and the local environment of Nb in the Li-RHC matrix. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18. In situ SR-XPD plot of first desorption of Li-RHC+0.NbF5 at isothermal condition, and 4 
bar of hydrogen backpressure (measured with λ = 0.5 Ǻ at HASYLAB, DESY, Hamburg). 
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 EXAFS/XANES measurements 4.1.3.
Near Edge Structure of the XAS-spectra (XANES) were performed to determine the valance 
states of niobium in the Li-RHC at different hydrogenation states. Several reference 
compounds such as NbF5 and NbB2 were measured to compare them to the valance states of 
niobium in the hydride matrix. The first derivatives of the XANES region of sample and 
references were built to emphasize the XANES structures. The results of these measurements 
are displayed in Figure 19. 
 

 

 
A comparison between the XANES spectra of Li-RHC+0.1NbF5 samples shows that Nb has 
approximately the same oxidation state in the milled and in the cycled states, respectively. 
However, a comparison between the XANES spectra of samples and reference compounds 
indicate a change of oxidation number of niobium from Nb5+ to Nb2+. In order to study the 
fluctuations of the nearest neighbours (NNs) of Nb in the hydride matrix at different 
hydrogenation states, the EXAFS regions of the XAS spectra of the samples together with 
NbB2 and NbF5 reference spectra were extracted and plotted in un-weighted χ(k) against k in 
the k-range of [2-12] Å-1 (see Figure 20). The local environment of Nb in the Li-RHC shows 
considerable changes after the ball milling process in comparison to NNs of Nb in the NbF5 
lattice. These positional shifts hint to a removal of flour atoms and their substitution by other 
atoms. Also, the decrease in oscillation strength shows that the long-range order is 
substantially decreased, which indicates a higher degree of disorder/dispersion of Nb-
containing phase(s). 

Figure 19. XANES derivative of samples and references (measured at the beamline C1
at the DORIS III synchrotron storage ring at HASYLAB (DESY, Hamburg, Germany)). 
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After the first dehydrogenation, the EXAFS-amplitudes are increased and they remain stable 
upon further de/rehydrogenation process. This hints to a higher degree of ordering and/or 
growing of Nb-containing structures relative to the ball milled sample. Furthermore, a 
comparison of the Li-RHC+0.1NbF5 sample at different hydrogenation states with the 
reference spectrum of NbB2 shows that the spectra match excellently, indicating a F-B atom 
exchange in the nearest neighbourhood (NN) of the central Nb-atom. However, the spectrum 
of the as-milled sample, in particular, is not perfectly in phase with those of the cycled 
samples. This indicates that a minor portion of NbF5 remained unreacted in the hydride matrix 
after the milling process. To reveal the local environment around the Nb-atom, the data 
(presented above) were Fourier transformed and displayed in Figure 21. It shows the radial 
distribution (RD) of atoms around the resonant atom (Nb being the resonant atom) situated at 
the origin of the coordinate system. The first peak in RD curves of as-milled and cycled 
samples are shifted towards higher distances relative to the first peak of NbF5 reference but 
they coincide rather well with the first peak of the NbB2 reference. It should be noted, that the 
RD of as-milled sample does not match perfectly with the curves of cycled samples and 
reference sample. A linear combination fitting procedure gave a relative content of 18 % NbF5 
and 82 % NbB2 in the as-milled Li-RHC sample, whereas in all cycled samples the content of 
NbF5 was determined to be 0 %. To verify the F-B exchange and the formation of NbB2 in the 
Li-RHC+0.1NbF5 samples, ab initio calculations were carried out using the FEFF6- 
program,180 and the results are presented in Figure 22. 
 
 

Figure 20. Unweighted EXAFS of samples and references in the K-range between 2 and 
12(measured at the beamline C1 at the DORIS III synchrotron storage ring at HASYLAB
(DESY, Hamburg, Germany). 
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In the calculation the magnitudes of scattering amplitudes were not corrected for electron 
relaxation processes, since only the existence of the mentioned phases were the centre of 
interest. FEFF- calculations were performed assuming F to be in the crystalline state of NbF5 
(Space Group C12/M1; Cryst. Sys. monoclinic (ICSD #26647)) and B in the crystalline state 
of NbB2 (Space Group P6/MMM; Cryst. Sys. hexagonal (ICSD #30328)). The calculations 
identify the first peak of NbF5 as the fluorine backscattering amplitude and the first and 
second peak of the NbB2 reference were addressed to the boron and Nb backscattering 
amplitudes, respectively. 
 

 
This clarifies the removal of fluorine atoms and shows the presence of niobium boride phase 
(NbB2) in the milled Li-RHC+0.1NbF5, which remains stable upon further dehydrogenation 
and rehydrogenation cycling procedure. Since the effectiveness of the applied additive is very 
much related to their size and distribution in the host material, the size distribution of NbB2 in 
doped Li-RHC was investigated and the results are presented in the following subsection. 

Figure 22. RD - functions of the samples and their corresponding FEFF-calculated backscattering amplitude for
the Nearest-Neighbour (NN) (measured at the beamline C1 at the DORIS III synchrotron storage ring at
HASYLAB (DESY, Hamburg, Germany). 

Figure 21. EXAFS signals of samples and references plotted in the R-space (measured 
at the beamline C1 at the DORIS III synchrotron storage ring at HASYLAB (DESY,
Hamburg, Germany). 
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 ASAXS measurements 4.1.4.
The size distribution of NbB2 particles in the hydride matrix at different hydrogenation states 
was determined using the ASAXS method. In Figure 23 exemplary curves of ASAXS for Li-
RHC+0.1NbF5 system after the first absorption are shown. Figure 24 shows the ASAXS 
curves after correction for scatterings effects described in the following. The peak in the 
region of 4-5 nm-1 belongs to scattering of the Kapton foil, which was used to seal the sample. 
In the inset figure, the resonant behaviour of the sample at changing wavelengths of the 
incident beam is demonstrated. As the energy of the incident photons approaches the K-edge 
of the resonant atom (niobium) the intensities of the scattering curves in the range of large q- 
values (Porod-region) increase considerably (see Figure 23). This is due to the fluorescence 
and inelastic Raman-scattering which leads to an energy dependent constant shift of the 
scattering intensities.187 
 

 
This constant is found and removed here by fitting a power law curve with an energy 
dependent constant to the tail of each scattering curve at different energies: 
 

,ݍ)௜ܤ  (௜ܧ = ఈݍ +  (74) (௜ܧ)ܿ
 
Figure 24 shows the background corrected scattering intensities for the same sample as shown 
above. All other scattering curves have similar scattering behaviour and are shown in 

Figure 23. ASAXS curve collected at 6 energies below the K-edge of Nb. At the high 
q-values the inelastic scattering in dependency of energy is visible (measured at the 
beamline B1 at the DORIS III synchrotron storage ring at HASYLAB (DESY,
Hamburg, Germany). 
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appendix. The shape of the scattering curve in Figure 24 gives the evidence of two preferred 
structures in the sample (see inset figures, both figures were magnified with a common 
factor). At the large q-values around 4 nm-1 the structures are rather resonant and they can be 
estimated to be approximately 2 nm in size (using the rule of thumb: ݀ ≈  .(ݍ/ߨ2
 
 

 
The structures that are located about 0.3 nm-1 are relatively less resonant in comparison to the 
structures at large q-values and their size can be estimated to be roughly 10 nm. The resonant 
scattering contribution of the total intensity was extracted by using the method described by 
Goerigk et al.188 (see subsection 2.7.2.2). In Figure 25, the resonant scattering curve together 
with its total and mixed resonant scattering curve with their corresponding fits of the as-
milled sample is presented, exemplary. All curves were fitted by assuming surface scattering 
from much bigger particles (out of experimental accessible q-range) and two spherical like 
particle distributions. The form factor of a sphere can be found in subsection 2.7.2.2 or in.189 
The fitting procedure was carried out using the program SASfit.190 As can be seen from 
Figure 25 the intensities in the Guinier region (see section 2.7.2) are increasing which implies 
the existence of bigger structures in the total and mixed resonant scattering (see section 
2.7.2.2) curves, whereas the resonant scattering curve shows a plateau in the Guinier region, 
which shows that there are most likely no bigger resonant structures in the sample. As an 
example, fitting procedure of the Guinier region for all three curves were performed and their 
size distributions were calculated. 
 

Figure 24. ASAXS curves as shown in Figure 23, each scattering curve subtracted by an
energy dependent constant value (measured at the beamline B1 at the DORIS III
synchrotron storage ring at HASYLAB (DESY, Hamburg, Germany). 
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The results of the size distributions are shown in Figure 26. The size-distributions functions 
were normalized by the integrals below the curves. The maximum structures obtained from 
the total scattering curve are significantly bigger in amount and size in comparison to mixed 
resonant and especially to pure resonant structures which is a reasonable result, considering 
the addition of small amounts of NbF5 in the hydride matrix. However, the polydispersity and 
amount of the pure resonant structures in the sample is considerably smaller in comparison to 
the corresponding value for mixed resonant structures. As can be seen in Figure 25, the 
statistics of the resonant curve is rather poor; however, it gives very useful information on the 
range of sizes present in the samples. As a compromise for having relatively good statistics 
and being very close to the resonant curve the difference curves were chosen for a new fitting 
approach. Here, it is assumed that the mixed resonant structures are very big and therefore 
their contribution in the difference curve can be considered as a power-law contribution with 
some marginal background. We can assume spherical shapes for small and large resonant 
particles. The result of this procedure is presented in Figure 27. 

Figure 25. Resonant scattering curve together with total and mixed resonant curve
with their corresponding fits (measured at the beamline B1 at the DORIS III
synchrotron storage ring at HASYLAB (DESY, Hamburg, Germany). 
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There it is clearly visible that big resonant particles have much smaller resonant scattering 
contribution to difference-scattering curve in comparison to small resonant particles, relative 
to mixed-resonant matrix structures. The result of the calculated size distribution for the big 
resonant particles using the aforementioned procedure is shown in Figure 28. 
 

 
To follow the size evolution of the resonant structure upon the de/rehydrogenation process the 
cycled samples were measured and the pure resonant scattering contributions were extracted 
and the corresponding size distributions were calculated which are displayed in Figure 29. 

Figure 26. Volume weighted size distribution of the total sample, mixed resonant
structures and the pure resonant structures. 

Figure 27. Contribution of different structures to the difference scattering 
curve of the as-milled Li-RHC+0.1NbF5 with its corresponding total fit. 
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As can be seen, the resonant scattering structures have two distinct size distributions. One 
distribution lies in the range of 1nm and the other one at about 10 nm in size, as was estimated 
before. However, the amount of particles distributed in the range of 1 nm is significantly 
higher than those in the range of 10 nm. Concerning the larger resonant structures, their mean 
size increases over the cycle from about 10 nm to 13 nm (see Figure 29 b). The average sizes 
of the small distribution shifts from around 2 nm to about 1 nm (see Figure 29 a). It should be 
noted that the dynamics of size distributions over the cycle is mutual. The amount of small 
resonant structures in the as-milled sample is far bigger than those present in the 
de/rehydrogenated samples, respectively, whereas it is vice versa in the case of size 
distributions of the larger resonant particles. It is also visible from Figure 29 (a) that after the 
dehydrogenation process the sizes of the average resonant structures remains stable. However, 
their amount increases after the rehydrogenation process. Although these results are described 
technically well by the fits to the scattering curves, there are still remaining questions about 
the statistical distribution of niobium containing particles in the hydride matrix. 
It is not clear, why niobium particles should be distributed in distinct size regions during the 
milling procedure, which is a highly random process, and why the resonant scattering 
behaviours of the two distributions are significantly different? 

Figure 28. Volume weighted size distribution as shown in Figure 26
with addition of the size distribution of derived pure resonant method. 
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29 a) 

Figure 29. Volume-weighted size distribution of the Li-RHC+0.1NbF5 sample 
cycled once. Figure 29 a) and b) display the magnification of small and large size
distributions, for the sake of clarity. 

29 b) 

To make an attempt to answer these open questions, a series of Li-RHC samples with 
different content of NbF5 additive (Li-RHC+xNbF5, with x = 0, 0.01, 0.025, 0.05 and 0.1) was 
prepared (all samples were milled for 5 hours under the same conditions) and measured in 
SAXS setup. The results of these measurements are displayed in Figure 30. First of all, in 
Figure 30 it is visible that all scattering curves of the samples obey two different qα 
behaviours (power-law) in the low and in the high q-region, respectively. In the low q-region 
the power law exponent is between 3.2 and 3.5. This indicates fractal structures with a dense 
core and small fractal units on the surface. The exponent in the high q-region for all scattering 
curves is about 2, which suggests open fractal structures (“mass fractal”) consisting of small 
units building large mass fractal aggregates 161. Since the particles consist essentially of grains 
and grain boundaries, the open fractal structures at the high q-region can be attributed to grain 
boundaries, where atoms are almost randomly distributed around the grain surfaces in the 
high q-region, with typical sizes of 1-3 nm for grain boundaries, and the dense particles in the 
core with fractal structures can be correlated with the grains themselves. By portion wise 
addition of NbF5 in the Li-RHC, an impact on both, the low as well as the high q-region of the 
scattering curves is observed. 
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Figure 30. SAXS curves of Li-RHC + xNbF5 samples with x being 0, 0.01, 0.025,
0.05 and 0.1. Additionally two power law lines are shown which indicate a
division of structures in two fractal fractions (measured at the beamline B1 at the
DORIS III synchrotron storage ring at HASYLAB (DESY, Hamburg, Germany). 

 

 
The scattering curve of the sample without any addition of NbF5 follows almost perfectly the 
power law in the high q-region. However, in the low q-region the scattering curve deviates 
slightly from the power law in the range of 0.4 - 2 nm-1, corresponding to preferred structures 
(which are most likely grains) between 10 - 15 nm in size. Interestingly, the bigger resonant 
structure appears rather prominent with small amount of additive, whereas the signal at high 
q-range becomes clearly visible only after addition of 0.05NbF5. By increasing the content of 
the additive the structures in the high q-region start to build preferential sizes which are 
distributed around 1 - 1.5 nm. Thus these structures can be attributed to Nb-containing 
structures as observed in Figure 24. The signal of the structures centred at about 1 nm-1 in the 
undoped sample increases with higher content of the additive. Furthermore, in contrast to 
structures in the high q-region, the centre of these signals also shifts toward lower q-values. 
This indicates a growth of the structures located in the low q-region with increasing amount 
of additive. This behaviour contradicts the results of ball milling procedure, in which the 
provided energy is transferred to the powder to refine its grain and particle sizes. This 
contradiction can be solved if one assumes that the structures at low and high q-range are not 
entirely independent but they are rather interrelated. Assuming smaller structures to be NbB2 
nanoparticles (distributed in flat fractal structures at the grain boundaries) and the bigger 
structures (at the low q-range) to be grains (with dense core surrounded by small NbB2-
nanoparticles distributed in fractal structures on their surfaces), would explain the resonant 
behaviour of both structures. Due to high Nb content in NbB2 nanoparticles, they “respond” 
more “sensitive” to the resonant incident photon, whereas the bigger particles have only a 
small fraction of Nb in comparison to their volume on their surfaces and they react, 
accordingly, less sensitive to the resonant incident beam. These argumentations can basically 
be condensed in a simplified spherical core-shell model, where the core consists of a spherical 
grain and the shell is made of NbB2. The scattering intensity and the form factor of a spherical 
core-shell particle are given by: 
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,ݍ)௖௢௥௘ି௦௛௘௟௟ܫ ܴ, Δܴ, Δߟଵ, Δߟଶ) = ,ݍ)ܨ] ܴ + Δܴ, Δߟଶ) − ,ݍ)ܨ ܴ, Δߟଶ − Δߟଵ)] ଶ ݁ݓℎݍ)ܨ :݁ݎ, ܴ, Δߟ௜)   = 43 ௜ ܴଷߟΔߨ 3[sin(ܴݍ) − ଷ(ܴݍ)[(ܴݍ)ݏ݋ܴܿݍ  

(75) 
 
Where, ݍ is the scattering vector, ܴ the core radius, Δܴ the thickness of the shell and Δߟ௜ୀଵ,ଶ 
contrast between core and shell. By applying this model only one polydisperse size 
distribution was needed to fit the entire scattering curve. The resulting fit for the as-milled 
sample is shown in Figure 31, and all the other fits can be found in the appendix. For the as-
milled sample the calculated size distribution gives an average core size of 12-15 nm with 
shell thickness of 1-1.5 nm (see Figure 32), which is in good agreement with results obtained 
with previous models. The fit result is not perfect, particularly in the middle and for very 
small q-values, due to the very simplified model of a grain and its boundaries assumed for 
fitting the experimental curve. 
 

 
Of course, the grains are most likely not that spherical and they are not fully covered with a 
shell consisting of only the additive. Therefore, this model should be taken as a first 
approximation to reality, where the grains can have all kinds of shapes and their boundaries 
have highly complex two dimensional fractal structures. However, this basic model already 
gives a useful and profound insight into the distribution of the additive inside the hydride 
matrix. 
 

Figure 31. Total scattering curve of the as-milled Li-RHC+0.1NbF5 sample with 
its corresponding fit assuming a spherical core-shell model (measured at the 
beamline B1 at the DORIS III synchrotron storage ring at HASYLAB (DESY,
Hamburg, Germany). 
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 SANS/USANS measurements 4.1.5.
Small-Angle/Ultra Small-Angle Neutron Scattering (SANS/USANS) measurements were 
performed to reveal the structural effects of the additives on the surrounding hydride matrix. 
For this purpose, samples with and without additive, at different hydrogenation states, were 
investigated using SANS/USANS for a comparative structural study. In order to determine 
the composition differences between the particles of pure Li-RHC and Li-RHC+0.1NbF5 
samples after the first dehydrogenation process, Li-RHCs with different lithium and boron 
isotopes were used as starting materials, as listed in the following table. 
 
Table 4-List of different isotope containing Li-RHC samples for SANS/USANS measurements. 

Sample 
state/sample 
composition 

Pure Li-RHC Li-RHC+0.1NbF5 

as-milled 
2LiBH4+MgH2 2LiBH4+MgH2+0.1NbF5 
2Li(11)BH4+MgH2 2Li(11)BH4+MgH2+0.1NbF5 
2(7)Li(11)BH4+MgH2 2(7)Li(11)BH4+MgH2+0.1NbF5 

1st-desorption 
2LiH+MgB2 2LiH+MgB2+0.1NbF5+0.1NbF5 
2LiH+Mg(11)B2 2LiH+Mg(11)B2+0.1NbF5 
2(7)LiH+Mg(11)B2 2(7)LiH+Mg(11)B2+0.1NbF5 

 
SANS measurements were performed at three sample-to-detector distances (SDD). In an 
exemplary SANS scattering curve plotted in double logarithmic scale is shown. All other 
SANS scattering curves can be found in the appendix. At the very high q-values (Porod-
region) the scattering curve shows a flat scattering region, which corresponds to the 
incoherent scattering of the sample (see Figure 33). In the region 0.1 nmିଵ ≤ ݍ ≤ 1 nmିଵ a 
clear scattering signal from nano structures is observed. At the very low q-values the 
scattering curve obeys a power law (~ q-x), which indicates scattering contribution from much 
larger structures present in the sample. 
 

Figure 32. Size distribution of Nb containing particles in the hydride matrix
assuming core-shell model for the fitting procedure. 
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In order to reveal the largest structures in the sample USANS measurements were performed. 
The measurement and details of processing of the USANS scattering data can be found in 
experimental section (3.2.6). The result of the USANS scattering curve of the aforementioned 
sample is displayed in the Figure 34. All other USANS curves are gathered in the appendix. 
As can be seen there at the very low q-values (Guinier region) the scattering curve approaches 
a plateau, which indicates the size of the maximum structures present in the sample. 
At high q-values scattering hump in the region 0.002 nmିଵ ≤ ݍ ≤ 0.01 nmିଵ is observed, 
which corresponds to structures in the size range of ~ 1 μm. SANS and USANS curves were 
merged subsequently to characterise all structures ranging from nano- to micrometre size (see 
Figure 35, and section 2.7.2). 
 

 
 

Figure 34. USANS scattering curve of Li-RHC+0.1NbF5 after the first 
desorption (measured at the BT5-USANS instrument at NIST Centre for
Neutron Research (Gaithersburg, USA). 

Figure 33. SANS scattering curve of Li-RHC+0.1NbF5 after the first desorption
(measured at the SANS-1 instrument at FRM II Neutron Source (MLZ, Munich,
Germany). 
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A comparison between the SANS/USANS curves in Figure 35 and Figure 36 reveals that the 
scattering curve of the doped sample after the first dehydrogenation process contains more 
structural features than the corresponding curve of the pure Li-RHC system. In order to reveal 
the structural features depending only on the isotopes, SANS/USANS scattering curves of 
different isotopes for the doped and undoped samples, respectively, were fitted 
simultaneously. Since contrast and number density of the particles are correlated in a 
SANS/USANS measurement, therefore, only the number density was varied in the fitting 
procedure to pronounce the structural effects of the isotopes. The obtained size distributions 
for the pure and doped Li-RHC after the first desorption are displayed in Figure 37a and 
Figure 37b, respectively. The figures are plotted in a double logarithmic scale, where the x-
axis represents the radii of spheres and the y-axis represents the volume weighted number 
density of particles. As can be seen in Figure 37a, the size distributions of the pure Li-RHC 
samples with different isotopes vary in their number densities, which can be attributed to 
different scattering properties of the isotopes in the samples. This allows the following first 
qualitative interpretation of the structures present in the Li-RHC samples: Because of the 
higher coherent scattering and lower absorption cross section of 7Li and 11B in the (7)LiH-
Mg(11)B2 and LiH-Mg(11)B2 samples, in comparison to LiH-MgB2, the scattering intensities -
with this also the number density of the scattering structures in the corresponding size range- 
of the first two samples should be comparable, if the (7)Li-isotope is not located in structures 
that scatter in this region. 
 

Figure 35. Merged SANS/USANS curve of 2Li(11)BH4+MgH2 after the 
first desorption. 
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In contrast, the number density of the scattering structures of the first sample should be higher 
in this size region than that of the third sample without 7Li and 11B. This is exactly the case in 
the size region around 334 nm. Therefore, this region can be assigned to consist 
predominantly of boron containing structures. In the region around 1300 nm the number 
densities of the LiH-Mg(11)B2 and LiH-MgB2 samples are similar, but smaller than the one of 
(7)LiH-Mg(11)B2. This behaviour shows that the structures in this size range contain no boron, 
since the LiH-Mg(11)B2 and (7)LiH-Mg(11)B2 samples have the same boron isotope. Therefore it 
can be deduced that these structures predominantly contain lithium. Likewise, it can be 
concluded that the structures in the size region of 4700 nm are boron rich. However, in the 
region at about 10500 nm, none of the size distribution curves cover each other. 
Consequently, it can be deduced that the structures with sizes in this range contain both 
lithium and boron. The size distributions of the doped Li-RHC systems with different isotopes 
show a different behaviour (see Figure 37b): The largest structures are much smaller in 
comparison to those found in the pure Li-RHC system. Structures with sizes around 250 nm 
are predominantly lithium containing, whereas structures at about 450 nm and 1150 nm are 
mostly boron rich. In the size range between 2300 nm and 7400 nm the structures are lithium 
and boron containing, for the same reasons as mentioned before. 
 

Figure 36. SANS/USANS curve of 2LiBH4+MgH2+0.1NbF5 
after the first desorption with its corresponding fit. 
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4.2. Discussion of the results of Li-RHC composite system 
Volumetric measurements of the LiBH4-MgH2 composite system have shown that the sample 
doped with NbF5 has significantly faster dehydrogenation kinetics in comparison to the 
undoped sample (see Figure 15). However, its dehydrogenation capacity is reduced in 
comparison to the undoped system. This indicates that the dopant might have reacted with the 
hydride matrix during the ball milling or first dehydrogenation process. An indirect hint for 
this perception was observed via the results of the in situ SR-PXD measurement (Figure 17), 
which showed the existence of LiF phase in the starting material. Furthermore, a chemical 
reaction between NbF5 and MgH2 can be excluded according to in situ SR-PXD results since 

Figure 37a. Size distribution of pure Li-RHC with different isotopes after the 
first dehydrogenation reaction. 

Figure 37b. Size distribution of doped Li-RHC with different isotopes
after the first dehydrogenation reaction. 
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this reaction would have led to formation of Mg metallic, MgB2 or MgF2 (which are not 
detected by XRD method). Also the chemical state of niobium couldn’t be detected directly 
by means of XRD method. Thus XAS measurements were conducted and the results showed 
that NbB2 was formed after the milling procedure and remained chemically stable over the 
cycling process. Therefore, the reaction paths can be written as: 
 

 
2LiBHସ + MgHଶ + 0.1NbFହ ୫୧୪୪୧୬୥ሱۛ ۛۛ ሮ  1.5LiBHସ + MgHଶ + 0.5LiF+ 0.1NbBଶ + 0.3B + Hଶ  ଵೞ೟ௗ௘௦௢௥௣௧௜௢௡ርۛۛ ۛۛ ۛۛ ۛۛ ሮ 1.5LiH + 0.75MgBଶ + 0.5LiF + 0.1NbBଶ + 0.3B + 0.25Mg + 3.25Hଶ 

(76) 

 
A theoretical calculation based on the reaction (76) predicts a hydrogen release of 7.28 wt. % 
H2, which is in very good agreement with the capacity value observed after the second 
desorption reaction. However, this prediction misses the capacity value observed after the first 
dehydrogenation process. During the milling procedure the following alternative reaction 
between LiBH4 and NbF5 can take place, as well: 
 

 

2LiBHସ + MgHଶ + 0.1NbFହ ୫୧୪୪୧୬୥ሱۛ ۛۛ ሮ  1.8LiBHସ + MgHଶ + 0.2LiF+ 0.1NbBଶ + 0.3HF + 0.25Hଶ  ଵ௦௧ି௦௧௘௣ሱۛ ۛۛ ۛۛ ሮ 1.8LiBHସ + Mg + 0.2LiF + 0.1NbBଶ + Hଶ  ଶ௡ௗି௦௧௘௣ሱۛ ۛۛ ۛۛ ሮ 1.8LiH + 0.9MgBଶ + 0.2LiF + 0.1NbBଶ + 0.1Mg + 3.7Hଶ 

(77) 

 
This reaction path gives a desorption capacity of 8.73 wt. %, which exceeds the observed 
capacities of the first and second dehydrogenation reaction, respectively. Since the reaction 
between LiBH4 and NbF5 during the milling process occurs randomly, the reaction is 
concluded to be a superposition of reactions (76) and (77). This is also further supported by 
the results obtained from XAS for the as-milled sample (see: 4.1.3), which states an 
incomplete conversion of NbF5 in to NbB2 phase. Thus, the reaction after the ball milling 
procedure and a subsequent dehydrogenation can be rewritten in a more general form as: 
 

 

2LiBHସ + MgHଶ + 0.1NbFହ ୫୧୪୪୧୬୥ሱۛ ۛۛ ሮ  (2 − LiBHସ(ݔ5 + MgHଶ+ (0.1 − NbFହ(ݔ + HF(ݔ)ߜ + LiFݔ5 + B(ݔ)ߦ + +NbBଶݔ ൬25ݔ − 0.52 ൰ Hଶ ଵೞ೟ି௦௧௘௣ሱۛ ۛۛ ۛሮ (2 − LiBHସ(ݔ5 + Mg+ (0.1 − NbFହ(ݔ + LiFݔ5 + B(ݔ)ߦ + NbBଶݔ + Hଶ ଶ೙೏ି௦௧௘௣ሱۛ ۛۛ ۛۛ ሮ (2 − LiH(ݔ5 + (1 − MgBଶ(ݔ2.5 + LiFݔ5 + B(ݔ)ᇱߦ + Mgݔ2.5 NbBଶݔ+ + (6 − :ݏ݅ ݁ݎ2Hଶ  ℎ݁/(ݔ15 0 ≤ ݔ ≤ 0.1 δ(ݔ) = ξ(ݔ) = 0 ;   for ݔ = 0 and ݔ = 0.1, else unknown. 

(78) 

 
In (78), the hydrogen fluoride gas release and formation of boron during the milling 
procedure is assumed in order to balance the chemical equation. Their formation during the 
milling process is a function of x which is only known at the limits of the variable x. 
Depending on the “conversion parameter”(x), thus, the hydrogen release of the system can 
vary between 8.73 wt. % H2 and 7.28 wt. % H2. The capacity loss over the cycles is also 
likely to be due to evaporation of Mg under the applied conditions, as was reported by 
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Bodanovič et. al. 191, or phase separation between LiBH4 and MgH2, which will lead -over the 
dehydrogenation process- to highly stable Li2B12H12 and amorphous boron phases.148, 192-194 
Furthermore, inaccuracies in the weighting process and phase agglomeration at balls and vials 
during the milling procedure of the samples can cause additional molar disproportion between 
2LiBH4 and MgH2, which would lead to a reduction of the theoretical maximum hydrogen 
storage capacity of the system as well. EXAFS results showed also significantly improved 
signals of NbB2 after the first dehydrogenation process, which supports the reaction equation 
given above. ASAXS results (subsection 4.1.4), showed that the NbB2 particles are -dispersed 
in the hydride matrix- in the nano-metric range (1-1.5 nm), which explains the absence of its 
diffraction peaks in the in situ SR-PXD patterns. The model that was assumed to describe the 
observed data was such that the NbB2 particles in the range 1-1.5 nm are distributed around 
the grains of the matrix. It should be noted that this is not the only possibility to describe the 
experimental data. Other three options are presented in Figure 38 which are equivalent to the 
model presented in section 4.1.4. Spherical particles with rough surface (in Figure 38 (a)), 
smooth spherical particles with prismatic dislocation loops (b), or spherical particles with 
rough surface with prismatic dislocation loops (c) are possible models, as well. The formation 
of such structures is likely during the ball milling process, since the crystallization process 
does not occur under controlled conditions, as it is the case for classical crystallization 
methods such as cooling or evaporating crystallization methods. Characterization  
 

Due to Babinet’s principle, the scattering curves of prismatic dislocation loops in the NbB2 
particles would produce the same characteristic as if there would be NbB2 discs. Following 
these argumentations, the final and most likely model should be the model of spherical 

a) b) 

c) 

Figure 38. Different models of NbB2 particles. a) Spherical NbB2 particle with 
rough surface, b) with smooth surface but prismatic dislocation loops in the 
particles, c) with rough surface and prismatic dislocation loops in the bulk. 
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particles with rough surfaces, including some prismatic dislocation loops. This model, 
however, should also justify the results obtained by varying the amount of additive in the 
hydride composite as well (see Figure 30, section 4.1.4). Interestingly, the less resonant 
structures located in the low q-range appear first evidently in comparison to those structures 
laying at the high q-range, when a small amount of additive is added. This can be explained 
by the fact that the scattering intensities of objects are proportional to their number and square 
of their volume: 

(ݍ)ܫ  ∝ ܸܰଶ ௦௣௛௘௥௘ሱۛ ۛۛ ሮ ~ܴܰ଺ (79) 

On the other hand, the scattering intensities of the objects are also proportional to square of 
their scattering length densities: 

(ݍ)ܫ  ∝ Δ߷ଶ = (ϱ୒ୠିୱ୲୰୳ୡ୲୳୰ୣ − ϱୣ୬୴୧୰୭୬୫ୣ୬୲)ଶ (80) 

Now, the model of spherical particles with rough surfaces, and with possible prismatic 
dislocation loops (SPRD) can explain the abovementioned results in the following way: 
With a few SPRD there are more small structures (on the surface of the particles and defects 
in the particle), however, the volume of the particle is decisive over the number of small 
particles (see equation (79)). For instance, if we assume a monodisperse system of SPRD, and 
we further assume that each particle has 10 smaller substructure units (SSU), then we have a 
linear relationship between the amount of SPRD (additive) and the amount of their SSU. On 
the other hand, their environment has to be considered to be different. Since the SPRD are 
“seen” from the “view” of the incident beam to be in the matrix, whereas the SSU are “seen” 
in the range of grain boundaries. This situation is illustrated in Figure 39, using the SAXS 
curve of as-milled sample. Therefore not only the number density of SSU plays a role but also 
their contrast becomes significant by increasing the amount of the additive in the hydride 
matrix. As a consequence, the signal of SSU becomes more pronounced at the high q-range of 
the scattering curve. This model has to be seen still as a very first approximation to the reality. 
Of course, the autonomic existence of small particles in the range of 1-2 nm cannot be 
excluded entirely. Nevertheless, their existence will not violate the proposed model here, 
since they can be assumed to be distributed also in the grain boundaries of the hydride matrix 
as was discussed above. It should be pointed out that the spherical shape assumed here is an 
approximation to reality, as well. 
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Before starting to draw a correlation (or function) between NbB2 nano particles and hydrogen 
sorption kinetics of the Li-RHC, it is necessary to understand the problematic hidden behind 
the long incubation period in the dehydrogenation process of 2LiBH4+MgH2 composite 
system (see: Figure 15.),in some detail. After decomposition of MgH2, the metallic 
magnesium (Mg) remains in the liquid LiBH4 matrix. Formation of the new phase by reaction 
between these two phases occurs randomly by formation of a small heterogeneous nuclei and 
further growth process of this phase on those nuclei. However, the formation of these nuclei 
requires certain amount of energy, which is to be delivered by the system in order to initiate 
the nucleation and growth of the new phase. For spherical nuclei this (Gibbs free) energy is 
determined by the classical nucleation theory:195 
 

௡ܩ∆  = ൤− ൬43൰ ଷݎg௩,௡∆ߨ + ௔,௡൨ߛଶݎߨ4  (81) (ߠ)ܵ

Here, ∆g௩,௡ stands for the energy per unit volume, ߛ௔,௡ represents the interfacial energy 
consumed per unit area between the nucleus and the matrix, r represents the radius of the 
nucleus and ܵ(ߠ) is the shape factor of the nucleus, which describes the wetting angle 
between the nucleus and its environment. For the simplicity the shape factor is set to be one in 
further calculations. This relation and its two contributors are illustrated in the following 
figure. 

matrix 

NbB2 

Figure 39. Visualization of contrast variation between NbB2 particles and matrix at 
different scales (measured at the beamline B1 at the DORIS III synchrotron storage ring
at HASYLAB (DESY, Hamburg, Germany). 
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As can be seen in Figure 40, the Gibbs free-energy rises by the formation of a nucleus. In the 
beginning the nucleus has more atoms on its surface presented as in its volume, therefore, its 
surface characteristics dominates its bulk properties. Due to proportionality of the interfacial 
energy to square of the radius of the nucleus, the free energy increases correspondingly. After 
the growth of the nucleus to a certain size the ratio between surface and volume atoms 
becomes smaller, and the volume or bulk properties of the nucleus shine through and start to 
determine the properties of the nucleus. Since, the volume free energy is cubical proportional 
to the radius of the nucleus, thus, the free energy decreases accordingly. At certain nucleus 
size both effects balance each other and the nucleus size at this point is assigned to so-called 
“critical nucleus size”. The corresponding free energy is termed as critical free energy or 
activation energy. The critical radius (ݎ∗) is determined by determining the maximum of 
Gibbs free-energy function (inflection point of the first derivative) in equation (82): 

∗ݎ  =  ௔,௡∆g௩,௡ (82)ߛ2

Thus, nuclei smaller than ݎ∗ which are formed will be unstable and the probability is high that 
it will decompose for they cannot overcome the energy barrier Δܩ∗ (quantum mechanical 
tunnelling process is neglected here), whereas nuclei greater than ݎ∗ possess enough energy to 
pass the barrier hence it is most likely that they remain stable (since they reduce the overall 
free energy) and provide nucleation centres for further growth of the new phase. To get a 
rough idea about the scale range of the nuclei in the Li-RHC system, an attempt is made to 
calculate a numerical value for ݎ∗. For doing so, numerous simplifications have to be drawn 
in order to be able to calculate an approximated value for ݎ∗ in this highly complicated 
system. First of all, the precipitation from the matrix has two phases LiH, and MgB2, hence 
two interfacial energy terms are to be included in equation (82). The first simplification is by 
using an average value ߛ௔,௡ for both interfacial energy and treating this approximated value 
for the all interfacial energies, which is a reasonable assumption since the surface energies of 
ceramic materials are relatively high in comparison to all other phases which are present in 
the sample.196-198 Since nucleation occurs preferably at the grain boundaries, and there in turn 
at places (or planes) with highest surface tension, we assume a hierarchy of structures at the 

Figure 40. The change of Gibbs free-energy required for a spherical nuclei. 
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grain boundaries of magnesium for nucleation of the new phase. This hierarchy is coded in 
Figure 41 by dark colour at the top layer with the highest probability for nucleation and 
decreases to brighter colour as the probability for nucleation decreases. In this picture Mg has 
to be seen as a weighted-substrate for nucleation of MgB2 from molten LiBH4 phase. 
 

 
Despite the presence of Mg substrate we treat the nucleation process here for calculation of 
the critical radius to be homogenous (ܵ(ߠ) = 1). This approximation is sensible, because the 
shape factor ܵ(ߠ) in the heterogeneous nucleation process only affects the energy barrier for 
nucleation but not the critical radius of the nuclei. Also the hydrogen in the gaseous phase (4 
bar backpressure and 3 moles of H2) is neglected here, which can have some effects on the 
nucleation and growth processes.199 The thermodynamic calculations were performed based 
on the following reaction: 

 2(LiBHସ)௟ + (Mg)௦ → 2(LiH)௦ + (MgBଶ)௦ + 3(Hଶ)௚ (83) 

The driving force for the reaction above is divided to form the three final products, thus its 
value has to be divided as well for the formation of only MgB2. The thermodynamic values 
used for calculating the critical radius are gathered in the following table. Typical surface 
energy values for metal hydrides and ceramic materials range between 0.3 kJ/m² to 2.5 
kJ/m².195-198, 200 Taking the minimum and maximum of the aforementioned surface energy 
values one obtains critical radii ranging roughly from 1 nm to 3.5 nm. Assuming an average 
critical radius of 2 nm, leads to a nucleus volume of 33.5 nm3. For creating such a nucleus 
size in the pure Li-RHC, approximately 850-103 MgB2 molecules are required. Thus this 
many reactions have to take place, in the vicinity of each other, in order to form a stable 
nucleus. 
 
 
 
 
 
 
 

Figure 41. Simplified model for nucleation and growth of MgB2 phase from the 
LiBH4 molten phase on the Mg substrate. 
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Table 5. Thermodynamic values for the elements and compound used in the calculation for critical radius of a 
nucleus. Values were taken from: a,201, 202 , b11, and c203. 

Substance/parameter LiBH4 Mg LiH MgB2 H2 
H(°f) [kJ/mol] -194.5a 0 -90.63b -92c 0 
S° [kJ/mol K] 0.076a 0.0326c 0.0203b 0.0359c 0.1305c 
H(l) [kJ/mol] -180.17     
S(l) [kJ/mol K] 0.1085     
 
However, the reaction between 2LiBH4 and Mg takes place randomly in space and time hence 
the reacted MgB2 particles are separated correspondingly. Therefore, they need diffusion 
time/or existing time on the surface of Mg substrate in order to adjoin and to build a MgB2 
clusters and end up in a stable nucleus. There is a finite probability for each reaction that 
MgB2 particles evaporate from the Mg substrate in to the molten LiBH4 matrix and re-react 
there and scatter around in the matrix, which eventually can be recaptured (recombined) on 
the Mg surface or by other MgB2 particles in the matrix or on other MgB2 particles, which are 
placed on the Mg substrate. Owing to very high curvatures of the MgB2 particles at the 
beginning of the nucleation these particles are highly instable. This is due to the so-called 
“Gibbs-Thomsen-Effect”:195 

 ∆ܲ = ݎߛ2 ; ݁݁ݎ݂ ܽ ℎݐ݅ݓ   − ܩΔ  :݂݋ ݁ݏܽ݁ݎܿ݊݅ ݕ݃ݎ݁݊݁ = ߛ2 ௡ܸݎ  (84) 

Where, ∆ܲ represent the pressure created by the surface of the nucleus on the matrix, ߛ is the 
interfacial energy between the matrix and the nucleus, ௡ܸ and ݎ are volume and radius of the 
nucleus, respectively. The instability of the nucleus grows as the radius of the nucleus drops 
since the Gibbs free-energy of the nucleus increases. After certain radius size the structure as 
such is energetically not favourable anymore and decomposes in many parts. This can happen 
only if the rate of growth of the nucleus is much smaller in comparison to corresponding 
value of decomposition. There are also a probability of chemical decomposition of MgB2 
clusters back in to matrix along the following possible paths: 
 

 

 MgBଶ + 2LiH + 4Hଶ ↔ Mg + 2LiBHସ  
 MgBଶ + 3Hଶ + 2LiH → Mg + BଶH଺ + 2LiH → Mg + 2LiBHସ 204 
 MgBଶ + 4Hଶ + 2LiH → Mg(BHସ)ଶ + 2LiH → Mg + 2LiBHସ 205 
 

(85) 

 
These processes can occur either on the Mg substrate or in the matrix. The MgB2 clusters 
which decompose along either aforementioned paths back on to the substrate surface as Mg 
clusters which do not possess -due to their significantly different coordination number hence 
altered binding properties- the same properties of the surface atoms of Mg substrate. These 
clusters, which are separated by a distance, can agglomerate by surface diffusion in order to 
minimize their surface energies. The abovementioned processes are all illustrated in the 
following figure. 
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The time consumed for all these processes is projected in the plateau period (incubation time) 
of desorption curve of the pristine Li-RHC (Figure 15). However, the experiments show that 
if the samples are equally prepared and desorbed under the same conditions, the incubation 
times of these samples are rather similar and do not behave really randomly. This indicates 
that the nucleation and growth processes have to be governed by one of the aforementioned 
events and, therefore, it determines the time being consumed for the plateau period (see 
Figure 42). It is assumed here that the decomposed Mg atoms are distributed randomly on the 
surface of Mg substrate and they differ considerably from Mg surface atoms (as 
aforementioned). Hence, they can diffuse on the surface of the substrate and an accumulation 
of these Mg atoms can occur (clustering) to reduce their surface energies. After a given time 
(incubation period) the size of these agglomerated particles approaches the critical nucleus 
size, which after the chemical reaction with the matrix remains as a stable MgB2 nucleus for 
further growth of this phase (see Figure 43). 
 
 
 
 
 
 
 
 
 
 

Therefore, the surface diffusion of Mg atoms on the Mg substrate is proposed to be most 
likely the rate limiting step which determines the incubation time over the first 
dehydrogenation process of an as-milled pure Li-RHC sample. In Figure 44 a qualitative 
evolution of MgB2 nucleus with respect to time is illustrated which corresponds to all possible 
creation and decay processes of MgB2 nucleus that are displayed in Figure 42 and Figure 43 
in real space. After nucleation of stable MgB2 seeds the growth process of this phase is further 
investigated in the following by using kinetic models introduced by A. N. Kolmogorov, W. A. 

Figure 42. Nucleation, decomposition and growth processes of MgB2 nuclei along 
various reaction processes and paths. 

Figure 43. Agglomeration of Mg clusters by surface diffusion on the Mg substrate. 
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Johnson, R. F. Mehl and M. Avrami (KJMA-model) and further improved by others which 
describe the rate-limiting step of a reaction.206-218 All models used for fitting the transformed 
fraction α(t) of the desorption process with time are gathered in the following table. 

 
Table 6. The used kinetic models to fit the experimental data and their corresponding descriptions. The equations 
were taken from 208-211 

Equation of the model Model description (࢚)ࢻ =  ࢚࢑
Chemisorption/recombination on the particle 
surface is the rate-limiting step. [−ܖܔ (૚ − ૚/૛[(࢚)ࢻ =  ࢚࢑
2-dimensional growth of existing nuclei with 
constant interface velocity (2D-KJMA). [−ܖܔ (૚ − ૚/૜[(࢚)ࢻ =  ࢚࢑
3-dimensional growth of existing nuclei with 
constant interface velocity (3D-KJMA). 

૚) ܖܔ−] − ૛/૜[(࢚)ࢻ =  ࢚࢑
Diffusion controlled 3-dimensional growth of 
existing nuclei with decreasing interface velocity 
(DC: 3D-KJMA). ૚ − (૚ − ૚/૛((࢚)ࢻ =  ࢚࢑
2-dimensional growth of contracting volume with 
constant interface velocity (2D-CV). ૚ − (૚ − ૚/૜((࢚)ࢻ =  ࢚࢑
3-dimensional growth of contracting volume with 
constant interface velocity (3D-CV). 

૚ − (૛(࢚)ࢻ૜ ) − (૚ − ૛/૜((࢚)ࢻ =  ࢚࢑
Diffusion controlled 3-dimensional growth of 
contracting volume with constant interface 
velocity (DC: 3D-CV). 

 

Figure 44. A qualitative description of the oscillation of nucleation and 
decomposition process of MgB2/Mg with time in the pure Li-RHC system. 
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For the fitting procedure of the kinetic data the second step of the first dehydrogenation 
process of pure and doped Li-RHC system was taken, respectively. The used models (Table 
6) have been adapted and applied for binary hydrides, and further used in RHCs by Bösenberg 
et al.219 as an approximate description to reality. Hence, the fit results obtained here have to 
be considered as an indication toward a definite growth mechanism of the MgB2 phase. For 
the fitting procedure only a transformed fraction of maximum 0.6 was chosen in order not to 
overstress the limits of the used models. The results of the transformed fraction α(t) of the 
pure Li-RHC system fitted by the models from the Table 6 are shown in Figure 45. 
 

 
As can be seen, the best fit result suggest the two dimensional growth of MgB2 with constant 
interface velocity of existing nuclei and the second best fit, which starts to converges the 
curve after one hour of delay and diverges roughly two hours before the final state of the 
curve, result is obtained by three dimensional growth of MgB2 with constant interface 
velocity of existing nuclei. Since the two dimensional growth of MgB2 seems to describe the 
experimental data well over the entire observation reaction time, it is likely that at the early 
stages of the growth process it proceeds in two dimensions as in a plate-like manner in two 
favourite direction along the grain boundaries and after an elapsed time the additional three 
dimensional growth process starts toward the grain centre, as is illustrated in Figure 46. This 
is also in good agreement with the heterogeneous nucleation of MgB2 phase on the Mg 
substrate as it was discussed above. 
 
 
 
 
 
 
 
 
 

Figure 45. Kinetic models for the first desorption of pure Li-RHC with the corresponding best fits. 
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A possible mechanism might be the interfacial tension between incoherent interfaces of MgB2 
and Mg which is created by MgB2 layers on the surface of Mg substrate. After reaching a 
certain size, the MgB2 layers are removed (peeled off)/tilted from the Mg surface to minimize 
the interfacial energy between the two phases which in turn provides fresh Mg layers for 
further growth of MgB2 phase. Consequently, the repetition of this process will lead to the 
growth of MgB2 phase toward the magnesium grain centre. The results of the kinetic models 
for the doped system (Li-RHC+0.1NbF5) are shown in Figure 47. The models which describe 
the doped Li-RHC the best corresponds to those of the pure Li-RHC. Therefore, it can be 
concluded that the growth mechanism of MgB2 in both systems are most likely the same. 
However, in the doped Li-RHC system the same converted fraction of MgB2 phase is 
achieved in significantly shorter amount of time (a factor of ~ 10) in comparison to the pure 
Li-RHC system (see Figure 45 and Figure 47). The present NbB2 nanoparticles not only 
eliminate the incubation period of Li-RHC, but also enhance the growth process of the newly 
formed MgB2 phase. It is well known that two crystals with low lattice mismatch can provide 
mutually nucleation sites for each other and thereby lowering the wetting angle hence 
promoting the formation and growth of the new phase.220 This, indeed, would explain the 
effect of NbB2 nanoparticles on discarding the incubation time of the first dehydrogenation 
reaction of the doped Li-RHC and its enhanced kinetics of formation of MgB2 during the 
second reaction step of dehydrogenation. Regarding the incubation period, NbB2 possesses 
the same hexagonal crystal structure as MgB2. 

Figure 46. Illustration of two and three dimensional growth of MgB2 
phase during the second step desorption of Li-RHC system. 
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Furthermore, it has two possible matching planes with MgB2: MgB2 {1011}|| NbB2 {1011} 
and MgB2 {1010} || NbB2 {1010} with d-mismatch values of 2.3 % and 0.7 %, respectively. 
These d-mismatch values are well below the critical value of 6 %195, 221-224 which leads to low 
lattice strain at the interface between the seed and MgB2, hence minimizing their interfacial 
energy to provide beneficial conditions for stable growth of the new phase on the surface of 
the seed. The results obtained here are in good agreement with results obtained by Bösenberg 
et al. and Deprez et al.219, 225-227 for ZrB2 and TiB2, respectively. It should be noted here that 
also Mg provides a possible nucleation plane for MgB2 with an appropriate misfit of 3.7 % 
(MgB2 {0001} || Mg {0001}), however, its directional misfit in the altitude 〈0001〉 of the 
hexagonal unit cell amounts to about 48 %.219 Taking into account that nucleation favourably 
does not occur on flat surfaces but on ledges, this huge misfit (48 %) would hinder a 
nucleation significantly. On the other hand the corresponding misfit value for NbB2 is only  
5 %. Even if a nucleation of MgB2 on Mg starts, despite these structural obstacles, than the 
discussion (above) about the critical nucleus size is again true and would lead to an incubation 
time for nucleation of MgB2 in the pure system! In contrary to the pure Li-RHC system, in the 
doped hydride composite there are already stable nucleation seeds with suitable nucleation 
sites and sizes (the size distribution of NbB2 nanoparticles (see Figure 32) covers the entire 
size range of the estimated critical MgB2 nuclei). This explains the absence of an incubation 
period in the doped Li-RHC system. Concerning the kinetics of growth of MgB2 in both 
system (where the kinetic of the doped system is enhanced by a factor of ~10 in comparison 
to the pure Li-RHC system), it is most likely that the amount of nucleation centres built in the 
pure Li-RHC system are significantly lower hence inhomogeneously distributed in the matrix 
in comparison to the doped system, where a high amount of nucleation centres already 
homogeneously are distributed in the hydride matrix. This would lead with time to much 
faster reaction kinetics in favour of the doped system. A graphic description of this process is 
illustrated in Figure 48. At the top panel of the figure initial nucleation state at a given time 
for pure and doped system is shown, respectively, and in the lower panel the same systems are 
sketched after an elapsed time. Indeed, this would explain the considerably smaller structures 
and well mixed final phases in the particles in the doped system in comparison to those in the 
pure Li-RHC system which were observed by SANS/USANS measurements (see Figure 37a, 

Figure 47. Kinetic models for the first desorption of Li-RHC 
doped with NbF5 with the corresponding best fits. 
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Figure 37b). These fine structures in turn create significantly larger reaction surface areas and 
noticeably shorter diffusion paths in the doped Li-RHC in comparison to the pure system. 
Consequently, the rehydrogenation reaction kinetics is improved by a factor of 10. An 
additional effect of NbB2 nanoparticles might be to prevent the grain growth under the applied 
conditions by Zener pinning.228, 229 NbB2 is also known for being one of the hardest ceramic 
material (2130 (Knoop hardness)) with a relatively high melting point (3050 °C)230 and can 
therefore act also as a grain refiner during the milling- and de/rehydrogenation process. 
Possible chemical activities of NbB2 nanoparticles during the dehydrogenation process cannot 
be entirely excluded. Recently a catalytic effect of LiTiO4 additive on the Li+ ion conductivity 
in complex hydrides was reported.231 Similarly a very thin layer of LiNbO3 can be formed due 
to oxygen impurities in the hydride composite system and/or oxygen impurities in the gaseous 
hydrogen atmosphere (which cannot be detected via XAS, due to their very insignificant 
amount) and promote the Li+ ion conductivity in the interfacial area. However, this needs to 
be experimentally further investigated in detail which exceeds the scope of this thesis. 
 
 
 
 
 

 
 
 
 
 
 

Figure 48. Kinetic illustration of phase growth of the second dehydrogenation step of pure and 
doped Li-RHC systems, respectively (the small dark squares in the pure system represents 
MgB2 seeds and the blue small squares in the doped system represents NbB2 nanoparticles). 

t0 

t0+Δt 

pure Li-RHC doped Li-RHC 
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4.3. Conclusions 
In this work the structural and kinetical effects of NbF5 additive on the Li-RHC have been 
investigated using several experimental methods such as: volumetric measurements, in situ 
SR-PXD, XAS, ASAXS and SANS/USANS. The volumetric measurements showed a 
hydrogen capacity drop relative to theoretical capacity value of the system, which could be 
retraced to a reaction between the additive and the hydride matrix. The reaction products were 
determined (by XRD and EXAFS methods) to be LiF and NbB2. Both are highly stable under 
the applied conditions for de/rehydrogenation processes, hence, they do not participate in the 
cycling process. However, by the presence of an additive the kinetics of Li-RHC was 
significantly improved. At the first place, the kinetics of pure Li-RHC system suffered under 
the long incubation plateau, which was proposed to be due to nucleation of MgB2 phase. The 
critical nucleation radius of MgB2 under the applied conditions was calculated to be about 4 
nm in size. The main obstacle for the formation of the MgB2 nucleus was suggested to be the 
surface diffusion of Mg atoms on Mg substrate in the pure Li-RHC system. In the doped 
system, however, no incubation plateau was observed. This fact led to the conclusion that 
NbB2 might act as nucleation seeds for MgB2 phase. Indeed, MgB2 and NbB2 possess the 
same hexagonal crystal structure. Moreover, NbB2 has two possible crystallographic planes 
which are very similar to those of MgB2, namely: MgB2 {1011} || NbB2 {1011} and MgB2 
{1010} || NbB2 {1010} with dissimilarities in their d-spacing values of 2.3 % and 0.7 %, 
respectively, which is reasonable small in comparison to the critical value of 6 %. Also the 
size distribution of NbB2 (determined via ASAXS measurements) covers well the 
aforementioned average critical nucleus size of MgB2. Moreover, it was revealed that these 
nanoparticles possess internal structures and show rough surfaces, which in turn can provide 
manifold nucleation sites for the MgB2 phase. Thus, the presence of NbB2 nanoparticles in the 
doped system overcomes already the energy barrier, which is correlated with nucleation of 
MgB2 seeds in the pure system. It was also found that the growth process of MgB2 in pure and 
doped systems was very similar (by fitting different kinetical models to the observed kinetic 
curves) and follows a two dimensional growth process controlled by diffusion. This model of 
homogeneously distributed NbB2 nanoparticle seeds for MgB2 phase in the hydride matrix 
could also explain the much smaller matrix structures in the doped system after the first 
dehydrogenation process (observed by SANS/USANS measurements) in comparison to those 
in the dehydrogenated pure Li-RHC. 
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5. Results and discussions of the Ca-RHC system 

5.1. Effect of additives on the Ca(BH4)2-MgH2 composite system 
Among all applied additives, NbF5 showed the best performance considering the 
dehydrogenation kinetics of the Ca(BH4)2+MgH2 hydride composite system. Moreover, 
Bonatto Minella et al. 133 showed that using NbF5 as an additive improves even the 
reversibility of the single Ca(BH4)2 complex hydride. However, up to date no satisfactory 
explanation for these effects was given. Therefore, in the following the effect of NbF5 
additive on the hydride matrix, its chemical state in the hydride matrix as well as its size 
distribution in the matrix is investigated in detail to shed some light on the mechanism 
concealed behind the positive performance of this additive in the Ca-RHC system. 

 Coupled DSC-manometric and mass spectrometric measurements 5.1.1.
Coupled manometric-calorimetric measurements were performed on both the doped and the 
undoped samples by connecting a PCTPro-2000 instrument (Setaram &Hy-Energy, France) 
with a Sensys high-pressure DSC (Setaram, France). Desorption measurements were 
performed by heating the samples (about 30 mg) from room temperature up to 500 °C at 3 
°C/min under vacuum. For determination of the activation energy (Ea) DSC measurements 
were performed on the undoped and the doped samples under the same pressure conditions by 
heating at 1, 3, 7 and 10 °C/min. Mass spectrometric (MS) measurements were conducted by 
using the HPR-20 Q/C apparatus (Hiden-Analytical Ltd., UK). After the ball milling 
procedure, the milling vial was connected to a MS to measure the atmosphere inside the vial. 
Results of the MS are presented in semi-log scale in Figure 49. 
 

 
The signals observed from the pure Ca-RHC are displayed by solid lines and those from Ca-
RHC+0.1NbF5 are presented by dashed lines, in all panels. In contrast to the as-milled pure 

Figure 49. Mass-spectroscopy of the gases measured in the milling vial 
directly after the milling procedure of pure Ca-RHC and Ca-RHC+0.1NbF5. 
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Ca-RHC sample, the MS of the doped sample reveals an atmosphere consisting of 
hydrofluoric acid (HF), diborane (B2H6) and hydrogen (H2). In both samples, neither humidity 
nor oxygen is observed. Coupled manometric-calorimetric measurements performed on the 
undoped and doped samples are displayed in Figure 50. The manometric curve of pure Ca-
RHC shows hydrogen release starting from ~350 °C, with an increase in desorption rate at 
about 360 °C, which is correlated to a H2 release of more than 6 wt % in about 20 °C range. 
Along with this process, the calorimetric curve shows an endothermic peak with an onset 
temperature of 357 °C. The dehydrogenation reaction enthalpy (42 kJ/mol H2) of the pure Ca-
RHC was calculated by taking the amount of hydrogen released under the main endothermic 
peak. The small endothermic peak at 160 °C (onset T = 155 °C) is not associated to any mass 
decrease and can be attributed to the phase transition from α and γ-Ca(BH4)2 to β-Ca(BH4)2, 
as was reported in the literature.232 Regarding the as-milled NbF5 doped sample (see Figure 
50 b), this endothermic peak at 160 °C is absent, indicating that the α and γ-Ca(BH4)2 
polymorphs have disappeared or at most is present in a negligible amounts in the as-milled 
Ca-RHC+0.1NbF5 sample. The hydrogen release starts at approximately 250 °C, as it is 
evident in the manometric curve and in the calorimetric profile (the onset temperature of the 
endothermic peak is 301 °C). This means that there is a significant decrease (~ 100 °C) in the 
desorption onset temperature. The desorption enthalpy, of the doped system was determined 
to be 37 kJ/mol H2. The apparent activation energy Ea of the overall desorption process for the 
undoped and the doped systems were evaluated by the Kissinger method 233 after performing 
the calorimetric measurements at four different heating rates (1, 3, 7 and 10 °C/min, 
respectively; see Figure 51). 

 
For the undoped systems a value of 217 kJ/mol H2 was obtained, and for the NbF5 doped 
system a value of 198 kJ/mol H2. In order to determine the reaction mechanism and final 

Figure 50. Coupled DSC-manometric curves of Ca-RHC and 
Ca-RHC+0.1NbF5 with 3 K/min under vacuum condition 
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products of the pure and doped Ca-RHC in situ SR-PXD were carried which are presented in 
the following subsection. 
 
 
 

 
 

 In situ SR-PXD-measurements 5.1.2.
The dehydrogenation reaction paths of the as-milled pure Ca-RHC and Ca-RHC+0.1NbF5 
were investigated using in-situ SR-PXD. In Figure 52 the in-situ SR-PXRD pattern of Ca-
RHC and Ca-RHC+0.1NbF5 are shown. The diffractograms peaks corresponding to the 
starting material, intermediate state and final desorption products are denoted by symbols. 
One dimensional diffraction patterns are plotted as a function of temperature and diffraction 
angle (T, 2θ) 3D and 2D plots in Figure 52 (a). In the case of pure Ca-RHC, the starting 
material is composed of α, β and γ polymorphs of Ca(BH4)2 and MgH2. With increasing 
temperature all phases remain stable up to 140 °C. Thereafter the phase transformation from α 
and γ to β-Ca(BH4)2 occurs, while the intensities of MgH2 remain unchanged. Subsequently 
an intermediate Ca4Mg3H14 phase temporarily appears. The Ca4Mg3H14 phase is formed by 
the chemical reaction of CaH2 and MgH2 phases, 234 with CaH2 being a decomposition 
product of Ca(BH4)2. Then, Ca4Mg3H14 decomposes at about 365 °C, leading to the formation 
of CaH2 and Mg phases. After the decomposition of Ca(BH4)2, no boron containing phases are 
detected in the XRD pattern, neither among the intermediate phases nor in the final products. 
This indicates the amorphous and/or nano-crystalline nature of boron compound(s) among the 
decomposition products of the Ca-RHC sample. Indeed the broad hump in the 2θ region 
between 7° and 17° hints at an amorphous phase present in the desorbed Ca-RHC sample. 
Possible amorphous/nanocrystalline products, CaB6, amorphous boron or amorphous sub-
stoichiometric CaB12H12-x compounds may be formed, as well, as it was observed recently for 

Figure 51. Calorimetric profiles and related Kissinger plot of the undoped (a, b) and 
the doped (c, d) samples heated from room temperature up to 500 °C at 1 (black 
line), 3 (green line), 7 (blue line) and 10 (red line) °C/min in vacuum. 
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Li2B12H12 in the LiBH4 system 193 Figure 52 (b) shows the in-situ SR-PXD of the 
dehydrogenation paths of Ca-RHC+0.1NbF5. The starting material consists of MgH2, CaF2, β-
Ca(BH4)2 and a low amount of the α and γ-polymorphs of Ca(BH4)2. In this case, the 
decomposition of β-Ca(BH4)2 starts around 250 °C, in accordance with the coupled 
manometric-calorimetric measurements (Figure 50 (b)). 
 

 

Furthermore, in contrast to pure Ca-RHC, neither the intermediate phase (Ca4Mg3H14) nor 
CaH2 peaks are observed after dehydrogenation of Ca(BH4)2 and MgH2. Instead, after the 
decomposition of Ca(BH4)2, the peak intensities of a CaF2-like structure arises which can be 
assigned to the formation of a solid solution phase CaF2-xHx as has been is reported in the 
literature. 235-237 Magnesium, MgO and a minor unknown phase are observed as final products 
of the desorbed Ca-RHC+0.1NbF5. The formation of MgO could not be avoided in both 
measurements. This could be due to either impurities present in the starting materials, which 
has been an issue for other studies on Ca(BH4)2 

238 and/or a small undetected leakage in the 
sample holder system. A broad hump (in the region ~ 7° to 17°) is also observed in the XRD-
pattern of dehydrogenated Ca-RHC+0.1NbF5 is also observed which is more pronounced than 
that of pure dehydrogenated Ca-RHC. In a similar way as for the pure Ca-RHC, this hump 
might be due the presence of a portion of the sample in amorphous and/or nano-crystalline 
state. This suggests the presence of a higher amount of nanocrystalline/amorphous material in 
the dehydrogenated doped sample in comparison to desorbed pure Ca-RHC. Neither NbF5 nor 
any other known Nb-containing phases are observed via SR-PXD in the starting material or 
desorbed sample. Also, the state of boron is unknown. Thus, to reveal the state of Nb and 
other amorphous/nanocrystallite Ca-B-H containing phases in the composite system, solid 
state 11B MAS NMR measurements were conducted. 

4a) 4b) 

Figure 52. In-situ SR-PXD measurement of Ca-RHC (a) and Ca-RHC+0.1NbF5 (b) under static vacuum. The 
samples were heated up from RT up to 400 °C with a heating rate of 3 K/ min (measured at the diffraction 
beamline D3 with ߣ = 0.5 Å at the DORIS III synchrotron storage ring at HASYLAB (DESY, Hamburg,
Germany). 



 

  
 Page 77 

 NMR measurements 5.1.3.
Solid-state 11B MAS NMR was applied to investigate the possible presence of 
amorphous/nanocrystalline boron containing phases on both the ball-milled samples and after 
the first dehydrogenation process. Results of these measurements are shown in the Figure 53. 
In the top and middle panels the spectra of desorbed Ca-RHC+0.1NbF5 / Ca-RHC and as-
milled Ca-RHC+0.1NbF5 / Ca-RHC are presented, respectively. In the inset figure of the 
middle panel, a magnification of a weak signal of the 11B NMR-spectrum of the as-milled Ca-
RHC+0.1NbF5 is shown, which is not present in the NMR-pattern of the as-milled pure Ca-
RHC. The NMR-spectra of reference compounds are presented in the bottom panel. Side 
bands are marked by asterisks and peaks are pronounced by a vertical line. No significant 
differences are visible between the 11B NMR spectra of the as-milled pure Ca-RHC and Ca-
RHC+0.1NbF5. At -30 ppm and at -32 ppm the signals of, respectively, α-Ca(BH4)2 and β-
Ca(BH4)2 polymorphs232 are observed. 149 In addition, a closer look at the spectrum of Ca-
RHC+0.1NbF5 shows a weak signal at ~ +15 ppm which is not present in the spectrum of 
pure Ca-RHC and it can be attributed to the signal of CaB6. 

133 No trace of any Ca(BF4)2 or 
Ca(BF4-xHx)2 species can be observed which is in agreement with the results obtained by 
Grove et al. 239 
 

 
The spectra of the dehydrogenated samples (pure and doped Ca-RHC) show peaks at 
matching positions, suggesting the same boron containing decomposition products. The 
signals at +15 ppm, -15.5 ppm and -32 ppm, respectively, correspond to CaB6, CaB12H12 and 
to residual β-Ca(BH4)2 phases.133 However, the chemical state of the niobium-containing 
phases in the hydride matrix could not be detected using the 11B MAS NMR method. This 
might be due to the presence of nanoscopic Nb-containing structures in the samples. Because 

Figure 53. 11B MAS NMR-pattern of once desorbed Ca-RHC/Ca-RHC+0.1NbF5 (top) and 
as-milled Ca-RHC/Ca-RHC+0.1NbF5 (middle) samples with the pattern of references 
(bottom). These measurements were carried out at HZG. 
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they produce very broad NMR-signals, their distinguishable detection is not straightforward. 
Therefore, these issues are addressed in the following subsection by the XAS technique which 
is a powerful method for probing the chemical state and the local environment of a 
nanoparticulate system. 

 EXAFS/XANES measurements 5.1.4.
To determine the oxidation state of niobium in the Ca-RHC+0.1NbF5 after both ball milling 
and dehydrogenation, XANES measurements on these samples were carried out. Several Nb-
based compounds (metallic Nb, Nb2O5, NbF5 and NbB2) were measured as well, for 
comparison with the near edge structures of niobium in the samples. Derivatives of the 
XANES spectra were built in order to emphasis the similarities or differences of the near edge 
structures. The results of this aforementioned procedure are displayed in Figure 54. 
 

 
Both Ca-RHC+0.1NbF5 samples show similar XANES structures indicating that all Nb atoms 
have the same chemical state after the milling procedure as well as after the first 
dehydrogenation step. A comparison between the XANES of the Ca-RHC+0.1NbF5 samples 
and the Nb-based reference compounds shows a good agreement between the XANES of the 
NbB2-reference curve and those of the Ca-RHC+0.1NbF5 samples. Therefore, the oxidation 
state of niobium after milling in the Ca-RHC matrix can be estimated to be +2 which is stable 
upon hydrogen cycling. The local environment of the niobium atoms was revealed by using 
the Extended X-ray Absorption Fine Structure (EXAFS) region of the measured XAS-spectra. 
The extracted EXAFS region of the samples and references were Fourier transformed to 
display the radial distribution of the atoms around the resonant Nb atoms (Figure 55). 
 

Figure 54. Derivative of XANES structures of the samples and the main
references (measured at the beamline C1 at the DORIS III synchrotron storage
ring at HASYLAB (DESY, Hamburg, Germany). 
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By comparing the radial distribution functions (RDFs) of the samples shown in Figure 55 
with that of the NbF5 reference, the absence of fluorine atoms in the first shell of the samples 
is obvious. Higher order shells also show significant differences in RDFs to the NbF5 
reference, which indicates the removal of fluorine atoms from the environment of Nb atoms. 
A further comparison of the RDFs of the samples with that of the NbB2 reference exhibits 
high similarity up to the second shell. The amplitude of the milled sample shows the lowest 
RDF magnitude and grows after the dehydrogenation process. This is an indication of a 
higher degree of ordering/growing of Nb containing structures with hydrogen cycling. Due to 
the absence of higher order amplitudes in the RDFs of the samples and the lack of any 
diffraction peaks of NbB2 in the in-situ SR-PXD measurements or a well-defined signal in the 
11B NMR spectra of Ca-RHC+0.1NbF5 samples (see Figure 52, Figure 53), the formation of 
nanocrystalline NbB2 can be assumed. This indicates the presence of well-dispersed and 
unsegregated NbB2 in the Ca-RHC matrix. To verify the presence of the NbB2 species in Ca-
RHC+0.1NbF5 samples the EXAFS data of the dehydrogenated Ca-RHC+0.1NbF5 sample 
was fitted by assuming a hexagonal NbB2 crystal structure model with the space group 
P6/mmm, and the result is displayed in Figure 56.The fit parameters are summarized in Table 
7. The fitting procedures were carried out simultaneously from 1 to 3 k-weighted range in R-
space. 
 
Table 7. Fitting parameters for the desorbed-Ca-RHC+0.1NbF5 sample.in R-space (1.3 - 6) Å and (2.0 - 8.0) Å-1 
in the k-space with a S0

2 = 0.78,  ΔE = 7.97 eV and a R-factor = 0.018. 

Modell Shell N ΔR[Å] σ[Å] 

NbB2 Hexagonal-
P6/mmm 

Nb-B1 12 0.0348 0.0149 

Nb-Nb1 8 0.0246 0.0141 

Nb-B1-B1 24 0.0696 0.1234 

Nb-B2 12 0.1267 0.0298 

 
 

Figure 55. Radial distribution functions (FT-of EXAFS-spectra) of the
samples and references (measured at the beamline C1 at the DORIS III
synchrotron storage ring at HASYLAB (DESY, Hamburg, Germany).. 
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These results are in excellent accordance with the results observed by other authors,102, 130, 240, 

241 who also reported the formation of transmission metal (TM)-diborides during ball milling 
of complex borohydrides with TM-fluorides, chlorides and isopropoxides in other RHC 
systems. Taking into account the additional information gained by NMR and XAS further 
insight and a more reliable attribution of Bragg reflections can now be obtained by refinement 
of the diffraction profiles using the Rietveld method.242 MAUD software243 was used for the 
Rietveld refinement of the SR-PXD patterns. The SR-PXD patterns of as-milled Ca-RHC and 
Ca-RHC+0.1NbF5 at room temperature (RT) is displayed in Figure 57 (a) and (c), 
respectively. The ratio between the polymorphs of calcium borohydride in the doped systems 
is altered in comparison to the pure system. The relative change in mass fraction of the α, β 
and γ-Ca(BH4)2 polymorph is 0.10, 0.86, and 0.04 , respectively, for the NbF5- doped system 
in comparison to the respective values 0.18, 0.72, 0.10 of the pure Ca-RHC system. The 
microstructure of the compounds in Ca-RHC+0.1NbF5 is also strongly refined in comparison 
to undoped Ca-RHC. It was found that the overall crystallite sizes in doped Ca-RHC were 
roughly 50% smaller and the microstrain values were approximately doubled compared to the 
undoped sample, as a consequence of the combined use of additive and ball milling action. In 
the high temperature (HT) state, metallic magnesium, amorphous calcium hexaboride and 
crystalline calcium hydride phases were produced in Ca-RHC. However, in the corresponding 
doped system in addition to CaB6 a calcium- fluoride- hydride solid solution was formed 
instead of the equivalent metal hydride phase (Figure 57 (b), and (d)). Diffractograms, taken 
at RT and dehydrogenated material at HT, of doped and undoped Ca-RHC were refined and 
their quantitative results were compared. The comparison between the refinements of the 
diffraction patterns collected at RT (Figure 57 (a), (c)) revealed different composition and 
crystallinity of the Nb-doped systems. It is worth mentioning that the diffraction patterns were 
fitted with a high degree of confidence (Rw < 3%) only if the nanocrystalline/amorphous 
phases were included in the refinement model. Examples of similar approaches can be found 
in the literature.244 As a result of the refinement, CaF2-xHx is supposed to contain less of 

Figure 56. The magnitude (top) and the real part (bottom) of the EXAFS-
spectrum of the desorbed Ca-RHC+0.1NbF5 sample in R-space with their
corresponding fits (measured at the beamline C1 at the DORIS III synchrotron
storage ring at HASYLAB (DESY, Hamburg, Germany).  
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hydride anions than the maximum value (x = 1.07 rather than xmax = 1.24). 235 The results 
suggest that CaF2-xHx can play an active role in the dehydrogenation reaction by exchange of 
the fluoride and hydride ions in the hydrogen concentration range of 0 < x ≤ 1.24. The sizes of 
the NbB2 grains, calculated by the Rietveld refinement, were determined to be in the range of 
7-10 nm. However, the presence of at least two different nanocrystalline components (CaB6, 
CaB12H12) in a system with such rich phase composition raised problems in the accuracy of 
the numerical result due to correlations between the two phases. Hence, the size distribution 
of NbB2 phase was further evaluated by ASAXS measurements which are presented in the 
following subsection. 
 

 

 ASAXS measurements 5.1.5.
ASAXS measurements were carried out at the calcium and at the niobium K-edge, 
respectively, in order to determine the impact of the additive on the calcium containing 
structures of the hydride matrix and to characterize the size distribution of niobium containing 
structures. Calcium-ASAXS measurements were performed at the 7T-MPW-SAXS beamline 

Figure 57. SR-PXD pattern (black dots) collected at room temperature and high temperature respectively for
doped - (a) , (b) , and undoped - (c), (d) - Ca-RHC, and the corresponding simulated profiles. The
contribution of each phase with the corresponding Bragg reflections (marked ticks) and the residuals function
(red line in the box) are also reported. Only structural models from ICSD database were used (measured at 
the diffraction beamline D3 with ߣ = 0.5 Å at the DORIS III synchrotron storage ring at HASYLAB (DESY,
Hamburg, Germany). 
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at BESSY (Berlin, Germany). The samples were put into a circular hole (5 mm in diameter 
and 0.2 mm thick) of an aluminum sample holder and sealed with Kapton tapes to avoid any 
oxidation of the samples. Two sample-to-detector distances (Dmin= 400 mm and Dmax= 3345 
mm) were chosen in order to cover the maximal q-range accessible. The SAXS measurements 
were taken at four distinct energies at the calcium K-edge (Table 8). The SAXS data was 
collected on a Multi-Wire-Proportional-Counter (MWPC) gas filled area detector with a pixel 
size of 207 µm. During the measurements, the samples were kept under continuous vacuum 
(10-4 mbar) conditions to minimize parasitic scattering. The measured intensities were 
corrected for background (scattering contribution of the beam without sample)), for detector 
dead time, for detector sensitivity by measuring a scandium foil, and also for transmission and 
flux. 90 µm thick glassy carbon standards were used for obtaining the scattering cross section 
in absolute units. Also silver behenate standard was measured to calibrate the q-axis. 
 

The Nb-ASAXS measurements were carried out at the beamline B1 at the DORIS III 
synchrotron ring (DESY, Hamburg, Germany). The samples were mounted in aluminum 
sample holders with a circular hole of 5 mm in diameter and 1 mm in thickness. All samples 
were sealed with Kapton tapes to avoid any change in the oxidation state of Nb-containing 
phases. To avoid possible sample oxidation over the measurement time and air scattering the 
measurements were performed under continuous vacuum (10-4 mbar). The SAXS patterns 
were acquired at four distinct energies (Table 9) below the Nb K-edge at two distances (Dmin= 
885 mm and Dmax= 3585 mm) to cover the maximum available q-range. The SAXS 
measurements were collected with a 2-dimensional single photon counting Pilatus 1M 
detector. The measured intensities were corrected for background (scattering contribution of 
the beam without sample), sample absorption, and incoming flux, and were put onto absolute 
intensity units by measuring a glassy carbon reference. Both beamlines were equipped with a 

double crystal Si-monochromator with the wavelength resolution of 
410/ −≈Δ λλ . Handling 

and preparing of the samples were carried out in purified Argon glove box (H2O and O2 levels 
were kept below 10 ppm). 
 

 
All the as-collected 2D-ASAXS data were integrated over the polar variables (R, 2π) and 
reduced to 1D-scattering curves. Subsequently, the ASAXS curves were subtracted by an 
energy dependent background, which is caused by inelastic resonant Raman scattering (RRS) 

Table 8. Selected energies for the Ca-ASAXS measurements at the K-edge of Ca at
the ASAXS beamline (BESSY, Berlin) and the corresponding theoretical anomalous
dispersion factors (ADF).5 

Table 9. Selected energies for the ASAXS-measurements at the K-edge of Nb at 
the B1-beamline (DESY) and the corresponding theoretical ADF.5 
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and fluorescence at the high q-values 245, 246. The energy dependent background is removed as 
described in 247 ) before further analysis. All ASAXS curves were fitted by using SASfit248 
assuming a polydisperse spherical particle model. Since the crystal growth processes usually 
yield a lognormal distribution of the particle dimensions (Bergmann & Bill, 2008), a 
lognormal distribution was used. The average size parameter (µ) and the width parameter (σ) 
of the distribution were varied to obtain the best fit to the experimental data. The resonant 
scattering curves of the Ca-containing phase were separated by using the method described by 
Goerigk et al. 249 Figure 58 shows, exemplarily, the resonant scattering curves and their 
corresponding fit curves for pure Ca-RHC and Ca- RHC+0.1 NbF5 samples in the desorbed 
state. All resulting size distributions of the Ca-containing structures from the fits were 
normalized by their area and are presented in Figure 58. A comparison of the curves of the 
samples with and without additive, respectively, shows that the calcium structures in the 
desorbed and absorbed doped samples are much finer. Also the degree of polydispersity in the 
desorbed and absorbed samples is also considerably lower than the corresponding pure Ca-
RHC samples. 
 
 

 
 
The mean sizes of calcium-containing structures after desorption and absorption in the pure 
Ca-RHC is approximately 54 and 68 nm, respectively. This corresponds to a relative 
coarsening of the mean size of Ca-containing particles by 26% in comparison to the desorbed 
state. The maximum size of the Ca structures after the first desorption and the first absorption 
of the pure Ca-RHC remains roughly stable and their sizes amount to ~500 nm. Likewise the 
degree of polydispersity of the absorbed pure Ca-RHC sample increases slightly from σdes = 
0.653 to σabs = 0.655. The average sizes in the as-milled Ca-RHC+0.1NbF5 are about 22 nm, 
which grow after first desorption and first absorption, respectively, to about 27 and 30 nm. 
This corresponds to an average size growth of 18% after the first desorption and 10% after the 
first absorption. The maximum structures presented in the as-milled Ca- RHC+0.1NbF5 
sample are ~80 nm, which coarsen after the first desorption and first absorption to 100 and 

Figure 58. (a) Calcium resonant scattering curves of pure Ca-RHC and Ca- RHC+0.1NbF5 samples after
the first desorption and their corresponding fits. (b) Volume-weighted size distribution functions of calcium
structures in pure Ca-RHC and Ca-RHC+0.1NbF5 samples. Measurements were carried out at the 7T-
MPW-SAXS beamline at the BESSY synchrotron storage ring (Berlin, Germany). 

a) b) 
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140 nm, respectively. This relates to coarsening degrees of 20 and 28% after the first 
desorption and first absorption, respectively. Also an increasing degree of polydispersity with 
the sorption cycle is observed for the Ca-RHC+0.1NbF5 samples (σam = 0.447 → σdes = 0.492 → σabs = 0.541). The result of Nb-containing structures in the surrounding hydride matrix is 
presented in Figure 59. The SAXS scattering curve shows two scattering features at a low q 
value centred at about 0.25 nm-1 and a broad hump extended over the q-interval of 1.5-7 nm-1. 
The inset plots show in more detail the strong scattering region (0.1 nm-1 < q < 0.6 nm-1), and 
the less pronounced scattering region at the higher q values. These resonant scattering regions 
can be attributed to two distinct niobium nano particle distributions. 

 
Hence, two sets (j = 1,2) of polydisperse spherical Nb containing particles were 
simultaneously fitted to the ASAXS data measured at four different X-ray energies (Ei; i=1, 2 
, 3, 4; see Tabale.1) by the following theoretical intensities:250,251 

,ݍ)ܫ  (௜ܧ = ෍ Δߩ௝ଶ(ܧ௜) න ܰ൫ݎ, ,௝ߪ ௝ܴ൯ܸଶ(ݎ)ܨ௝(ݎ, ଶݎ݀(ݍ
௝ୀଵ + ,ݍ)ܤ  ௜) (86)ܧ

The energy-dependent contrast of the jth scattering contribution is represented by Δߩ௝ଶ. To 
account for the polydispersity of the Nb- containing particles in the hydride matrix, a 
normalized log-normal size distribution of the nano-particles was included: 

 ܰ൫ݎ, ,௝ߪ ௝ܴ൯ = ݎߪߨ2√1 −]݌ݔ݁ ln ൬ݎ ௝ܴൗ ൰ଶ
௝ଶߪ2 ] (87) 

Figure 59. ASAXS curves of Ca-RHC+0.1NbF5 sample after the first desorption. In the
inset figures the resonance effect of Nb containing structure in the sample illustrated
(measured at the beamline B1 at the DORIS III synchrotron storage ring at HASYLAB
(DESY, Hamburg, Germany). 
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With ߪ௝ being the standard deviation of the distribution and ௝ܴ the mean radius parameter of 
the jth constituent and r denote the radius of the spherical particles. ܸ(ݎ) and ݎ)ܨ,  (ݍ
represent, respectively, the volume and the form factor of spherical particles (see section 
2.7.2). A non-constant background ݍ)ܤ, (௜ܧ = ఈ(ா೔)ିݍ +  was included to account for (௜ܧ)ܥ
the scattering of large particles (out of experimental accessible q-range) and the energy 
dependent fluorescence and resonant-Raman scattering. For the fitting procedure, the program 
SASfit248 was used. The calculated volume-weighted size distribution from the fit for the 
dehydrogenated Ca-RHC+0.1NbF5 sample is presented in Figure 60. 
 

 
The mean particle sizes, related to the broad hump located at high q values, are around ~ 0.8 
nm on average and maximum sizes are about 1.5 nm (inset Figure 60). However, their volume 
fraction is negligible small in comparison to the Nb-containing particles due to the 
pronounced hump at lower q values. Therefore, the most frequent NbB2 particle sizes present 
in dehydrogenated Ca-RHC+0.1NbF5 sample are about 14 nm. This result is in good 
agreement with observation carried out on additive size distributions in complex hydrides and 
hydride composite systems.102, 241, 252 SEM and HR-TEM investigations were undertaken to 
further investigate the local nanostructure of the Ca-RHC and Ca-RHC+0.1NbF5 samples. 

 
 

 TEM/SEM measurements 5.1.6.
SEM investigations on the as-prepared Ca-RHC and Ca-RHC+0.1NbF5 samples showed the 
presence of agglomerates with sharp borders and sizes between 5 and 50 μm. The same 
morphology is preserved in the desorbed samples. By EDS analysis, a map of the distribution 
of the different elements in the doped as-milled sample and the same sample after desorption 
was obtained. For both samples the Ca-containing phases appeared to be distributed 
homogeneously, as is evident in Figure 61, which shows the elemental mapping of the doped 
sample after the first desorption. The Mg-containing phases exist in regions that have 
aggregated in larger agglomerates lying on the Ca-phases. The F and Nb containing phases 
are highly distributed in the hydride matrix (see the overlapping maps for Nb and F). 
 

Figure 60. Volume-weighted size distribution of NbB2 particles in the Ca-
RHC+0.1NbF5 hydride composite sample after the first desorption. In the inset figure
size distribution of smallest particles are observed in the very high q-values. 
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A further insight into the nanoscopic scale was undertaken by using TEM to reveal the local 
structure of the hydride matrix and the Nb-based additive in the hydride matrix. TEM 
investigations showed that after desorption, both, Ca-RHC and Ca-RHC+0.1NbF5, samples 
consisted of large aggregates (typically > 10 μm) that had a composite morphology of 
nanoscopic domains (~ 5 - 10 nm) as shown in Figure 62. The nano-composite morphology 
was observed in all regions of, both, the Ca-RHC and Ca-RHC+0.1NbF5 samples, but 
interestingly some regions appeared less crystalline than others (see Figure 62B and C). The 
highly crystalline regions in Ca-RHC could be indexed by high resolution TEM (HR-TEM) to 
the reaction products as seen by SR-PXD, NMR and EXAFS results and are displayed in 
Figure 64. Points (1) and (2) indicate the amorphous region in the Ca-RHC, surrounded by 
nanocrystalline lattice planes. The amorphous region can be assumed to contain the recently 
mentioned CaB12H12 and/or residual β-Ca(BH4)2 reaction products (subsection 3.3). Although, 
the presence of β-Ca(BH4)2  could be tentatively assigned to some crystalline regions of the 
desorbed Ca-RHC sample, however, the phase did not appear to be stable under the electron 
beam. The decomposition of metal hydride phase under the electron beam was also observed 
by Deprez et al.225 All single phase identifications are made difficult due to a significant 
overlap of d-spacing values between phases, within resolution. Some of the reliable measured 
lattice planes can be assigned to the following phases: (A) 2.49 Å (011) hkl reflection of Mg; 
(B) and (C) 2.8 Å (011) hkl reflection of CaB6 (D) 1.98 Å (011) hkl reflection of CaB6 (E) and 
(F) 2.49 Å, Mg. 
 
 
 

Figure 61. Elemental maps obtained by EDS for the NbF5 doped Ca-RHC 
sample after desorption (the measurements were performed at the university
of Pavia (Italy) in collaboration with Prof. Dr. C. Milanese). 
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The directional contact of the CaB6 phases on the Mg nanocrystallites found here indicates 
that Mg might provide nucleation sites for the CaB6 phase, therefore inducing further growth 
of this phase as the reaction proceeds. This behaviour was also observed in other studies,223 
and is an indication that Mg indeed provides a catalytic driving force for the formation of 
nanocrystalline CaB6. Further HR-TEM-images were taken to reveal the niobium containing 
particles in the hydride matrix of the dehydrogenated Ca-RHC+0.1NbF5 and the results are 
presented in Figure 63. Due to the low concentration of the additive in the Ca-RHC+0.1NbF5 
sample it was not possible to find many Nb-rich regions. Figure 63B presents a dark-field 
image of a crystalline Nb-rich region where the lattice planes could be reliably measured. By 
Fast-Fourier Transformation (FFT) of the aforementioned region, the crystal structure could 
be assigned to NbB2. The environment surrounding NbB2 was investigated to determine 
which phases were in close contact with this additive. In numerous cases, the NbB2 was only 
surrounded by the non-crystalline, amorphous material presumably of Ca-B-H ternary 
composition (see Figure 63D). Hence, HR-TEM micrograph analysis failed to reveal the 
crystalline interfaces of the NbB2 with the surrounding matrix in the present work. The most 
frequent NbB2 particle sizes were determined to be ~ 10 nm. These results are in fair 
agreement with the results obtained by XAS and ASAXS methods. 
 

Figure 62. TEM micrographs of Ca-RHC after the first desorption displaying A) large
aggregates of smaller particles, B) multiphase regions of low crystallinity C) and D) multiphase
region of high crystallinity (the measurements were performed at the Curtin University (Perth, 
Australia) in collaboration with Dr. M. Paskevicius). 
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 Discussion 5.1.7.
The significant impact of the NbF5 additive on decreasing the desorption temperature of the 
Ca-RHC was evident from the DSC and manometric measurements (Figure 1a, b). The 
additive reacts during the milling with the Ca-RHC producing hydrofluoric acid; diborane and 
hydrogen, which was observed via mass spectrometry (see Figure 49). From the DSC curves, 
the Ea for the dehydrogenation process for the undoped and doped Ca-RHC system was 
determined (Figure 51). The Ea values for Ca-RHC: (217 kJ/mol H2) and Ca-RHC+0.1NbF5 
(198 kJ/mol H2) indicate that the additive reduce activation barrier of the Ca-RHC system 

Figure 64. TEM micrographs of Ca-RHC+0.1NbF5 after the first desorption displaying A) a 
dark-field where bright regions indicate Nb-rich areas, B) a dark-field of a large Nb-rich 
region where lattice planes are evident, C) the FFT of a Nb-rich region identifying single 
crystal NbB2, and D) a filtered image demonstrating the amorphous structure surrounding
NbB2 (the measurements were performed at the Curtin University (Perth, Australia) in
collaboration with Dr. M. Paskevicius). 

Figure 63. Micrograph indicating localised amorphous regions (1) and (2).
Attributed phases for the lattice spacing present include: (A) (011) Mg; (B) and
(C) (011) CaB6; (D) 1.98 Å (011) hkl reflection CaB6 (E) and (F) 2.49 Å, Mg
(the measurements were performed at the Curtin University (Perth, Australia)
in collaboration with Dr. M. Paskevicius). 
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during the dehydrogenation process noticeably. Another significant influence of NbF5 on the 
Ca-RHC system is its effect on the dehydrogenation reaction path of the system. In-situ SR-
PXD analysis (see Figure 52) clearly shows different desorption reaction paths and end 
products for the pure Ca-RHC and Ca-RHC+0.1NbF5. According to the in-situ SR-PXD 
measurements and all the previous analysis of the results, the following dehydrogenation 
reaction path for the pure Ca-RHC can be proposed: 

 
,ߙ) ,ߚ Ca(BHସ)ଶ(ߛ + MgHଶ ଵ଺଴ °େሱۛ ሮۛ Ca(BHସ)ଶ(ߚ)  + MgHଶ ଷହ଴°େሱۛ ሮۛ    ଷହ଴°େሱۛ ሮۛ  amorph/nano crys(ݔ[(ߙ)Ca(BHସ)ଶ] + CaB଺ݕ + (CaBଵଶHଵଶݖ − phases+ CaHଶ ݓ  + MgHଶ + ݆Hଶ 

(88 a) 

 4 CaHଶ + 3MgHଶ ଷହ଴ °େሱۛ ۛሮ CaସMgଷHଵସ  ଷ଺ହ °େሱۛ ۛሮ 4CaHଶ + 3Mg + 3Hଶ ↑ (89 b) 

 ଷ଺ହ °େሱۛ ሮۛ  amorph/nano crys. Ca(BHସ)ଶ(ߚ)݌) + CaB଺ݔ + (CaBଵଶHଵଶݕ − phases+ CaHଶݖ  + Mg + Hଶݒ ↑ 

(89 c) 

 
Thee crystalline phase CaB2Hx reported by Riktor et al 253 is not observed under the 
conditions applied here. In pure Ca-RHC the intermediate Ca4Mg3H14 phase is observed 
Figure 52 (a) although the formation of Ca4Mg3H14 is not a necessary reaction step as it was 
pointed out by Bonatto Minella et al. 223 By mixing Ca(BH4)2 and MgH2, the intermediate 
phase (Ca4Mg3H14) was not observed by these authors, upon dehydrogenation, in contrast to 
the high energy ball milled Ca(BH4)2+MgH2 sample. Therefore, they concluded that the 
production of Ca4Mg3H14 is correlated with the microstructure of the as-prepared material. In 
the present work, both samples (Ca-RHC and Ca-RHC+0.1NbF5) were high energy ball 
milled under the same conditions (as described in section 2.1). Unlike to pure Ca-RHC, no 
Bragg peaks of Ca4Mg3H14 phase are observed during the dehydrogenation reaction of Ca-
RHC+0.1NbF5 (in the in-situ SR-PXD measurements, see Figure 52 (b)). The formation of the 
intermediate phase via: 4CaH2+3MgH2 → Ca4Mg3H14 was already predicted by first principle 
calculations to be more likely due to its negative Helmholtz free energy (ΔF = -7.9 kJ at 350 
°C). 148 Since the solid solution CaF2-xHx is formed, during the decomposition reaction of 
Ca(BH4)2 in the Ca-RHC+0.1NbF5 sample, the Helmholtz free energy of a reaction involving 
4CaF2-xHx+3MgH2 might be more favourable than 4CaH2+3MgH2. This would explain the 
independent dehydrogenation reaction of MgH2 in the Ca-RHC+0.1NbF5 system and the 
reaction of 4CaH2+3MgH2 in the pure Ca-RHC. In the pure Ca-RHC, CaH2 reacts with MgH2 
to form Ca4Mg3H14. Subsequently, upon the dehydrogenation of the ternary hydride a 
simultaneous formation of metallic Mg and CaH2 can be observed. However, in the presence 
of CaF2-xHx, the formation of Ca4Mg3H14 does not take place. Hence, the diffraction peaks of 
Mg appear after those of CaF2-xHx upon the slightly delayed decomposition of MgH2. 
Regarding the XAFS-results, NbF5 reacts with Ca(BH4)2 during high energy ball milling to 
form CaF2 and NbB2 (Figure 54-57). No trace of MgF2 is observed in the milled Ca-
RHC+0.1NbF5 sample via SR-PXD which is in agreement with the results obtained by 254 
Assuming a complete reaction between 0.1NbF5 and Ca(BH4)2 during the milling procedure, 
the following initial educts, reaction pathways and reaction products for Ca-RHC+0.1NbF5 
can be proposed: 
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,ߙ) ,ߚ Ca(BHସ)ଶ(ߛ + MgHଶ + 0.1NbFହ ୠୟ୪୪ ୫୧୪୪୧୬୥ሱۛ ۛۛ ۛۛ ሮۛ ,ߙ)݆ ,ߚ Ca(BHସ)ଶ(ߛ + MgHଶ+ ݈CaFଶ + ݉BଶH଺ ↑ +݊HF↑ +amorph/nano crys. (CaB଺+0.1NbBଶ݌) + Hଶݍ ↑ଶହ଴°େሱۛ ሮۛ 

(89 a) 

 amorph/nano crys. [Ca(BHସ)ଶ(ߚ)]ܽ) + ܾCaHଶ + ܿCaB଺ + ݀CaBଵଶHଵଶ + +0.1NbBଶ) − phases + ݁CaFଶି௫H௫ + Mg + ݁Hଶ ↑ 
(90 b) 

 
The dehydrogenation of the sample doped with 0.1NbF5 starts, in accordance with the 
manometric measurements, at much lower temperatures in comparison to the pure Ca-RHC 
sample. After the desorption process of Ca-RHC and Ca-RHC+0.1NbF5, no SR-XPD signals 
of Ca(BH4)2 can be detected, suggesting the complete decomposition of this phase (Figure 52 
and Figure 57). By means of NMR (Figure 53), nevertheless, a trace of residual ߚ-Ca(BH4)2 
polymorph is detectable in both samples. It was concluded that the remnant ߚ-Ca(BH4)2 is 
present for the same reasons in both samples. During the desorption process the residual ߚ-
Ca(BH4)2 might be covered with the decomposition products of the composite system. This 
effect could hinder the decomposition of this residual borohydride phase. The main difference 
concerning reaction (90) and (91) is the formation of the CaF2-xHx solid solution between 
CaF2 and CaH2 in the doped sample, as was also observed by Pistidda at el. and Suarez-
Alcantara at el.255, 256 The value of x is determined to be 1.07, using the Rietveld method. 
These results also explains the change of desorption enthalpy values 42 ± 2 kJ/mol H2 and 37 
± 1 kJ/mol H2 for the Ca-RHC system and Ca-RHC+0.1NbF5, respectively (DSC-
measurements-subsection 3.1). Additionally, no phase transformation of α and γ-Ca(BH4)2 to 
the β-Ca(BH4)2 polymorph was found in the DSC pattern of the Ca-RHC+0.1NbF5 sample. 
Rietveld refinement of the room temperature SR-XPD pattern of pure and doped Ca-RHC 
revealed only a relative reduction of the mass fraction of the α, β and γ-Ca(BH4)2 polymorphs 
from 18 % ,72 % ,10 % in the as-milled pure Ca-RHC changed to 10 % , 86 % , 4 % in the 
NbF5 doped Ca-RHC system, respectively (see Figure 57). This contradiction between DSC 
and SR-XPD can be inferred to the detection limit of DSC-apparatus itself. The absence of the 
α and γ-Ca(BH4)2 polymorph in the XRD pattern after high energy ball milling with TMF-
additives was reported by other authors133, 236, as well. However, they attributed the absence 
of the α-Ca(BH4)2 polymorph to the high energy involved during the milling process able to 
drive phase transition. As mentioned previously, in this study Ca-RHC and Ca-RHC+0.1NbF5 
samples were ball milled under the same conditions, respectively. Hence, it is concluded that 
the NbF5 additive might initiate the α and γ to β-Ca(BH4)2phase transition during the milling 
process of the Ca-RHC+0.1NbF5 sample. According to 257 the maximum temperature 
achieved during ball-milling is dependent on the materials being milled. In the SPEX 8000 
under the same milling conditions, an Al-Mg mixture would reach a maximum temperature of 
120 °C, 258 whereas a mixture of Fe with an addition of 1.2 wt.% C could reach 300 °C. 259 In 
the present study, the milling procedure causes a chemical reaction between NbF5 and 
Ca(BH4)2 in the Ca-RHC+0.1NbF5 sample as was shown by EXAFS analyses (Figure 55). 
The heat released by the reaction might local reach temperatures needed for the phase 
transition (from α and γ to β-Ca(BH4)2) of about 160 °C which could explain the lowered 
amount of the α and γ-Ca(BH4)2 polymorph in the as-milled Ca-RHC+0.1NbF5 sample. 
However, a phase transformation based only on structural deformation by the additional NbB2 
during ball milling of the Ca-RHC+0.1NbF5 sample cannot be excluded entirely (e.g. the 
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formation β-MgH2 phase upon milling procedure).260 Since NbB2 is known as a hard and inert 
material, 261-263 it can act during the milling procedure as a grain refiner in the hydride 
matrix.264-266 According to, both, theoretical 267 and experimental 268 studies the phase 
transition in nano crystalline materials is mainly dependent on the grain size. This feature is 
about twice finer distributed in Ca-RHC+0.1NbF5 samples in comparison to pure Ca-RHC 
samples, as it was shown via Rietveld-refinement in section 3.4. In contrast to the as-milled 
pure Ca-RHC, 11B NMR-measurements of as-milled Ca-RHC+0.1NbF5 showed a trace of 
nanocrystalline CaB6 (since no sharp Bragg-peaks of CaB6 in the SR-XPD of the as-milled 
Ca-RHC+0.1NbF5 was detectable). Since, the d-value mismatch between crystallographic 
planes of Mg/CaB6 is less than 6%,223, 219, 222, 269 this nanoparticulated CaB6 phase provides 
nucleation centres for new CaB6 and Mg phases during the dehydrogenation process. 
Moreover, XAS, ASAXS and TEM analyses revealed the presence of finely distributed NbB2 
nanoparticles in the Ca-RHC+0.1NbF5 samples (Figure 61-Figure 63). Based on the Edge-to-
edge matching model calculation of the d-value mismatch of the planes {1011} CaB6 / {1011} 
NbB2 and {111} CaB6 / {1010} NbB2 are, respectively, equal to 2.9 % and 2.8 %.223 
Therefore, NbB2 provides in additional to existing nanoparticulated CaB6, two more possible 
crystallographic planes for heterogeneous nucleation and growth of the CaB6 phase in the Ca-
RHC+0.1NbF5 composite system. Hence, upon the desorption reaction of Ca-RHC+0.1NbF5, 
a heterogeneous nucleation and growth of CaB6 on NbB2 nanoparticles is expected which 
consequently enhances the reaction kinetics of doped Ca-RHC in comparison to the undoped 
hydride composite system. As a consequence of the heterogeneous nucleation and growth the 
particle sizes in the doped sample should be reduced. Indeed, the BET results of the doped 
sample after the first dehydrogenation process shows 55 % smaller average particle sizes in 
comparison to the first dehydrogenated pure Ca-RHC. However, the shape of a single particle 
can be more complex than the assumed spherical-model used for calculation of average 
particle sizes according to subsection 3.7. In that sense, an increased SSA can additionally 
also be referred to a change of the particle shape and increase of surface area originating from 
the emergence of cracks and defects during dehydrogenation. 270 Also the as-milled Ca-
RHC+0.1NbF5 sample shows approximately 40 % larger SSA relative to the undoped as-
milled sample. This points towards lower diffusion paths, higher reaction surfaces and smaller 
structure for fast hydrogen recombination processes. The crucial role of small structures, high 
reaction surface area and reaction contact area of the metal hydrides and hydride composite 
systems on their de/rehydrogenation behaviour was also pointed out in detail by Dornheim et 
al., Pistidda et al. and others. 54, 271, 272 An additional effect of the NbB2 particles might also be 
an increase in the material strain at the grain boundaries. This hinders the crystallite growth 
and ensures the stability of the matrix structure. In fact, the strain of doped Ca-RHC was 
determined via the Rietveld method to be approximately twice larger than that found in the 
pure Ca-RHC sample. Using NbF5 as an additive shows great improvement on the kinetic of 
the Ca-RHC, however, the problem with long term reversibility remains yet unsolved. This is 
due to partial exclusion of stable calcium and boron containing compounds from the 
hydrogenation cycles during each dehydrogenation process. This notion is sketched in the 
Figure 65 for the first hydrogenation cycle (a) and after long term hydrogenation cycling (b). 
The hydrogenation cycle is subdivided in boron containing and non-boron (ternary hydride) 
containing cycles. Upon cycling the stable boron/calcium containing compounds are extracted 
and accumulated gradually out of the hydrogenation cycles and the capacity of boron 
containing cycle is reduced, whereas the one of the ternary hydride cycle is increased. 
Eventually, this would lead to vanishing of the boron containing cycle, hence to a constant 
hydrogen capacity, which is based on the ternary hydride containing cycle. This is also true if 
one starts with the possible desorbed states of the Ca-RHC system. Thus it is mandatory to 
stabilize the decomposition of boron in such a way to make the system reversible. 
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5.2.  Stabilization of decomposition products of Ca(BH4)2 by concept of 

RHC 
As it was already mentioned in the subsection (2.6.3.2), Ca(BH4)2+MgH2 can theoretically 
decompose through different dehydrogenation reaction paths to different decomposition 
products. In this section a detailed study of dehydrogenation reaction paths and products of 
the Ca(BH4)2-MgH2 composite system in dependency on the thermodynamic parameters such 
as temperature (T) and hydrogen backpressure pressure (P) is conducted. Lastly an alternative 
destabilization agent is proposed to stabilize the decomposition products of Ca(BH4)2, which 
is key issue for the reversibility of complex hydride. 
 
 
 

Figure 65. Hydrogenation cycles of the doped Ca-RHC in the first cycle (a) and after long term cycling (b) 
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 Effect of hydrogen pressure and temperature variation on the 5.2.1.
decomposition products of Ca(BH4)2-MgH2 composite system 

For the variation of temperature and hydrogen backpressure as parameters during the 
dehydrogenation process of the Ca-RHC system the following values were selected: T = (350, 
375, 400, and 450) °C and p = (0, 1, 5, 10, and 20) bar H2. Using these parameters, volumetric 
measurements were carried out to observe the dehydrogenation kinetics and the final 
hydrogen capacities of the Ca-RHC with respect to the applied conditions. Results of these 
measurements are presented in Figure 66. 
 
 
In case of dehydrogenation carried out at 350 °C, the reaction of the sample desorbed under 
static vacuum conditions proceeds with the fastest kinetics. The kinetic rate drops with 
increasing pressure until the reaction stops at a hydrogen backpressure of about 20 bar. 
Interestingly, with increasing hydrogen backpressure also the total hydrogen capacity of the  

composite system drops, as well. Concerning the capacity drop and decrement of the reaction 
kinetics with respect to hydrogen backpressure, the dehydrogenation reaction of the samples 
measured at 375 °C, 400 °C (not shown here), and at 450 °C show similar behaviour as the 
one at 350 °C. These dependencies of the hydride composite with respect to temperature and 
pressure are condensed and visualized in Figure 66 (d). The decomposition reaction seems to 
proceed in one step at 350 °C and at 375 °C, whereas the desorption reaction of the hydride 
composite at 450 °C appears to proceeds in three steps. To investigate these aspects of the 
hydride composite system, in more detail, coupled volumetric-calorimetric measurements 

Figure 66. Dehydrogenation reaction kinetics observed under various hydrogen backpressures 
(0, 1, 5, 10 and 20) bar at 350 °C (a), at 375 °C (b) and at 450 °C (c) (these measurements 
were conducted at HZG (at the HERA apparatus). 

a) b) 

c) d) 
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were performed and the results are presented in Figure 67. The x-axis and the left side y-axis 
represent the temperature and the released hydrogen content, respectively, whereas the right 
y-axis represents the released or absorbed heat from the samples. By increasing the 
temperature (3 K/min), all show an endothermic peak at about 160 °C which is independent of 
the applied backpressure. This small endothermic reaction with an onset temperature of 
roughly 155 °C is not related to any hydrogen release as can be seen from the coupled 
volumetric curves and can be attributed β-Ca(BH4)2. 
 
 
The next endothermic peak is the most pronounced peak over the entire observed temperature 
range of the measurement, carried out under different hydrogen backpressures. This second 
peak is accompanied by a significant release of hydrogen, as is evident from the coupled 
volumetric measurements. The onset temperature and the peak temperature of this 
endothermic peak are shifted toward higher temperatures with increasing hydrogen 
backpressure. A third endothermic peak at ~ 420 °C appears only after applying a hydrogen 

backpressure of 5 bar or more. The peak position of this peak transfers to 435 °C and 450 °C 
by applying hydrogen backpressures of 10 bar and 20 bar, respectively. A forth endothermic 
peak is revealed at about 420 °C by applying 20 bar hydrogen backpressure. This shows that 
the dehydrogenation reaction of the system does not proceed in one step but rather in at least 
three steps, which are submerged (parallel reactions) by one broad endothermic peak under 
vacuum condition. In order to reveal these reaction mechanisms of the system under various 
hydrogen backpressures, in situ SR-PXD measurements under 0, 10 and 20 bar H2 b were 
carried out and the results are presented in Figure 68, Figure 69, and Figure 70, respectively. 

0 bar 5 bar 

10 bar 20 bar 

Figure 67. Coupled volumetric-colorimetric dehydrogenation reaction kinetic measurements observed
under 0 bar H2 backpressure (a), 5 bar H2 backpressure (b), 10 bar H2 backpressure (c), and 20 bar H2

backpressure (d) (the measurements were carried out at the university of Pavia (Italy) in collaboration with
Prof. Dr. C. Milanese). 

1 

1 

1 

1 

2 
2 

2 
2 

3 

3 
(3

a) b) 

c) d) 

4 



 

  
 Page 95 

The z-axis is assigned to scan number and the scan numbers are translated into temperature. 
At about 150 °C in all in situ-diffraction pattern of the Ca(BH4)2+MgH2 system under 
different H2 backpressures a first change occurs (green colored) which is due to a structural 
transformation of α-Ca(BH4)2 and γ-Ca(BH4)2 low temperature polymorphs to β-Ca(BH4)2. 
This corresponds to the first endothermic peak in the DSC-patterns in Figure 67. The 
temperature at which the second alteration of the diffraction peaks takes place depends on the 
applied backpressure. In the sample under 0 bar this reaction takes place at about 350 °C, 
under 10 bar H2 backpressure it starts approximately at 390 °C, and under 20 bar H2 
backpressure the reaction starts at temperatures about 400 °C. 
 
 
 
 

 
 
 
 
 

Figure 68. In situ SR-PXD measurements of Ca-RHC under 0 bar H2

backpressure. The sample was heated up to a maximum temperature of 450 °C
with a temperature increment of 3 K/min (this measurement and the two
following measurements were carried out at the diffraction beamline 711 with ߣ = 0.5 Å at MAXLAB-II synchrotron storage ring (Lund, Sweden). 
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Figure 70. In situ SR-PXD measurements of Ca-RHC under 20 bar H2

backpressure. The sample was heated up to a maximum temperature of 450 °C
with a temperature increment of 3 K/min. 

Figure 69. In situ SR-PXD measurements of Ca-RHC under 10 bar H2

backpressure. The sample was heated up to a maximum temperature of 450
°C with a temperature increment of 3 K/min. 
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These changes can certainly be assigned to the decomposition of β-Ca(BH4)2 in all samples, 
however, not to the one of MgH2. As can be seen in the sample under 0 bar H2 (Figure 68) 
after decomposition of β-Ca(BH4)2 an immediate appearance of the ternary metal hydride 
phase Ca4Mg3H14 is observed which hints towards a decomposition of MgH2 by reacting with 
CaH2 to form the ternary hydride phase. This fact becomes clearly visible after applying 
hydrogen backpressures of 10 or even 20 bar. At a backpressure of 10 bar H2 the ternary 
phase stays longer stable in comparison to the sample under 0 bar of H2 backpressure. This 
effect is furthermore emphasised in the in situ XRD measurement of the sample under 20 bar 
H2. After decomposition of β-Ca(BH4)2, the Bragg peaks of MgH2 are still present and they 
decrease gradually with appearance and increasing of the Ca4Mg3H14 phase. At backpressures 
of 10 bar and 20 bar H2, the ternary phase remains stable up to higher temperatures compared 
to the sample kept under 0 bar of H2. Ca4Mg3H14 decomposes at temperatures of about 430 °C 
under 10 bar H2 backpressure and at 450 °C under 20 bar H2. These decomposition reactions 
can be assigned to the third endothermic peak of the DSC-curves presented in Figure 67 (c, 
d). Three events of the coupled volumetric-calorimetric measurements could be assigned to 
the corresponding events in the in situ SR-PXD measurements. However, the fourth 
endothermic peak at ~ 420 °C under 20 bar H2 could not be assigned to any crystalline phase 
by XRD method. Thus it can be assumed that this reaction step with hydrogen release is due 
to decomposition of nano-crystalline or/and amorphous phase(s) presented in the samples but 
not detectable by diffraction methods. Since boron containing phases are not detected in any 
diffraction pattern of dehydrogenated Ca-RHC, 11B MAS NMR measurements were 
conducted to determine the state of boron after the dehydrogenation process of the hydride 
composite system under different hydrogen backpressure conditions. Results of these 
measurements are plotted in Figure 71. 
 

 

Figure 71. 11B MAS NMR spectra of Ca-RHC after the first desorption process
under different conditions (top panel), and those of the reference spectra (bottom
panel) (measurements performed at HZG in collaboration with Dr. T. Emmler). 
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The upper panel of the figure shows spectra of the dehydrogenated Ca-RHC under variation 
of hydrogen backpressure pressure at 450 °C (the applied conditions correspond to those used 
in Figure 67). The lower panel displays the spectra of the reference compounds. It should be 
noted that two phases of CaB6 were measured (which were available as powder) and the 
spectra are distinguished (a) and (b), respectively. As can be seen in the upper panel of Figure 
71 the sample heated up to 450 °C under static vacuum, still shows some signal from residual 
hydrogen containing compound such as Ca(BH4)2, CaB12H12, and the only non-hydrogen 
containing boron compound signal is from CaB6. By increasing the hydrogen backpressure to 
5 bar, the amount of phase (a) of CaB6 seems to be reduced. An increase of the phase (b) of 
CaB6 or amorphous boron is detected. It should be noted that amorphous boron also has a 
broad 11B MAS NMR main peak at about 0 ppm which might be overlapped with the phase 
(b) of CaB6 here, and therefore undistinguishable. Also signals of CaB12H12 and Ca(BH4)2 are 
clearly pronounced in comparison to the sample measured under 0 bar H2. By further 
increment of hydrogen backpressure, the dehydrogenation paths of the system are more 
deflected toward hydrogen containing phases (Ca(BH4)2, CaB12H12). Under these conditions, 
Ca(BH4)2 is stabilized by the hydrogen backpressure, and its ratio increases, relative to the 
CaB12H12 phase. On the other hand, also the formation of CaB6 is deflected toward 
amorphous boron or its phase (b). However, this assumption is rather speculative since 
resolution of the NMR patterns does not allow making accurate statements. Nevertheless the 
NMR signal of amorphous boron is also expected to be around 0 ppm (in the top panel of 
Figure 71). To clarify this issue the following experiments were carried out. Since, amorphous 
boron is well known for its high degree of stability against the hydrogenation reaction to form 
complex borohydrides under mild conditions and CaB6 for its reversibility under mild 
conditions,148, 273 274, 275 it is reasonable to expect an accumulation and clear detection of 
amorphous boron upon cycling in the hydrogenated state of the Ca-RHC, in comparison to the 
signal of CaB6. Thus, 11B MAS NMR measurements were conducted on hydrogenated 
samples of Ca-RHC cycled once and twice, respectively, and the corresponding references. 
The results of these measurements are displayed in Figure 72. NMR spectra of the 
hydrogenated samples are displayed in the lower panel of the Figure 72, and those of the 
references are depicted in the top panel. Dehydrogenation of the samples was carried out 
under 0 bar (black coloured) and 20 bar (red coloured) of hydrogen backpressure at 450°C, 
respectively. As could be projected (see Figure 72) the spectrum of the first hydrogenated 
sample (dehydrogenation at: (450 °C, 0 bar)) shows the signal of Ca(BH4)2 and it has almost 
no signal around 0 ppm where the signal of amorphous boron is expected. Only a minor 
signal of CaB6 phase but a clear signal of CaB12H12 phase is observed, respectively. The same 
sample after the second hydrogenation cycle shows clearly the signal of CaB6 phase (a) which 
is superimposed by a signal centred around 0 ppm. Mainly this signal makes it possible to 
reveal the second small side band of CaB6 (phase (a)). Also the signal from CaB12H12 is 
significantly increased in comparison to the first hydrogenated sample (also the signal of 
Ca(BH4)2 is identified, as expected). NMR spectrum of the first hydrogenated sample after 
dehydrogenation under 20 bar H2 backpressure at 450 °C does not show any clear signal from 
CaB6 phase (see Figure 72, (red solid line)). Though, a broad signal is observable around zero 
ppm, which is also detected in the dehydrogenated state of the same sample (see Figure 71). 
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Also the NMR signal from CaB12H12 is considerably amplified in comparison to the 
corresponding spectrum of the sample dehydrogenated under vacuum conditions and at 450 
°C (see Figure 72). The sample was dehydrogenated under the same conditions as 
aforementioned (20 bar, 450 °C) and rehydrogenated for the second time .The 11B MAS NMR 
spectrum of this sample shows a huge broad hump approximately in the matching position 
(about 0 ppm), similar to the firstly hydrogenated sample. However, no clear signal of CaB6 is 
detected as it was the case for the corresponding sample desorbed under 0 bar hydrogen 
backpressure and at 450 °C. Thus, the broad signal around zero ppm can be assigned to the 
amorphous boron phase. Nonetheless, the existence of phase (b) of CaB6 as is depicted in the 
top panel of Figure 72 cannot be excluded entirely. The amorphous boron phase and the one 
of CaB12H12 are increased significantly in comparison to the first hydrogenation cycle (as can 
be seen by a comparison between the red dashed and red solid lines). As a matter of fact, 11B 
MAS NMR measurements reveal that even after dehydrogenation process the samples contain 
residual hydrogen containing compounds such as Ca(BH4)2 and CaB12H12, for instance. Thus, 
it was assumed that these hydrogen containing phases were for yet unknown reasons 
“deactivated” for dehydrogenation. Therefore, another Ca-RHC sample (desorbed under 0 bar 
H2 at 450°C) was prepared. In order to “reactivate” the sample it was removed from the 
sample holder and it was further milled in a SPEX-mill. Furthermore, a sample was taken for 
volumetric measurement after 1 hour of milling and another one after 10 hours of milling 
time. The results of these measurements are displayed in Figure 73. The first dehydrogenation 
reaction of the Ca-RHC system liberates approximately 6.5 wt. % H2. 
After post milling this sample for one hour it, indeed, releases further about 0.5 wt. % H2. 
After post milling the sample for ten hours, unexpectedly, it released about 2 wt. % H2. 

Figure 72. 11B MAS NMR pattern of cycled hydrogenated Ca-RHC samples
hydrogenated under 130 bar H2 at 400 °C. Dehydrogenation of the samples
were carried out at 20 bar H2 and 0 bar H2, respectively, at 450 °C
(measurements performed at HZG in collaboration with Dr. T. Emmler). 
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To further investigate the desorption products of these samples they were investigated via 
XRD and 11B MAS NMR methods to reveal their crystalline and amorphous phases, 
respectively. The XRD results did not show any new crystalline phases of desorption products 
beside CaH2 and metallic Mg. Therefore, NMR measurements were conducted to gain some 
insights into the amorphous desorption products of the samples. The results of these 
measurements are presented in Figure 74. As can be seen there the spectrum of the first 
desorbed sample (at 450 °C and 0 bar) shows still residual signals from Ca(BH4)2 and 
CaB12H12. The spectrum of the desorbed sample after one hour of post milling shows signal 
from residual Ca(BH4)2 and CaB12H12, respectively. A clear signal of the spectrum is 
concentrated around the signal of (b) phase of CaB6. However, the presence of amorphous 
boron in this sample cannot be excluded certainly, as was discussed before. 

Figure 73. Dehydrogenation reaction of Ca-RHC (1des-sample), 1 h post milled 
1des-sample, and 10 h post milled 1des-sample at 450 °C under static vacuum 
conditions (measured at HZG (at the HERA apparatus). 
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The spectrum of the desorbed sample after 10 hour of post milling shows no longer any 
residual signals from Ca(BH4)2 or CaB12H12. This becomes also clear if one compares the 
spectrum of 10 hours post milled sample with the spectrum of one hour post milled samples. 
The width of the main signal of 10 hours post milled sample cantered about CaB6 reference 
sample is much more narrowed (almost the same width as the reference signal) in comparison 
to the corresponding signal of the one hour post milled sample, showing that there are no 
hydrogen containing phases anymore in the sample which correlates nicely with the observed 
hydrogen capacity obtained by volumetric measurements (see Figure 73). However, the 
presence of amorphous boron cannot be excluded, entirely, hence the signal could be from 
CaB6, and/or amorphous boron. The above presented results clearly show that MgH2 does not 
destabilize Ca(BH4)2. Consequently, MgH2 has to be destabilized in order to stabilize the 
decomposition products of Ca(BH4)2 such as amorphous boron which is hardly reversible 
(under mild conditions) and to avoid the formation of CaB12H12 structures. These stable 
compounds are accumulated over the de/rehydrogenation cycles until the storage material 
becomes “inactive”, as was discussed in section 5.1.7. Therefor destabilized MgH2 
compounds, such as Mg2NiH4, Mg2FeH6, Mg2CoH5 (which are well known since 1960’s) can 
be used, for instance. In this work, Mg2NiH4 was chosen to stabilize the desorption products 
of Ca(BH4)2 because it is basically the only candidate which can form several ternary boride 
phases such as, MgNi2.5B2, MgNi3B2, MgNi7B3, etc. The molar ratio between Ca(BH4)2 and 
Mg2NiH4 was chosen such, that the resulting ternary boride phase should lead to the 
formation of MgNi2.5B2. The as-milled Ca(BH4)2-Mg2NiH4 composite sample was measured 
by means of in situ SR-PXD to follow its reaction paths and final desorption products and the 
result of this measurement is shown (from two different perspectives) in Figure 75. The 
starting materials consist of α and γ polymorph of Ca(BH4)2, Mg2NiH4, residual Ni, NiO, and 

Figure 74. 11B MAS NMR spectra of the sample measured in Figure 73 with 
the spectra of the standards (measurements performed at HZG in collaboration
with Dr. T. Emmler). 

0 
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a trace of MgNi2H3.2.which shows that the synthesis of Mg2NiH4 was not synthesized 
perfectly. The sample was heated up with a heating rate of 3 K/min to a maximum 
temperature of 390 °C. Upon heating a phase transformation from α and γ polymorph to high 
temperature β polymorph of Ca(BH4)2 is observed at around 150 °C. Further heating leads to 
depleting and fading out of the metallic nickel and MgNi2H3.2 phases, while concurrently the 
diffraction peaks of Mg2NiH4 increase. This hints toward a reaction between MgNi2H3.2 and 
Ni to form Mg2NiH4. At around 250 °C, the phase transformation of Mg2NiH4.from 
monoclinic low temperature (LT) phase to HT cubic phase is observed. Around 280 °C the 
diffraction peaks of MgNi2 is visible. Further growth of the MgNi2 phase leads to an 
immediate decay of the Mg2NiH4 diffraction peaks which in turn leads to formation of new 
unknown phase. By further heating this unknown phase further decomposes into MgNi2.5B2 
and CaH2, as final products. Also MgO and NiO are detected as final products, which were 
formed either during the ball milling process or during sample preparation for in situ SR-PXD 
in the glove box. Nevertheless these phases are highly stable and do not affect the reaction 
paths of the hydride composite system. 
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This result clearly shows that the decomposition products of Ca(BH4)2 can be stabilized by 
using Mg2NiH4 as a destabilization agent. Therefore the system is now in principle reversible 
and the detailed investigation of this system is left for further studies to be come. 

Figure 75. In situ SR-PXD dehydrogenation reaction of Ca(BH4)2-Mg2NiH4 under static 
vacuum condition. The sample was heated with 3 K/min to a maximum temperature of 390 °C
(this measurement and the two following measurements were carried out at the diffraction
beamline 711 with ߣ = 0.5 Å at MAXLAB-II synchrotron storage ring (Lund, Sweden). 
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 Discussion 5.2.2.
The effect of pressure and temperature variation on the dehydrogenation reaction pathway of 
Ca-RHC is clearly observed at (10, 20) bar H2 backpressure and 450 °C (see Figure 66 (c)). 
Using calorimetric-volumetric measurements by applying static vacuum showed that the 2nd 
endothermic (large) peak is correlated with hydrogen release (see Figure 66 and Figure 67 
(a)). If one compares the width of the second endothermic peak of the sample measured under 
static vacuum with those measured with higher hydrogen backpressures (see Figure 67 (b-d)), 
an interesting observation can be made. Namely, the FWHM of the second endothermic peak 
decreases as the hydrogen backpressure increases (from 1.0 (normalized value) for the sample 
measured under static vacuum conditions to 0.77 after applying 5 bar H2, to 0.72 at 10 bar H2 
and 0.70 after applying 20 bar of H2 backpressure). This fact indicates that the 
dehydrogenation reaction steps of the Ca-RHC system occur concurrently under static 
vacuum, which are separated (due to different hydrogen equilibrium pressure of the 
compounds involved in these dehydrogenation reaction steps) by applying different hydrogen 
backpressures. The results of in situ SR-XPD measurements showed that the 3rd 
dehydrogenation reaction step in Figure 67 (c) corresponds to decomposition of the ternary 
hydride (Ca4Mg3H14). The 4th endothermic peak could not be correlated to any crystalline 
phases. Thus 11B NMR measurements were carried out. 11B NMR measurements revealed that 
the applied hydrogen backpressure promotes the formation of amorphous boron instead of 
CaB6. The results obtained by 11B MAS NMR, however, contradict the results obtained for 
hydrogen capacities measured by volumetric method (see Figure 67). All samples release a 
hydrogen content that is roughly 7 wt. %. However, Figure 71 (top panel) predicts lower 
hydrogen release by increasing hydrogen backpressure. Since 11B MAS NMR is a highly 
sensitive method (detecting phases even in the ppm range), it can be assumed that the 
discrepancy between these results are due to measurements inaccuracy of the volumetric 
method. Thus, the reaction mechanism of the Ca-RHC in dependency of pressure and 
temperature can concluded as following: 
 

 Ca(BHସ)ଶ + MgHଶ ଴ ୠୟ୰,   ଷହ଴ିସହ଴ °େሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛሮ aCaHଶ + ܾMg + ܿCaB଺+ .ℎ݌ݎ݋݉ܽ]݀ Ca(BHସ)ଶ] + ݁CaBଵଶHଵଶ + ݂Hଶ 
(92 a) 

 

 
Ca(BHସ)ଶ + MgHଶ ହିଵ଴ ୠୟ୰,   ଷହ଴ °େሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ ܽCaସMgଷHଵସ + ܾCaHଶ + ܿMg+ ݀CaBଵଶHଵଶ + .ℎ݌ݎ݋݉ܽ]݁ Ca(BHସ)ଶ] + ݂B + ݃CaB଺+ ℎHଶ 

(92 b) 

 

 Ca(BHସ)ଶ + MgHଶ ଵ଴ିଶ଴ ୠୟ୰,   ସହ଴ °େሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛሮ ܽCaHଶ + ܾMg + ܿCaBଵଶHଵଶ+ .ℎ݌ݎ݋݉ܽ]݀ Ca(BHସ)ଶ] + ݁B + ݂Hଶ 
(92 c) 

 
Where, all molar factors are a function of applied pressure and temperature. The results 
discussed above strongly suggest that not MgH2 destabilizes Ca(BH4)2 upon its 



 

  
 Page 105 

decomposition but rather Ca(BH4)2 upon its decomposition product CaH2 which in turn 
destabilizes MgH2 to form Ca4Mg3H14. 
Interestingly, unreacted amorphous Ca(BH4)2 is observed among the decomposition products 
under all experimental conditions. The term “amorphous” is somehow confusing and might 
be even inaccurate. This terminology is, nevertheless, justified by the results obtained by Kim 
et al.276, where they show, via cross-polarization NMR method (11B CP MAS-NMR) that the 
boron in this Ca-B unit (around -30 ppm) is bonded to hydrogen atoms. Yet, it is not indeed 
understandable why even an amorphous Ca(BH4)2 does not decomposes under the conditions 
where a crystallite Ca(BH4)2 does decompose. Recently, Yan et al.277 have reported the 
formation of CaB2H6 during the dehydrogenation reaction of Ca(BH4)2 but only at 
temperatures between 320-350 °C. Yet, they couldn’t observe this phase at temperature in the 
range of 400-450 °C. This is in good agreement with the NMR results (subsection 5.1.3) 
obtained here. However, this phase was reported to be an intermediate phase which 
decomposes to CaH2, CaB6 by releasing H2 gas. A work published recently by Kee-Bum Kim 
et al.278, reported the drop of dehydrogenation capacity of the 4LiBH4+YH3 is over the cycles. 
They could show that this capacity loss was due to inclusion of the borohydride phase in the 
shell of Li2B12H12 structure which prevents the decomposition of the included phase. In the 
light of these results this model can be transferred also to Ca-RHC system. The Ca-B-H units 
can be thought as covered by layers of CaB12H12 phase. These layers may prevent the 
decomposition of the inner phase. Therefore the Ca-B-H phase remains stable inside this shell 
even at high temperatures. This model would also explain the hydrogen release of the post-
milled dehydrogenated Ca-RHC system (see Figure 73). The CaB12H12 layers (shells) are 
cracked during the ball-milling procedure and the surface/contact area of the interfaces are 
significantly increased hence the post-milled desorbed sample releases additional hydrogen. 
Moreover, in the range of the pressure and temperature, applied in this work, the results do 
not lead to the favoured reaction path: 

 Ca(BHସ)ଶ + MgHଶ ଴ିଶ଴ ୠୟ୰,   ଷହ଴ିସହ଴ °େሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ≠ CaHଶ + MgBଶ + 4Hଶ (93) 

Which according to Barkhordarian et al.279 is entirely reversible. Kim et al. 148 calculated 
(based on DFT) the reaction enthalpies for (92 a) a), (92 a) b) (without counting amorphous 
Ca(BH4)2 and CaB12H12) and (93) to be about -45 kJ/mol H2 , 58 kJ/mol H2 and -47 kJ/mol 
H2, respectively. These enthalpy values are very close to each other, especially, if considering 
that DFT calculation can only predict these quantities with an accuracy of roughly ±10 
kJ/mol H2.

6 280 Also experimentally determined values for metal borides are very rough and 
do scatter widely.281, 282 Thus it can be assumed that the dehydrogenation reaction paths of 
Ca-RHC are not driven by its thermodynamical properties, under different experimental 
conditions, but most likely by its kinetical properties. The fact that the Ca-RHC system does 
not react upon dehydrogenation to CaH2-MgB2 (upon an exothermic reaction to form MgB2) 
suggests, as one possibility, that the activation barrier between Ca(BH4)2-MgH2 and CaH2-
MgB2 might be relatively high, hence forbidding a mutual reaction of these compounds 
(independent of applied hydrogen backpressure and temperature) in comparison to other 
possible dehydrogenation routs. On the other hand the activation barriers of reactions (92 a-c) 
seem to be not independent of the applied hydrogen backpressure. At 0 bar H2 and 350-450 
°C the reaction (92 (a)) is favoured, whereas at 20 bar H2 and 450 °C the Ca-RHC system 
preferably takes the reaction rout (92 (c)). This implies that the activation barrier for (92 (c)) 
increases with hydrogen backpressure while it behaves vice versa for (92 (a)). These notions 
are illustrated qualitatively in the following diagram. 
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In order to alter the thermodynamic of the system Mg2NiH4 was chosen to stabilize boron 
after decomposition of Ca(BH4)2. The thermodynamic alteration of Ca(BH4)2-Mg2NiH4 in 
comparison to Ca(BH4)2-MgH2 is illustrated in Figure 77. The values for enthalpy of 
Ca(BH4)2 or CaH2 are constant for Ca(BH4)2-Mg2NiH4 and Ca(BH4)2-MgH2, respectively, 
and do not affect the following consideration, hence the corresponding qualitative enthalpy 
evaluation of these compounds are omitted in the diagram. Using Mg2NiH4 as a 
destabilization agent leads to decomposition of Mg2NiH4 (to Mg2Ni) prior to decomposition 
of Ca(BH4)2. Subsequently, Mg2Ni destabilizes Ca(BH4)2 to form MgNi2.5B2 which has a 
higher thermodynamical stability in comparison to Mg2Ni and MgB2, respectively.144, 283 
 

 
Figure 77. Qualitative enthalpy diagram of Ca(BH4)2-MgH2 and Ca(BH4)2-Mg2NiH4. 

Figure 76. Schematic representation of energy barriers of different
dehydrogenation reaction paths of Ca-RHC with dependency of hydrogen
backpressure. 
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 Conclusion 5.2.3.
In the last part of this work, the effect of NbF5 on the Ca-RHC system, its reaction paths with 
respect to temperature and hydrogen backpressure and the possibility of stabilization of its 
decomposition products were studied in detail. For the investigation of the effect of NbF5 on 
the Ca-RHC system, two sets of samples (Ca(BH4)2+MgH2 and Ca(BH4)2+MgH2+0.1NbF5) 
were prepared for comparative studies. It was found that the NbF5 additive noticeably 
decreases the desorption-temperature of Ca-RHC from 350 °C to 250 °C. By means of DSC 
measurements, it was shown that the dehydrogenation enthalpy value of NbF5-doped Ca-RHC 
was lowered (37 kJ/mol H2) in comparison to pure Ca-RHC (42 kJ/mol H2). The activation 
energy for dehydrogenation process of the doped systems was found to be smaller (198 
kJ/mol H2) in comparison to the corresponding value of the undoped system (217 kJ/mol H2). 
This suggests that the addition of NbF5 has a catalytic effect on the Ca-RHC system. Also, the 
dehydrogenation reaction paths and final products of Ca-RHC system doped with 0.1NbF5 are 
altered compared to those of pure Ca-RHC. While the desorption reaction pathway of pure 
Ca-RHC proceeds with the formation of an intermediate ternary alkaline earth hydride phase 
(Ca4Mg3H14), the dehydrogenation of the doped sample proceeds through the formation of the 
solid solution phase CaF2-xHx by releasing hydrogen. Therefore, the first major effect of NbF5 
on the Ca-RHC system is the alteration of its dehydrogenation reaction pathway. An analysis 
of the microstructural characteristics of the doped material showed that the overall particle 
and crystallite structures in the doped system were approximately ~ 50 % finer in comparison 
to the pure Ca-RHC system. This suggests that the additive considerably enhances the surface 
areas of the composite system, which leads effectively to higher contact points between the 
reaction partners. The refined microstructure of the doped material also significantly 
decreases the diffusion paths and consequently the mass transport takes place in much shorter 
times compared to the undoped sample. Hence, the second major impact of NbF5 is on the 
microstructural characteristics of the Ca-RHC system. Furthermore, NMR results revealed a 
trace of CaB6 nanoparticles in the as-milled Ca-RHC+0.1NbF5, in contrary to pure as-milled 
Ca-RHC. It is concluded that during the dehydrogenation process CaB6 nanoparticles provide 
seed crystals for the growth of CaB6. SEM results indicated a fine distribution of the additive 
in the hydride matrix. XAS measurements showed a change in the chemical state of Nb 
during the milling procedure from NbF5 to more stable NbB2 phase. The mean NbB2 particle 
sizes were determined to be around 14 nm, using ASAXS method. HR-TEM confirmed XAS 
and ASAXS results. Furthermore, NbB2 nanoparticles also provide two additional 
crystallographic planes aside the aforementioned CaB6 nanoparticles for nucleation and 
growth of the new CaB6 phase upon the decomposition process of the Ca-RHC+0.1NbF5 
composite system. Therefore, it is concluded that the third effect of the additive is to provide 
numerous heterogeneous nucleation centres for CaB6 in the doped hydride composite matrix, 
so that the formation of new CaB6 takes place faster in comparison to pure Ca-RHC. 
The variation of applied experimental conditions on the dehydrogenation process of pure Ca-
RHC showed notable effects on its reaction pathways and its final decomposition products. In 
the temperature range of 350 - 450 °C and at 0 bar hydrogen backpressure the composite 
system tends to form more CaB6 and less amorphous boron and CaB12H12. Applying middle 
pressures in the range of 5 - 10 bar and low temperatures in the range of 350 - 370 °C the 
system decomposes, in addition to CaH2 and metallic Mg, into the ternary metal hydride 
Ca4Mg3H14 and some residual amorphous Ca(BH4)2 like structures. In the high temperature 
and high hydrogen backpressure range (400 - 450 °C and 10 - 20 bar) the composite system 
tends to form more amorphous boron and CaB12H12. In this high temperature and H2 pressure 
range, CaB6 is not detected among the decomposition products of pure Ca-RHC. It should be 
noted that in the entire range of the applied conditions the formation of MgB2 is not observed 
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(which is one of the key compound for the reversibility of the Ca-RHC system). One of the 
reasons why the decomposition reaction pathway of the Ca-RHC system doesn’t tend to form 
MgB2 is most likely the kinetics of the system. Another reason is based on the 
thermodynamical properties of the system which is discussed in subsection 6 in more detail. 
Mg2NiH4 was used instead of MgH2 as destabilization agent for Ca(BH4)2 which indeed led to 
stabilization of boron by formation of MgNi2.5B2. The dehydrogenation state of this hydride 
composite consists of CaH2-MgNi2.5B2 in analogy to CaH2-MgB2. 

6. Concluding discussion on RHC systems 

In this chapter, thermodynamical, kinetical, and structural properties of the Li-RHC and the 
Ca-RHC systems are compared and discussed, in more detail. To draw a general picture about 
the RHCs, the Na-RHC (NaBH4-MgH2) composite system, which is the last interesting 
member of the light weight RHCs, is included in these discussions, as well (though it was not 
the subject of investigation in this work). In particular, differences and analogies of these 
systems are discussed. This approach will allow elucidating these composite systems in a 
broader context and will lead to a deeper understanding of their thermodynamical and 
kinetical, and structural properties. 
The results obtained in this work on both investigated composite systems (LiBH4-MgH2 and 
Ca(BH4)2-MgH2) do not show a mutually destabilization of the constituent hydrides. The 
LiBH4-MgH2 composite system decomposes (at 4 bar of H2 and at 400 °C) in two reaction 
steps. In the first step MgH2 decomposes by releasing hydrogen into metallic Mg which 
subsequently reacts with LiBH4 to form MgB2, therefore, not the hydrides are mutually 
reacting but the metal (Mg) and the hydride (LiBH4) phases. In the case of Ca(BH4)2-MgH2, 
both hydrides decompose independently and parallel in one step in to CaH2, Mg, amorphous 
B and Ca(BH4)2, CaB6, and CaB12H12 (at 350 - 450 °C in the hydrogen backpressure range of 
0 - 20 bar), thus under these conditions it is questionable to name it a RHC but rather a 
hydride composite (HC) system or a hydride mixture. The next light weight borohydride-
hydride composite system NaBH4-MgH2 decomposes even in three steps (NaBH4+MgH2 → 
NaBH4+Mg → (2xNaH-(1-2x)NaBH4)molten phase+(1-x)Mg+xMgB2 → NaH+MgB2).

284 Hence, 
the terminology of RHC has to be further refined in order to satisfy the various behaviours of 
different hydride composite systems. Thus, it proposed to subdivided the RHC systems 
further in the class of “mutually Reactive Hydride Composites” (m-RHCs), where the two 
constituent hydrides mutually react and destabilize the reaction, and the class of “single (or: 
simple) Reactive Hydride Composites” (s-RHCs), where the first dehydrogenation occurs 
independently and only in the second (or further) reaction step (s) its dehydrogenation product 
reacts with the other hydride constituent to destabilize the reaction. 
It should be noted that also LiBH4-MgH2 decomposes at 400 °C independently and parallel in 
one reaction step in to LiH, Mg, B, and Li2B12H12, if applying dynamic vacuum condition or 
even at 1 bar of H2 backpressure during the dehydrogenation process.14, 285-287  
The reason why the mutual destabilization reaction of both hydrides in the composite systems 
does not take place is based on the thermodynamics and kinetics of the respective composite 
systems. This distinction between the aforementioned systems in m-RHC and s-RHC are 
further discussed in the following, in detail. 
By comparing the dehydrogenation reactions of LiBH4-MgH2 (at 4 bar H2, 400 °C), 
Ca(BH4)2-MgH2, and NaBH4-MgH2, the dehydrogenation behaviour of Ca(BH4)2-MgH2 
distinctly differs from the other aforementioned hydride composite (HC) systems. The main 
difference is the lack of formation of the MgB2 phase among the desorption products under all 
applied conditions. In contrary to that, in LiBH4-MgH2 and in NaBH4-MgH2 the formation of 
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MgB2 as a dehydrogenation product was observed by several groups.10, 111, 288-291 Furthermore, 
LiBH4-MgH2, and NaBH4-MgH2 release hydrogen in their first dehydrogenation reaction step 
by decomposition of MgH2 into Mg and H2, and subsequently the borohydrides build a solid-
liquid interface with the metallic Mg ((LiBH4)(l)/Mg(s) and (NaH/NaBH4)(l) /Mg(s)). In 
Ca(BH4)2-MgH2 composite system, however, the borohydride phase initially decomposes and 
CaH2 reacts subsequently with MgH2 to form the ternary metal hydride Ca4Mg3H14. Although 
LiBH4-MgH2 and in NaBH4-MgH2 behave similarly to each other in their dehydrogenation 
performances, their initial conditions and their respective thermodynamical properties are 
considerably different. The LiBH4-MgH2 HC system is kept at a minimum hydrogen 
backpressure of ~ 4 bar and it is heated up to 400 °C, whereas the NaBH4-MgH2 HC system is 
kept at ~ 0-1 bar H2 and it is heated up to a maximum temperature of 450 °C (it should be 
noted that also in the NaBH4-MgH2 HC system a maximum temperature of 400 °C would lead 
to the same final products, however, with far lower reaction kinetics, and therefore the 
maximum temperatures of both systems can be assumed to be ~ 400 °C for further 
consideration). The LiBH4-MgH2 HC system has a theoretical equilibrium pressure higher 
than MgH2 and LiBH4, respectively (in the temperature range of 300-650 K) (see Figure 78). 
This is a sufficient condition for the system to be termed as m-RHC system, theoretically. 
This, however, is not true in the case of NaBH4-MgH2 composite system. 
 

 
Although, the NaBH4-MgH2 HC system has a higher equilibrium pressure in comparison to 
NaBH4, nevertheless, it has a lower equilibrium pressure in comparison to MgH2 in the 
interested temperature range. Only in the nearby of room temperature the composite system 
has slightly higher equilibrium pressure in comparison to MgH2 (see inset figure in the Figure 
78). In the LiBH4-MgH2 HC system, in principle, it is thermodynamically favourable to react 
in one step to form LiH-MgB2, whereas in the NaBH4-MgH2 HC system, it is 
thermodynamically favourable (enforced) to react in two steps (NaBH4-MgH2 → NaBH4-Mg) 
to form NaH-MgB2. Thus, the NaBH4-MgH2 HC system does not fulfil the condition for 
being a m-RHC and it should be termed as s-RHC system. Dissimilar to the two 
aforementioned HC systems, dehydrogenation of the Ca(BH4)2-MgH2 composite system can, 
theoretically, occur along several reaction paths (see 2.6.3.2). Furthermore, this composite 
system (including all destabilized reaction pathways) and its individual hydride compounds 
have lower equilibrium pressure in comparison to pristine Ca(BH4)2, respectively (see Figure 
80). In this special case the complex hydride decomposes at lower temperatures relative to the 

Figure 78. Phase diagram of MgH2, LiBH4, 2LiBH4+MgH2 (left) and MgH2, NaBH4, 2NaBH4+MgH2

(right), the thermodynamical values for the compound and for the hydride composites were taken
from7 9 10 14 12. 
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composite system (including all its reaction paths (hatched area in Figure 80)) or MgH2. 
Therefore, this system does not fulfil the conditions for neither m-RHC system nor for s-RHC 
system. Therefore, it is debatable to term this HC system as a RHC, in general. Consequently, 
MgH2 is not an appropriate metal hydride, theoretically and experimentally (as was shown in 
this work), to stabilize the decomposition products of Ca(BH4)2. The case is even reversed 
here! After decomposition of Ca(BH4)2 to CaH2 and other species, CaH2 further destabilizes 
MgH2 (as is predicted by theory (see Figure 80)), and is measured experimentally (see Figure 
66, Figure 67, and Figure 70) to form the ternary metal hydride phase Ca4Mg3H14. This result 
is rather analogous to the NaBH4-MgH2 composite system, where the ternary metal hydride 
compound NaMgH3 is formed during the rehydrogenation reaction between NaH and MgH2 
292,293,294. Pistidda et al. 272, 295 could show that the formation of the ternary hydride NaMgH3 
was only possible if MgH2 was involved in the reaction (but not metallic Mg). Such a ternary 
metal hydride was not observed in the LiBH4-MgH2 composite system. Thus, in this work 
MgH2 was substituted by its destabilized compound Mg2NiH4 to shift the equilibrium 
pressure of the composite system to higher values in comparison to Ca(BH4)2. If one assumes 
a mutual reaction of both hydride compounds to occur by the formation of MgNi2.5B2, than 
this can lead to a composite system with a higher equilibrium pressure (in the interested 
temperature range) in comparison to its respective single hydride compounds (see Figure 79). 
 



 

  
 Page 111 

 
 

 
Based on this calculation, this composite system theoretically fulfils the sufficient 
thermodynamical condition for being m-RHC system. Indeed, the formation of a ternary 
boride MgNi2.5B2 compound was experimentally observed, in this work (see subsection 5.2), 
after dehydrogenation process of the Ca(BH4)2-Mg2NiH4 composite system. The reaction 
occurred, similarly to LiBH4-MgH2 composite system, in two steps. In the first step Mg2NiH4 
decomposes to Mg2Ni which reacts in the second reaction step with Ca(BH4)2 to form 
MgNi2.5B2 and CaH2. Hence the decomposition products of Ca(BH4)2 are stabilized by 

Figure 80. Phase diagram of MgH2, Ca(BH4)2, and Ca(BH4)2-MgH2 with its different reaction paths
(hatched area). The thermodynamical values for the compounds and for the hydride composites were
taken from7 6 12. 

Figure 79. Phase diagram of MgH2, Mg2NiH4, Ca(BH4)2, and Ca(BH4)2-MgH2 with its different 
reaction paths(hatched area), and Ca(BH4)2-Mg2NiH4. The values for enthalpy and entropy for the 
compounds and for the hydride composites were taken from6 12 7, 13. 
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Mg2NiH4. This is the first time, to the knowledge of the author, that the desorption product of 
Ca(BH4)2 is stabilized according to the original idea of the concept of RHCs. 
Summarizing the discussion above, the question still remains open why the LiBH4-MgH2 
system does not react in one step (under 1 bar of H2) to form LiH-MgB2, despite showing the 
favourable thermodynamical conditions for a mutual reaction between the constituent 
hydrides. However, as mentioned above, the constituents of the LiBH4-MgH2 system 
decompose at 400 °C and at pressures below 1 bar H2 independently and parallel in one step 
to form LiH, amorphous boron, and Li2B12H12, and Mg, whereas MgB2 is not formed. Thus, 
the reason must be based on kinetical restrictions of the LiBH4-MgH2 system. 
The kinetical obstacles in this system can be deduced mainly to its microstructure. During the 
high energy ball milling procedure of the LiBH4-MgH2 composite system, not only both 
phases are well mixed, respectively, but also their individual crystalline structures are refined. 
However, the crystallite sizes of the respective phases are still in the range of 50-200 nm. 
Assuming that the phases in the HC systems contain in average about 10-100 mono crystals, 
this will lead to a phase size of roughly 1-10 μm, as was shown in this work and this 
assumptions are in good agreement with the works carried out by other researchers.225, 227, 296, 

297 This naturally leads to relatively large mass diffusion paths in both phases in comparison 
to their respective unite cell sizes, which are typically in the Å range. Therefore, it is 
kinetically favourable for boron and magnesium to react with their neighbouring atoms. A 
further consequence of the large phases of the respective composite systems is their small 
reaction surface area which may lead to a low interfacial contact area between the two phases 
in the composite system. Moreover, the first few layers of the surface areas of different phases 
can be contaminated (typically oxides) which can act as an additional diffusion barrier at the 
interfacial areas (inactivation)298 96, 299(see Figure 81). 
 

 
The importance of the interfacial contact area was shown in the NaBH4-MgH2 composite 
system by Pistidda et al. 288. In this study, the as-milled NaBH4-MgH2 composite system was 
heated up with 3 K/min to 450 °C under vacuum condition. Although, they kept the system at 
isothermal condition for roughly 14 hours only the decomposition of MgH2 to Mg and H2 
could be observed whereas NaBH4 remained stable. However, the NaBH4-MgH2 composite 
system liberated its entire theoretical hydrogen content (NaH-MgB2-H2 being the desorption 
products) after they kept the milled composite system under humidity for certain time, and 
subsequent drying. They found indeed NaH/MgB2 as final decomposition products, using 

Figure 81. A sketch of the diffusion paths of boron and Mg in a borohydride-magnesium 
hydride composite system. The purple lines at the circumferences of the particles illustrate
the oxide layers. 
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XRD and NMR methods. The authors postulated as a possible reason the significantly 
improved interfacial contact area between NaBH4 and MgH2. Due to the solubility of NaBH4 
in water the physical property of the system is changed from solid-solid to solid-liquid, hence 
NaBH4 is wetting (covering) the MgH2 phase. MgH2, however, is not affected by the moisture 
because NaBH4 occupies the major volume fraction of the composite system therefore it 
protects the MgH2 phase by covering it. After drying the composite system possesses, 
therefore, a significantly enhanced interfacial contact area of the constituents. After 
decomposition of MgH2 (which is thermodynamically enforced, as was discussed above) to 
Mg and H2, Mg finds a much larger contact area with NaBH4, in comparison to untreated 
sample, so that the nucleation and growth of MgB2 between the two phases can take place. 
Similar to moisturizing of NaBH4 in the NaBH4-MgH2 system, LiBH4 has the possibility for 
wetting the MgH2 phase on its surface area. In this work experiments were carried out, using a 
Sievert type apparatus, where the LiBH4-MgH2 HC system was kept under a hydrogen 
backpressure of 50 bar and was heated up to 300 °C which is above the melting point of 
LiBH4 (~ 270 °C) and below the decomposition temperature of MgH2 (450 °C, at 50 bar). 
After cooling down the sample to room temperature, a large interfacial contact area was 
expected. Subsequently the sample was heated up to 250 °C (which is below the 
dehydrogenation temperature of MgH2 and LiBH4, respectively) under static vacuum 
condition. However, no dehydrogenation reaction could be observed, even after waiting for 
40 hours. For the molten LiBH4 phase to wet out the MgH2 phase, it has to be optimal 
adhesive to its surface area. The mechanism for adhesion can be assumed as mechanical 
(infiltration of pours and voids) as well as chemical at the solid/liquid interface. Recently, 
Zeng et al.300 have investigated the interaction between LiBH4 and MgH2 before their 
individual decomposition reactions, by substituting hydrogen with deuterium (MgH2/MgD2). 
They could observe, using in-situ FT-IR method, already at 200 °C the appearance of B-D 
stretching mode in addition to B-H stretching mode. At this temperature (200 °C) neither 
MgH2 nor LiBH4 are decomposing and LiBH4 is in the solid-state. The B-D stretching mode 
becomes more pronounced with increasing temperature and after the melting point of LiBH4 
phase it reaches its maximum. This implies the exchange of hydrogen with deuterium at the 
solid/liquid interface of MgH2 and LiBH4. By using mass spectroscopy (MS), the authors 
showed that by dehydrogenation of MgH2 and LiBH4 compounds HD molecules are released, 
respectively. This shows clearly the mutual diffusion of hydrogen across the phases upon the 
heating process (see Figure 82). 
 
 
 
 
 
 
 
 
 
 



  
Page 114 

It is worth mentioning that the H-D exchange is not limited to the LiBH4-MgH2 system. 
Recently Pottmaier et al. 301 reported an H-D exchange in the NaBH4 - MgFe2D6 HC system 
during the milling procedure. This finding suggests a general scheme of the HC systems with 
respect to hydrogen exchange at their interfacial boundaries during the heating procedure. 
Following these facts, it can be assumed that, during the mutual hydrogen-deuterium diffusion 
between the two phases at a given time, the interfacial areas of both phases are separated by 
layers of hydrogen. Thus the chemical interaction between the two phases can be assumed to 
be dominated by hydrogen-bonding forces, at a given time, which are much weaker in 
comparison to ionic or covalent bonding forces. Therefore, the chemical adhesion between the 
two phases can be expected to be relatively weak. Moreover, this hydrogen layer at the 
interfacial area of both phases may act as a diffusional barrier for a mutual reaction between 
boron and magnesium. An additional diffusional barrier may exist due to presence of some 
oxygen atoms (which cannot be avoided entirely) at the surfaces of both phases. Nonetheless, 
there is always a finite probability for MgH2 or LiBH4 to pass the diffusional barrier at the 
interfacial area by tunnelling effect. However, these species need to build first a seed greater 
than a critical nucleus size in order to be stable (as was discussed in chapter 4.2). This might 
be the second reason for the absence of a mutual reaction between the hydrides. Another 
possible pitfall is the formation of dodecaborate Li2B12H12 during the dehydrogenation 
process. Although, the equilibrium pressure of the decomposition of LiBH4 → Li2B12H12-LiH-
H2 is lower in comparison to the equilibrium pressure of LiBH4-MgH2 → LiH-MgB2-H2, 
LiBH4 → LiH-B-H2, respectively, it can be formed if the applied temperature is high enough 
(~450 K) at a very low H2 backpressure (~ 10-3 bar) (see Figure 83). Despite, the LiBH4-
MgH2 composite system having a higher equilibrium pressure than Li2B12H12 → LiH-B-H2 
and LiBH4 → LiH-B-H2, respectively, it suffers by other large kinetical barriers to form LiH-
MgB2 in the m-RHC phase region (as was pointed out before). Therefore, in the m-RHC 
phase region of low H2-backpressure (< 10-3 bar) and high temperature (> 450 K) (blue 
marked area in Figure 83), Li2B12H12 would be formed. Due to the small diffusion paths and 
the low mass transports in LiBH4, in comparison to the LiBH4-MgH2 composite system, the 
formation of Li2B12H12 has lower kinetical barriers. Since the equilibrium pressure of 
Li2B12H12 is considerably lower in comparison to the entire phase region of RHC, 
consequently, the Li2B12H12 phase remains stable located at the interfacial areas192, 302 
between LiBH4 and MgH2. Recently, it was reported 303 that no interaction between a mixture 
of Li2B12H12+6MgH2 was observed until 400 °C. Therefore, Li2B12H12 seems to build another 
diffusional/contact barrier at the interfacial area of LiBH4/MgH2 in the m-RHC phase region 
and hinders a mutual reaction between the two hydrides. This conclusion is also supported by 
observations made by Shim et al.287 in LiBH4-MHx (x=2, 3; M=Ca, Ce, Y) composite systems 
and Kim et al.304, who investigated the dehydrogenation reaction pathway of the LiBH4-MgH2 
composite system under Argon and various hydrogen backpressures. It should be noted also 
that in the phase region of m-RHC the temperature (200-270 °C) is still below the melting 

Figure 82. A sketch of the interfacial area between MgH2 and LiBH4. 
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point of LiBH4, hence, the mobility of the [BH4]
-1 unit is highly limited to overcome the 

apparent diffusional barrier. 
 

 
To overcome these kinetical restrictions a hydrogen backpressure higher than 3 bar was 
proposed by Pinkerton et al. 14 A major advantage of this procedure is the liquid state of 
LiBH4 in this phase region, which results in a high mobility for [BH4]

-1 units. However, this 
approach has two obstacles. The first one is the increase of the equilibrium temperature of the 
composite system along its phase boundaries (~ 300 °C). The second drawback is the 
confined operating conditions inside the m-RHC phase region (between (liquid)LiBH4 phase 
and the equilibrium point of the composite system and MgH2 phase). Since the composite 
system suffers under high kinetical barriers, the system needs to be operated far from its 
equilibrium temperature (to increase the driving forces). Therefore the operating temperature 
has to be shifted outside the narrow m-RHC phase region which, in turn, is below the 
equilibrium pressure of MgH2 and consequently the entire composite system is transferred in 
s-RHC phase region (LiBH4/Mg). In this region it is favourable for LiBH4 to remain in its 
liquid phase, however, it is thermodynamically beneficial for the composite system 
(LiBH4/Mg) to move to the LiH-MgB2-H2 phase region by a mutual reaction. An 
experimental result, obtained by volumetric measurement, is included in Figure 83 to 
demonstrate the kinetical hindrance and destabilization of LiBH4 (this dynamical 
measurement is included in the phase diagram only as an illustration). As can be seen the 
decomposition of the composite system occurs experimentally below the equilibrium pressure 
of the Li2B12H12 phase, which might create a problem for the reversibility of the system after 
long cycles. These kinetical constraints enforce the LiBH4-MgH2 composite system to behave 
as NaBH4-MgH2 behaves thermodynamically (as was discussed above). This analogous 
behaviour is illustrated with a desorption reaction of moisturized NaBH4-MgH2 sample in 
Figure 84. As can be seen, the composite system NaBH4-MgH2 decomposes in its 
corresponding phase region, where NaBH4 has considerably lower equilibrium pressure. 

Figure 83. Phase diagram of orthogonal LiBH4, hexagonal LiBH4, liquefied LiBH4, Li2B12H12, 
MgH2, and LiBH4-MgH2 and LiBH4 with its different reaction paths. As an illustration, a 
volumetric desorption measurement of an as-milled LiBH4-MgH2 sample is shown. The 
hatched area display the RHC phase. The values for enthalpy and entropy for the compounds
and for the hydride composites were taken from7 11 14 12, 13.15 
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Therefore, NaBH4 is destabilized by the Mg phase. It should be noted that MgH2 starts to 
decompose far behind its equilibrium pressure which indicates its kinetical barriers. 
 

 
In contrary to LiBH4-MgH2, where the system needs to be operated out of the m-RHC phase 
region in to due to s-RHC phase region due to its kinetical limitations, interestingly, the 
NaBH4-MgH2 system is shifted in to s-RHC phase region because of its kinetical limitations. 
 

 
Although, MgH2 remains stable far in the phase region of s-RHC (NaH-MgB2-H2), it does not 
react with NaBH4 to form MgB2, in one step. Therefore, the second reaction step of 

Figure 84. Phase diagram of MgH2, and NaBH4-MgH2 and NaBH4 with its different reaction paths. As an 
illustration, a volumetric desorption measurement of moisturized NaBH4-MgH2 sample (The volumetric 
measurement was included in with kind permission of Dr. C. Pistidda). The values for enthalpy and 
entropy for the compounds and for the hydride composites were taken from7 9 12 

Figure 85. TEM micrograph of dehydrogenated moisturized NaBH4-MgH2 sample (kindly 
provided by C. Pistidda). The edges of the MgB2 plates are marked by bright stripes (as an 
eye guidance, red lines are drawn at the edges of a MgB2 plate). 
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LiBH4/Mg and NaBH4/Mg composite systems are to build MgB2 via nucleation and growth 
process, as was discussed in subsection 4.2. Pistidda et al 297 reported the nucleation and 
growth of MgB2 to occur in the NaBH4/Mg composite system in plate like structures (see 
Figure 85). This is in excellent agreement with the results obtained in this work (see 
subsection 4.2.) and with the results obtained by Bösenberg et al.219 However, no incubation 
period in the moisturized NaBH4-MgH2 is observed, in contrary to the LiBH4-MgH2 
composite system. In the LiBH4-MgH2 system, without any dopant, a clear incubation period 
is observed. After adding small amount of NbF5 as additive, the incubation period vanishes 
entirely. It was shown in this work (see subsection 4.1.3) that the chemical state of NbF5 is 
changed to NbB2, after milling with the composite system, and NbB2 provides two 
crystallographic nucleation sites for the MgB2 phase to grow on it. Therefore, it can be 
assumed that in the moisturized NaBH4-MgH2 sample this might be due to formation of some 
nanosized impurities (additives) during the moisturizing- and drying process of the sample, 
which may act as nucleation centres for MgB2. However, no experimental evidence of such 
nucleation agents has been reported so far. 
Dissimilar to these both hydride composite systems no MgB2 phase is formed during the 
dehydrogenation process of Ca(BH4)2-MgH2. Nevertheless, an addition of NbF5 has a 
significant effect on the dehydrogenation temperature of the Ca(BH4)2-MgH2 composite 
systems. By addition of 0.1NbF5 to the Ca(BH4)2-MgH2 composite system its 
dehydrogenation temperature is reduced by roughly 100 °C (subsection 5.1.1). This is the 
highest temperature reduction reported so far in this system in comparison with other applied 
additives (e.g. TiCl3, TiF4, VF5). EXAFS investigations showed the formation of NbB2 after 
the milling procedure of Ca(BH4)2/MgH2/0.1NbF5 mixture, which remains stable over the 
cycles (subsection 5.1.4). These results are in accordance with EXAFS results obtained for the 
2LiBH4+MgH2+0.1NbF5 composite system (subsection 4.1.3). ASAXS results showed that 
the size distributions of NbB2 nano particles, in both composite systems, are in the range of 5-
10 nm. SEM and TEM measurements showed that these particles are finely distributed in the 
hydride matrix. The function of NbB2 in both systems (Ca(BH4)2-MgH2 and LiBH4-MgH2) is 
very similar, but its impact on the respective hydride composite system is rather different. It 
plays the role of a nucleation agent in both systems. In the LiBH4-MgH2 composite system, 
NbB2 provides two possible crystallographic planes for the nucleation of the MgB2 phase: 
MgB2 {1011}|| NbB2 {1011} and MgB2 {1010} || NbB2 {1010} with the respective d-
mismatch values of 2.3 % and 0.7 %. These values are well below the critical d-mismatch 
value of 6%.223, 219, 222, 269 As it was mentioned before, no MgB2 is formed during the 
dehydrogenation process of the Ca(BH4)2-MgH2 composite systems, but CaB6. The formation 
of MgB2 is the key compound for being a reversible system at moderate temperatures and low 
pressures. According to the edge-to-edge matching model, the two crystallographic planes 
{1011} CaB6 / {1011} NbB2 and {111} CaB6 / {1010} NbB2 show d-value mismatches of 2.9 
% and 2.8 %, respectively. These two crystallographic planes of NbB2 provide, therefore, 
potential nucleation sites for CaB6 phase. Thus the role of NbB2 in both systems is to provide 
nucleation sites for MgB2 (in the LiBH4-MgH2 system) and CaB6 (in the Ca(BH4)2-MgH2 
system), respectively. The impact of NbB2 nano particles on the LiBH4-MgH2 composite 
system is the reduction (elimination) of the incubation time of MgB2, whereas NbB2 nano 
particles accelerate the formation of CaB6 during the decomposition reaction of Ca(BH4)2 in 
the Ca(BH4)2-MgH2 composite system, which leads to a reduction of the dehydrogenation 
temperature of the system. Also the nucleation process of the respective phases, without 
additive, proceeds differently in both systems. In the LiBH4-MgH2 system, the nucleation 
includes two elements from two distinct phases, namely boron from the LiBH4 phase and Mg 
from the metallic Mg phase to form MgB2. This is associated with large mass transports and 
long diffusion paths. The nucleation process of CaB6, in contrary, includes only the Ca(BH4)2 
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phase, hence, the mass transport and the diffusion paths are significantly smaller in 
comparison to the LiBH4-MgH2 system. NbB2 as nucleation agent would also explain the 
structural impact on both hydride matrices. The USANS/SANS results showed that the matrix 
structures in the doped LiBH4-MgH2 system are significantly smaller in comparison to the 
pure system. Similarly, Ca-ASAXS results revealed the presence of much finer calcium 
containing structures in the doped Ca(BH4)2-MgH2 system in comparison to the pure 
composite system. This structural effect of NbB2 nano particles on the hydride composite 
system is schematically illustrated in the following figure. 

 
The addition of NbF5 leads also to formation of other by-products in addition to NbB2, 
already during the milling procedure. The results of in situ XRD measurements exhibited 
(subsections 4.1.2 and 5.1.2) the formation of LiF and CaF2 phases after the milling procedure 
in the doped LiBH4-MgH2 and C(BH4)2-MgH2 composite systems, respectively. In the case of 
the doped LiBH4-MgH2, LiF remains stable and inactive over the entire dehydrogenation 
process. However, CaF2 does interact with CaH2, during the dehydrogenation process of 
Ca(BH4)2-MgH2, to form the solid-solution CaF2-xHx. This solid-solution does not have any 
positive effect on the kinetics of the doped Ca(BH4)2-MgH2 composite system.256 In 
conclusion, the fundamental difference between Ca(BH4)2-MgH2 and LiBH4-MgH2 composite 
systems is the lack of formation of MgB2 during the dehydrogenation process of the 
Ca(BH4)2-MgH2 composite system. This, however, is not only due to kinetical limitations of 
the system but also due to its thermodynamical properties, as was discussed above. This 
becomes more obvious by considering the applied hydrogen backpressure on the LiBH4-

Figure 86. Illustration of nucleation and growth effect of a new phase during the dehydrogenation process of 
a pure hydride composite system and the doped hydride composite systems (t1 = t3 << t2). 
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MgH2 and Ca(BH4)2-MgH2 composite systems, respectively. As was observed in this work, 
the hydrogen backpressure tends to change the dehydrogenation reaction path of the system 
towards more CaB12H12, amorphous boron and amorphous Ca(BH4)2 like structures, which 
cannot be rehydrogenated under milled conditions,274 101 305 and less CaB6, which can be 
rehydrogenated at low temperatures and pressures.148 306 Whereas, the hydrogen backpressure, 
applied during the dehydrogenation process of LiBH4-MgH2 (or in general MH2; with M=Ce, 
Ca)), leads to formation of more MgB2, less Li2B12H12 and less amorphous boron.307-310 311 

7. Summary and outlook of the work 

In the framework of this thesis, the two most important members of the borohydride based 
“Reactive Hydride Composite” (RHC) systems were investigated as possible solid-state 
hydrogen storage systems; namely: LiBH4-MgH2 (with a gravimetric capacity of ~ 11 wt. % 
H2) and Ca(BH4)2-MgH2 (with a gravimetric capacity of ~ 8 wt. % H2). The aim of this work 
was to characterize the structural effects of additives on these RHCs, determination of the 
chemical state and size distribution of the applied additives in the hydride matrix, to 
determine the relationship between the structures of the hydride matrix and chemical state, 
size distribution of the additives (in the hydride matrix) and the kinetical behaviour of the 
respective systems. Several experimental methods were applied, such as in situ SR-XPD, 
EXAFS, ASAXS, SANS/USANS, NMR, MS-DSC, microscopy, BET, Sievert’s type device 
and high-energy mill, to achieve the objectives of this research project. 
Volumetric measurements of the undoped LiBH4-MgH2 composite system showed a two-step 
dehydrogenation reaction at ~ 400 °C and 4 bar H2 in accordance with previous 
measurements. The reaction steps were separated by an incubation period of roughly ~ 6 
hours. In situ SR-PXD measurements (subsection 4.1.2) revealed the first dehydrogenation 
reaction to be MgH2→Mg+H2. In the second dehydrogenation reaction step Mg reacts with 
LiBH4 to form MgB2 and LiH. Several transition-metal halides were used as additive to 
improve the kinetical properties of the system. Among them NbF5 showed the best 
performance. By adding 0.1NbF5 in the 2LiBH4+MgH2 system, the incubation period could 
be removed and the overall dehydrogenation reaction kinetics was enhanced by a factor of 
about 10. However, the two-step reaction during the dehydrogenation process remained 
unchanged. XANES measurements showed that the oxidation state of NbF5 has changed 
during the milling procedure from Nb+5 to Nb+2. The chemical state of Nb was determined to 
be NbB2 by modelling the EXAFS spectra (subsection 4.1.3). The size distribution of NbB2 
particles was determined using ASAXS method. The mean size of these particles in the 
hydride matrix was determined to be roughly around 10 nm (subsection 4.1.4). In addition, 
the size distribution of the hydride matrix was determined by using SANS/USANS 
measurements (subsection 4.1.5). Here, the isotopic contrast variation was used to determine 
phase specific size distributions of the hydride matrix. The results of these measurements 
showed that the matrix structures presented in the doped composite system is considerably 
finer distributed in comparison to the pure composite system. Furthermore, the phase mixture 
in the particles of the doped system was considerably greater in comparison to the pure 
system. The results (subsection 4.2) suggest the function of NbB2 to be a nucleation agent for 
MgB2 during the dehydrogenation reaction. Since NbB2 nano particles are finely distributed 
in the hydride matrix, they provide significantly higher number of heterogeneous nucleation 
sites for MgB2 in comparison to the pure Li-RHC system. Kinetics modelling (subsection 4.2) 
showed that the new formed MgB2 phase grows in plate-like structures, which supports the 
idea of heterogeneous nucleation at the ledges of a substrate (Mg). 
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Similar to LiBH4-MgH2, the addition of 0.1NbF5 to the Ca(BH4)2-MgH2 composite system 
showed the best kinetical performance among other applied transition-metal halides. The 
chemical state of NbF5 is transformed after the milling process into NbB2 and remained stable 
over the de/absorption process, as was the case for the LiBH4-MgH2 composite system. The 
size distribution of NbB2 and its effect on the hydride matrix are also analogous to those of 
LiBH4-MgH2 composite system. Here, for the first time to the best knowledge of the author, 
successful Ca-ASAXS measurements were performed. Despite, the similar positive effect of 
NbB2 on the kinetics of both composite systems, its function in these systems is considerably 
different. During the dehydrogenation process of the LiBH4-MgH2 composite system it acts in 
the interfacial area of (solid)Mg/(liquid)LiBH4 as nucleation agent for MgB2 which is formed by 
mutual reaction of both phases (by liberation of hydrogen) on the NbB2 particles (substrate). 
In this process, large mass transports from both phases over far distances are involved which 
leads to elimination of the incubation period of the LiBH4-MgH2 composite system. Thereby, 
the overall dehydrogenation time is reduced; however, the additive does not change the 
dehydrogenation temperature of the composite system significantly. In contrary to the LiBH4-
MgH2 system, there is no incubation period in the undoped Ca(BH4)2-MgH2 composite 
system. NbB2 acts in this system as a nucleation agent for CaB6 and depletes the activation 
barrier for the formation of this phase. Hence, it decreases the dehydrogenation temperature 
(subsection 5.1). Moreover, in this process only one solid-phase (Ca(BH4)2) is involved and, 
therefore, less mass transport and shorter diffusion paths are involved. 
In subsection 6, RHCs were discussed in a broader context. For this sake, in the discussions 
the NaBH4-MgH2 composite system was included, as well. Difference and analogies between 
these composites was elucidated. Here, the RHCs were subdivided in to “mutual-Reactive 
Hydride Composites” (m-RHC) and in “single-Reactive Hydride Composites” (s-RHC). In 
the case of m-RHCs, the two constituent hydrides mutually react and destabilize the overall 
reaction, and in the case of s-RHCs, the first dehydrogenation of the composite occurs 
independently and only in the second (or further) reaction step (s) the dehydrogenated product 
reacts with the remaining hydride phase to destabilize the entire reaction. This classification 
helps describing the individual and differentiating between thermodynamical properties of the 
respective systems. The LiBH4-MgH2 composite system possesses a higher equilibrium 
pressure in comparison to LiBH4 and MgH2, respectively. Therefore the system fulfils the 
theoretical condition for being m-RHC. Due to the lack of experimental results (carried out in 
this work and by others) of one step reaction (2LiBH4+MgH2 ↔ 2LiH+MgB2) the system 
does not show the behaviour of a m-RHCs system. Therefore, this behaviour can be addressed 
clearly to the poor kinetical properties of the system which forces to operate it in the phase 
region of s-RHCs (in this way the LiBH4-MgH2 composite system is indeed a RHC (which 
includes, both, m-RHCs and s-RHCs)). In the case of NaBH4-MgH2, the composite system 
has a higher equilibrium pressure in comparison to NaBH4; however, it has a lower 
equilibrium pressure in comparison to MgH2. Therefore, the NaBH4-MgH2 composite system 
enforced to react in two steps (NaBH4-MgH2 → NaBH4-Mg) to form NaH-MgB2. Thus, the 
NaBH4-MgH2 composite system falls in the class of s-RHC (it is a member of RHC; however, 
it will never be a member of m-RHCs!). On the other hand, the Ca(BH4)2-MgH2 composite 
system has a lower equilibrium pressure in comparison to Ca(BH4)2, however, it has a higher 
equilibrium pressure in comparison to MgH2. Based on the concept of RHC (which aims to 
destabilize the complex hydride with a metal hydride), the Ca(BH4)2-MgH2 composite system 
does not fulfil this condition, hence, it does not fall neither in the class of m-RHCs nor in that 
of s-RHCs. For instance, the NaBH4-MgH2 system has to be distinguished from the 
Ca(BH4)2-MgH2 system, based on their thermodynamical behaviour. In the Ca(BH4)2-MgH2 
composite system, MgH2 can “only” be seen as an additive. Therefore, this class of RHCs can 
be termed as additive- RHCs (a-RHC). Thus, a hierarchy or desirability of RHCs can be 
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created in the order of m-RHC > s-RHC > a-RHC. In order to promote Ca(BH4)2-MgH2 
composite system into m-RHC, it was mandatory to find a hydride compound, which 
increases the equilibrium pressure of the composite system in such a way to fulfil the 
condition for a m-RHC system. A possible route, which was followed in this work, was to 
destabilize MgH2 to Mg2NiH4: 
 2Ca(BHସ)ଶ + 5MgଶNiHସ → 2CaHଶ + 2MgNiଶ.ହBଶ + 8Mg + 16Hଶ 
 
The stabilization of decomposition products of Ca(BH4)2 by the formation of MgNi2.5B2 was 
also observed experimentally in this work. This is the first time, to the knowledge of the 
author, that the decomposition of Ca(BH4)2 is stabilized by the original method of RHC. 
Thus, Ca(BH4)2-Mg2NiH4 belongs to the class of m-RHC, in contrary to Ca(BH4)2-MgH2. 
 
Several questions arise from this work, which exceeded its scope to be answered in detail, but 
should be important for the future research in this field: 

1) Is it possible to synthesize transition-metal boride nano-particles in a required size 

range and use them directly as additives in order to optimize the hydrogen capacity of 

the system? 

2) Can the nucleation and growth process of MgB2 -during the dehydrogenation of 

LiBH4-MgH2 system- be shown, experimentally, by direct observation? 

3) Do the LiBH4-MgH2 and Ca(BH4)2-MgH2 composite systems have potential for 

reversible hydrogen storage applications? 

In the following some suggestions are made as an outlook for the abovementioned open 
questions. Regarding the first question, transition-metal borides are formed upon the milling 
procedure together with the borohydrides. Therefore, MgH2 is not needed for their formation. 
One promising approach is to mix transition-metal chlorides (MClx) and NaBH4 in a proper 
molar ratio and ball-mill them for ~ 5 hours. After the ball-milling procedure, NaCl and MB2 
can be expected as final products. The final milled powder is to be dissolved in water (1 g in ~ 
1 L). Since NaCl is soluble in water, only MB2 will precipitate, as ceramic nano particles, in 
the aqueous solution. These nano particles can be removed by various well known techniques 
(e.g.: by washing). Due to the high stability of the MB2 (ceramics) compound, the chemical 
state can be expected to be stable in the aqueous solution, hence the reaction route can be 
resembled as: 
 2NaBHସ + MCl௫ → 2NaCl + (MBଶ)௡௔௡௢ି௣௔௥௧௜௖௟௘௦ + ݔ) − 2)HCl ↑ + ൬10 − 2ݔ ൰ Hଶ ↑ 

If one desires to avoid the hydrochloric acid gas in the atmosphere, the addition of NaH to the 
initial educts may help to bind the residual Cl atoms during the milling procedure and to form 
NaCl by releasing hydrogen: 
 2NaBHସ + MCl௫ + ݔ) − 2)NaH → NaClݔ + (MBଶ)௡௔௡௢ି௣௔௥௧௜௖௟௘௦ + ൬6 + 2ݔ ൰ Hଶ ↑ 

 
Some preliminary results seem to confirm these assumptions made above. As a first example 
TiCl3 was ball-milled with NaBH4 for five hours. As can be seen in Figure 87 (a), the XRD 
pattern of the milled sample shows only Bragg-peaks of NaCl. No trace of any other Cl-
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containing species is detected. Figure 87 (b) shows the XRD pattern of the sample after the 
washing process. As can be seen, there are no diffraction peaks observed at all. 
 
 

 
This suggests the removal of NaCl from the powder by the washing process and hints toward 
the presence of nano sized powder particles. In order to determine the chemical state of the 
powder XANES measurements were carried out and the result is shown in Figure 88. 

Figure 87. XRD patterns (ߣ = 1.54 Å) of NaBH4-TiCl3 after milling 
(a) and after washing process (b). 
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The lower curve in the figure is the XANES spectrum of TiB2 and the upper curve is the 
spectrum of the washed sample. A comparison of these two spectra shows a great agreement 
between their respective features. This suggests the presence of TiB2 in the washed sample. In 
order to determine the size distribution of TiB2 in this sample, SAXS measurement needs to 
be carried out. In situ-SAXS measurements on the sample from the time the powder being 
introduced into the water until the precipitation of the diboride nano particles should be 
carried out in order to follow the agglomeration of the diboride nano particles. Furthermore, 
temperature and pH value of the aqueous solution might be the two crucial experimental 
parameters which could have some effect on the size distribution and chemical state of the 
nano particles. 
Regarding question 2): Being able to synthesize e.g. NbB2 nano particles, a model experiment 
can be performed as shown in Figure 89. A magnesium thin film could be deposited on a 
substrate (Si, for instance) using a deposition method such as epitaxy or sputtering. The thin 
film (including the substrate) should be transferred into a HR-TEM apparatus and should be 
kept under 3 bar of hydrogen. Thereafter, a few hundred NbB2 nano particles should be 
distributed homogenously on the Mg thin film. Subsequently, a small amount of LiBH4 
powder should be dispersed on the thin film containing NbB2 nano particles. 
 

Figure 88. XANES spectra of the washed sample and the TiB2 reference. 
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One spot of interest should be found where the three phases are in contact with each other, 
before slowly increasing the temperature. With this approach it is expected to observe, in situ, 
in the process of nucleation and growth of MgB2 and the postulated role of NbB2 in the 
LiBH4-MgH2 composite system. The same experiment can be performed without any 
additive, which might be even better for in situ observations, due to the high nucleation 
barrier for the formation of MgB2. 
Regarding question 3): The potential of the LiBH4-MgH2 and Ca(BH4)2-MgH2 composite 
systems for possible applications as reversible hydrogen storage systems, a solution of the 
problem of the degradation of the hydrogen storage capacity in both systems, due to the 
formation of highly stable phases (such as CaB12H12, Li2B12H12, and amorphous boron) and 
possible phase separations for up-scaled storage systems, needs to be issued. A new approach 
would be the building of a storage tank system with two nested cylindrical tanks, where the 
inner tank is rotatable and contains the possible composite system with stainless steel balls 
(see Figure 90). After the system storage capacity level is dropped below a certain value, the 
milling process of the system can be initiated. This opens the possibility to reactivate the 
storage material (breaking the core-shell structures of MxB12H12 and remixing up the 
separated phases) and it can be recharged to the maximum theoretical capacity. 
 

 

Figure 89. A sketch of an in situ HR-TEM thought experiment. 

Figure 90. Rotational-milling storage tank system with two nested tanks. 
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Another possibility is to exchange the tank with a new tank and discharge the inactive 
material from the used tank and reactivate the material as described above. 
For application of these composite systems in large scales, it is also necessary to produce 
large amounts of complex borohydrides. Therefore, it is mandatory to keep the production 
costs as low as possible. Here, a new synthesis path with boric acid is proposed to produce 
complex borohydrides in an economical way and in large scales. The light alkaline and earth 
alkaline metal hydrides (LiH, NaH, and CaH2) should be mixed with the boric acid and 
metallic magnesium or MgH2 and should be ball milled (under hydrogen pressure, if it 
improves the reaction rate) for certain times. The most stable compounds are expected to be 
M(BH4)x and MgO. 
 2LiH + 2HଷBOଷ + 6Mg/6MgHଶ ୠୟ୪୪ି୫୧୪୪୧୬୥ሱۛ ۛۛ ۛۛ ۛۛ ሮ 2LiBHସ + 6MgO 
 2NaH + 2HଷBOଷ + 6Mg/6MgHଶ ୠୟ୪୪ି୫୧୪୪୧୬୥ሱۛ ۛۛ ۛۛ ۛۛ ሮ 2NaBHସ + 6MgO 
 CaHଶ + 2HଷBOଷ + 6Mg/6MgHଶ ୠୟ୪୪ି୫୧୪୪୧୬୥ሱۛ ۛۛ ۛۛ ۛۛ ሮ Ca(BHସ)ଶ + 6MgO 
 
The borohydrides can be dissolved by appropriate solvents (such as tetrahydrofuran (THF) or 
diethylether for the both compounds LiBH4 and Ca(BH4)2 and water for NaBH4) and MgO 
can be separated from the solution by filtration. Subsequently, the solvent can be removed and 
the pure borohydride is obtained after the drying procedure. 
In conclusion, the results of this work showed that the addition of 0.1NbF5 can lead to 
significant kinetical enhancement of dehydrogenation/rehydrogenation process in the LiBH4-
MgH2 and Ca(BH4)2-MgH2 composite systems, respectively. Based on the results obtained in 
this work, using USANS/SANS, ASAXS and EXAFS methods, these kinetical improvements 
could be explained and related to the structural properties of the respective composite 
systems. Furthermore, the decomposition products of Ca(BH4)2 could be stabilized, for the 
first time, using Mg2NiH4 as destabilisation agent. The combination of experimental methods 
at large scale research facilities (synchrotron radiation facilities and neutron research reactor 
facilities) and apparatus at the lab scale (DSC, TEM, SEM, and NMR) was the key approach 
to accomplish the characterization of such complex systems which were investigated in this 
work. 
Although the dehydrogenation kinetics of the composite systems are considerably improved 
within the frame of this research, using NbF5 as an additive, their dehydrogenation 
temperatures (LiBH4-MgH2 (390 °C) and Ca(BH4)2-MgH2 (250 °C)) are still too high to be 
used as hydrogen storage systems for practical mobile applications, due to operating 
temperature of proton exchange membrane (PEM) fuel cells (~100 °C), at present. Therefore, 
additional strategies/investigations are needed to further reduce the dehydrogenation 
temperatures of these composite systems. One strategy might be the nanoconfinement of these 
composite systems in nano-structured graphene -or mesoporous carbon based materials. 
The knowledge gained by this work will lead to better and deeper understanding of structural, 
kinetical and thermodynamical effects of transitional metal halide additives on metal hydride 
and hydride composite systems. Consequently, it will help to further optimise the solid-state 
hydrogen storage systems for possible applications in the near future. 
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Appendix 1 ASAXS curves 

 

 

 
 

Figure 91. ASAXS curve of 1st dehydrogenated Li-RHC+0.1NbF5 

Figure 92. ASAXS curve of 1st rehydrogenated Li-RHC+0.1NbF5 
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Appendix 2 SANS/USANS curves 

 
 

 
 

 
 

Figure 93. SANS curve of 1st dehydrogenated LiBH4-MgH2 sample. 

Figure 94. SANS curve of 1st dehydrogenated Li11BH4-MgH2 sample. 
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Figure 96. SANS curve of 1st dehydrogenated LiBH4-MgH2+0.1NbF5 sample. 

Figure 95. SANS curve of 1st dehydrogenated 7Li11BH4-MgH2 sample. 
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Figure 97. SANS curve of 1st dehydrogenated Li11BH4-MgH2+0.1NbF5 sample. 

Figure 98. SANS curve of 1st dehydrogenated 7Li11BH4-MgH2+0.1NbF5 sample. 
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Figure 99. SANS/USANS curves of 1st dehydrogenated LiBH4-MgH2 (1D-L), Li11BH4-MgH2

(1D-11L), and 7Li11BH4-MgH2 (1D-7L) samples. 

Figure 100. SANS/USANS curves of 1st dehydrogenated LiBH4-MgH2+0.1NbF5 (1D-LN),
Li11BH4-MgH2+0.1NbF5 (1D-11LN), and 7Li11BH4-MgH2+0.1NbF5 (1D-7LN) samples. 
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