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Prof. Dr. Arwen Pearson

Prof. Dr. Nils Huse

Prof. Dr. Robin Santra

Prof. Dr. Dorota Koziej

Vorsitzende/r der Prüfungskommission:
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Abstract

The versatility of transition metal complexes results in their frequent occurrence in na-

ture and allows them to find many applications industry. The binuclear copper complex

hemocyanin is capable of reversible oxygen binding and is the second most frequently

found oxygen transport agent in nature. Another copper-containing enzyme tyrosinase

is also able to reversibly bind molecular oxygen and plays an important role in the pro-

duction cycle of melanin. The cytochrome c oxidase is a transmembrane complex that

contains several iron and copper sites and is a part of the electron transport chain in the

membrane of bacteria.

Small synthetic complexes are good model systems to study how the ligand environment

and organization of the central metal core affect the properties of the complex.

Within the scope of the thesis, the ground and excited state structure, as well as elec-

tronic properties of five different transition metal complexes were characterized. For

the mononuclear Cu(TMGqu)2 and Fe(Pz2Py)2 complexes pump-probe X-ray absorption

measurements at the P11 beamline of the PETRA III synchrotron were performed. The

measurements allowed to extract the lifetime of the optically excited state of both com-

plexes, to determine the oxidation state of the central metal atom and the geometry of

the Cu(TMGqu)2 molecule in the ground and excited state and also to make assumptions

about the spin multiplicity of the excited state of the Fe(Pz2Py)2 complex. X-ray photo-

electron spectroscopy measurements on the Cu(DMEGqu)2 complex allowed to confirm

the oxidation state of the central copper atom in the complex, as well as to extract the

core level binding energies of the nitrogen atoms, in order to provide a deeper insight into

the distribution of electron density in the complex. A low temperature resonant Raman

spectroscopy study on the oxygenated form of the [Cu(btmgp)]I and [Cu(TMG2tol)]2

species confirmed the capability of these complexes to bind molecular oxygen.

In addition to the investigation of the transition metal complexes, a special approach was

developed and used to align the vacuum-ultraviolet Raman spectrometer, that is perma-

nently installed as an experimental end-station at the free-electron laser FLASH in Ham-

burg. The alignment approach is based on optical laser interferometry, Hartmann-Shack

wavefront-sensing and off-line soft X-ray measurements. The experimental techniques

were additionally supported by extensive optical simulations.
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Kurzfassung

Die Vielseitigkeit von Übergangsmetallkomplexen ermöglicht es ihnen, verschiedene An-

wendungen in der Natur und in der Industrie zu finden. Der binukleare Kupferkomplex

Hämocyanin ist in der Lage, Sauerstoff reversibel zu binden und ist der zweithäufigste

Sauerstofftransporter in der Natur. Ein weiteres kupferhaltiges Enzym, Tyrosinase, ist

ebenfalls in der Lage, molekularen Sauerstoff reversibel zu binden und spielt eine wichti-

ge Rolle im Produktionszyklus von Melanin. Die cytochrom-c-Oxidase ist ein Transmem-

brankomplex, der mehrere Eisen- und Kupferzentren enthält und Teil der Elektronen-

transportkette in der Membran von Bakterien ist.

Kleine synthetische Komplexe dienen als gute Modelle dafür, die Einflüsse der unter-

schiedlichen Ligandenumgebung und die Anordnung des zentralen Metallkerns auf die

Eigenschaften des Komplexes zu untersuchen.

Im Rahmen der vorliegenden Arbeit wurden Grund- und angeregte Zustände, sowie elek-

tronische Eigenschaften von fünf verschiedenen Übergangsmetallkomplexen charakteri-

siert. Für die mononuklearen Cu(TMGqu)2- und Fe(Pz2Py)2-Komplexe wurden

Röntgenabsorptionsmessungen an der P11 Beamline des PETRA III Synchrotrons durch-

geführt. Die Messungen erlaubten es, die Lebensdauer des optisch angeregten Zustan-

des beider Komplexe zu bestimmen, den Oxidationszustand des zentralen Metallatoms

und die Geometrie des Cu(TMGqu)2-Moleküls im Grund- und angeregten Zustand zu

erhalten und auch Annahmen über die Spinmultiplizität des angeregten Zustandes des

Fe(Pz2Py)2-Komplexes zu treffen. Röntgen Photoelektronenspektroskopie-Messungen am

Cu(DMEGqu)2-Komplex erlaubten es, den Oxidationszustand des zentralen Kupferatoms

im Komplex zu bestätigen, sowie die Bindungsenergien der Stickstoffatome zu bestimmen

und somit einen tieferen Einblick in die Verteilung der Elektronendichte im Komplex zu

erlangen.

Eine resonante Raman-Studie bei tiefen Temperaturen an der oxygenierten Form von

[Cu(btmgp)]I und [Cu(TMG2tol)]2 bestätigte die Fähigkeit dieser Komplexe, molekula-

ren Sauerstoff zu binden.

Neben der Untersuchung der Übergangsmetallkomplexe wurde ein spezieller Ansatz zur

Justage des Vakuum-Ultraviolett-Raman-Spektrometers, welches als experimentelle End-

station am Freie-Elektronen Laser FLASH in Hamburg fest installiert ist, entwickelt
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und eingesetzt. Dieser Justageansatz basiert auf der optischen Laserinterferometrie, der

Hartmann-Shack-Wellenfrontsensorik und der Offline Weichröntgenmessung. Die expe-

rimentellen Techniken wurden zusätzlich durch umfangreiche optische Simulationen un-

terstützt.
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Chapter 1

Introduction

1.1 Motivation

Transition metal complexes play an important role in nature, as well as in different

branches of industry [1–3]. They can perform various functions like electron transfer,

reversible oxygen binding or selective mediation of specific chemical reactions. Biological

function appears to be closely connected to the structure of the transition metal complex

and often at a first glance very similar molecules perform completely different chemical

functions [1, 4–7]. It is therefore of a great importance to understand relation of the

geometric and electronic structures to the function of the complex to be able to mimic

and tailor it in future.

The ability of bioinorganic chemists to synthesize small model complexes with varying

organization of the central metal core and ligand environment along with the advances

in modern spectroscopic techniques, allows to perform very systematic studies of these

complexes not only in their ground state, but also in the excited state and more impor-

tantly to understand transition dynamics and unveil possible photochemical pathways.

Another important aspect is the development in instrumentation itself – a key to perform

better experiments and deliver data with unprecedented level of quality and detail and,

potentially, uncover new effects, that were unreachable before. Therefore, a lot of effort

was devoted to alignment of the unique VUV Raman spectrometer at the PG1 beamline

of the Free-Electron Laser FLASH. The VUV Raman spectrometer is designed to study

quasiparticle excitations at L and M absorption edges of transition metals with high

resolution and unique stray-light rejection capabilities at ultrafast timescales.

1.2 Material systems and phenomena

Within the thesis, structure, electronic and optical properties of the Fe(Pz2Py)2,

Cu(TMGqu)2, Cu(DMEGqu)2, [Cu(btmgp)]I and [Cu(TMG2tol)]2 complexes were in-
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vestigated. Fe(Pz2Py)2 complex belongs to a class of compounds, that exhibit a Spin

Crossover (SCO) phenomenon upon the optical excitation [2, 8]. Upon absorption of a

photon of light and subsequent relaxation, central Iron atom changes its spin state from

singlet to predominantly quintet, with a maximum of four unpaired electrons in the 3d

orbitals for the 3d6 electronic configuration. The change of a spin state is accompanied by

the very distinct change in the structure and optical properties of the molecule. This phe-

nomenon opens a pathway for a new generation of optically controlled magnetic switches

that can find applications in screen technology or data storage devices [2].

Cu(TMGqu)2 and Cu(DMEGqu)2 complexes belong to a class of mononuclear metalo-

proteins, that exhibit entatic state properties. Entatic state means predistortion of the

molecular geometry towards the structural transition, that effectively lowers the potential

barrier and facilitates the transition [9,10]. Cu(TMGqu)2 and Cu(DMEGqu)2 can switch

their oxidation state between Cu(I) and Cu(II) via optical metal to ligand charge transfer

(MLCT) transition [6]. This change in the oxidation state is accompanied by a change in

the geometry of the molecule, that ideally prefers square planar organization in the Cu(I)

state and tetrahedral for the Cu(II). Implication of the sterically demanding ligands does

not allow the molecule to take either of the geometries and distorts them towards the

intermediate geometry, lowering the barrier for the transition between both states [11].

Finally, [Cu(btmgp)]I and [Cu(TMG2tol)]2 are the model complexes, that mimic activity

of the natural tyrosinase enzyme [12, 13]. The active site of the tyrosinase is formed by

two Cu atoms, that can form a peroxide core by binding the molecular oxygen [1,14]. The

formed intermediate is highly reactive for selective oxidation of phenols and is a critical

element in the production cycle of melanine and other pigments.
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Chapter 2

Theory

In this section important electronic properties of the transition metal complexes as well

as their interaction with ligand molecules will be introduced. This will be followed by

the theoretical aspects of studied phenomena and measurement techniques.

2.1 3d-transition metal complexes

Transition metals [15] are referred to as chemical elements or their ions with partially filled

d-subshell. The electron configuration of transition metals can be generally written as

(n−1)d1−10ns0−2 reflecting the concurrence between filling of the s levels with larger main

quantum number n and d levels with main quantum number n−1. The lightest transition

metal element is Scandium with an atomic number 21 and electron configuration 3d14s2.

Here concurrence between 4s and 3d levels is obvious: first 4s energy level is filled with

two electrons and only then 3d subshell starts to be filled. In the periodic table, transition

metals are elements from the groups 3-12 (fig. 2.1).

Transition metal ions are usually found in various oxidation states like +1 and +2 for

copper, +2 to +7 for manganese, or even up to +8 for ruthenium and osmium. The

accessibility of the different oxidation states is an important feature of this class of ions

that is responsible for their rich chemistry.

Chemical properties of the transition metal complexes can be conveniently explained

within the Crystal field theory (CFT) [1, 15]. This theory is mostly applicable to the

description of the properties of elements with incomplete d and f subshells. within this

work focus the focus lies on the d-levels. Within the CFT, ligands, that surround the

central transition metal ion are represented as negative point charges and their effect on

the electronic levels of the metal is studied. The distribution of the electron density for

the 3d-level is shown in fig. 2.2. The 3d-level consists of five electron orbitals that can

be occupied by a maximum of ten electrons, according to the Pauli principle. As can be

seen, two orbitals are located along the cartesian axes and three others have their electron
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density distributed between the axes. If a transition metal ion is located in a spherically

Figure 2.1: Block of the Periodic table with transition metals. Elements within each row

have partially filled d-subshell of the same quantum number.

Figure 2.2: Distribution of the electron density for the atomic d-orbitals in the cartesian

coordinate system.
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symmetric ligand field, all five d-orbitals will increase their energy equally, changing the

total energy of the atom or ion, but not affecting degeneracy of the electronic levels.

However, in a ligand field with a lower symmetry, for example in the octahedral one

(negative point charges are located on the x, y and z axis, fig. 2.3), the situation will

be different. The electron density of the dx2−y2 and dz2 orbitals will have the strongest

overlap with the ligand electronic orbitals, effectively increasing the energy of these two

orbitals due to the increased electron repulsion. dxy, dxz and dyz orbitals are located

between the axes and therefore have lower energy becasue of a weaker electron repulsion.

The resulting picture of the 3d energy levels and geometric location of the point charges,

that represent the ligands is shown in fig. 2.3 [1]. As can be seen, degeneracy of the

3d levels is lifted and two bands are formed: three-fold degenerate t2g band, formed by

dxy, dxz and dyz orbitals and two-fold degenerate eg band formed by the dx2−y2 and dz2

orbitals. In the common case of the tetrahedral ligand field the location of the energy

levels is inverted: t2g band is formed by the dxy, dxz and dyz orbitals and eg by the dx2−y2

and dz2 orbitals. The energy difference ∆ between them is referred to as ligand-field

splitting 10Dq [15].

In general, magnitude of the ligand field splitting is proportional to the main quantum

number of the orbital e.g. higher for 4d orbital than for 3d and is higher for the atoms

in higher oxidation states. The dependence on the nature of the ligand is reflected in the

experimentally derived spectrochemical series:

CO>CN>NO2>NH3>H2O>F>HO>Cl>Br>I

Crystal field splitting for these ligands decreases from left to right. Depending on the

occupancy of the d-orbitals crystal field splitting might be a very important characterisitc

that defines optical and magnetic properties of the complex [8,16]. Let us consider an ion

in the octahedral field as an example. The ion has 3 orbitals with a lower energy and two

orbitals with a higher energy. It is clear that for d1, d2 and d3 electronic configurations

the electrons will occupy t2g set with one electron at each orbital, according to the Hunds

rule. The same applies for d8, d9 and d10 configurations. A more complex picture is

obtained for the intermediate occupancies d4-d7. As an example a d6 configuration can

be considered. For this configuration there are two ways how electrons can be distributed

in the atomic orbitals: a high-spin and a low-spin. The realization of one of the states

is defined by the ratio between the energy P , needed to add a second electron to the

atomic orbital, already occupied with one electron and the crystal field splitting ∆. If

∆ > P then all six electrons group in the t2g level and the spin is zero. If ∆ < P then

the high spin state is realized with a maximum number of unpaired electrons. For the

d6 configuration this results in the quintet spin state with S = 2 and κ = 5. Such a

situation can be observed for the Fe2+ ion.
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Figure 2.3: Spliting of the 3d energy levels into eg and t2g sets in octahedral and tetra-

hedral ligand fields. The ligand field splitting is marked as ∆.
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Figure 2.4: Occupancy of the 3d atomic orbitals in the octahedral ligand field in the low

spin and high spin states for the 3d6 electron configuration.
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2.2 Raman Scattering

Raman scattering is the process of the inelastic scattering of light by a material system,

in which the energy shift between the scattered and the incident photons corresponds to a

characteristic elementary excitation of the system [17–19]. A typical example of this exci-

tation can be a phonon in a crystal [20,21] or a vibrational mode of a molecule [18]. The

light wave can also be scattered by the free or bound charge carriers, plasmons, polari-

tons, magnons [20]. Historically this effect was independently observed by two groups:

Mandelschtamm and Raman and Krischnan. Mandelschtamm observed symmetrically

located satellites of the excitation line in the spectrum of light, scattered by a quartz

crystal. Raman and Krischnan observed the same effect, working with liquids. In 1930

Raman was awarded the Nobel Prize in physics for his discovery. Its important to point

|1>

|2>

|3>

ℏω ℏ(ω-ωvib)

ℏωvib

|4>

Figure 2.5: Energy level scheme of the Stokes Raman scattering. Incident photon has

frequency ω. After the scattering, the scattered photon has decreased frequency ω−ωvib,
and a phonon with the energy h̄ωvib is left in the system.

out that the Raman spectra are plotted in the relative coordinate, that is calculated as

the energy difference in inverse centimeters between the scattered and the incident pho-

tons. Depending on the sign of the energy shift Stokes and Anti-Stokes components of a

Raman spectrum can be distinguished [17]. The stokes component represents a process

in which the photon looses the energy upon the scattering and the Anti-Stokes represents

the process in which the photon gains the energy upon scattering. To exhibit the antis-

tokes scattering, system must be in the excited state so that the energy of the excitation

can be transferred to the photon. Therefore, according to the Boltzman rule, at a room

temperature Stokes component is usually dominant in intensity. In the visible spectral

range, intensity ratio of the elastically scattered light to the inelastically scattered Stokes
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component is on the order of 106. Typical energy shifts in the Raman spectra are ranging

from few to thousands of inverse centimeters, which together with the low intensity of

the scattered light puts strong demands to the bandwidth of the excitation source and

the resolution of the spectrometer. A huge leap in Raman spectroscopy was brought by

invention of laser in 1960s. Unprecedented bandwidth of He-Ne laser, frequency tun-

ability of Organic dye or Ti:Sapphire based lasers along with the double- and triple-

monochromator spectrometer design led to many exciting discoveries [20]. Nowadays

Raman scattering is a versatile and powerfull tool used in many fields of science.

2.2.1 Classical theory of Raman Scattering

A simple but explanatory description of the basic aspects of the Raman Scaterring phe-

nomenon can be given within the classical theory of electromagnetic radiation [19, 20].

Within the classical theory, scattering of light occurs due to oscillations of the dipole

momentum of the system (molecule), induced by the incident light wave. The ability

of the electron cloud to deform under an external electromagnetic field depends on the

current configuration of the nuclei and if the nuclei are vibrating at some characteristic

frequency, than the polarizability of the molecule will be modulated at this frequency.

Therefore, within the classical approach, Raman scattering can be described as a result

of the modulation of the induced dipole momentum by the vibrations of the molecule.

Let us assume interaction of the electromagnetic wave

E = E0 cos(2πν0t) (2.1)

with the amplitude E0 that oscillates with the frequency ν0 with a medium. In the

simplest case induced dipole momentum ~P will be colinear with the incident wave ~E and

their values will be proportional

~P = α~E (2.2)

where α is scalar polarisability of the system. If the polarisability is constant, i.e. α = α0,

then according to (2.2) and (2.1) we get

~P = α0
~E0 cos(2πν0t) (2.3)

Thereby, induced dipole momentum is oscillating with the same frequency as the incident

light wave. For such oscillating dipole, energy emitted in all directions in the unit of time

can be calculated as

Wν0 =
2

3c2

∣∣∣d2 ~P
dt2

∣∣∣2= 32π2ν40
3c3

|α0|2E2
0 cos2 2πν0t (2.4)

As can be seen, phase and frequency of the scattered wave remain the same. Averaging

over time yields

Wν0 =
16π4ν40

3c3
|α0|2E2

0 (2.5)
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When the polarisability of the scattering medium is not constant, expression (2.2) has

to be modified. A typical example of the system with a time-dependent polarisability

is a vibrating molecule: from a classical point of view molecular vibrations lead to the

modulation of the polarisability with the frequency of the vibration. In this case the

oscillating polarizability can be expressed as:

α = α0 + αν cos(2πνt) (2.6)

where along with the constant term α, polarisability contains also a term, that is oscil-

lating with a frequency ν. Then, instead of (2.3) we get

~P = α0E0 cos(2πν0t) + ανE0 cos(2πνt) cos(2πν0t) (2.7)

which can be transformed into

~P = α0E0 cos(2πν0t) +
1

2
ανE0 cos(2π(ν − ν0)t) +

1

2
ανE0 cos(2π(ν + ν0)t) (2.8)

As can be seen, the first term is proportional only to the static part of the polarisability

and oscillates with the frequency of the incident wave, which corresponds to the elastic

(Rayleigh) scattering of light. The second and the third terms are oscillating at frequen-

cies ν0 − ν and ν0 + ν. These terms are responsible for the scattering of light with a

shifted frequency with respect to that of the incident wave, i.e. Stokes and Anti-Stokes

terms of the Raman scattering. The intensity of the Stokes component for an isolated

molecule is:

Wν0−ν =
4π4(ν − ν0)4

3c3
|αν |2E2

0 (2.9)

This intensity is proportional to the square of the amplitude of the incident wave, fourth

power of the frequency of the scattered light and a square of the amplitude, with which

the polarisability is modulated.

2.2.2 Polarisability tensor

The relation between the vectors of the incident electromagnetic wave and the induced

dipole momentum (2.2) used in the previous paragraph is only valid for the atoms and

some other systems with high symmetry. In general case components of the dipole mo-

mentum Px, Py, Pz are linear functions of the components Ex, Ey, Ez of the incident elec-

tromagnetic wave [19,20]: 
Px = αxxEx + αxyEy + αxzEz

Py = αyxEx + αyyEy + αyzEz

Pz = αzxEx + αzyEy + αzzEz

(2.10)
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The values αλµ form a polarizability tensor, that defines ability of the system to be polar-

ized in different directions by differently oriented external electrical field. For example,

αxy characterizes the polarizability in the direction x by a field in the direction of y. The

tensor αλµ is symmetric, i.e. αλµ = αµλ. It is possible to define a coordinate system in

such a way that non-diagonal components become zero. Then, relation 2.10 simplifies to

Px = αxEx, Py = αyEy, Pz = αzEz (2.11)

2.2.3 Quantum-Mechanical description

Let us assume a two-level quantum system with the energy levels E0 and E1, exposed

to the external oscillating field E = Ei cos(ωt) with a wavelength much larger than the

characteristic system dimensions [18]. For the Raman Scattering energy of a quantum of

this field must not be in resonance, i.e. ω 6= (E1−E0)/h, and we assume that the incident

wave induces an oscillating dipole momentum in the system, that is then re-radiating.

The unperturbed system has a Hamiltonian H0, so that

H0ψ0
n = ih

∂ψ0
n

∂t
(2.12)

with ψ0
n set being a solution of this equation

H0ψ0
n = E0

nψ
0
n (2.13)

with the stationary energy levels E0
n. The Hamiltonian of the perturbed system will have

the additional term, that describes the energy, that electrical dipole gains in the external

electrical field

−PEi cos(ωt) (2.14)

where P is the induced dipole momentum of the system. Under the assumption of a

small perturbing field, the wavefunction of the perturbed state can be expressed as

ψn = ψ0
n + ψ1

n + ... (2.15)

and the resulting Schroedinger equation for the perturbed state with the first-order cor-

rection is (
H0 − PEi cos(ωt)

)(
ψ0
n + ψ1

n

)
= ih

∂

∂t

(
ψ0
n + ψ1

n

)
(2.16)

By using the solution for the unperturbed case (2.13) and inserting a unity in the equation

in a form of

1 =
∑
r

∣∣ψ0
r

〉 〈
ψ0
r

∣∣ (2.17)

first-order correction for the perturbed wavefunction can be found [18] as

ψ1
n =

1

2h

∑
r

ψ0
r

( PrnEi
ωrn − ω

e−i(ωn+ω)t +
PrnEi
ωrn + ω

e−i(ωn−ω)t
)

(2.18)
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|n>

|k>

|r>

ℏ ℏ( - kn)

Prn Prk

Figure 2.6: Energy-level scheme for the Stokes Raman scattering from the initial state

|n〉 into final state |k〉. The figure is adapted from [18].

where Prn = 〈ψ0
r |P |ψ0

n〉 are matrix elements of P .

According to the Fermis Golden Rule [20], transition probability is proportional to the

square of the transition matrix element

Mkn = 〈ψk|P |ψn〉 ≈
〈
ψ0
n + ψ1

n

∣∣P ∣∣ψ0
n + ψ1

n

〉
(2.19)

And the first-order perturbation theory yields the expression for the matrix element of

the Raman transition from the state |n〉 to the state |k〉

M1
kn =

ei(ωkn−ω)t

2h

∑
r

(Pkr(PrnEi)
ωrn − ω

+
Prn(PkrEi)

ωrk + ω

)
(2.20)

Corresponding components of the polarizability tensor are then

αij =
1

h

∑
r

((Pi)kr(Pj)rn
ωrn − ω

+
(Pi)rn(Pj)kr
ωrk + ω

)
(2.21)

where i, j = x, y, z are Cartesian coordinates and summing takes place over all inter-

mediate states r 6= k, n. In order to avoid discontinuities when the frequency of the

incident light ω approaches that of the electronic transition ωrn, a damping term iΓr can

be introduced into denominators, reflecting the finite lifetime of the intermediate states

|r〉.
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2.2.4 Selection rules

A molecule that consists of N atoms, has r = 3N−6 in general case and r = 3N−5 in the

case of a linear molecule, vibrational degrees of freedom. But not all of these vibrations

will show themselves in the Infrared or Raman spectra. Selection rules, that govern

”activity” of the certain mode and its overtones are based on the symmetry of this mode

and the presence of the anharmonicity [19]. If there is a mechanical harmonicity: potential

energy is a quadratic function of the vibration coordinate and electrooptical harmonicity:

dipole momentum and polarizability are linear functions of vibrational coordinates, than

a system can be represented as quantum harmonic oscillator with discrete energy levels

En = hν(n+ 1), n = 0, 1, 2... (2.22)

The only possible transition for such system is the transition, where ∆n = 0,±1. If

the anharmonicity is present, than transitions, where the quantum number for a certain

normal mode changes for a value, greater than 1, or several normal modes are changing

their quantum numbers simultaneously, become possible. This results in the appearance

of the overtones (∆n > 1) or combined frequencies (∆ni 6= 0,∆ni 6= 0) [19].

More general selection rules for the IR and Raman transitions from the state |n〉 to the

state |k〉 are based on the matrix elements of the dipole momentum [18,19]

Pkn = 〈ψk|P |ψn〉 =

∞∫
−∞

ψ∗kPψndx (2.23)

and the polarisability tensor (2.21). The transition is ”allowed” if the corresponding ma-

trix element has a non-zero value. According to (2.21), components of the polarizability

tensor αij are formed by the products of the dipole moment matrix elements, and there-

fore, they transform like products of the Cartesian coordinates, x2, y2, z2, xy, xz, yz and

the resulting symmetry for the dipole and polarizability matrix elements will be different.

If a product of the type ψ∗kfψn in (2.23) is an antisymmetric function, then integration

yields zero and the corresponding transition is forbidden.

For the important case of centrosymmetric molecules, the ground state wave function has

always g (odd) parity, as well as the components of the polarizability tensor. Therefore,

in order for the Raman matrix element not to be zero, excited state wave function must

also have g parity. Dipole momentum components always have u parity. Therefore, only

transitions to levels with the same parity are IR allowed. This is known as the rule of

mutual exclusion: if a molecule has a center of symmetry, then a vibration can be either

infrared or Raman active, but not both [19]. A example of the rule of mutual exclusion,

applied to the CO2 molecule is shown in fig. 2.7.

18



Figure 2.7: Comparison of the infrared- and Raman-active vibrations of the CO2 molecule.

q is the normal coordinate of the given vibration. The right part of the figure demonstrates

the dependence of the polarizability of the molecule on the normal coordinate of the

corresponding molecular vibration.

2.2.5 Resonance effects

As can be seen from formula (2.21), the values (αij)nk are defined by a sum of elements

〈ψn|Pi |ψr〉 〈ψr|Pj |ψk〉 over all possible intermediate states |ψr〉. Thus, the conventional

Raman scattering involves all possible pathways between the initial and the final state

through the intermediate states |ψr〉. In this case, direct information about the interme-

diate states cannot be obtained, and efficiently only the ground state electronic properties

are probed. The situation changes, if the energy of the incident photon is close to the

energy of the atomic or molecular transition ωrn. Due to presence of a difference

ω − ωrn − iΓr (2.24)

in the denominator of the first term in (2.21), only the resonant term will dominate the

sum, and the scattering cross-section will be enhanced. Separating the electronic and

vibronic movements under the Born-Oppenheimer approximation and assuming that the

electronic energy is a function of the normal coordinates for the molecule, equation (2.21)

can be simplified to [19]:

(αij)kn =
1

h
(Pi)eger(Pj)ereg

∑
vrk

〈
v
f(g)
k

∣∣∣vr(r)k

〉〈
v
r(r)
k

∣∣∣vi(g)k

〉
ωervrk∗egvik − ω − Γervrk

(2.25)
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where |er〉 and
∣∣v(r)〉 are respectively the electronic and vibronic wave functions of the

state r, the notation g stands for the ground state and r for the intermediate state.

The assumption was made that the initial and final electronic state of the Raman tran-

sition is the ground state. According to the equation 2.25, in the resonant case, the

Figure 2.8: Possible potential curves for the molecular vibration in the ground and excited

electronic states. All potentials are assumed to be a quadratic function of the vibrational

coordinate. (a) the frequency and the equilibrium position for the potential curve does

not change (b) the equilibrium position does not change but the vibrational frequency

changes (c) the vibrational frequency remains constant, but the equilibrium positions

shifts (d) both the frequency and the equilibrium position change in the excited state.

The figure is adapted from [19].

scattering probability is proportional to the products of the dipole moment transitions

(Pi)eger(Pj)ereg , and the vibrational integrals
〈
v
f(g)
k

∣∣∣vr(r)k

〉〈
v
r(r)
k

∣∣∣vi(g)k

〉
.

The first condition requires the resonant transition to be dipole-allowed, for example

a strong π − π∗ transition of the molecule. The second condition requires products of
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the vibrational integrals to be non-zero. For this, either the classical frequency, or the

equilibrium position of the normal coordinate for this vibration must change (fig. 2.8).

Otherwise, in the harmonic case, all vibrational wave functions are orthogonal and their

products will be zero, except for transitions between levels with the same quantum num-

ber. This leads to the following conculsions [18,19]:

• vibrations, for which the normal coordinate displacements are changing during the

electronic transition, can show overtones or overtone progressions in resonance Ra-

man spectra with intensities comparable to the intensities of the fundamental fre-

quencies (fig. 2.9).

• vibration with the greatest shift of the normal coordinate in the excited electronic

state will have the strongest intensity enhancement.

• if there a conformation change following the electronic transition, then the vibration

that connects the excited and the ground state geometries will be enhanced in the

resonance Raman spectrum.

Figure 2.9: Energy scheme for the possible overtone enhancement with n=2 in the reso-

nant Raman signal. The figure is adapted from [19].
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2.3 X-ray spectroscopy techniques

X-ray spectra appear as a result of the excitation of electrons from inner shells of the

atom to higher lying energy levels or continuum, or as a result of a filling of the core hole

as a follow-up of the excitation process. The fact that energies of the electron orbitals

uniquely represent a given chemical element or its ion, delivers a strong selectivity to

X-rays. This selectivity allows to focus studies on a certain element of the periodic table

and even distinguish between the same element in different chemical environments [22].

Therefore, it is possible to study processes that take place at a well-defined site of complex

systems.

2.3.1 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) is a spectroscopy technique that is based on mea-

suring absorption coefficient of X-rays by matter as a function of the incident photon

energy [23]. The obtained absorption coefficient allows to extract information about the

oxidation state and the electronic structure of the studied group of chemical elements, as

well as their local geometrical environment. The attenuation of the radiation by a sample

of thickness d, with the atomic mass A and density ρ can be expressed as

Id
I0

= exp

(
−µa

ρNA

A
d

)
(2.26)

where µa is the atomic absorption coefficient and Na is the Avogadro number. The

absorption coefficient depends on the photon energy E and the atomic number Z [23]:

µa ∝
Z4

E3
(2.27)

As can be seen, with an increase in photon energy, X-rays monotonously become more

penetrating and, at the same time, absorption strongly increases for the elements with

larger Z values. When the photon energy equals to the ionization energy of a certain

atomic level, absorption spectrum exhibits a strong rise, called the absorption edge [23,

24]. Absorption edges are named according to the main quantum number of the electron,

that is being ionized (fig. 2.10). The edge that arises from the ionization of 1s electron

is called K-edge. When an electron with prime quantum number n = 2 is ionized, the

L-edge is formed. L edge consists out of 3 edges L1, L2 and L3. L1 edge corresponds

to the ionization of the 2s electron, L2 and L3 to the ionization of the 2p1/2 and 2p3/2

electrons, respectively. Next is the M edge, for the ionization of the electrons with n = 3.

K and L edges are the most frequently adressed ones in XAS experiments. Less often

M edges are addressed. K and L edges for most of the atomic species have the energy

in the keV range, going up to hundreds of keV for heavy elements [24]. However, the

absorption edge is not infinitely sharp. It has some modulation around the edge energies,
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that is referred to as the X-ray Absorption Fine Structure (XAFS) [25,26]. XAFS reflects

both the electronic state of the atom, and the coordination number with the interatomic

distances from the nearest neighbors to the absorber [27]. XAFS spectrum is usually

divided into two areas: X-ray Absorption Near Edge Structure (XANES) and Extended

X-ray Absorption Fine Structure (EXAFS). Separation between these two is not very

strict, but usually XANES is referred to as the area of ±30 eV around the edge energy

and EXAFS represents the rest of the spectrum above the absorption edge [25]. Both

XANES and EXAFS emerge due to the wave nature of the emitted photoelectron and

the scattering of the wavepacket by the neighboring atoms [23].

1s

2s

2p

Continuum

L1

K

L2 L3

Figure 2.10: Formation of the absorption edges upon ionization of the corresponding

atomic energy levels

From the quantum-mechanical point of view the absorption coefficient for the transition

between the states ψi and ψf is proportional to the corresponding transition matrix

element and the density of final states ρ [28]:

µ = 4N0π
2l2
(ω
c

)∣∣∣〈ψf | z |ψi〉 ∣∣∣2ρ (2.28)

where N0 is the number of atoms in the unit volume and ω is the frequency of the incident

photon.

The value of µ for a given photon frequency ω depends on the wavefunction of the

final state ψf near the absorbing atom, where wavefunction of the initial state ψi is

localized. Therefore, the amplitude of the matrix element
∣∣∣〈ψf | z |ψi〉 ∣∣∣2 is defined by the

wavefunction ψf in the region of localization of the initial state ψi (which coincides, for

example, with 1s in the case of K-edge). The amplitude of the ψf in a certain part of a

crystal or a molecule is defined by the interference of the outgoing and the backscattered
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waves [28]. Consequently, these modulations in the ψf result in the appearance of the

fine structure in the absorption spectrum: XANES and EXAFS (fig. 2.11). The kinetic

energy of the photoelectron is given by the difference between the X-ray photon energy

and the binding energy of the electron Ebin

T = hω − Ebin =
p2e

2me

(2.29)

where pe and me are the momentum and the mass of the electron, respectively. Knowing

the momentum of the electron, its wavelength can be calculated by the De Broigle

relation

λe =
h

pe
=

h

meve
(2.30)

Interference effects depend on the relative position of the atom, that emitted the pho-

toelectron, and its surrounding atoms, that scatter this photoelectron (fig. 2.12). In

addition, the way photoelecton wave is scattered depends also on the type of the scat-

terer. This allows to extract information about the nearest coordination around the

absorber atom and the geometrical order from the EXAFS and XANES spectra.

Figure 2.11: Example of the normalized XAS spectrum, measured at the K-edge of the

Copper atom in a complex ligand environment. XANES region starts at the absorption

edge E0 and has a width of about 30 eV. EXAFS region corresponds to all higher photon

energies.

The main difference between XANES and EXAFS is the scattering path, or the num-

ber of the scattering events, that the photoelectron experiences, before it returns to the
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absorber. In the EXAFS region, photoelectron has higher kinetic energies and, there-

fore, shorter wavelength, which along with a shorter mean free-path implies, that single

scattering (SS) events have the strongest contribution to the formation of the fine struc-

ture [28]. In the XANES region kinetic energies are low, the photoelectron can scatter

off many atoms and the so called Multiple Scattering (MS) events are dominating.

The fine structure of the X-ray absorption spectrum in the EXAFS region is defined by

the following expression [25]:

χ(k) =
µ(k)− µ0(k)

µ0(k)− µ1(k)
(2.31)

where k is the wavevector of the photoelectron, µ(k) is the measured absorption coef-

ficient, µ1(k) is the absorption coefficient defined by all processes except the ionization

of a given energy level. µ0(k) is the smooth part of the absorption coefficient, what an

isolated atom would have. The wavevector of the photoelectron is given by:

k =
(2me(hω − E0)

h2

) 1
2

(2.32)

where E0 is the ionization potential of the given energy level.

The equation that describes the EXAFS oscillations in the Single Scattering approxima-

tion is [25,29]:

χ(k) =
S2
0

k

∑
i

Nie
(−2σ2

i k
2)e(−2Rj/λ(k))Fj(k)

R2
j

sin(2kRj + 2δc + Φ) (2.33)

where i represents the coordination sphere of the atoms of the same type. Other param-

eters in the equation are:

• number of atoms in the group Ni

• radius of the coordination sphere Ri

• Debye-Weller factor σi, that describes the structural disorder and the temperature

dependent fluctuations of the positions of the atoms

• probability for the photoelectron to be backscattered Fi(k)

• phase shift of the final state on the absorber atom δc

• phase shift, gained by the wave, that represents the photoelectron, upon the backscat-

tering Φ

• energy-dependent mean-free-path of the photoelectron λ(k)

• amplitude of the EXAFS modulation S2
0
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Figure 2.12: Backscattering of the photoelectron wave by the neighbouring scatterer

atoms (S). The photoelectron wave is emitted when the absorber atom (A) absorbs an

X-ray photon with energy above the absorption edge energy E0. Single scattering path

A-S1-A and double scattering path A-S1-S2-A are shown as an example. Different colors

of the atoms indicate different atoms (e.g. nitrogens and carbons).

It is convenient to analyze the EXAFS oscillations in the form of the pseudo radial

distribution function ρ(R), that better represents spatial distribution of the atoms around

the absorber [29]. The function ρ(R) is extracted from the Fourier transform of χ(k):

g(R) =

kmax∫
kmin

χ(k)kne−2ikRdk (2.34)

where, kmin and kmax define the range of the analyzed values of the wavevector k. The

term kn is included in order to compensate for a decrease in χ(k) with an increase in k,

n = 1− 3. ρ(R) is further extracted as a power function of the Fourier-transform

ρ(R) =
√

[Re(g(R))]2 + [Im(g(R))]2 (2.35)

Apart from the information about the coordination, XANES region also contains infor-

mation about the electronic structure of the studied atom. Upon increase in the oxidation

state, absorption edge shifts due to different electron repulsion, and, therefore, different

strength of binding of the core electrons to the nuclei. New pre-edge features can also

appear in the spectrum. This happens if a vacancy in the previously fully filled shell is

formed and the transitions to this empty state become possible. Transitions, that are
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formally forbidden, like for example 1s → 3d transition for Cu(II), become possible due

to the hybridization and orbital mixing effects [1].

2.3.2 X-ray photoelectron spectroscopy

In X-ray photoelectron spectroscopy (XPS), a sample is irradiated with a monochromatic

X-ray beam and the flux of the photoelectrons, emitted from the sample with a certain

kinetic energy, is measured (fig. 2.13) [30, 31]. The spectrum is represented as a plot of

the number of the detected electrons versus their kinetic or binding energy. The binding

energy of the electron EB, which is being ejected from a certain atomic level is given

by [30]

EB = hν − Ek −W (2.36)

where Ek is the kinetic energy of the photoelectron, measured during the experiment, hν

is the energy of the incident X-ray photon and W is a work function of the spectrometer.

The electrons, that can escape the sample without energy loss, contribute to the element-

specific peaks in the XPS spectrum [30,31]. Electrons, who lost their kinetic energy due

to inelastic scattering, will contribute to the formation of the background and to the

so-called shake− up features [30–32]. The presence of these satellites along with the po-

sitions of the main XPS peaks, their relative intensities and width can provide an insight

into the electronic configuration of the studied group of atoms [33–35].

Due to the large interaction cross-section and a small mean free-path length, only elec-

trons from the top few tens of nanometers layer can escape the sample, which makes the

technique surface sensitive [30]. Because photoelectrons can be collected and detected

efficiently, weak X-ray sources are sufficient. On the other hand, it also means, that

experiments have to be conducted in ultra-high vacuum, which adds extra requirements

when working with liquid samples.

Like XAS, XPS can provide valuable information about the chemical state of the atomic

species under study, by investigating shifts of the binding energies of the core elec-

trons [22]. The chemical shift depends on the electron density on the absorbing atom,

which makes it possible to find out which kinds of bonds this atom forms. For example,

the formation of the C-O bond in a organic molecule increases the binding energy of

the 1s electron of carbon by 1.6 eV, compared to the methylene carbon. Bonds C=O or

O-C-O result in an almost doubled value of the chemical shift of 2.9 eV [30]. In general,

blueshift of a XPS peak is proportional to the number of bonds with more electronega-

tive atoms. This is illustrated by the CF, CF2 and CF3 series with the chemical shifts

of 2.9 eV, 5.9 eV and 7.7 eV, correspondingly [30]. However, XPS probes mostly the

ground electronic state of the atom, because the final state is in the continuum. Some

information about the valence electrons can be extracted from the satellites of the main

XPS peaks, or the multiplet splitting, which can occur if there are unpaired electrons in
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Figure 2.13: Emission of the photoelectrons from the studied sample under illumination

with the monochromatic X-rays in the XPS experiment. The kinetic energy of each

photoelectron uniquely characterizes the atom, from which it was emitted.

the valence band [36, 37]. Chemical shifts that correspond to the formation of chemical

bonds by other chemical elements with each other are usually lower, than those for the

CO or CF series and are ranging from a fraction of electron volt up to several electron

volts. Along with the linewidth of the incident beam on the order of 0.6 eV - 0.9 eV,

this means that physically meaningful data processing is needed in order to deconvolute

spectra and obtain maximum information, especially if many atoms of the same kind in

different chemical environments are present in the sample [38]. The number of peaks,

their relative intensities and linewidths in the mathematical model used for the fitting

must reflect stoichiometry of the sample.

There are different kinds of peaks that can be observed in the XPS spectrum, that emerge

due to different physical processes [30,31]:

• Photoelectron peaks. They are formed by the photoelectrons, that escaped the

sample without energy loss. They contain information about the ground state of

the atom and its chemical environment.

• Auger peaks. Auger peaks emerge due to Auger ionization process. These peaks

remain constant in kinetic energy plot independent of the energy of the incident

photon.

• Shake-up lines. Shake-up satellites occur when the outgoing photoelectron is inter-
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acting with the valence band electron and promotes it to a higher lying level. The

difference in energies between the main XPS peak and the satellite gives the energy

of the valence excitation. Shake-up satellites are mostly common for the transitions

from the 2p states or π → π∗ transition in molecules.

• Multiplet splitting. Multiplet splitting is a final-state effect and can occur if an

atom has a non-zero spin in the ground state (unpaired electrons in the valence

band). In this case, core hole can be formed with different spin orientations and

corresponding splitting of the main peak is observed. Multiplet splitting can also

occur for the transitions from p levels, resulting in either assymetry of the lines, or

the change in the separation of the 2p1/2 and 2p3/2 lines.

Apart from the chemical state information, XPS can be used to determine element com-

position of the sample. The area under each peak in the spectrum is given by:

I = nS(E) (2.37)

where n is the concentration of the atoms in a unit volume, and the factor S(E):

S(E) = fσλK (2.38)

includes the incident X-ray flux f , the photoionization cross-section σ, the electron at-

tenuation length λ and the spectrometer efficiency K. The general expression for the

atomic percentage of any constituent requires the peak areas and the sensitivity factors

for all peaks in the spectrum [31]:

Cx =
nx∑
ni

=
Ix/Sx∑
Ii/Si

(2.39)

or, when concentrations of two components are compared:

n1

n2

=
I1/S1

I2/S2

(2.40)

If shake-up satelites are present, then for more accurate results their peak areas also have

to be included. In that case, if the studied sample contains, for example, Cu(II) and

Cu(I) or Cu(0) and their relative fraction has to be estimated, shake-up satelites can be

used [31]. First, main peak/shake-up peak area ratio R has to be determined from a pure

Cu(II) sample. Then, Cu(I):Cu(II) ratio can be calculated for the unknown sample

CCu(I) =
A−RB
A+B

(2.41)

where A and B are the total main peak and the shake-up areas, respectively.
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2.3.3 VUV Raman spectroscopy

Vacuum Ultraviolet (VUV) Raman spectroscopy is a powerful spectroscopic tool that can

be utilized to study different types of elementary excitations in, for example, strongly cor-

related systems like manganites or cuprates, or charge transfer processes in bio-inorganic

molecules with metal centers [39, 40]. VUV Raman is a photon-in photon-out process

in which the change in energy and momentum of the incident photon during the scat-

tering process is investigated. The technique is element and orbital specific when it is

in resonance with an atomic absorption edge by inducing specific orbital transitions of

the element of interest. At the same time, such a tuning of the incident energy may

result in a great enhancement of the scattering cross-section due to resonant nature of

the scattering process [41]. Unlike conventional Raman scattering, VUV Raman allows

to study elementary excitations as a function of the momentum transfer. For instance,

at a photon energy of Cu M1 edge of 122 eV, and a lattice constant of 6 Å, maximum

momentum transfer relative to the size of Brillouin zone would be:

∆kph,max
kBrillouin

=
2Epha

hc
∗ 100% ≈ 12% (2.42)

where Eph is the photon energy and a is the lattice constant. Orbital and element selec-

tivity arises from the fact, that the photon energy can be tuned to a certain absorption

edge of a chemical element. This allows not only to confine studies to one specific type of

atoms in the complex system, but also allows to probe electronic structure by selecting

different absorption edges of the same element. For example, it was shown in recent stud-

ies of the superconducting spin-ladder copper compounds [40], that different electronic

and spin excitations can be triggered by tuning the incident photon energy to either M1

(Cu 3s → 4p) or M3 (Cu 3p → 3d) edges of Cu. While at the M1 edge, the excitations

were of phonon nature, excitation at the M3 edge yields one and two magnon spectra,

due to the hybridization of the Cu and O orbitals and the corresponding electron hopping

with a spin-flip from Cu to O.

The momentum dependence implies, that the nature and the symmetry of the elemen-

tary excitation can be studied through polarization analysis. Like the Resonant Inelastic

X-ray Scattering (RIXS), VUV Raman is a two-step process and the first part of it is

naturally related to XAS [39]. Therefore, it is crucial to measure the absorption spectra

in the soft X-ray regime before measuring VUV Raman, in order to know the exact edge

energies for the compound of interest. The second step of the VUV Raman process can

be related to X-ray emission spectroscopy with a clause, that the incident photon energy

is tuned to a resonance and does not promote an electron to continuum.

The microscopic picture of the scattering process consists of two possible cases: direct

and indirect one (fig. 2.14) [39]. In the direct process, the electron is promoted to an

empty state in the valence band, and another electron is subsequently decaying to fill
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the core hole. The net result of such process is defined by the energy and momentum

conservation laws: ωs = ωi − ω′

ks = ki − k′
(2.43)

where ωi, ωs, ki, ks are correspondingly the frequencies of the incident and scattered

photon, and ω′ and k′ are the frequency and the wavevector of the electron-hole excitation

left in the system.
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Figure 2.14: Schematic representation of the direct and indirect processes of the inelastic

scattering of X-rays. The figure is adapted from [39].

In order for the direct scattering channel to be dominating, both absorption and emission

transitions must be allowed. If one of these transitions appears to be weak or forbidden,

then the indirect channel is dominating. The microscopic picture of the indirect process

resembles that for the shake-up excitations in XPS. The inelastic scattering appears

due to interaction of the intermediate state core-hole exciton with the valence electrons.

When an electron is promoted to a higher lying energy level and a core hole is left behind,
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electrons from the valence band tend to screen it. This can lead to the formation of an

exciton, that is left in the system after the radiative decay of the initially excited electron.
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Chapter 3

Experimental techniques

This chapter provides the information on the experimental techniques and setups, used to

perform the research on bio-inorganic transition metal complexes. First section highlights

the equipment, used to perform optical Raman scattering experiments. Second and third

ones focus on the instrumentation at the large-scale facilities PETRA III and FLASH.

The fourth section gives the information about the equipment, used to collect the XPS

data.

3.1 Optical Raman spectroscopy

The measurements of the inelastic light scattering in the UV-Near Infrared wavelengths

range were performed in the Optics laboratory in the Center for Free-Electron Laser

science. A general overview of the experimental setup for the inelastic light scattering

experiments is shown in fig. 3.1. As a light source, two mode-locked Tsunami laser

systems from Spectra Physics, equipped with frequency doubling/tripling units are used.

They are capable of providing emission wavelength in the range 240 nm (3ω) – 1060 nm

(fundamental) [42]. A small fraction of the output of each laser is coupled into a au-

tocorrelation unit, in order to measure the pulse duration. The laser light is further

coupled to a spatial filter and then focused on the sample. The spatial filter consists of

two lenses and a pinhole in the point, where foci of both lenses overlap. It allows to cut

unwanted spatial frequencies and expand the laser beam in order to achieve the smallest

possible focus spot on the sample. The pinhole sizes used in the experiments are 25 μm,

50 μm and 100 μm, depending on the type of measurement. The focal distances of lenses

are 20 mm and 150 mm. Both lenses and the pinhole are mounted on independent XYZ

translation stages in order to align the beam parallel to the optical axis of the entrance

objective of the Raman spectrometer. After the spatial filter, the light is incident on the

two flat mirrors guiding it to the first on-axis parabolic mirror of the entrance objective,

that was used for both focusing and collecting light from the sample. The collected light
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was analysed by a custom designed McPherson UT-3 Raman spectrometer with a liquid

nitrogen cooled CCD camera [43]. The ratio of the focal distance of the first parabolic

mirror Fparabola to the focal distance of the second lens of the spatial filter Flens gives the

magnification ratio with which the pinhole of the spatial filter is reimaged on the sample:

k =
Fparabola
Flens

=
25

15
≈ 1.67 (3.1)

This ratio allows to estimate the size of the focal spot on the sample and the incident

power density.
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beam splitter
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LTC

AC

ACdelay line

pin hole

Figure 3.1: Optical scheme of coupling the light from the Tsunami laser to the sam-

ple. The shown scheme can be used for pump-probe experiments. Radiation from the

Tsunami laser can optionally be doubled/tripled in frequency and afterwards attenuated

to the desired power level. After the attenuation by a gray filter, a telescope with an

intermediate pinhole expands the beam and then both beams are mixed by a beamsplit-

ter and directed onto the mirror of the entrance objective, that focuses the light on the

sample. The figure is taken from [44].

For the pump-probe measurements either a pair formed out of ω/2ω/3ω beams of one
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laser, or a combination of the outputs of both Tsunamis can be used. In the second case,

lock-to-clock unit must be used to synchronize the repetition rates of both lasers. The

delay between the pump and the probe laser pulses is controlled by a motorized delay line

unit. The calibration of the delay is performed by measuring the difference between the

arrival times of both pulses at the sample position. For this purpose, a custom UPD-30

avalanche photodiode from ALPHALAS is used. The plot of the delay between pulses

as a function of the delay line position is fitted with a line function. The slope of the

line fit, that must be equal to twice the speed of light, can be used as a criterion of the

validity of the calibration.

3.1.1 Tsunami laser system

Tsunami from Spectra physics is a pulsed solid state laser, based on a Titanium-doped

sapphire crystal [42]. The emission wavelength can be tuned within 690-1080 nm. This

wavelength range is spilt into 5 overlapping regions in order to achieve a stable perfor-

mance with a high output. These regions are:

• Standard : 720-850 nm

• Long : 840-1000 nm

• Extra: long: 970-1080 nm

• Blue: 690-790 nm

• Mid-range: 780-900 nm

For each of these regions corresponding set of mirrors is provided. The lasers in the optics

lab are equipped with the Standard and Long mirror sets, allowing asymmetric operation

and broad range of wavelengths achievable without a need to exchange the mirror sets.

Typical output power is within the range from 1.3 W to 1.7 W, depending on the emission

wavelength. The pulse duration is 2-4 ps [42]. This provides good compromise between

the time resolution and the spectral width of the pulse. Because of the high absorption of

the active medium in the blue and green, pumping is performed by the green CW diode

laser running at 532 nm.

The repetition rate of the laser is defined by the optical length of the cavity, for Tsunami

laser system it equals to 80 MHz. Active mode-locking is performed by the acousto-optical

modulator (AOM). AOM is controlled by a feedback signal from the fast photoiode, lo-

cated inside the cavity and modulates losses inside the cavity with half the repetition

rate frequency. For the ps option of the Tsunami laser, group velocity dispersion com-

pensation is performed by a Gires-Tournois Interferometer (GTI), that is similar to a

Fabri-Perot Interferometer apart from the fact that one side of GTI has reflectivity close
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Table 3.1: Available wavelengths for the fundamental (ω) and its second (2ω) and the

third (3ω) harmonics for each Tsunami laser.

Frequency Tsunami1 Tsunami2

ω 720-850 nm 840-1000 nm

2 ω 360-425 nm 420-500 nm

3 ω 240-283 nm 280-330 nm

to 1. The GTI is installed instead of the high reflector in the cavity and can provide a

large and linear negative group velocity dispersion in a narrow wavelength range. The

wavelength selection of the Tsunami is done with a birefringent filter. This filter changes

the linear polarization of the incident light to elliptical, and only for a certain wavelength

there is a 180◦ phase shift, and the wave will preserve its linear polarization and will not

suffer additional losses in the cavity upon reflections from the Brewster surfaces.

In order to synchronize both Tsunami lasers for the pump-probe experiments, one of the

lasers is equipped with a piezo-electric mirror that is controlled by the lock-to-clock unit

and is used to adjust the repetition rate of the slave laser to the frequency of the master.

Lock-to-clock allows to get repetition rates of both lasers to be equal with a precision of

about 100 Hz.

Each laser is followed by a harmonic generation unit, that allows to generate 2ω beam by

doubling the fundamental frequency, or 3ω by mixing the fundamental and the frequency

doubled beams [45]. Typical output of the 2ω beam is up to 200 mW, and up to 100 mW

for 3ω.

3.1.2 UT3 Spectrometer

Light, scattered from the sample, is collected and analyzed by a custom produced fully

reflective Raman spectrometer with a Cassegrain-type entrance objective [43]. The design

of the spectrometer and the entrance objective utilizes on and off-axis parabolic mirrors,

as well as spherical and elliptical ones, in order to ensure aberration-free imaging on the

optical axis with high stray-light rejection and signal to noise ratio (fig. 3.2).

The entrance objective consists of four on-axis parabolic mirrors, with a total magnifi-

cation of 5.8. The M1 mirror collects and collimates the scattered light and directs it

onto the mirror M2. M2 creates the intermediate focus and illuminates mirror M3, that

collimates the light and creates a section for installation of the analyser crystal. Mirror

M4 further focuses light onto the entrance slit of the spectrometer. The focusing of light

on the sample is performed by the M1 mirror, that ensures wavelength-independent focus
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position. Direct reflection from the sample is blocked with a beam block.

The UT3 Raman spectrometer consists of the premonochromator and the spectrograph

stage. The premonochromator is formed by the Mono1, the relay stage and the Mono2.

Mono1 disperses the light onto the slit plane of the relay stage, which is then further

re-imaged onto its exit slit. After relay stage, dispersed light is collapsed by the Mono2

into one beam, focused on the entrance slit of the Mono3. Mono2 is a mirrored copy

of the Mono1 and is subtractively coupled to it. Such a geometry implies that the pre-

monochromator acts like a bandpass filter, that efficiently cuts all wavelengths, except

those in the region of interest. Both the Mono1 and the Mono2 as well as the relay stage

use off-axis parabolic mirrors to create the aberration-free focus spots, which along with

the relay stage offers strong rejection of the stray light. Mono3 consists of one elliptical,

one spherical mirror and a diffraction grating. The elliptical mirror focuses the light after

the diffraction grating on the liquid Nitrogen cooled CCD chip.

The spectrometer is equipped with revolving grating mounts and can operate in the wave-

length range 165-1000 nm. Depending on the wavelength range either a set of visible or

UV gratings must be used.
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Figure 3.2: Optical scheme of the UT-3 triple stage Raman spectrometer together with

the entrance optics. The first and the second monochromator together with the relay stage

can be used either in subtractive or additive mode. In the subtractive mode they act like

a premonochromator for the Mono3, effectively cutting the desired energy range from the

spectrum of light, emitted from the sample. Mono 3 always acts as a spectrograph stage.

The figure is taken from [43].
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3.1.3 Calibration

The calibration of the spectrometer is performed in two steps. Because of the bandpass-

like action of the premonochromator, the entire working range of the spectrometer is

split into a continuous set of regions, called windows, and it is important that both

monochromators are fully subtractively coupled in each window. In order to make sure

that this is the case, the central wavelength of the window is coarsely defined by observing

that the scattered laser beam is passing through all spectrometer stages. Afterwards,

with the help of a whitelight source with a continuous emission spectrum, positions of

the gratings in Mono1 and Mono2 are optimized until almost flat distribution of intensity

on the CCD chip for the current window is obtained. This means that all wavelength

within the window are transmitted with the same transmission coefficient. After the

window has been defined, gratings in Mono1 and Mono2 are rotated for the same angle

and this change is followed by the grating in the Mono3. In this way a continuous set of

windows for all operation wavelengths is defined.

A precise calibration of the CCD pixel versus wavelength is performed with the help of He,

Ne, Xe and crypton high-precision calibration lamps. The dispersion of the spectrometer

within each window is fitted with a linear function:

λ = a ∗ px+ b (3.2)

where, px is the pixel position on the CCD chip, λ is the actual photon wavelength in

nanometers and a, b are the fitting coefficients.

In order to get the real cross-section values for a certain Raman mode as a function of the

excitation wavelength, the spectral sensitivity of the spectrometer has to be measured.

The readout of each pixel of the spectrometer is related to the real intensity values of the

emitted light through the following relation:

Imeasured(λ) = Irealλ (λ)S(λ)∆λ(λ) (3.3)

where, λ is a central wavelength of the given pixel, Irealλ are the real values of the intensity

of the emitted light, S(λ) is a wavelength and polarization-dependent sensitivity factor

that reflects response of the spectrometer to photons of a given energy and ∆λ is the

spectral width of the pixel. The sensitivity factor S(λ) was extracted by measuring the

spectra of the broadband whitelight source with the calibrated emission spectrum. This

yields the final formula for the normalization of the Raman spectra:

Irealλ (λ) =
Imeasured(λ)Irealλ, lamp(λ)

Imeasured, lamp(λ)
(3.4)

with Irealλ, lamp(λ) being a spectral density of the light emitted from the calibration source

and Imeasured, lamp(λ) being the measured values of the intensity of the calibration source
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by the spectrometer. If spectral density in frequency coordinates is needed, then the

following relation has to be used:

Iν(ν)dν = Iλ(λ)dλ (3.5)

3.2 VUV Raman spectroscopy

Experiments on the inelastic scattering of light were performed at the VUV Raman

spectrometer, permanently installed at the PG1 beamline of the Vacuum Ultraviolet

Free-Electron laser FLASH in Hamburg, Germany. This section describes basic operation

principle of FLASH, the optical layout and the capabilities of the PG1 beamline and the

VUV Raman spectrometer.

3.2.1 Free-Electron laser FLASH

FLASH is a high gain, single pass free electron laser with superconducting cavities. It is

capable of producing ultrashort (10-50 fs) pulses with a fundamental wavelength ranging

from 6.9 to 47 nm and a peak brilliance up to 1030 photons/s/mrad2/mm2/0.1%BW at a

10 Hz repetition rate of a pulse burst [46]. FLASH facility has been recently upgraded,

and now FLASH-2 experimental hall is available for user experiments. Both FLASH-

1 and FLASH-2 share the same accelerator part, but FLASH-2 has its own variable

gap undulator, that allows for easier tuning of the energy of the VUV photons. The

schematic layout of FLASH-1 is shown in fig. 3.3. Electron bunches are generated when

a femtosecond laser pulse from a seeding laser hits the target. The electrons are further

accelerated to relativistic speed in a linear superconducting accelerator. At certain stages

of the accelerator bunches are being longitudinally compressed to reach the peak current

needed for FEL operation. After leaving the accelerator, electrons enter the undulator,

that is a sequence of dipole magnets with alternating polarities, that force electron bunch

to travel in a sine curve. During this motion electrons emit synchrotron radiation, that

travels faster than the electron bunch and modulates charge density in it. This leads to

a formation of micro-bunches within one bunch and to an exponential increase in the

intensity of the emitted photons and their coherence. This process starts from shot noise

and takes place on a single pass through the undulator. It is called a Self-Amplified

Spontaneous Emission (SASE) [47, 48]. After the undulator, electrons are directed to a

electron beam dump by the special magnets. The VUV radiation travels further to the

beamlines.

39



Figure 3.3: Schematic view of the free-electron laser FLASH. The figure is taken from [49].

3.2.2 PG1 beamline

Experiments on the inelastic light scattering put high demands on the bandwidth of the

excitation radiation, since the spectrum of the inelasticly scattered light is convoluted

with the spectrum of the excitation pulse, which can limit the spectral resolution. A

typical bandwidth of FLASH is 0.5-1% of the central photon energy [46]. At Cu M3 edge

this results in a bandwidth of the emitted radiation of 730 meV - far above theoretical

resolution of the VUV Raman spectrometer at this energy of 4 meV. On the other hand,

slitless spectrometer design means, that the resolution can be limited by the source size,

which in our case is the size of the FEL focus spot on the sample. Both these require-

ments: narrow bandwidth of the incident radiation and the small focus size, are fulfilled

by the plane grating monochromator (PG) beamline. An overview of the beamline is

shown in fig. 3.4.

Figure 3.4: Schematic view of the PG beamline of the free-electron laser FLASH. The

VUV Raman spectrometer is installed as a permanent end-station at the PG1 branch.

The figure is taken from [50].

After leaving the undulator, VUV radiation passes through the gas attenuator and is then

deflected by a plane mirror M0. The toroidal mirror M1 collimates the light vertically

and focuses it horizontally. The light is dispersed by a plane grating monochromator

and refocused by a cylindrical SMU mirror onto the plane of the exit slit. The width
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of the slit defines the range of energies of the FEL beam that will pass trough. The

plane mirror M6 directs the FEL beam onto a Kirpatric-Baez (KB) pair of focusing mir-

rors, that create a microfocus inside the experimental chamber of the size of 5x10 μm [50].

3.2.3 VUV Raman spectrometer

The high-resolution double stage VUV Raman spectrometer is a permanent end-station

of the PG1 branch of the plane grating monochromator beamline at FLASH [46, 50, 51].

This instrument has been developed at the University of Hamburg in collaboration with

DESY for inelastic scattering (Raman) experiments in the soft X-ray spectral region

from 20 to 200 eV. The instrument is intended to provide an unprecedented spectral

resolution of 2-15 meV and superior stray light suppression, which allows studies of low

energy quasiparticles in various solid samples. The spectrometer design is based on

a confocal additive arrangement of two high-resolution monochromator stages, shown

in fig. 3.5 [40, 52]. In brief, the sample is located in the sample chamber and emits

under illumination with the FEL radiation elastically and inelastically scattered photons.

Both types of photons are collected by the first monochromator stage. This stage acts

also effectively as an entrance objective that collects a relatively large solid angle and

reduces the stray-light by several orders of magnitude by predispersing the light and

separating the elastic and inelastic contributions. A slit mechanism situated between

the monochromators allows only photons into the second stage that are inelastically

scattered. The second stage is the spectrograph stage that disperses the light further

onto the detector plane, where the spectrum is recorded by an intensified charged coupled

camera (ICCD). Each monochromator chamber, shown in fig. 3.5 as SP1 and SP2 houses

two off-axis parabolic mirrors for light collimation and focusing and a grating bench that

can hold up to 4 optical gratings.The schematic layout of the monochromator is depicted

in fig. 3.5.

The sample S is located in the focal point of the first off-axis parabolic (OAP) mirror M1.

The scattered light is collimated and directed onto the grating unit G1. Note, that in

both monochromator stages the parabolic mirrors deflect the beam perpendicular to the

dispersion plane. Thus, the light is focused along the short axis of the parabola (sagittal

focusing). This reduces the influence of optic slope errors. The maximum acceptance

angle of M1 is 37 x 82.6 mrad (v x h). G1 works in inside order orientation. The vertically

dispersed photons are collected and focused onto the intermediate slit (labelled “MS” in

fig. 3.5.) by the second OAP mirror M2. As said before, the light transmitted through

the intermediate slit is then collected and further dispersed by the second monochromator

stage in a similar fashion. The Raman spectrometer works with a constant included angle

of 162◦, thus the mirror positions are fixed, only the gratings have to be rotated in order
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Figure 3.5: Optical scheme of the VUV Raman spectrometer. M1-M4 off-axis parabolic

mirrors, MS middle slit, B baffle system, S sample, DET detector camera. SP1, SP2

monochromator chambers.

to choose or scan the wavelength. By using the gratings in zeroth order, any wavelength

can be focused. This property is used in the alignment process of the instrument. The

grating unit of the first monochromator stage hosts two diffraction gratings: G1-3 and

G1-4 with a groove density of 576 lines/mm and 1120 lines/mm, covering the spectral

energy range of 35-210 eV,correspondingly. Gratings are switched between each other by

moving them transversely to the beam in horizontal plane (see fig. 3.5). In addition,

a plane mirror is installed and can be used instead of the diffraction grating in case a

higher throughput is needed.

3.3 X-ray absorption spectroscopy

Pump-probe experiments on X-ray absorption spectroscopy were performed at the P11

beamline of the PETRA III (Positron Electron Tandem Ring Accelerator) third gener-

ation synchrotron light source in Hamburg, Germany. PETRA was built in 1976 as an

electron-positron collider. Later on it served as a pre-accelerator for the HERA collider

project. In 2007 PETRA was rebuilt and became worlds most brilliant light source in its

photon energy range.
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3.3.1 PETRA III synchrotron source

PETRA III is a ring accelerator, which means that charged particles (electrons) circulate

inside the ring on a closed orbit. This closed orbit is formed by straight parts and bending

magnets between them, that force the electrons to change the direction of their move-

ment to enter the next straight part. A schematic view of the PETRA III synchrotron

is presented in fig. 3.6. Creation of a bunch takes place in the electron gun, after which

electrons enter the linear accelerator (LINAC). Inside LINAC electrons are accelerated to

a kinetic energy of several hundreds of MeV and are afterwards injected into the booster

ring. Inside the booster ring their energy is further increased to ∼ GeV level and they

can be injected into the main PETRA storage ring, where, depending on the operation

mode of the synchrotron, they circulate up to 8 hours [53].

Electron gun

LINAC

Booster

ring

RF Cavity

Beamline undulatror

m

Figure 3.6: Scheme of the PETRA III third-generation synchrotron. Electron bunches

are generated by the electron gun and preaccelerated by the LINAC and the booster ring.

Synchrotron radiation is generated when the electron bunch passes through the undulator

section.

Each time when the electrons inside the storage ring move with acceleration, the syn-

chrotron radiation (SR) is emitted. Depending on the character of the electrons acceler-

ation and its trajectory, different characteristics of the SR can be obtained, and this is

utilized in the so-called insertion devices (ID). In first generation of synchrotrons, there
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were no insertion devices, and the SR was emitted when electrons were forced to change

their trajectory due to bend magnets. The spectrum of this radiation was broad and

the radiation was emitted in a fairly large solid angle in the plane of the ring, with a

vertical divergence on the order of mec
2/E, where me is the mass of the electron, c is

the speed of light and E is the kinetic energy of the electron. This was considered as a

rather parasitic effect. In second and third generation of synchrotrons, they started to

be used as a source of X-rays, and insertion devices were incorporated into the storage

rings. There are two types of insertion devices: wiggler and undulator. Both of them

consist of pairs of magnets with alternating polarities, stacked after each other with a

gap between them. When an electron travels inside the undulator, alternating magnetic

field forces it to travel in a sine curve, therefore emitting X-ray photons. The difference

between a wiggler and an undulator is in the deflection parameter:

K =
eB0L

2πmec
= 0.934LB0 (3.6)

where e and me are the charge and the mass of the electron, B0 is the strength of the

magnetic field, L is the period of the undulator and c is the speed of light. A insertion

device is called an undulator, when K<<1 and a wiggler, when K>>1. In a wiggler,

deflection of the electron beam is fairly large, compared to the angular divergence of the

emitted X-rays. All emitted X-ray sum incoherently, leading to a broad spectrum with

N times higher intensity, compared to a single bending magnet. Here N is the number

of pairs of magnets in the insertion device. In the undulator, deflection of the electron

orbit is small and all electrons in the bunch emit light coherently, which results in the N2

increase in the intensity of the emitted radiation. The emission spectrum has the energy

width on the order of 1% of the energy of the electron beam.

As can be seen, synchrotrons are pulsed radiation sources by nature. Upon emission

of the SR, the electron looses a part of its energy. This energy loss is compensated by

the radio frequency (RF) cavity of the synchrotron. RF cavity creates an oscillating

electromagnetic field with potential wells that are propagating along the synchrotron

ring and in which electrons can be filled. These packages of electrons are called buckets.

The revolution frequency of an electron, that moves with the speed, almost equal to the

speed of light is defined by the circumference of the storage ring lcircumf , which in case of

PETRA is 2304 m. This results in a revolution frequency of:

frev =
c

lcircumf
≈ 130 kHz (3.7)

With a fundamental frequency of the radio cavity fRF of 500 MHz, total number of the

available buckets is:

N =
fRF
frev

= 3840 (3.8)

A bucket, filled with electrons is called a bunch. PETRA III can operate in 40, 60,

240 and 960 bunch modes. In 40-bunch mode, time between the neighbouring bunches
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is 192 ns [54]. This limits the maximum lifetime of the process, that can be studied

in this bunch mode. In the top-up operation mode of the synchrotron, electrons are

being periodically injected into the storage ring, so that the ring current remains on the

level of 100 mA with 1% precision. This ensures highly stable operation, needed for the

time-resolved experiments.

3.3.2 P11 beamline

The P11 beamline of the PETRA III synchrotron is equipped with a double crystal

monochromator and an advanced KB focusing mirror system, that allows for high energy

resolution and microfocusing properties [55]. The beamline is mostly dedicated to X-ray

crystallography experiments, but due to the flexibility of the focusing optics can also host

pump-probe XAS experiments. A schematic view of the beamline, prepared for the laser

pump and X-ray probe experiment is shown in fig. 3.7.
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Figure 3.7: Schematic view on the P11 beamline of the PETRA III synchrotron. The

synchrotron radiation enters the monochromator which cuts the desired range of energies

from it. Focusing of X-rays is performed by the KB-mirrors. The on-axis microscope is

used to observe the sample and to couple the pump laser beam to it. The signal from the

sample is acquired by the APD1 and the signal from the reference metal foil is acquired

by the APD2. X-ray feedback is used to stabilize the position of the X-ray beam on the

sample. The figure is adapted from [55].

X-ray radiation from the undulator is passing through a liquid nitrogen cooled double

crystal monochromator and is being focused by a first KB mirror system onto the inter-

mediate slit plane. This slit can be used to cut down the size of the intermediate focus

to allow to create a focal spot of a size of 1x1 um at the sample position possible. After

the intermediate slit the second KB mirror system further demagnifies the X-ray spot

size and focuses it on the sample. Between the second KB pair and the sample, there is

45



additional photodiode, used to measure the X-ray flux, and the on-axis microscope that

is used for observation of the pump and probe beams and for focusing of the UV pump

beam on the sample. The on-axis microscope has a drilled hole directly in the center, to

allow X-rays to pass through it without any losses. 90◦ flat mirror couples the light from

the objective onto a lens, that creates an image of the sample on the CCD camera. The

additional beamsplitter (fig. 3.8) is used to couple the light from the pump laser to the

on-axis microscope, which focused it on the sample. This configuration allows to focus

both pump and probe beams on the sample with no angle between them, which simplifies

calulation of the excited state fraction afterwards.

Pump pulses were initially generated by the commercial femtosecond laser system PHAROS

from Light Conversion. PHAROS is a solid-state mode-locked laser based on the Chirped

Pulse amplification (CPA) technique. The active medium is Yb:KGW with a emission

wavelength of 1030 nm. Pump pulses are further frequency tripled by the harmonic gen-

eration unit HIRO, resulting in a wavelength of 343 nm. The maximum output power of

PHAROS is 6 W and 30% efficiency can be reached in 3rd harmonic generation. During

our experiment, CW power of the pump beam was on the order of 50-300 mW on the

sample, depending on the sample and the size of the pump laser focus. The repetition

rate of the pump laser system is 65 kHz and this frequency was synchronized to the PE-

TRA III bunch clock. After the harmonic generation unit, collimated pump laser light

was coupled to the on-axis microscope through the above mentioned beamsplitter and

focused on the sample (fig. 3.8).

The sample was delivered by a liquid jet system. A sapphire flat-jet nozzle was attached

to a motorized XYZ jet tower, which allowed precise control over the position of the

liquid jet. The thickness of the liquid jet, created by the nozzle was 100 μm. The sample

solution was stored in a glass vial and pumped from it by a high-precision peristalctic

pump. In order to avoid clogging of the sapphire nozzle, porous metal filter was attached

to the end of the tube, through which the studied solution was pumped from the glass

vial. In addition, the jet tower was equipped with a Ce:YAG crystal, that could be placed

to the focal spot instead of the sample and allowed visualization of the pump laser and

probe X-ray beams simultaneously on it, to prove their spatial overlap.

Abosorption spectra were measured in a fluorescence yield mode by two avalanche pho-

toiodes (APD’s), installed under 90◦ angle with respect to the X-ray beam. The first

photodiode measures the X-ray fluorescence from the studied solution, while the sec-

ond one collects the signal from the metal foil, located downstream the beam. This

allows making shot-to-shot intensity calibration. The metal foil was always selected to be

Z-1 with respect to the target atom from the solution, which allows to consider energy-

independent X-ray scattering of the metal film, within the range of energies of interest.
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Figure 3.8: Coupling of the X-ray and the pump laser beams on the sample. The micro-

scope objective is used to couple the pump laser beam on the sample and to collect the

light from the sample for online imaging purposes. Microscope objective and the imaging

lens form the image of the liquid jet on the CCD camera. The formed image is magnified

fmicrosope/flens times.

3.3.3 Data acquisition and synchronization

Within the data acquisition and processing scheme there are two main circuits: one for

the collection of the signal from the avalanche photodiodes, and one for the collection of

the data from the PIN diode for the intensity calibration [55]. Within the first circuit,

scattered X-ray photons hit the active area of the APD’s, with a subsequent photoioni-

sation and formation of a electron avalanche. This results in the internal amplification of

the signal by more than two orders of magnitude. After that, the signal, that is directly

proportional to the number of the detected events is collected by the pulse processing unit

(PPU) and guided further into the fast digitizer unit (model ADQ412AC, 12bit, 2/4GS)

from SP devices. The purpose of the fast digitizer is to integrate signals from the APD’s,

that arrive within defined time regions (gates) with respect to the reference signal. As

a reference, signal from the RF cavity of the synchrotron is used. In addition to the

reference signal from the RF cavity, digitizer is connected to the 65 kHz reference signal

from the laser, in order to distinguish the signal from the pumped and unpumped data

channels. The gate delay and the gate width of the digitizer are adjusted so, that the

same bunch is always picked for the signals measurements in the pumped and unpumped
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channels. The gate selection and timing scheme is presented in fig. 3.9.

Figure 3.9: Temporal structure of the pump-probe measurement scheme. The repetition

rate of the laser is half the revolution frequency of the synchrotron. The figure is taken

from [55].

Due to the fact that the repetition rate of the laser is half the revolution frequency of

PETRA III, measurement loop in a 40 bunch mode can be described as follows:

• opening of the gate

arrival of the pump laser pulse

arrival of the X-ray pulse (Pumped)

• closing of the gate

• skipping of the next 39 bunches

• opening of the gate

arrival of the X-ray pulse (Unpumped)

• closing of the gate

• skipping of the next 39 bunches

Measurements of the arrival times of the pump and probe pulses were performed by a fast

photodiode, temporally installed at the sample position. The active area of the photodi-

ode is sensitive to both UV and X-ray photons. The photodiode was connected to a fast

oscilloscope, on which the pump and probe pulses were visualized. The initial temporal
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overlap of both pulses was achieved by adjusting the Pockels cell inside the regenerative

amplifier of the pump laser. The fine tuning was performed by phase shifting electronics.

The gates were selected accordingly. Ideal zero-delay was defined by performing a X-ray

delay scan at a fixed beamline energy. The maximum of the transient signal was consid-

ered to be the zero-delay point. In the second circuit, the current from the PIN diode

was amplified and converted into voltage. This voltage was averaged by a gated analog

to digital converter with the same principle as for the first channel. This signal was used

for the I0 intensity calibration.

3.4 X-ray photoelectron spectroscopy

The X-ray photoelectron spectroscopy measurements were performed at the DESY Nanolab,

University of Hamburg, Hamburg, Germany. The experimental setup is a commercially

available XPS spectrometer from the company SPECS [56, 57]. It consists of two main

components: a light source with the monochromator, and analyzing and detection unit,

that will be further discussed in more detail. All elements work in UHV conditions. This

is needed in order to prevent adhesion of the gas atoms or molecules onto the surface

of the sample and also to prevent scattering of the photoelectrons by the gas molecules,

especially of those with a small kinetic energy.

Detector

Sample

X-ray

source

Energy 

analyzer

Photoelectrons

Figure 3.10: Schematic view on the XPS setup. The sample is irradiated with a monochro-

matic X-ray flux and the kinetic energy of the emitted phototelectrons is analysed.
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Table 3.2: The energy and the width of the Kα X-ray emission lines of Mg and Al

anodes [30].

Transition Energy [eV] FWHM [eV]

Mg Kα 1253.6 0.7

Al Kα 1486.6 0.9

3.4.1 Light source

The most commonly used radiation source in XPS setups, is a twin anode, capable of

emitting Al Kα and Mg Kα lines [30]. The experimental setup descried here is also

equipped with a twin anode source. X-rays are generated when the anode is bombarded

by a high-energy electrons. The electrons are emitted from the electrically heated cath-

ode and are accelerated by a electric field to a energy of several keV before they hit the

anode. At a given electron energy, X-ray flux is proportional to the electron current.

The anode material defines the X-ray transition that will be excited. Al Kα and Mg Kα

transitions have the properties shown in table 3.2.

The energy of the transition defines the maximum energy of the XPS peak in the spec-

trum, that can be measured with particular type of a source. For Al Kα, Mg 1s is the

deepest s-level that can be ionized. In order to get high resolution spectra and avoid

broadening of the XPS peaks due to the width of the excitation line, experimental setup

is equipped with a crystal monochromator. This monochromator allows to cut down the

width of the emitted spectrum and also removes the X-ray satellites and the bremmsstral-

lung. Additionally, the crystal of the monochromator is curved and it provides not only

monochromatization, but also a focusing of the X-rays on the sample.

As the measured inorganic compounds are non-conducting, they would get statically

charged due to photoionization. Static charging would result in a continuous shift of the

XPS peak during the experiment, because additional charge on the surface affects kinetic

energy of the photoelectrons. If the charging is not uniform, XPS peaks can also broaden.

Therefore, charge compensation was performed with an electron gun, that continuously

bombarded the samples surface with low-energy electrons. A series of short survey spec-

tra were recorded in order to select a proper flux of the electron gun and make sure that

no static charging effects are present.

3.4.2 Analyser and detector

As a analyser, hemispherical sector analyser (HSA) was used. It consists of two hemi-

spherical electrodes with some gap between them. Voltage is apllied to these electrodes

in a way, that the outer electrode with the bigger radius is more negative than the inner
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one. If the radii of both electrodes are R1 and R2 and the applied voltage is ∆V , then

only the electrons with kinetic energy E [30]:

E = e∆V (
R1R2

R2
2 −R2

1

) (3.9)

that pass trough the entrance slit of the analyser, tangentially to the electrodes, will

reach the exit slit and hit the detector. Electrons with a smaller kinetic energy will hit

the exit slit plane closer to the inner sphere, electrons with a higher kinetic energy will

hit the exit slit plane closer to the outer sphere. The above equation can be rewritten as

E = ke∆V (3.10)

with k being the spectrometer constant, defined only by the design of the analyser. Energy

scanning is performed by changing the ∆V . If the exit slit of the analyser is replaced by

a radially installed multichannel detector, than simultaneous detection of the electrons of

different kinetic energies at the same ∆V of the analyser is possible. This can decrease

the needed measurement time.

Usually, kinetic energy of the electrons is too high for the analyser, so the electrons have

to be retarded. This is performed by the electron lens, that also serves as a collection and

collimation objective. There are two possible operation modes: constant analyser energy

(CAE) and constant retard ratio (CRR) [30]. The difference between these two modes

is the way the electrons are retarded or accelerated and further analyzed. In the CAE

mode electrons are accelerated or retarded to some user-defined energy. This results in

a constant transmission and absolute value of the resolution in the entire measurement

region. In the CRR mode, the electrons are retarded to a fraction of their kinetic energy.

In this mode the relative resolution ∆E/E remains constant. The transmission in this

mode increases with the increase in the kinetic energy of the electrons. Our experiments

were performed under the CAE mode.
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Chapter 4

Results and discussion

In this section results of the application of the soft- and hard- X-ray as well as the optical

spectroscopy techniques to the bio-inorganic compounds are presented. The studied bio-

inorganic compounds have different organization of the central metal core, surrounded

by various ligand environments, which results in peculiar chemical, electronic and op-

tical properties of these compounds. The compounds Cu(TMGqu)2 and Cu(DMGqu)2

have single copper atom in the center of the molecule and are a subject to the entatic

state concept. Oxygenated form of the [Cu(btmgp)]I and [Cu(TMG2tol)]2 complexes has

two copper atoms in the center and they are a model complexes for the tyrosinase and

hemocyanine metaloproteins, capable of reversible oxygen binding and catalysis of spe-

cial chemical reactions. The iron-based Fe(Pz2Py)2 compound possesses spin crossover

phenomenon upon optical excitation. All these features will be discussed in the following

sections. The chapter begins with the results of the advanced alignment of the VUV Ra-

man spectrometer, aimed on studying quasiparticle excitations in the above mentioned

class of material systems at their L and M absorption edges.

4.1 Alignment of the VUV Raman spectromter

As has already been discussed in section 3.2.3, each spectrometer stage of the VUV

Raman spectrometer works according to the Cherny-Turner optical scheme and enables

aberration-free spectral imaging on the optical axis. The design capacitate to achieve su-

perior resolution and stray light rejection, however requires special care in the alignment

of the instrument. Three different techniques were combined in order to align the optical

components and verify their aligned state. As the main alignment technique optical laser

interferometry was employed. It allows to evaluate the quality of the laser wavefront be-

hind different optical elements of the monochromator with the precision on the order of

the wavelength of light used (here 632 nm). Complementary, wavefront sensing was used

and the results, obtained by the wavefront sensor were cross-checked with the ones from

52



the optical laser interferometry studies. Finally, the alignment quality of the monochro-

mator was validated by employing an off-line X-ray source which has been adapted to

provide soft X-ray photons and by that could be used to perform systematic performance

tests in the energy region of interest and independent of the FEL availability. Prior to

alignment of the VUV Raman spectrometer, which is a large scale setup, a model setup

was built and applicability of the interferometric alignment concept to it was demon-

strated. Additionally, the model setup allowed to define key degrees of freedom of each

optical element, that need to be adjusted, as well as the tolerances of these adjustments.

4.1.1 Verification of the alignment concept with a model setup

In order to demonstrate applicability of the interferometric alignment approach to the

VUV Raman spectrometer and to obtain experience in interpretation of the interference

patterns and corrections of the corresponding aberrations, a model setup was constructed.

The model setup consists of a Laser Unequal Path Interferometer (LUPI), three 90◦ off-

axis parabolic mirrors (OAP) with parental focal distance of 75 mm and two flat optical

mirrors, all mounted on a common optical breadboard. The optical scheme of the test

setup along with a picture of it are presented in fig. 4.1. The SP1 monochromator is

represented by two off-axis parabolic mirrors (OAP 2 and OAP3) and OF between them.

Two OAPs correspond to mirrors M1 and M2 of the SP1 monochromator and OF rep-

resents the blank mirror or the diffraction grating of the SP1 in 0th order. The first

parabolic mirror OAP1 focuses the light in the test arm of LUPI to create a source point

for OAP2.

The alignment of the model setup starts with the LUPI and OAP1. The goal of the first

alignment step is to make optical axes of OAP1 and LUPI test arms collinear, to achieve

aberration free focal spot behind OAP1. For this, beam from LUPI is directed on the

OAP1 and focusing quality is checked by installing a white screen in the focal point of

OAP1. The shape of the focal spot must be improved to the smallest and most circular

one by adjusting pitch, roll or yaw angles of the OAP1. When this is achieved, the screen

is replaced with the OF and residual aberrations are further minimized by judging on the

LUPI interference pattern. At the next step OF must be moved behind OAP2 to provide

backreflection on it. Here, foci of the OAP1 and OAP2 must be overlapped to achieve a

proper collimation of the beam behind OAP2. Finally, OAP3 (M2) is aligned. This step

is essentially the same as step 1, as it requires adjusting the pitch, roll and yaw angles of

the OAP mirror.

Based on experience obtained with the model setup, it was concluded that judging im-

mediately on the interference pattern at step two might be not straightforward, because

strong aberrations might still be present in the system and these aberrations contribute

to the formation of the combined interference pattern, that is hard to interpret. There-
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fore, the alignment of the OAP2 (and M1 in the real setup) must be performed first with

retroreflection cube and only then with high-quality optical flat mirror. The procedure

of the OAP2 alignment was split into three steps: 1) prealignemnt with a retroreflector

cube and imaging lens 2) interferometric alignment with a retroreflector cube 3) final in-

terferometric alignment with OF. In addition, the conclusion was made that for the SP1

monochromator it is more efficient to bring the source point of LUPI to the M1 focus,

instead of moving either mirror M1 or the entire monochromator chamber to the LUPI

source point. Therefore, for the SP1 alignment LUPI was mounted on a common plat-

form with the OAP1, and this platform was installed on a hexapod that allowed precise

control over the position of the source point and its efficient correction. All alignment

steps applied to the SP1 monochromator are described in the following section.

Figure 4.1: Photo of the SP1 model setup. The propagation of the laser beam from the

LUPI interferometer is shown with red arrows

4.1.2 Optical alignment

In this section the procedure and the results of the internal optics alignment of the single

VUV Raman monochromator (SP1) are presented. The optical alignment approach was
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based on using a Laser Unequal Path Interferometer (LUPI) from Space Optics Research

Lab, coupled with a 90◦ off-axis focusing parabolic mirror (FP), to provide a source

point for the VUV Raman monochromator (fig. 4.2). A single mode He-Ne laser with

central wavelength of 635 nm is used to provide the laser beam for the interferometric

alignment procedure. LUPI and FP were mounted as one unit on a common laser bread-

board, installed on a hexapod from Physik Instrumente (PI, model number H-850.H2).

This allowed precise control over the source point position and its fine-tuning. Comple-

mentary, the evaluation of the alignment quality was performed via wavefront-sensing

measurements [58].

LUPI stage

VUV Raman monochromator

Figure 4.2: Optical scheme of the LUPI stage, coupled to the VUV Raman monochro-

mator chamber. The beamspliter splits the beam from the single mode He-Ne laser into

reference and test arms and recombines them again on the CCD. The beam in the test

arm is focused by the FP to create a source point for the M1 mirror of the monochroma-

tor. During different stages of the alignment process, optical flat mirror (OF) has to be

placed at points B, C, or D. An imaging lens can be placed at position A for pre-alignment

purposes. A retroreflector was used at position C

Interferometer preparation

At a first alignment step, the laser beam in the test arm of the LUPI spectrometer

has to be focused to create a source point for the first mirror M1 of the VUV Raman

55



spectrometer. Considering the numerical aperture of the OAP mirror M1 and the need to

fold the laser beam due to space constraints in the FLASH experimental hall, a 90◦ OAP

mirror with parental focal distance of 75 mm was used. The surface quality for the OAP

mirror is λ/4. The mirror is 1 inch in diameter, which corresponds to an f-number of 5.91.

Given the smaller f-number of the focusing parabola, compared to that of M1, means that

the mirror M1 is over illuminated by the FP. Thus, only the central part of the wavefront

with the highest quality, provided by the FP, will illuminate M1 and participate in the

formation of the interference pattern. The FP is placed in a kinematic mount which

allows pitch, roll and yaw adjustments. The alignment was performed according to the

scheme depicted in fig. 4.2. A high quality (λ/20) optical flat mirror (OF) was placed

in the focal point of the FP (position B) and the pairs of degrees of freedom pitch/yaw

of the focusing parabola and tip/tilt of the OF were altered together to achieve parallel

and uniformly distributed fringes in the interferogram.

Alignment of the interferometer to mirror M1

In order to bring the source point of the LUPI close enough to the focus of mirror M1 and

to obtain a visually resolvable interference pattern which then could be further corrected,

a prealignment step is needed [59, 60]. For this purpose, a retroreflector prism (λ/10

quality) was placed behind M1 at a distance of approximately 10 cm (fig. 4.2, point C).

The beam in the reference arm was blocked and an imaging lens was put into the test

arm in front of the CCD camera such that the camera is in the focus of the lens (fig.

4.2, point A). This allowed the observation of the return spot from the test arm, focused

on the CCD (see fig. 4.3). The goal of this pre-alignment step was to achieve the best

possible focusing of the return spot. As a retroreflector always provides back reflection,

only adjustments of the hexapod in X, Y and Z coordinates were needed. The initially

obtained shape of the return spot was a skewed line. Vertical adjustment of the hexapod

(fig.4.3 (a)-(c)) corrected the angle of the line towards the horizontal, thus removing the

XY component of the observed astigmatism. Continuous horizontal adjustment (fig. 4.3

(d)-(f)) allowed focusing of the return beam to the smallest possible round-shaped spot,

meaning that this pre-alignment step is complete. After finishing the pre-alignment, the

retroreflectror was replaced with the high quality optical flat mirror, the imaging lens was

removed and the beam in the reference arm was unblocked, thus revealing an interference

pattern on the CCD chip. Further and therefore more precise alignment is achieved

by adjusting the horizontal/vertical position of the source point followed by a tip/tilt

correction of the OF.

A sequence of interferograms, showing progressive vertical and horizontal alignment is

presented in fig. 4.4. The obtained pattern is cross-like with an additional tilt, indicating

both Y2-X2 and XY astigmatism, according to Zernike theory [61]. Such a pattern appears
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Figure 4.3: Return spot from M1, focused on the CCD chip. (a)-(c) correction of the

vertical error. (d)-(e) shrinking of the line profile into a spot by gradual correction of the

horizontal error.

due to a wrong height and off-axis distance (OAD) of the source point with respect to

mirror M1. The correction of the vertical offset (fig. 4.4 (a)-(c)) results in a gradual

rotation of the ”cross” such that it is symmetric with respect to the center horizontal and

vertical lines. This adjustment removes the XY components of the astigmatic aberration.

As soon as this is achieved, the OAD needs to be corrected. A shift of the source into the

correct direction results in the enlargement of the cross and finally in its transformation

into set of concentric circles (fig. 4.4 (d)-(g)). The next alignment step is adjusting the

source to the correct focal distance. Again, a shift in the correct direction along the M1

optical axis enlarges the circles and increases the period of the interference pattern.

Finally, a uniform intensity distribution (piston) can theoretically be achieved, meaning

that two plane parallel waves interfere. Vibrations in the experimental hall and air

turbulences can obscure the interference pattern and residual aberrations, which makes

further improvements challenging in particular when the source point is very close to

the M1 focus and the observed fringes period is such that not more than 1-2 fringes

are visible. Therefore, after obtaining a piston-like pattern, a tilt was introduced to the

system deliberately. This was achieved by tipping/tilting the reference flat to observe

five to seven horizontal and vertical lines in the pattern, respectively. The goal was to

make them symmetric around the imaginary line that goes through the middle of the

interference pattern, perpendicular to the fringes (fig. 4.5). This would mean that the

reflected wavefront in the reference arm is flat and the source point is in the focus of M1.

First, the reference flat mirror of the LUPI was tilted to obtain vertical lines in the

pattern. The vertical position of the source point was adjusted together with the tip of

the OF to achieve the required symmetry condition (fig. 4.5 (a)-(c)). After that, the

reference flat was adjusted to observe horizontal fringes. OAD of the source point and
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Figure 4.4: Interferograms showing alignment of the LUPI to the M1 mirror. OF was

used to povide backreflection on M1. (a)-(c) progressive vertical alignment leads to the

rotation of the astigmatic
”
cross“ pattern. (d)-(f) good vertical and progressive horizontal

alignment. Some residual vertical misalignemnt becomes visible on image (f).

Figure 4.5: Introduction of the tilt into the system for visualisation of the residual aber-

rations and their consequent correction. (a)-(c) correction of the vertical error. (e)-(f)

correction of the horizontal error. (c) and (f) are the final interference patterns.
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tilt of the OF were optimized to form parallel and straight fringes (fig. 4.5 (e)-(f)). Fig.

4.5(c),(f) show the final optimized patterns. After having aligned the LUPI system to

M1, the optical flat mirror was removed and the spectrometer grating bench was rotated

into a 90◦ configuration perpendicular to the optical axis of M1, in order to provide back-

reflection of the collimated light on M1. This configuration allowed to align all gratings

installed to have identical interference patterns and by that ensuring that the imaging

properties of the spectrometer as well as its resolution will not depend on the grating

that is being used. The obtained interferograms of the installed gratings and the mirror

blank are compared in fig. 4.6.

Figure 4.6: Tilt fringes, showing resulting alignment of the blank mirror (a) and the in-

stalled diffraction gratings (b), (c). The patterns are obtained, by placing the abovemen-

tioned optical elements (diffraction gratings, blank mirror) in the 90-degrees orientation,

to provide backreflection on M1. The identical tilt of the fringes and their equal periods

confirm their proper alignment with respect to each other and to the M1 mirror.

Alignment of the mirror M2

After having aligned the LUPI-M1-gratings systems, the grating bench was returned to

its nominal 0th order diffraction position of 9◦ relative to the optical axis of M1 and

the OF was placed on a high-precision translation stage in the focus of the parabolic

mirror M2 (see fig. 4.2, point D). The interference pattern showed presence of both Y2-

X2 and XY astigmatism contributions. The latter could be corrected by either changing

the pitch of the grating bench or the Yaw angle of the mirror M2. The correction of

the XY astigmatism was achieved by small adjustment of the 0th order angle of the

grating bench by less than 2 mrad. In order to obtain a full quantitative analysis of the

remaining aberrations we switched from interference pattern measurements to wavefront

sensor measurements. A direct measurement of the wavefront eliminates the issue of low

contrast in the interference pattern due to intensity attenuation of the light in the test arm

of the LUPI, compared to its reference arm. The reason for the low intensity is because

of six additional reflections from M1-blank mirror-M2 upon forward and backward light
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propagation, considering that the mirror diamond-like carbon coating is optimized for

VUV photons.

Wavefront measurements were carried out using a Hartmann-Shack wavefront sensor from

Laser-Labratorium Göttingen e.V (LOT). It is sensitive in the wavelength range of 350 nm

— 1100 nm and consists of a 12 mm x 12 mm microlens array in a focal distance of 3.6 mm

to the CCD camera. The lenses are 150 μm x 150 μm in size. The 12 bit CCD camera

has a resolution of 1280 x 1040 pixels with a field of view of 8.25 mm (h) x 6.6 mm (v).

The absolute accuracy at 633 nm is between λ/50 to λ/150, with a relative sensitivity up

to λ/10000.

Figure 4.7: In the upper row measured wavefronts behind the mirror M2 are shown

at the position of the wavefront sensor. The inital wavefront shows dominant presence

of astigmatic contributions (a), wavefront after pitch optimization of M2 (b) and the

final wavefront after alignment of roll and x of M2 (c). The peak-to-valley value for

each wavefront is given in λ and could be reduced to about half of the initial value. The

lower row shows the intensity profiles at the focus position of M2. They were retrieved by

Fresnel back-propagation of the intensity profile measured at the position of the wavefront

sensor. The focus size in x and y direction is given in fwhm for the cross marked positions.

The focus size could significantly be reduced to a round shape of about 25.5 μm each in

x and y direction.
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Table 4.1: Zernike aberrations, corresponding to the wavefronts of fig. 4.7 for λ=633 nm.

Zernike aberrations (a) (b) (c)

Astigmatism Y2-X2 0.237 λ 0.115 λ 0.021 λ

Astigmatism XY 0.079 λ 0.375 λ 0.002 λ

Coma X 0.109 λ 0.071 λ 0.077 λ

Coma Y 0.009 λ 0.032 λ 0.000 λ

Triangular coma 0.051 λ 0.019 λ 0.049 λ

Quadratic astigmatism 0.008 λ 0.038 λ 0.017 λ

Spher. aberration 0.008 λ 0.046 λ 0.016 λ

Figure 4.8: The interference fringes, showing the final alignment of the blank mirror (a)

and diffraction gratings (b), (c). The patterns were obtained after M2 alignment with

OF placed in M2 focus. The identical tilt of the fringes and their equal periods indicate

interference of two plane waves thus confirming proper alignment of the optical elements

with respect to each other as well as to the mirrors M1 and M2.

Wavefronts, showing the alignment procedure of the M2 mirror together with the

focal spots retrieved by Fresnel back-propagation of the measured intensity distribution

are presented in fig. 4.7. The first Zernike aberrations for each wavefront were calculated

using the Arizona-Fringe notation with 37 polynomials and are summarized in table 4.1

(Laser Beam Profiler MrBeam 1997-2017). In the upper row of fig. 4.7 the measured

wavefronts behind the mirror M2 are shown at the position of the wavefront sensor which

was installed approximately 30 cm behind the focus position of M2. In fig. 4.7 (a) the

initial wavefront behind the mirror M2 prior to correction of the 0th order angle of the

grating bench is dominated by the Y2-X2 astigmatic contribution, in agreement with the

interferometric measurements. Optimization of the M2 pitch angle corrects the Y2-X2

component of the astigmatism (fig. 4.7(b)), leaving the XY one. Finally, correction of

roll and x of the M2 mirror eliminates the remaining aberrations and yields to the final

wavefront, shown in fig. 4.7(c). The peak-to-valley value for each wavefront is given in
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λ and could be reduced to about half of the initial value. The size of the focus could

significantly be reduced to a round shape of about 25.5 μm each in x and y direction.

After completion of the M2 alignment, OF was returned to the focus of M2 and gratings

bench was scanned, yielding final interference patterns of the aligned SP1 optical elements

(fig. 4.8) with different gratings of the monochromator chamber, installed in the beam

and confirming proper alignment of the system. The best straightness and parallel nature

of the interference pattern can be obtained for the blank and grating G1-3, whereas G1-4

shows a slightly increased tilting of the interference fringes.

4.1.3 Offline X-ray measurements

After completion of the interferometric alignment with visible photons, the performance

of the spectrometer was characterized in the soft X-ray range utilizing a special X-ray

tube, the so called ”Manson’s source” McPherson Light source, model 642, depicted in fig.

4.9. The source is equipped with a 200 μm pinhole rigidly mounted in front of the photon

emitting anode at the distance of 16 mm (see fig. 4.9). For spectrometer performance

characterization, the photon emission at the L2,3-edges of the Al edge of the Al-Mn anode

was investigated.

Anode

Pinhole 

⌀ 200 m 
SP1

X-ray beam A

X-ray beam B

Filament

Figure 4.9: Schematic drawing of the X-ray source, used in verification of the spectrometer

performance. The pinhole is located 16 mm away from the anodes surface.

The chamber with the X-ray tube was mounted on the hexapod instead of the LUPI

interferometer and the pinhole was brought to the M1 focus. Both, the Manson’s source

pinhole and the LUPI pinhole were fiducialised in advance. The replacement of the LUPI

with Manson’s source was performed under surveying with approx. 300 μm precision. The

wavefront sensor (fig. 4.2) was replaced by an ICCD camera from Princeton Instruments
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(PIXIS-XO 2048B), attached to the spectrometer chamber via the metal bellows and

placed in the nominal focal position. The mounting platform below the ICCD camera

is motorized and allows moving the camera along the optical axis of M2. The entire

system, consisting of the monochromator and the ICCD camera acts like a one-stage

spectrometer. A 3D scan of the source position combined with a longitudinal scan of the

ICCD position was performed with spectrometer in 0th order (imaging mode) to bring the

X-ray source exactly to the M1 focus with an accuracy of 50 μm. An optimized pinhole

image was obtained at the position of the ICCD camera x0=125 mm in our coordinate

system.

The spectrometer performance in the soft X-ray range was tested in terms of imaging

properties in 0th diffraction order, in terms of spectrally resolving properties in 1st and 2nd

diffraction orders as well as simulations were done for a comparison. These verification

steps will be discussed in more detail in the following sections.

Comparison of the SHADOW simulations with X-ray source experiment

Prior to performing the alignment procedure and experimental studies with the Manson’s

source, the first monochromator stage and the source have been extensively studied in

terms of possible effects of optics and source point misalignments via ray tracing using

SHADOW software package [62]. The ray tracing was performed by Siarhei Dziarzhytski

and results of the ray tracing are summarized here. The source for the ray tracing has an

uniform photon energy distribution from 73.1 eV to 61.1 eV to mimic the 12 eV energy

width of the Al L2,3 emission line [63–65], circular shape with radius of 0.3 mm, and a

uniform divergence of 14 mrad in fwhm.

Specifications and slope errors of the optical elements of the first monochromator used

for the ray tracing can be found in [66]. Here, the only difference is that an additional

circular pinhole with 0.1 mm radius is placed at a distance of 550 mm in front of the first

parabolic mirror M1, i.e. in its focus. The source is placed at a distance of 566 mm from

the mirror M1, which corresponds to the actual distance of 16 mm between the anode

surface and the limiting pinhole.

As the spectrometer disperses the collected light in the vertical plane, the vertical source

size and its spectral bandwidth defines the spectral resolution of the spectrometer to a

large extend. The calculated highest spectral resolution of the spectrometer at 73 eV

photon energy presuming a vertical source size of 200 μm is 220 meV for the grating G1-3

(576 l/mm groove density) and 90 meV for G1-4 (1120 l/mm groove density), respectively,

both working in the 1st diffraction order. The resolution of the spectrometer with G1-3

grating in 2nd diffraction order at the same photon energy is 85 meV.

Ray tracing results for the spectrometer imaging properties in 1st diffraction order along

the beam caustic in comparison with experimentally recorded images of the pinhole are
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shown in fig. 4.10. The detector plane has been shifted upstream and downstream by

35 mm relative to the nominal focal position (see fig. 4.10 (a), (b) and (c)). A change

of the slope of the high energy flank (right side) along the caustic is observed in both

simulations and experiment. The line is added as an eye guide in the figures. Such a

change of the flank leads to a decrease of the spectrometer resolution due to smearing

out the sharp L3 rising edge and L2 peak while binning. This criterion was used in the

measurements with the X-ray tube to define the focal position of the SP1 monochromator

unit.

Figure 4.10: Simulated (top row) and measured (middle row) 2D images of the Al L2,3

band as well as projected intensity profiles (bottom) for different longitudinal positions of

the detector: -35 mm from the nominal focus (a), in focus (b) and +35 mm from the focus

(c)). Change of the slope of the high energy flank (right side) along caustic is observed in

both simulations and experiment. The line is added as an eye guide. Energy is increasing

from left to right.

Determination of the focal position

Aberrations lead to the distortion of the image in the 1st order, resulting in a decrease

of the slope of the rising edge of the Al L3 emission peak and smearing out spin-orbit
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coupling, thus providing a good criterion for the position of the focal plane of the spec-

trometer and its resolution. This criterion is especially applicable, because Al L3 edge

has a sharp rising edge near the Fermi energy Ef , which is mostly broadened due to

instrument response function [63–65]. The longitudinal position of the ICCD camera was

scanned within ±35 mm range from the position, where the best 0th order image was

found. The recorded spectral intensity distribution at each detector position was back-

ground corrected and integrated within the region of interest, yielding the Al L2,3 X-ray

fluorescence spectrum (fig. 4.10, bottom, fig. 4.12 (a)). The slope of the rising edge of

Figure 4.11: (a) Formation of the pre-edge feature at 71.8 eV and decrease in the slope of

the rising edge of the Al L2,3 spectrum upon approaching to the CCDX=125 mm position.

(b) Example of the derivative used for the slope analysis (first derivative of the spectrum,

measured with the G1-3 grating in 1st diffraction order at CCDX=125 mm). Red lines

indicate the borders of the range, within which the average value of the derivative and

the error bar are calculated.

each spectrum was calculated as the average of 5 highest values of the 1st derivative of

the measured spectrum in the vicinity of the rising edge (see fig. 4.11(a), (b)). Error bars

were calculated from these 5 points. Slope dependencies for each grating were normalized

to 1. Measurements were performed for grating G1-3 in 1st and 2nd diffraction orders,

mimicking different photon energies, and for G1-4 in 1st diffraction order. The results of

the analysis are presented in fig. 4.12, and are summarized in table 4.2. As one can see,

the maxima for all scans are within the range of 123.2-125.3 mm, whereas the optimum

0th order image was found to be at 125 mm. This confirms that the position of the focal

plane for both gratings does not change within the measurement precision when going

from 0th diffraction order to 73 eV for G1-4 grating and 73 eV and 36.5 eV energies for

G1-3 grating, respectively. This ensures that the spectrum after the first monochromator
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Figure 4.12: Increase in the slope of the rising edge of the Al L2,3 X-ray fluorescence

spectrum for G1-3 grating in 1st order (left), G1-3 in 2nd diffraction order (middle) and

G1-4 in first diffraction order (right) upon approach of the CCD position to 125 mm. Red

line is the fit of the parabolic function to the data.

stage will always be projected onto the fixed intermediate slit plane, most efficiently sup-

pressing the stray light and coupling the desired energy window correctly into the second

monochromator.

Table 4.2: Positions of the maximum of the parabolic fit with 0.9 confidence bounds to

the experimentally measured dependencies of the slope of the rising edge of the Al L2,3

X-ray fluorescence. Optimum 0th order position is at 125.0 mm.

G1-3 1st order G1-3 2nd order G1-4 1st order

123.2±3.2 mm 125.3±3.5 mm 123.9±3 mm

Table 4.3: Comparison of the spectrometer resolution measured with Manson’s source

and calculated in SHADOW.

Grating G1-3 G1-3 G1-4

Photon energy 73 eV 36.5 eV 73 eV

Experiment 239±24 meV 102±10.2 meV 200±20 meV

Theory 220 meV 85 meV 90 meV

A zoom to the rising edge region of the Al L2,3 spectrum, confirming the improvement
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of the resolution and formation of the L2 pre-edge (inset) upon correction of the ICCD

longitudinal position is presented in fig. 4.11(a). Estimated width of the L3 edge as a

measure of the spectrometer resolution recorded with different gratings and diffraction

orders is compared with the theoretical ones obtained in the ray-tracing, are summarized

in table 4.3. It can be seen, that for grating G1-3, both, first and second order resolutions

determined from the experiment match the ray tracing results. Grating G1-4, however,

shows a resolution which is about a factor of two off. This might be connected to a number

of factors indicating a worse quality of G1-4 such as grating inhomogeneities, which are

difficult to address through a ray-traycing simulation. Furthermore , as already discussed,

the interference fringes in fig. 4.8 for grating G1-4 do not show the same quality of the

straightness and are not as parallel to each other as compared to grating G1-3. Together

this can explain in the reduced resolution of grating G1-4.

4.1.4 Conclusions

An advanced alignment concept was applied to the VUV Raman monochromator. Opti-

cal laser interferometry measurements together with wavefront measurements were used

to align the monochromator. Both methods qualitatively and quantitatively verify the

alignment. The aligned state of the instrument was further confirmed in the VUV energy

range by investigating the X-ray fluorescence at the Al L2,3 edge with the help of an off-

line X-ray source compared with SHADOW ray-tracing results. Taking into account that

the investigated effective energy range covers almost the entire working range of grating

G1-3 and the identical interferometric alignment of both gratings, it can be concluded

that the spectrometer performs within its design specifications.
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4.2 Photoinduced structural changes in the

Cu(TMGqu)2 complex

This section focuses on investigation of the electronic and structural properties of the

Cu(TMGqu)2 complex [67], as well as on its characterisitc relaxation timescales. The

oxidation state of the central copper atom can be changed from +1 to +2 via metal

to ligand charge transfer process. This transition is facilitated by the entatic state of

the complex. The experimental data was obtained by performing pump-probe XAS

measurements at the Cu K-edge on the solvated sample. The results shown here are

based on the results already published in [68] as well as on the original data analysis.

Both XANES and EXAFS energy regions of the measured X-ray absorption spectra are

considered in the analysis. The [Cu(TMGqu)2]
+ compound will be referred within this

section as Cu(I) and [Cu(TMGqu)2]
2+ will correspondingly be referred to as Cu(II).

Figure 4.13: Schematic representation of the molecular structure of the Cu(TMGqu)2

complex with the oxidation state of the central copper atom of +1 and +2. Dashed

bonds correspond to the Cu(II) molecule and solid bonds correspond to the Cu(I). The

figure is taken from [11].
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4.2.1 Ground and excited state spectra

X-ray absorption measurements at the Cu K-edge can provide valuable information about

the oxidation state and the geometrical environment around the Cu atom. The availabil-

ity of the ground state Cu(TMGqu)2 compounds with the oxidation state of the Cu atom

of +1 and +2 allows to confirm in a pump-probe experiment that metal-to-ligand charge

transfer takes place and to estimate its dynamics. Normalized XANES spectra for the

ground state (GS) of the Cu(I) and Cu(II) (further referred to as Cu(I)GS and Cu(II)GS

correspondingly) and the optically excited state (ES) of the Cu(I) (further referred to as

Cu(I)ES) are presented in fig. 4.14.
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Figure 4.14: Normalized XANES spectra of the ground state of the Cu(I), Cu(II) and the

optically excited state of the Cu(I) compounds together with the ground state difference

spectrum Cu(II)-Cu(I) and the scaled experimental transient between the laser pumped

(not shown here) and the ground state spectrum of Cu(I). The excitation wavelength is

343 nm. The experimental transient was scaled to best match the difference spectrum.

The spectrum for the excited state is calculated from the ground state spectrum and the

experimental transient according to the equation [69]:

Cu(I)ES = Cu(I)GS +
tr

f
(4.1)

where tr is the transient difference between the pumped and the ground state spectra

and f is the fraction of the optically excited molecules in the pumped spectrum. The

69



value of the excited state fraction f is estimated by scaling the experimental transient

to the theoretical one calculated as a difference between the ground state spectra of the

Cu(II) and Cu(I):

trtheor,100% = Cu(II)GS − Cu(I)GS (4.2)

The theoretical transient spectrum represents the case, where all molecules are switched

from the Cu(I) to the Cu(II) oxidation state and the excited state fraction value is equal

to 1. The quality parameter χ2, that describes discrepancy between the theoretical and

the experimental transients is defined as:

χ2 =
(
trtheor,100% −

tr

f

)2
(4.3)

The dependence of the χ2 parameter, plotted as a function of the excited state fraction

is presented in fig. 4.15. From this dependence we find that the excited state fraction is

∼ 0.1.
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Figure 4.15: Extraction of the excited state fraction, at which the best agreement between

the theoretical 100% transient and a scaled experimental one is obtained. The quality

parameter χ2 is calculated according to the equation 4.3.

As can be seen from fig. 4.14 and fig. 4.15, correct scaling of the experimental transient

makes it almost perfectly equal to the theoretical one, thus confirming a strong structural

and electronic similarity between the Cu(II) and the optically excited Cu(I) complexes.
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The absorption edge for both species is shifted by approximately 2.5 eV towards higher

energies with respect to the ground state Cu(I) spectrum. Both spectra show 8978 eV

peak, which is associated with the 1s→ 3d+ 4p transitions [1], that are partially allowed

due to mixing of the 3d and 4p orbitals. All this confirms the oxidation state of the

central Cu atom being +1 with 3d10 configuration for the Cu(I) reactant and +2 with

3d9 configuration for the Cu(II) and excited Cu(I).

4.2.2 Natoli’s rule

The post-edge region of the spectra in fig. 4.14 shows a blue shift of the first maximum

of the EXAFS oscillations. This is associated with the change in the coordination around

the Cu atom and can provide an insight onto Cu-N bond distances in the ground and

excited states. As discussed in section 2.3, EXAFS oscillations arise when a interference

of the outgoing and back reflected electron waves takes place. The difference in energy

between the maximum of the EXAFS peak and the absorption edge reflects the distance

from the absorber atom to its neighbours from which the photoelectron was back reflected.

A rule that allows to quantify this was proposed by Natoli [70, 71]. According to this

rule, energy difference between the EXAFS peak position Er and the abosrption edge E0

multiplied by the square of the radius of the corresponding coordination shell is constant:

(Er − E0) ∗R2 = const (4.4)

For our case of two compounds Natoli’s rule can be written as:

(Er,Cu(I)GS
− E0,Cu(I)GS

) ∗R2
Cu(I)GS

= (Er,Cu(I)ES
− E0,Cu(I)ES

) ∗R2
Cu(I)ES

(4.5)

For the Cu(I)GS spectrum, Er was defined as the maximum of the resonance peak. For

the Cu(I)ES the maximum of the resonance peak can be defined with a huge uncertainty

and this will affect the estimation of the Cu-N bond length. Therefore, the approach was

to calculate the energy difference ∆E between both resonance peaks and use the relation:

Er,Cu(I)ES
= Er,Cu(I)GS

+ ∆E (4.6)

In order to calculate the energy difference ∆E, a series of the blueshifted Cu(I)GS spectra

with a varying amount of the energy shift were generated and the quality of their spectral

overlap with the Cu(I)ES in the region of the EXAFS resonance peak was estimated. The

quality of the spectral overlap χ2 for each value of the energy shift of the Cu(I)ES spectrum

is calculated as:

χ2 =
(
Cu(I)ES − Cu(I)GS

)2
(4.7)

The results of the application of this procedure are presented in fig. 4.16. The ideal

overlap between both spectra is obtained at ∆E=4 eV and this value was taken for further
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Figure 4.16: (top) Graphical representation of the calculation algorithm used to evaluate

the difference in energy ∆E between the first maxima of the EXAFS oscillations between

the Cu(I)GS and the Cu(I)ES compounds. A series of the blueshifted Cu(I)GS spectra

with a varying amount of the energy shift were generated and the quality of the spectral

overlap between each shifted Cu(I)GS spectrum and the Cu(I)ES spectrum is estimated.

(bottom) Minimum in the dependence of the χ2 parameter that describes discrepancy

between the Cu(I)GS and the Cu(I)ES spectra in the energy region between the dashed

vertical lines from the top figure.

calculations. The edge energies E0,Cu(I)GS
and E0,Cu(I)ES

were taken as the maxima of

the first derivative of the corresponding absorption spectrum.

By applying Natoli’s rule (4.5), we get 1.7% shortening of the Cu-N bond in the excited

state, with an absolute value of the contraction of 0.032 Å if a crystallographic value for

the Cu-N bond length of 2.017 Å for the ground state of Cu(I) is assumed [11]. According

to density functional theory (DFT), HOMO of the ground state Cu(I) complex has an
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anti-bonding character and the excitation of the electron to the π∗ orbital of the quinoline

ligand should increase the Cu-N bond strength and lead to a bond contraction. A more

precise evaluation of the bond length change is done with the EXAFS fitting in the

following section.

Table 4.4: Comparison of the averaged Cu-N bond length in the ground and optically

excited state of the Cu(I) molecule. The ground state bond length is obtained from X-

ray diffraction measurements [11]. The bond length in the excited state is extracted by

applying Natoli’s rule.

E0 [eV] Er [eV] RCu−N [Å]

Cu(I) GS 8982.5 9043.5 2.024

Cu(I) ES 8985.0 9048.0 1.992

4.2.3 EXAFS anaylsis

The EXAFS analysis of the ground state and the optically excited Cu(I) spectra was

performed with the Artemis software [72, 73], that includes the FEFF package [74]. As

an input for the FEFF calculation, crystallographic structures for the Cu(I) and the

Cu(II) species were used. The Artemis fitting model for the ground state Cu(I) includes

all scattering paths with the effective length Reff < 4.9 Å, and the excited Cu(I) model

includes all paths with Reff < 3.4 Å. The scattering paths are grouped according to their

Reff . The first coordination shell includes four nearest N atoms, that coordinate the

central Cu atom. The second coordination shell includes carbon atoms with R < 3.0 Å.

The third shell includes all atoms with 3.0 < R < 4.0 Å. For the ground state Cu(I)

model, a fourth shell is added with paths that have Reff > 4.0 Å. Each shell is assigned

with its own Debye-Waller factor σ and the correction to the shell radius ∆R. Other

parameters, that are common for all paths in the fitting model are the amplitude scaling

factor S0 and the energy shift ∆E. The wavevector range in k-space for the Fourier

transform is set to 2 Å−1 – 8 Å−1. The amount of the independent fitting parameters for

this wavevector range, allowed by the software is limited by nine, which is less than what is

required for the GS Cu(I) model that includes relatively long scattering paths. Therefore,

the amplitude scaling factor for this model was manually assigned with different values

ranging from 0.8 to 1 and in the end was fixed to 1, yielding the best fit result.

The results of the fit are shown in fig. 4.17 and main fitting parameters are summarized in

table 4.5. As can be seen, fits for both species show good agreement to the experimental

data in both k and R space. The pronounced shoulders in the EXAFS function χ(k) for

the GS Cu(I) molecule, located at approximately 4.5 Å−1 and 5.5 Å−1 are reproduced, as
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well as the peaks of the pseudo radial distribution functions for both compounds.
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Figure 4.17: Comparison of the EXAFS fitting results of the ground state of the Cu(I)

molecule (top row) and its optically excited state (bottom row). The fitting is performed

in R-space within the range from 3 Å−1 to 8 Å−1. The figure is adapted from [68].

All values of the structural and non-structural parameters from the EXAFS fitting are in

the physically meaningful range and a good agreement between the Debye-Waller factors

for both species is obtained. The obtained values for the correction of the first coordina-

tion shell radius yield 0.07 Å bond length contraction for the excited state with respect

to the ground state of the Cu(I) complex. The value of the bond length contraction is

in good agreement with the DFT calculation that suggest averaged Cu-N distance con-

traction of 0.085 Å [68]. In addition, general fact that the excited Cu(I) spectrum can be
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fit with the crystallographic structure of the Cu(II) molecule again confirms the MLCT

character of the optically generated Cu(I) excited state.

Table 4.5: Summary of the main structural and non-structural parameters for the EXAFS

fitting of the ground and the optically excited state of the Cu(I) molecule.

S0 ∆E [eV] ∆R1 [Å] σ1 [Å2]

Cu(I) GS 1 6.56 -0.015 0.0063

Cu(I) ES 1 3.73 -0.015 0.0054

It is worth pointing out that the Artemis fitting algorithm does not consider the experi-

mental errorbars for individual data points in the χ(k) spectrum when evaluating the fit

quality parameter χ2. Even if the measurements are performed in a way that the data

quality is the same for all data points, k2 or k3 weighting of the EXAFS function χ(k)

results in the same weighting of the error bars and makes them increase as a quadratic or

cubic function of the wavevector k. This can be seen in fig. 4.17, where the noise in the

region of high k-values is drastically higher compared to the noise in the region of low

k-values. A solution to this would be to modify the fitting algorithm so that it performs

a proper weighting and accounts for the noise of the individual data point.

4.2.4 Relaxation dynamics

The temporal resolution of the time-resolved experiment at the PETRA III synchrotron

is limited by the X-ray pulse duration, which is on the order of 100 ps. This makes only

the relatively long-lived excited states of the Cu(I) molecule accessible at PETRA III.

Therefore, time-dependent X-ray fluorescence data can be used complementary to other

measurement techniques like time-resolved optical fluorescence or pump-probe UV/VIS

spectroscopy to proof and more carefully interpret their results.

The relaxation dynamics of the XAS transient signal has been measured at the energy

of 8984 eV, at which the intensity of the transient signal is the highest. According to

the theoretical predictions by the DFT and to UV/VIS and Infrared (IR) absorption

spectroscopy measurements [68], 343 nm laser excitation of the Cu(I) complex brings it

to a high-energy singlet state, which relaxate through a sequence of intermediate states

to a lower lying triplet 3MLCT state with a quantum yield of about 0.5. The relaxation

to the triplet state takes place within less than 20 ps and this state is directly accessed

by the K-edge XAS. Theory suggests two further decay channels from the triplet state:

first one is the direct relaxation to the singlet ground state S0 and the second one is the

the formation of the solvent exciplex, which subsequently decays to the ground state S0
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with a larger time constant than the 3MLCT state. The above described energy scheme

is presented in fig. 4.18. According to the energy scheme and under the assumption that

τ4a << τ4b, τ5 a decay model for a transient signal can be written as [68]:

tr(t) = a1e
−t/τ4a + a2

τ4a
τ4b

(e−t/τ5 − e−t/τ4a) (4.8)

where τ4a, τ4b and τ5 are the decay components, shown in fig. 4.18, and a1 and a2 are

their amplitudes.

N0

N2

N1

4a

4b

5

Figure 4.18: Schematic representation of the decay channels from the triplet state to the

singlet ground state of the Cu(I) molecule, after the optical pumping into the MLCT

band. N1, N2 and N0 are the populations of the triplet, exciplex and the ground state,

respectively. Either a direct decay from the triplet to the ground state or a decay thorugh

the intermediate exciplex state is possible. The figure is adapted from [68].

The decay model contains five fitting parameters and given the size of the errorbar of the

time-dependent XAS data, equally good fits could be produced for different combinations

of the fitting parameters. Therefore, a decision was made to fix the τ4a component to be

equal to 120 ps, as suggested by the transient UV/VIS and IR absorption measurements.

Further deconvolution was performed using the transient fluorescense data, collected at

510 nm emission, as it essentially describes the same process as XAS, but provides better

signal/noise ratio and guarantees that no radiation damage can be made to the sample

due to low incident laser flux used to excite the fluorescence. The overlap of the transient

XAS and time-resolved fluorescence signals is shown in fig. 4.19 and the decay constants

obtained from the fitting routine are summarized in table 4.6.
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As can be seen, there is a very good agreement between the transient XAS and fluores-

cence data, especially in the range up to 1 ns. For the delay times above 1 ns, transient

XAS shows slightly higher transient values compared to luminescence, which can be as-

signed to radiation damage effects by either intense laser pump beam or the probe X-ray

beam itself.
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Figure 4.19: Time dependencies of the transient signals, obtained from the XAS and

fluorescence measurements. The XAS transient signal was measured at 8984 eV under

laser excitation at 343 nm. The transient fluorescence measurements were performed at

510 nm emission wavelength and under 410 nm excitation. The figure is adapted from [68].

Table 4.6: Summary of the time constants, obtained from the deconvolution of the time-

resolved fluorescence measurements at 510 nm emission wavelength and 410 nm pump

wavelength. The value of the τ4a was set to 120 ps during the fit routine, suggested by

the transient UV/VIS and IR measurements.

τ4a [ps] τ4b [ps] τ5 [ps]

120 1222±40 1876±76
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4.2.5 Conclusions

By using the pump-probe X-ray absorption spectroscopy at the Cu K-edge with opti-

cal pumping at 343 nm, we successfully confirmed presence of the metal-to-ligand charge

transfer transition with subsequent change in the oxidation state of the copper atom from

+1 to +2. By comparison of the experimental and theoretical transient signals it was

shown that the optically excited state of the Cu(I) complex is similar to the ground state

of the Cu(II). Theoretically predicted structural changes around the copper atom after

the optical excitation were confirmed by applying Natoli’s rule and performing a EXAFS

analysis. The obtained value for the shortening of the Cu-N bond of 0.07 Å matches the

theoretically predicted average shortening of this bond of 0.085 Å.

The relaxation dynamics after optical pumping were studied by the decay of the XAS

transient signal and compared to the decay of the optical fluorescence signal. The decon-

volution with the model with three decay components allowed to extract the characteristic

relaxation times for the system that span a range of more than one order of magnitude

from 120 ps to 1876 ps.

78



4.3 Core level electron binding energies of the

Cu(DMEGqu)2 complex

In this section the results on the studies on the Cu(DMEGqu)2 complex, that is struc-

turally very similar to Cu(TMGqu)2 are presented. The Cu(DMEGqu)2 samples in a

from of polycrystalline powder are stable under vacuum conditions and therefore al-

low conducting the X-ray photoelectron spectroscopy measurements. Core level electron

binding energies from the nitrogen atoms of the complex are the important parameter

that may allow to better understand how the charge redistributes within the molecule

upon a change in the oxidation state of the central copper atom. In addition, these

binding energies are needed to support further planned XAS measurements at K-edge

of nitrogen. Within this section the [Cu(DMEGqu)2]
+ will be referred to as Cu(I) and

[Cu(DMEGqu)2]
2+ will be referred to as Cu(II).

The elementary composition of the Cu(I) and Cu(II) powders is validated via the survey

XPS scan in the range of binding energies from 0 to 1200 eV. The survey spectra of both

species are presented in fig. 4.20.
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Figure 4.20: Comparison of the survey XPS spectra of the Cu(I) and Cu(II) powders. Al

Kα line used for the excitation.

The measurements show intense C 1s, Cu 2p and N 1s as well as O 1s photoelectron

peaks, showing dominant presence of carbon, copper, nitrogen and oxygen atoms, in
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accordance with the chemical formula of the complex [31, 67]. The oxygen could have

adhered to the samples surface during the transfer of the sample to the experimental

chamber. After the survey measurement, a more precise measurement of the XPS lines

of copper and nitrogen was conducted.

Cu 2p XPS spectra of both compounds are presented in fig. 4.21. The positions of the

2p1/2 and 2p3/2 lines obtained from the deconvolution of the spectra are given in table

4.7. The individual XPS peak in the deconvolution model is represented by a Gaussian

function:

fG,i(E,Ai, σ, EBi
) =

Ai

σi
√

2π
exp

(
E − EBi

2σ2
i

)
(4.9)

where, Ai and EBi
are the amplitude and the binding energy for the i-th peak and σi

defines its width.
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Figure 4.21: Cu 2p XPS spectra of the Cu(I) and Cu(II) powders. Appearance of the

shake-up satellites as well as the shift of the 2p1/2 and 2p3/2 peaks of the Cu(II) sam-

ple compared to the Cu(I) indicate different oxidation states of the Cu atom in both

compounds.

As can be seen, the Cu(II) spectrum exhibits two main peaks located at the energies of

933.9 eV and 953.9 eV. These peaks emerge due to ionization of the 2p3/2 and 2p1/2 energy

levels of Cu. Each peak is accompanied by a broad satellite feature on the high binding

energy side. The first satellite covers the energy range from approximately 940 eV to

946 eV and the second satellite feature covers the energy range from 960.5 eV to 964.5 eV.
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For the Cu(I) complex, the 2p1/2 and 2p3/2 lines are located at lower binding energies,

confirming lower oxidation state of the central Cu atom in this complex [37]. In addition,

comparison of the Cu(I) and the Cu(II) spectra (fig. 4.21) shows that Cu(I) compound

has Cu(II) inclusion, probably due to oxidation during transfer of the sample to the XPS

spectrometer. Cu(II), in its turn, is more stable in the oxygen environment and is unlikely

to further change its oxidation state to the Cu(III).

Table 4.7: Peak positions of the Cu 2p1/2 and Cu 2p3/2 lines of the Cu(I) and the Cu(II)

samples obtained from the deconvolution of the spectra.

2p3/2 [eV] 2p1/2 [eV]

Cu(I) 930.8 950.6

Cu(II) 933.9 953.9

The FWHM of the Cu 2p photoelectron peaks, obtained from the deconvolution is 1.6 eV

for the Cu(I) complex and 2.4 eV for the Cu(II) complex, also confirming different oxi-

dation states of copper in both complexes. The difference in FWHM can be explained

if a multiplet splitting in the final state after the photionization is considered [33, 34].

Cu(I) has a 3d10 electron configuration in the ground state, which corresponds to the
1S0 spectroscopic term in atomic notation. Upon ionization of the 2p electron, electron

configuration changes to 2p53d10 and two distinct final states of the atom are possible:
2P1/2 and 2P3/2, depending on whether 2p1/2 or 2p3/2 electron level is ionized. The kinetic

energy of the emitted photoelectron equals to the difference in energies of the initial and

final relaxed state of the ion. Under the ”final relaxed state” the following is meant:

immediately after photoionization the state of the system is not the eigenstate of the

Hamiltonian of the newly formed ion. Remaining electrons have to adjust to the new

core potential and collapse towards the core hole. Additional energy, that is released is

imparted to the outgoing photoelectron. The situation is different with the Cu(II) that is

paramagnetic and has incomplete 3d shell with 3d9 electron configuration. Upon photoe-

mission, 2p53d9 configuration is formed and it gives rise to a series of terms of different

multiplicity, depending on the relative alignment of the spins of the core and 3d holes.

These states have different energies, and the energy difference between them (magnitude

of the multiplet splitting) is proportional to the interaction between the magnetic mo-

menta of 2p and 3d electrons. The multiplet splitting is considered to be a reason for the

broadening of the 2p peaks of the Cu(II) atom, compared to the Cu(I) [34].

Another distinct evidence of the presence of unpaired electrons in the valence shell is the

formation of the shake-up satellites. As mentioned above, the rest of the energy that is

released when electrons screen a newly formed core hole, can be imparted to the outgo-

ing photoelectron. Another option is to use this energy to promote one of the valence
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electrons to a higher energy level. Such a transition should obey momentum conservation

rules with ∆L = ∆S = 0, meaning that total angular and spin momenta of the ion should

be conserved [33]. Under the asumption of a weak interaction of the valence electrons

with the core hole, this rule can be relaxed to [33]:

∆LV = ∆SV = 0 (4.10)

where LV and SV correspond to the valence shell only. Applying this rule we see that

there are no transitions that can fulfill it if there are only paired electrons in the valence

shell. For the Cu(II) with 3d9 electronic configuration and t62e
3 ground state in an octa-

hedral ligand field, transitions t62e
3 → t62e

24s could become partially allowed, giving rise

to the shake-up peaks in the XPS spectrum [33].

In order to deconvolute the N 1s XPS spectra of the studied compound, a proper mathe-

matical model is needed, because there are chemically inequivalent nitrogen sites within

the molecule. According to the molecular structure, there are two identical ligands per

each Cu(DMEGqu)2 molecule [67]. Each ligand contains two chemically identical outer

Amine nitrogen atoms (Namine) and two nitrogen atoms (Quinoline and Guanidine),

that coordinate copper atom: Nqui and Ngua. In addition, Cu(II) powder contains ex-

tra solvent molecule CH3CN per each sample molecule. The resulting physical model

for the deconvolution of the nitrogen 1s XPS spectra of the studied compounds con-

sist of three gaussian peaks with intensity ratios 4:2:2 for the Cu(I), reflecting the sto-

ichiometry Namine : Nqui : Ngua. For the Cu(II), the model has an extra peak, repre-

senting the nitrogen atom from the solvent Nsolv. The intensity ratios are 4:2:2:1 for

Namine : Nqui : Ngua : Nsolv. The gaussian function for individual peak is written in

the form of equation (4.9). All gaussian components of a given molecule have the same

FWHM. The presence of the Cu(II) in Cu(I) powder is also taken into account. This is

done by adding the Cu(II)-related peaks to the fit model of the Cu(I) compound with

the intensity ratio, defined from the Cu 2p spectrum. In summary, the deconvolution

procedure consists of the following steps:

• Deconvolution of the Cu 2p3/2 XPS spectrum of the Cu(I) complex (fig. 4.21)

and extraction of the surface areas of the peaks, related to the Cu(I) and Cu(II)

components (S(2p3/2,Cu(I)) and S(2p3/2,Cu(II)) correspondingly). The Cu(II)/Cu(I)

inclusion ratio R in the Cu(I) sample is estimated as S(2p3/2,Cu(II))/S(2p3/2,Cu(I)).

• Deconvolution of the nitrogen 1s XPS spectrum of the Cu(II) complex with a four-

peak model: fCu(II)(E) = fCu(II),amine + fCu(II),qui + fCu(II),gua + fCu(II),solv

• Exclusion of the solvent-related peak from the fit result

f finalCu(II)(E) = fCu(II),amine + fCu(II),qui + fCu(II),gua
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• Deconvolution of the Nitrogen 1s XPS spectrum of the Cu(I) complex with a model

function fCu(I)(E) = fCu(I),amine + fCu(I),qui + fCu(I),gua +Rf finalCu(II)(E)

The value of R is estimated to be 0.36. The deconvoluted spectra of the Cu(I) and Cu(II)

compounds are presented in fig. 4.22. The values for the N 1s binding energies, extracted

from the fit are summarized in table 4.8.
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Figure 4.22: Deconvolution of the N 1s XPS spectra of the Cu(I) and Cu(II) compounds.

The presence of one additional N atom from the solvent molecule per each Cu(II) molecule

and the presence of the admixture of the Cu(II) species in the Cu(I) powder is taken into

account.

As can be seen, fitting suggest that the core line peaks of the outer Namine atoms are

at higher binding energies, compared to the Nqui and Ngua, corresponding to the lower

electron density on Namine. This might seem contradictory, because each Namine donates

three 2p electrons to form a σ-bond with three neighbouring carbon atoms, but its 2s

electron pair does not participate in chemical bonding. On the other hand, Ngua and Nqui

donate not only all their 2p electrons, but also 2s pair to form chemical bonds with neigh-

bouring carbon atoms and the central copper atom. Therefore, a lower electron density

and correspondingly higher binding energies for Nqui and Ngua could be expected. The

fact that the binding energies of Nqui and Ngua are lower compared to the Namine suggests

that the electron density might be attracted from the entire molecule towards the central
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copper atom, leading also to an increase of the electron density on Ngua and Nqui that

coordinate it.

Table 4.8: Comparison of the experimental and theoretical binding energies of 1s electrons

of the Namine, Ngua and Nqui atoms of the Cu(I) and Cu(II) species.

Ngua [eV] Nqui [eV] Namine [eV]

Cu(I) fit 397.2 398.5 398.8

Cu(I) theory 397.1 398.4 398.6

Cu(II) fit 397.5 398.4 399.0

Cu(II) theory 397.6 398.5 399.0

According to the values in table 4.8, when the oxidation state of the central copper atom

changes from +1 to +2, N 1s peaks shift to higher binding energies, indicating a de-

creased electron density on the nitrogen atoms. This can be explained by the attraction

of the charge from the nitrogen atoms towards the copper to provide a better screening

of the more positively charged core. The fit results and values of the binding energies for

the nitrogen atoms are also supported by the theoretical calculations from Uwe Gerst-

mann [75].

As a conclusion, XPS measurements on [Cu(DMEGqu)2]
+ and [Cu(DMEGqu)2]

2+ pow-

ders allowed to validate the elementary composition and to investigate the electronic

properties of these complexes. The width and position of the Cu 2p XPS lines as well

as the presence of broad satellites of these lines confirms the expected oxidation state of

Cu atom in both complexes. With the help of the complex deconvolution routine the

1s electron binding energies of all nitrogen atoms in the complex were extracted. The

obtained results match well to the theoretical calculations and show the distribution of

the electron density on nitrogen atoms and the way it changes, when the oxidation state

of the central copper atom is changed. The N 1s binding energies will be used to support

the planned nitrogen K-edge XAS measurements that can provide more insight onto the

electronic structure of the studied entatic state compounds.
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4.4 Spin crossover phenomenon in Fe(Pz2Py)2

This section presents the measurement results and analysis of the pump-probe X-ray

absorption spectroscopy experiments, performed at the Fe K-edge at the PETRA III

synchrotron on the water solvated Fe(Pz2Py)2 complex. Fe(Pz2Py)2 is expected to be

switchable from low to high spin state via optical excitation. Density Functional Theory

predicts significant elongation of the Fe-N bonds when going to the high-spin state. The

ground state structure is known from crystallography measurements as well as from DFT

calculations and they agree well with each other. The ground state molecular structure

obtained from X-ray diffraction experiment [79] is shown in fig. 4.23. The experimentally

determined excited state structure has not been reported before.

Figure 4.23: Ground state molecular structure of the Fe(Pz2Py)2 complex, obtained from

X-ray diffraction measurements. The central Fe atom is coordinated by two tridentate

ligands Pz2Py.
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4.4.1 Transient signal as a function of laser power

At the beginning of the pump-probe XAS experiment dependence of the XAS transient

signal on the pump laser power was measured. This dependence is presented in fig. 4.24.
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Figure 4.24: Dependence of the intensity of the XAS transient signal, measured at 7124 eV

energy and a delay of 50 ps, as a function of the incident laser power. The red solid line

is a linear fit to the (0,0) point and first three experimental transient values. The dashed

black line is a linear fit to all measured data points. Optical pumping performed at

343 nm.

The laser power was measured with a power meter at the jet position. For each laser

power, X-ray fluorescence signals IPumped and IGS corresponding to the laser ON and the

laser OFF states were measured four times each. Afterwards, X-ray transient was defined

as:

Itr =
IPumped
I0,Pumped

− IGS
I0,GS

(4.11)

where I0,Pumped and I0,GS are the intensities of the incident X-ray beams. The time delay

between the pump and the probe pulse was set to 50 ps, the monochromator was set to

7124 eV where the transient intensity is the highest. As can be seen, the intensity of the

XAS transient signal can not be fitted with a linear function, that starts at (0,0) point.

The line fit to all measured data points (black dashed line on fig. 4.24) intersects the
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horizontal axis at 120 mW or 115 mJ/cm2 correspondingly. There is no clear explanation

of the obtained result, but different contributions to it can be considered. First is that a

part of the photons incident on the jet will be reflected and scattered, not contributing

to the formation of the transient signal and causing a constant offset of the experimental

dependence on fig. 4.24 along the horizontal axis. The magnitude of the offset is defined

by the optical properties and the surface quality of the jet, as well as the geometry, under

which the laser radiation is incident on the jet. However, not more than 10-20% of the

incident laser power should be reflected or scattered. The other possible explanation is an

overestimation of the incident laser power due to the measurement routine. Prior to the

measurement of the transient signal, a power meter was installed at the liquid jet position

and the intensity of the output of the laser was increased step wise. The laser power at the

jet position was recorded at each output power, allowing to set a correspondence between

them. Afterwards, the output power was decreased to the initial value and the liquid jet

was turned on, allowing to record the transient signals at different laser powers. If one of

the mirrors, that guide the pump laser beam to the liquid jet was damaged by the intense

laser beam and lost a part of its reflectivity before the transient signal has been reordered,

then the effective laser power at the jet position was less than expected, and this could

cause an offset of the data on fig. 4.24. The deviation of the transient signal from

the expected linear behavior can also be attributed to either multiphoton absorption

processes or thermal damage effects, that result in the dissociation of the molecule or

partial evaporation of the liquid jet and causing a higher values of the transient signal.

In order to stay in the range where the responce of the transient signal is linear and

multiphoton processes can be excluded, the pump-probe measurements were conducted

at the laser fluence of 200 mJ/cm2.

4.4.2 Data normalization

The initially obtained spectra were normalized to the incident X-ray beam intensity I0,

averaged and rebinned. The rebinning was done so that all data points that are below

7110 eV are averaged in 3 eV windows, points in the region from 7110 eV to 7325 eV are

averaged in 1 eV window and all points, that lie above 7325 eV are averaged again in 3 eV

window. Afterwards, the ground state and the pumped state spectra were normalized

with the Athena software [76]. The normalization procedure consists of the following

steps:

• Determination of the threshold energy E0 as the maximum of the first derivative of

the experimental absorption spectrum µ(E).

• Fitting of a smooth function to the pre-edge and the post-edge regions of the ab-

sorption spectrum.
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• Normalization of the spectrum to the edge step, defined as the difference between

the pre-edge and the post-edge lines at the threshold energy ∆µ(E0). After this

step the absorption coefficient is zero in the pre-edge region and oscillates around

1 in the post-edge region.

• Fitting of a cubic spline function to the absorption spectrum, that represents the

absorption of an isolated atom µ0(E).

• Extraction of the EXAFS oscillation function χ(E) and transfer to the k-space with

a kn weighting factor, where n=1-3.

After the EXAFS function χ(k) has been extracted, the structural analysis can be per-

formed. This can be performed either by a direct fitting of the χ(k) or its Fourier

transformation to the R-space and fitting there. Fourier transformation of the χ(k) is a

powerful tool which allows to represent the data in the form of a pseudo radial distri-

bution function χ(R). Peaks and intensities of χ(R) correspond with some shift to the

average distance from the absorber to the surrounding atoms, their type and quantity.

Backward fourier transformation of the selected region of χ(R) (usually first or first and

second coordination shell peaks) yields contribution to the total EXAFS function from

these coordination shell only.

The above mentioned steps were applied to the ground state and the pumped state spec-

tra and the results are shown in fig. 4.25. Special care was taken to ensure that both

spectra are treated exactly in the same way and no artificial changes will be added to

them during the normalization procedure.

A closer look on the near-edge region of the absorption spectrum (fig. 4.25) shows that

there are four characteristic features of the spectrum located at energies of 7114 eV,

7124 eV, 7130 eV and 7140 eV as well as the EXAFS peak centered at 7178 eV. The pre-

edge feature at 7114 eV is assigned to the dipole-forbidden 1s→ 3d transitions [77].

Indeed, in the octahedral ligand field 3d levels are split into two subsets: 3-fold degen-

erate t2g level with a lowered energy and a 2-fold degenerate eg level with an increased

energy. In the low spin ground state t2g level is fully filled with electrons and eg level

is empty due to the 3d6 electron configuration of the Fe(II) ion. Correspondingly, the

lowest possible bound-bound transition is 1s → 3d(eg) which becomes partially allowed

due to orbital mixing of the Fe 3d orbitals with ligand 2p or Fe 4p orbitals. Three other

features are usually attributed to multiple scattering effects [78] and therefore they should

reflect geometry of the molecule. The transient signal shows that the most prominent

changes are taking place at the energy of 7124 eV, where the second spectral feature is

located. Additionally, the pumped spectrum shows a shift of the first EXAFS peak to-

wards lower energies, which provides a hint that there is an increase in the radius of the

first coordination shell around the Fe atom.
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Figure 4.25: (top) Ground state XAS spectrum of the Fe(Pz2Py)2 compound with the

smooth functions, fitted to the pre-edge and the post-edge regions of the spectrum. The

red curve represents the simulation of the absorption of an isolated atom. (bottom) A

zoom to the XANES region of the ground state and the pumped state spectra of the

Fe(Pz2Py)2 compound together with the scaled experimental transient, calculated as a

difference between the pumped and the ground state spectra.

4.4.3 Ground state EXAFS analysis

EXAFS oscillation function contains important structural and non-structural parameters

of the studied molecule, and the goal of the fitting is to extract these parameters from

experimentally measured data. The fitting is performed by comparison of the experi-

mentally measured EXAFS oscillation function to the theoretical one. The fitting of the

ground state spectrum in the present work is performed with the ARTEMIS software

which is a part of the IFEFFIT package [72, 73] and includes FEFF code [74]. As dis-

cussed in section 2.3, the theoretical EXAFS oscillation function is calculated according
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to the following equation:

χ(k) =
S2
0

k

∑
i

Nie
(−2σ2

i k
2)e(−2Rj/λ(k))Fj(k)

R2
j

sin(2kRj + 2δc + Φ) (4.12)

ARTEMIS software allows convenient parametrization and variation of the structural

parameters of the equation, whereas k-dependent scattering amplitudes Fj(k) and phase

shifts δc are provided by the FEFF calculation and remain constant during the fit. FEFF

software requires some initial molecular structure, from which all scattering path from the

target atom of the molecule are calculated. As an output, FEFF provides a list of single

and multiple scattering paths, ordered according to their effective length. It is then up

to the user to select which scattering paths to include in the fit and how to parametrize

them, as well as to decide which combination of the parameters from the fit is physically

meaningful.

The goal of the ground state fitting is to validate the X-ray diffraction measurements and

to extract the Debye-Waller factors σi, the amplitude scaling factor S0 and the overall

energy shift of the theoretical spectrum ∆E0, that will be further used in the simulation

of the excited state EXAFS function.

As an input for the FEFF calculation, the molecular structure, obtained from crystallog-

raphy measurements was used [79]. All scattering paths with effective length below 4.25 Å

are taken for the fit. They are split in three groups. The first group represents paths

from six coordinating nitrogen atoms, the second group includes all paths with effective

length below 3.3 Å and all other paths with Reff > 3.3 Å are assigned to the third group.

Each group has its own Debye-Waller factor σ and modification of the path length ∆R.

The fitting model has eight parameters in total. The fitting is performed in k-space in the

range from 2 Å−1 to 8 Å−1 with a Hanning-type window. The result of the fit is presented

in fig. 4.26 and the summary of the fitting parameters is presented in table 4.9. As can

be seen, there is a good agreement between the experimental data and the fit, all features

of the experimental spectrum are reproduced, though there is some overestimation of the

amplitude of the oscillations in the region from 2.5 Å−1 to 4.5 Å−1. The amplitude scal-

ing factor matches the values for the other iron-based compounds [80, 81]. In addition,

relatively low values of the structural parameters ∆R1 and ∆R2 indicate that the the

ground state molecular structure obtained from X-ray diffraction experiments matches

well to the structural data, obtained from the EXAFS analysis, only the ∆R3 parameter

seems to be slightly overestimated.

The extracted Debye-Waller factors σi, the amplitude scaling factor S0 and the energy

shift of the theoretical spectrum ∆E0 will be further used in the analysis of the excited

state spectrum.
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Figure 4.26: Fit of the ground state EXAFS function of the Fe(Pz2Py)2 molecule. As a

starting model for the fit, the structure obtained from X-ray diffraction measurements

was used. The yellow box represents the Hanning window that defines the range of the

data within which the quality of the fit is estimated during the fitting routine.

Table 4.9: Structural and non-structural parameters, obtained from the fit of the ground

state spectrum of the Fe(Pz2Py)2 molecule. The scattering paths are calculated for the

X-ray diffraction structure of the compound. All paths with Reff < 4.5 Å−1 were included

in the fitting model. The value for ∆E is given in eV, the values for all ∆R are given in

Å and the values for the Debye-Waller factors are given in Å2.

S0 ∆E ∆R1 σ1 ∆R2 σ2 ∆R3 σ3

0.78 -4.47 -0.014 0.001 -0.029 0.0056 0.051 0.0025

4.4.4 Excited state fraction estimation

In order to reconstruct the XAS spectrum of the excited state, a precise value of the

excited state fraction is needed. For a flat jet, the excited state fraction is given by the

formula [82]:

f =
Nph

csampleV

(
1− exp(−csampleσdjet)

)
(4.13)
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where Nph is the number of photons incident on the jet, V is the volume exposed to laser

radiation, csample is the concentration of the sample, σ is the absorption cross-section at

a given wavelength and djet is the thickness of the jet. The size of the laser spot was

measred by a CCD camera, installed at the jet position. The diameter of the laser focus

is 45 μm and the laser power, incident on the jet is 192 mW.

A deconvoluted optical absorption spectrum of the Fe(Pz2Py)2 compound is presented in

fig. 4.27.
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Figure 4.27: UV-Vis absorption spectrum of the Fe(Pz2Py)2 complex (black) and its

deconvolution with a series of the Gaussian functions. The green dashed line shows the

pump wavelength of 343 nm. The components of the deconvolution that contribute to

the absorption at pump wavelength are marked with blue and red color.

As can be seen, the deconvolution of the spectrum yields three components that contribute

to the absorption at the pump wavelength of 343 nm (marked with blue and red colors

in the figure). The major contribution (blue line) is the tail of the absorption peak,

centered at 320 nm with the value of the absorption of 1550 L mol−1 cm−1. The minor

contribution of 350 L mol−1 cm−1 comes from the components of the deconvolution,

that are marked with red color. If all three components from the deconvolution of the

spectrum are assumed to be coupled to a transition to the high spin state, then the excited

state fraction, according to equation (4.13) is 84%. If only the contribution from the red

peaks is considered, then the excited state fraction is 15%. Taking into account potential
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uncertainties in the estimation of the excited state fraction and in order to exclude effects

of these uncertainties on the definition of the molecular structure in the excited state, a

decision was made to take the excited state fraction as a fitting parameter. The fitting

procedure for the extraction of the excited state molecular structure is presented in the

following section.

4.4.5 Excited state EXAFS analysis

The aim of the analysis is to confirm or disprove whether the Fe(Pz2Py)2 molecule goes

to the high-spin quintet state after the optical excitation, as predicted by the theory. An

alternative option is the triplet state. The molecular structures of both potential states

were calculated by DFT [83]. A summary of the Fe-N bond distances of the first coordina-

tion shell for both spin states and comparison to the ground state X-ray diffraction data

is given in table 4.10. As can be seen, in the ground state all six coordinating nitrogen

Table 4.10: Comparison of the Fe-N distances for the first coordination shell N atoms

of the Fe(Pz2Py)2 molecule for the singlet ground state and for the excited triplet and

quintet states. The ground state data is obtained from X-ray diffraction measurements,

the excited state data is obtained from DFT calculations. Bond lengths are given in Å.

Fe−Npy Fe−Npz,1 Fe−Npz,2

Ground state (X-ray

diffraction)
1.976 1.991 1.984

Triplet (DFT) 2.004 2.128 2.228

Quintet (DFT) 2.203 2.184 2.190

atoms are located approximately 2.0 Å from the Fe atom and the first coordination shell

is therefore fully symmetric. In the quintet state, DFT suggests uniform elongation of

all six Fe-N bonds by approximately 0.2 Å yielding total bond length for the first coordi-

nation shell of 2.2 Å. The situation is different in the triplet state. The theory suggests

that in the triplet state one (symmetric) pair of Fe−Npz bonds will elongate for 0.137 Å,

the second Fe−Npz bond pair will be elongated for 0.244 Å and the Fe−Npy bond pair

will remain almost unchanged. As there are significant differences in the symmetry of

the quintet and triplet states, they must be reflected in the EXAFS functions and can be

used to judge which structure matches better to the experimental data.

Because only approximate value of the excited state fraction is known, it is not possible

to directly reconstruct the excited state spectrum. Therefore, the excited state fraction

is considered to be a fitting parameter. The approach is to calculate theoretical EXAFS

function χtheor(k) for both excited state DFT structures and compare it with possible
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experimental EXAFS functions for different excited state fractions. Additionally, the

spectra are allowed to shift with respect to each other in k-space to account for possible

different value of ∆E0 in the excited state. In general, the fitting routine consists of the

following steps:

• Simulation of the theoretical function χtheor(k) for the DFT quintet and triplet

structure with all non-structural parameters taken from the ground state fit. Export

of this function to a Matlab environment.

• Assignment of a value to the excited state fraction from a range 0.02 to 0.33.

• Calculation of the experimental excited state spectrum for this excited state fraction

according to equation 4.1.

• Extraction of the experimental EXAFS oscillation function χexp(k) from the exper-

imental excited state spectrum

• Generation of a series of shifted EXAFS functions χtheor(k + ∆k) and calculation

of the parameter Q = (χtheor − χexp)2/σexp for each value of ∆k. σexp is the nor-

malized standard deviation calculated for each data point of χexp at a given excited

state fraction. Inclusion of the σexp weighting allows to account for the increased

uncertainty of the χexp at high k-values. The range in k-space for evaluation of the

parameter Q is 2 Å−1 – 6.5 Å−1.

• Return to step 2 where new excited state fraction is assumed

Simulation of the theoretical EXAFS function χtheor(k) was performed with the Artemis

software. As an input, DFT molecular structure for each excited state was used. For the

simulation of the χtheor(k) of the quintet state, all paths with Reff < 4.43 Å were taken,

for the triplet state all paths with Reff < 5 Å were taken. As mentioned before, values

for the Debye-Waller factors, the amplitude scaling factor and the energy shift were taken

from the ground state fit and assigned in the same way as for the ground state fit. The

experimental excited state XAS spectrum was reconstructed according to equation 4.1.

The EXAFS oscillation function χexp(E) was then extracted according to its definition:

χexp(E) = ES(E)− bg(E) (4.14)

where bg(E) is the atomic background. The atomic background was the same as for

the ground state. Afterwards, χexp(E) was transferred to the k-space by the energy-

wavevector relation:

k =
√

2m(E − E0) (4.15)

where m is the mass of the electron and E0 is the edge energy. k2 weighed spectra were

compared.
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The graphical representation of the fitting results is presented in fig. 4.28 and the fitting

parameters, for which the best agreement is found are summarized in table 4.11.

Figure 4.28: Results of the fitting of the theoretical EXAFS functions of the DFT simu-

lated quintet (top) and triplet (bottom) excited states of the Fe(Pz2Py)2 molecule with

the experimental excited state spectra, generated for different excited state fractions and

shifts in the wavevector space.

As can be seen, for each structure there is one global minimum within the studied phase

space. The minima for both structures are located at ∆k = 0.15 Å−1 and the excited

state fraction f=0.055 and f=0.1 for the quintet and triplet states correspondingly. Such

low value of the excited state fraction matches to the assumption made in the previous

section, that only the minor feature extracted from the deconvolution of the absorption

spectrum, that contributes to the absorption at 343 nm results in the transition with spin
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crossover. A comparison of both 2D plots shows, that the minimum for the quintet state

is more defined and localized. Contrary to that, the minimum for the triplet state is

rather shallow and valley-like, extending as a function of the excited state fraction. A

Table 4.11: Fitting parameters, for which the best agreement between the theoretical and

experimental EXAFS functions for the DFT triplet and quintet states is obtained.

Excited state fraction ∆k [Å−1]

Triplet 0.1 0.15

Quintet 0.055 0.15

comparison of the theoretical EXAFS functions of the quintet and triplet state to their

best matching experimental excited state EXAFS function is shown in fig. 4.29. The

best matching experimental EXAFS functions are calculated according to the values in

table 4.11 and equation 4.1. As can be seen, neither of the experimental excited state

EXAFS functions shows a prefect agreement to the theoretical one in the entire k-range.

For both states, feature at 5.2 eV is poorly reproduced. Apart from it, for the quintet

state, the overlap is good in the range from 2 Å−1 to 6 Å−1, excluding the 5.2 eV feature.

For the triplet state, the agreement between the theoretical and experimental EXAFS

functions is worse, compared to the quintet state. There is a clear offset in the positions

of the peaks, located at 4.0 eV and 6.1 eV.

Low excited state fractions, obtained from the fitting mean that when the XAS spectrum

of the excited state is being reconstructed according to equation 4.1, the experimental

transient is divided by a small value and is therefore strongly enhanced. Along with the

transient signal, noise scales also and this noise is being transferred to the excited state

XAS spectrum and inherited by its EXAFS function. This explains the strong noise in

the fits in fig. 4.29. This strong noise smears out features in the experimental EXAFS

function and makes it harder to distinguish between both potential excited states of the

Fe(Pz2Py)2 molecule.

Taking into account more defined minimum in the fit of the quintet state and better

qualitative agreement between the theoretical EXAFS function for this state and its fit,

a conclusion can be made that quintet is a more plausible candidate for the excited state,

however additional measurements are needed in order to confirm this.

96



0 2 4 6 8 10

Wavevector [Å-1 ]

-2

-1

0

1

2
χ

(k
)*

k2

χ
theor

, Quintet

χ
exp

, f=0.055, ∆k=0.15 Å-1

0 2 4 6 8 10

Wavevector [Å-1 ]

-1.5

-1

-0.5

0

0.5

1

χ
(k

)*
k2

χ
theor

, Triplet

χ
exp

, f=0.1, ∆k=0.15 Å-1

Figure 4.29: Comparison of the theoretical EXAFS functions of the DFT quintet (top)

and triplet (bottom) to the best matching experimental excited state EXAFS functions.

The experimental excited state EXAFS functions are calculated according to the values

in table 4.11.

4.4.6 Relaxation dynamics

Relaxation dynamics of the Fe(Pz2Py)2 compound after optical pumping were studied at

a fixed monochromator energy of 7125 eV, at which the intensity of the transient signal

is the highest. As already mentioned, the pumping was performed at a wavelength of

343 nm. The experimental decay curve was fit with a monoexponential decay function,

convoluted with a Gauss error function to account for the width of the X-ray probe pulse
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in time domain. Experimental data along with a fit is presented in fig. 4.30.
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Figure 4.30: Deconvolution of the decay dynamics of the XAS transient signal measured

at the energy of 7125 eV with a monoexponential decay model. Optical pumping of the

sample performed with the 343 nm laser radiation.

The decay constant τ , obtained from the fit is 6.5 ns. Compared to other SCO compounds,

Fe(bpy)3 (τ=0.96 ns), Fe(terpy)2 (τ=5.4 ns) [80,81] such a decay constant is rather slow,

indicating higher potential barrier ∆E between the high-spin and the ground state. This

potential barrier, that needs to be overcome by the molecule in order to relax to the

ground state is visualized in fig. 4.31. As the reaction coordinate for this class of com-

pounds is the Fe-N bond length that always elongates for ∼ 0.2 Å in the quintet high spin

state, the height of the potential barrier ∆E is defined by the curvature of both potential

curves and the energy difference between their minima. We can therefore conclude that

the energetic difference between the minima of the potential curves of the high spin and

the ground state of the Fe(Pz2Py)2 molecule must be lowered, compared to other SCO

complexes, resulting in higher energy barrier and correspondingly lower transition rate

from the high spin to the ground state.
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Figure 4.31: Potential energy scheme that represents relaxation pathway from the high

spin to the ground state. Fe-N bond distance is the reaction coordinate. In order to

transfer to the ground state, the molecule has to overcome energy barrier ∆E.

4.4.7 Alternative fitting model

As an alternative to the fitting approach used in the section 4.4.3 to fit the ground state

spectrum, a new approach is suggested. The new approach is based on the fact, that

not all atoms in the molecule can move freely, the atoms form chemical bonds with each

other and therefore can be parametrized with a reduced number of fitting parameters. The

suggested fitting model accounts for the geometry of the molecule and allows to connect

the displacements of the atoms in higher coordination shells to the displacement of the

atoms in the first coordination shell, if these atoms are considered to be rigidly connected.

Such situation arises when, for example, the central atom is coordinated by atoms, that

are a part of a ring or another robust structure, like for the Fe(Pz2Py)2 molecule, in which

the central atom is coordinated by the nitrogen atoms from the pyridine and pyrazole

rings (fig. 4.23). In addition to the reduction of the number of fitting parameters, the

suggested model automatically ensures that the geometry of the molecule is not distorted

during the fitting process. If the fit suggests that one of the coordinating atoms has to

be shifted towards or away from the absorber, then other atoms that are connected to

this shifted atom will be moved accordingly and the relative distances between them will

be preserved. This is shown in fig. 4.32 where a pyridine ring is shifted as a robust unit

further from the central iron atom.

The fitting procedure for the ground state EXAFS analysis presented here is the same as
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Figure 4.32: Graphical representation of the parametrization of the scattering paths of

the Fe(Pz2Py)2 molecule, if the pyridine ring is shifted as a robust unit from the central

Fe atom.

in the section 4.4.3, with the same FEFF calculation of the scattering paths, only their

parametrization in the Artmeis software is different. An overview of the first twelve paths

provided by FEFF calculation is given in table 4.12. Two fitting models with different

number of considered scattering paths were tested. The first model includes only single

scattering paths 1-4 and the second model includes all paths shown in the table, except

path 10. All these paths have intensity more than 8% relative to the intensity of the most

intense path and an effective path length below 3.3 Å. The first path is 6-fold degenerate

and represents single scattering from the nitrogen atoms that coordinate the central Fe

atom (first coordination shell). Paths 2, 3 and 4 represent single scattering from the

second coordination shell nitrogen and carbon atoms that are a part of the pyridine and

pyrazole rings. Path 6 is the single scattering path from the carbon atom, that bridges

two pyrazole and one pyridine ligand. All shown double scattering paths involve the

first coordination shell nitrogen atoms and either neighbouring second coordination shell

nitrogen or carbon atom.

The model for the parametrization of the scattering paths is explained in fig. 4.32.

The parametrization of the scattering paths is based on the following assumptions:

• Uniform enlargement of the molecule

• Ligands can be treated independently

• Ligands do not rotate around the coordinating atom

• Pyrydine/pyrazole rings are robust

The first assumption is based on DFT calculations. The second point arises from the

fact, that there are only multiple scattering paths that involve atoms from one ligand
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molecule. The assumption that there is no rotation of the pyrydine/pyrazole rings around

the coordinating atom is due to the fact that ligands are bridged by the central C atom

(fig. 4.23). The main structural parameter of the alternative model is the uniform

elongation of the Fe-N bonds of the first coordination shell ∆R1 (fig. 4.32). As the

pyrydine/pyrazole rings are considered to be robust and non-rotating, displacements of

all other atoms of the ligand are entirely defined by ∆R1. The displacements of the

second coordination shell atoms with respect to the first coordination shell ones can be

extracted via the cosine theorem as:

∆R2 =
√

(R1 + ∆R1)2 + b2 − 2b(R1 + ∆R1) ∗ cos(α)−R2 (4.16)

where b is the distance between the second coordination shell atom and the first coor-

dination shell one, R1 and R2 are the distances from the first and second coordination

shell atoms to the absorber atom, ∆R is the elongation of the first coordination shell

bond distance and α is the angle between vectors R1 and R2 (fig. 4.32). For the double

scattering paths the correction to the path length is given by:

∆Rms =
1

2
(∆R1 + ∆R2) (4.17)

Table 4.12: Scattering paths, obtained from the FEFF calculation for the ground state

molecular structure of the Fe(Pz2Py)2 complex. Indices 1 and 2 show to which coordi-

nation shell a certain atom belongs. Atom C3 is the atom that bridges the ligands (fig.

4.23). Reff is given in Å.

No Degen Reff Amp Trajectory

1 6 1.983 100 Fe−N1 − Fe
2 4 2.881 28.8 Fe−N2 − Fe
3 2 2.888 12.8 Fe− C2 − Fe
4 2 2.939 12.29 Fe− C2 − Fe
6 2 3.001 11.71 Fe− C3 − Fe
7 4 3.106 8.49 Fe− C2 −N1 − Fe
8 4 3.109 21.58 Fe− C2 − Fe
9 8 3.120 15.84 Fe−N2 −N1 − Fe
10 4 3.123 3.04 Fe−H − Fe
11 4 3.131 9.59 Fe−N1 − C2 − Fe
12 8 3.217 28.97 Fe−N1 − C2 − Fe

In the alternative model, atoms in the first and second coordination shells are assigned
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with the Debye-Waller factors σ1 and σ2 correspondingly. C atom, that bridges three

ligands is assigned with parameters ∆RC3 and σC2 . The multiple scattering paths have

Debye-Waller factor σ3. In total, the model with the single scattering paths contains

five fitting parameters: S2
0 , ∆E0, ∆R1 and the Debye-Waller factors for the first and

second coordination shells σ1 and σ2 correspondingly. The reduced number of the fitting

parameters allows to reduce the fit range in R-space for this model to 1 Å – 2.5 Å. The

second model that includes more distant atoms and multiple scattering paths has two

additional structural parameters that are ∆RC3 for the bridging carbon atom and σ3

that is assigned to the multiple scattering paths, because there is no good way to connect

the mean-square displacements of the multiple scattering paths with the mean-square

displacements of the separate atoms. The fit range for the second model is 1 Å – 2.9 Å.

The structural and non-structural parameters, obtained from the ground state EXAFS

fitting with both models are summarized in table 4.13 and the fit results are shown in

fig. 4.33.

Table 4.13: Summary of the structural and non-structural parameters, obtained from

the fitting of the ground state EXAFS spectrum of the Fe(Pz2Py)2 molecule with two

models with alternative parametrization of the fitting parameters. The ss model includes

only the single scattering paths from the 6 nearest neighbours and the model ms includes

single and multiple scattering paths with Reff < 3.3 Å. The value of the energy shift ∆E

is given in eV, values for ∆R are given in Å and values for the Debye-Waller factors are

given in Å2.

S2
0 ∆E0 ∆R1 ∆RC3 σ1 σ2 σ3

model ss 0.743 -3.96 -0.0098 0.001 0.003

model ms 0.873 -4.45 -0.0093 -0.15 0.003 0.001 0.01

As can be seen, there is a good agreement between the experimental data and the fit in

both k and R space independent whether the multiple scattering paths are included or

not. Both fits nicely reproduce peaks for the first and second coordination shells of the

pseudo radial distribution function as well as all main features of the EXAFS oscillation

function χ(k). Some high-frequency features of χ(k) are not reproduced because they

require inclusion of longer scattering paths, that can not be paramterized as a function

of ∆R1.

The structural and non-structural parameters, obtained from the new fits are also in good

agreement with those presented in section 4.4.3. The amplitude scaling factor, the energy

shift and ∆R1 are very similar for all three fitting models. The alternative fitting model

with singe scattering paths also has the same value of the Debye-Waller factor σ1 as the
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basic model in section 4.4.3, though this value seems to be slightly underestimated. The

model with the multiple scattering paths has a higher value of σ1 and a relatively small

value for σ2 which is probably being compensated by the fitting routine by a larger value

of σ3.
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Figure 4.33: Results of the ground state fitting of the Fe(Pz2Py)2 molecule with an

alternative parametrization of the scattering paths: k2 weighed EXAFS function (top)

and pseudo radial distribution function (bottom)

Interesting is that the fit suggests extremely large shift of the ∆RC3 towards the iron
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atom. In order to check whether this is related to the alternative way of parametrization,

the basic ground state fitting model in section 4.4.3 was investigated again with one more

fitting parameter ∆RC3 . This parameter was assigned to path 6 instead of ∆R2 in the

same way as in the alternative fitting model. The obtained value of the new parameter

∆RC3 is surprisingly -0.16 Å in agreement with the value from table 4.13. The other fit

parameters and the fit quality itself were little affected, probably due to the relatively

low intensity of this scattering path. This fact confirms that all models show consistent

results and gives a hint that according to the EXFAS analysis and independent on the

fitting model, there is a need to ”pull” the second coordination shell atoms towards the

central atom

4.4.8 Conclusions

A new approach to analyze possible excited state molecular geometries and distinguish

which one is realized, was developed and applied to the Fe(Pz2Py)2 complex. Due to

low excited state fraction it is not possible to make unambiguous statement whether

the excited state of the studied molecule is quintet or triplet, but there are hints that

it is rather quintet, which is also matching with the DFT calculation results. The new

approach can be further used in experiments with higher signal/noise ratio.

The analysis of the XAS decay dynamics, measured at the energy of 7125 eV, yields 6.5 ns

lifetime of the optically excited state of the Fe(Pz2Py)2 molecule. In comparison with

other SCO complexes like Fe(dcpp)2 (0.28 ns) or Fe(bpy)3 (0.96 ns), Fe(Pz2Py)2 has a

relatively long-lived excited state. According to the energy scheme for the class of SCO

complexes, this indicates that the potential barrier for the transition to the ground state

is high, meaning that the energy of the complex in the excited state is lowered and this

state is well-stabilized.

In addition, an alternative approach to parametrization of the EXAFS scattering paths,

that uses constraints based on the geometry of the molecule and the nature of the chemical

bonds was suggested and its applicability to the Fe(Pz2Py)2 molecule was successfully

demonstrated. The method allows to reduce the number of the free fitting parameters and

can be applied when information about the first or the first and the second coordination

shells is needed.
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4.5 Tyrosinase model complexes

In the preceding section results on optical Raman scattering studies on two tyrosinase

model complexes are presented. The presented results are a part of the publications

[84,85]. Like the natural tyrosinase, compounds [Cu(btmgp)]I and [Cu(TMG2tol)]2 form

a peroxo Cu2O2 core in the presence of molecular oxygen and are therefore potential

candidates for catalysis of various oxidation reactions. The oxygenated form of these

compounds decays rapidly under room temperature with a decay rate on the order of

1 s−1. The lifetime of the oxygenated form of the complex can be extended to hours and

days when the sample is cooled down to temperatures below -60◦ C. [5, 86]. Therefore,

a special vacuum cryostate was developed and produced, allowing to reach temperatures

down to -80◦ C inside the sample cuvette and extending the lifetime of the oxygenated

form of the studied complexes to make systematic and time consuming spectroscopic

studies possible.

4.5.1 [Cu(btmgp)]I

The ability of the [Cu(btmgp)]I to bind molecular oxygen has been demonstrated be-

fore [87], however no systematic resonance Raman scattering studies have ever been

reported. With a newly developed cryostate a resonance Raman study of the oxygenated

form of [Cu(btmgp)]I complex was performed (fig. 4.34).

CuCu

O

O

N

N

Figure 4.34: Oxo form of the [Cu(btmgp)]I complex. Two precursor molecules bind a

molecule of oxygen and form Cu2O2 core. Arrows represent symmetric Raman active

vibration of the core. The figure is adapted from [84].
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[Cu(btmgp)]I is a mononuclear copper complex, in which the copper atom is coordinated

by the bidentate (bis(tetramethyl)guanidino)propane ligand (btmgp) and a iodine ion.

Upon oxygenation two precursor molecules bind a molecule of oxygen and a new dinuclear

complex with a rhomb-like Cu2O2 core is formed. Each copper atom of the new molecule

is four-fold coordinated: twice by the nitrogen atoms of the btmgp ligand and twice by

the oxygen atoms. The oxygenation was performed by a supply of 16O2 gas directly into

precursor solution, cooled to -80◦ C. Degassed 99% propionitrile was used as a solvent.
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Figure 4.35: Resonance Raman study of the 16O2 oxygenated [Cu(btmgp)]I compound.

Gray vertical line is a guide to the eye and shows symmetric breathing mode of the Cu2O2

core. Excitation wavelength of each spectrum is shown on the right side. Spectra were

offset along y-axis for convenience. The figure is adapted from [84].

The resonance Raman study was performed at ten different incident laser wavelengths
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in the range from 282.4 nm to 500.2 nm. Stacked Raman spectra, recorded at each wave-

length, normalized to the integration time, incident laser power and the absorption coeffi-

cient are shown in fig. 4.35. A dependence of the intensity of the 596 cm−1 Raman mode

on the incident laser wavelength is shown in fig. 4.36. According to DFT calculation, this

mode is a symmetric breathing mode of the Cu2O2 core of the oxygenated compound [88].

As can be seen from fig. 4.36, there is a distinct resonance behaviour in the UV spectral

region at around 360 nm incident photon wavelength. A closer look shows a double res-

onance structure of the symmetric Cu2O2 vibration. The maxima of the peak intensity

are observed at 358 nm and 370 nm or 3.46 eV and 3.35 eV, correspondingly. Taking into

account the energy of the 596 cm−1 vibrational mode hνvib ≈ 74 meV, a double resonance

can be assigned to the ingoing and the outgoing resonances with 2hνvib ≈ 148 meV (ex-

perimental difference between positions of both maxima is 110 meV).
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Figure 4.36: Dependence of the intensity of the symmetric Raman breathing mode of

the oxygenated form of the [Cu(btmgp)]I complex as a function of the incident photon

energy. The absorption spectrum of the complex and its deconvolution are shown with

light gray and black lines, correspondingly. Blue curve acts as a guide to the eye. The

figure is adapted from [84].

The presence of the resonance in the region 360 nm - 370 nm is additionally supported

by the deconvolution of the absorption spectrum of the compound. The deconvolution

with Lorenzian functions yields two components of the broad maximum of the absorption

spectrum, covering a range from 333 nm to 500 nm. One of the components is centered
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at 370 nm and can therefore represent the electronic transition, to which the 596 cm−1

vibrational mode couples.

4.5.2 [Cu(TMG2tol)]2

[Cu(TMG2tol)]2 complex is another tyrosinase model, potential for catalytic applica-

tions. In contrast to the mononuclear [Cu(btmgp)]I complex, non-oxygenated form of

the [Cu(TMG2tol)]2 compound has a Cu2 core. Each copper atom in this complex is

coordinated by two nitrogen atoms of the ligands. In order to confirm the ability of

this complex to bind molecular oxygen, a Raman study with an isotope exchange was

conducted. For this purpose, a 5 mMol solution of the complex in 99% propionitrile was

prepared in a oxygen- and water-free atmosphere (<0.5 ppm) and subsequently cooled to

-85◦ C in the cryostate, mentioned earlier in this section.

Figure 4.37: Oxygenated form of the [Cu(TMG2tol)]2 complex. A precursor molecule

binds a oxygen molecule with the formation of the Cu2O2 core. The figure is adapted

from [85].

After reaching -85◦ C, the solution was oxygenated with 16O2 gas and Raman spectra

of the oxygenated solution have been recorded. Afterwards, Raman spectra of the non-

oxygenated solution, that was also cooled down to -85◦ C and oxygenated with 18O2 gas

were measured. The results of the measurements are presented in fig. 4.38. As can be

seen, the Raman spectra of the oxygenated form of the [Cu(TMG2tol)]2 are similar to
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those of the [Cu(btmgp)]I complex, supporting the fact, that the Cu2O2 core is formed.

The mode, located 600 cm−1 is assigned by DFT to the symmetric breathing mode of the

Cu2O2, analogous to the [Cu(btmgp)]I. Upon isotope exchange, the vibrational mode,

originally located at 600 cm−1 for the oxygenation with the 16O2 gas, shifts for -27 cm−1

to 572 cm−1 when oxygenated with heavier 18O2 atoms, thus confirming the ability of the

Cu(TMGtol)2 to bind molecular oxygen.
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Figure 4.38: Shift of the 600 cm−1 Raman mode upon oxygenation of the [Cu(TMG2tol)]2

precursor with 18O2 gas compared to 16O2 gas. The figure is adapted from [85].

4.5.3 Conclusions

With the help of Raman scattering technique binding of molecular oxygen by two ty-

rosinase model complexes at low temperatures was successfully confirmed. The obtained

results confirm the assignment of the experimentally measured Raman modes made by

DFT calculation and provide an insight into the coupling between the electronic and

vibrational transitions of the studied molecules.

109



Chapter 5

Summary and perspectives

The present work highlights results on instrumentation, scientific investigations on vari-

ous classes of bio-inorganic transition metal complexes as well as new approaches for the

EXAFS data analysis.

Within the instrumentation part new complex alignment approach was established and

successfully applied to the VUV Raman monochromator. The suggested approach al-

lowed to align and then characterize performance of the monochromator by means of

optical laser interferometry, optical wavefront sensing and off-line X-ray measurements

with actual soft X-ray photons and without using expensive FEL beamtimes. The new

approach will be further used to align the second monochromator of the VUV Raman

spectrometer. After completion of the alignment, the VUV Raman spectrometer will

offer exciting measurement capabilities, combining high resolution and strong stray-light

rejection of the confocal spectrometer design with an intermediate slit. This will allow

studying inelastic excitations in media at the energies of transition metal L and M edges.

A further exciting step will be to upgrade the setup with a femtosecond optical laser

and all corresponding equipment to perform pump-probe experiments and fully utilize

sub-100 femtosecond pulse duration of the free-electron laser FLASH. This will open a

gateway for probing structural and electronic properties of matter at ultrafast time scales.

Within the part of the thesis that focuses on transition-metal complexes, structure and

dynamic properties of various model complexes were characterized. Pump-probe X-ray

absorption spectroscopy was employed to investigate ground and excited state molecu-

lar structures of the entatic state Cu(TMGqu)2 complex and the spin crossover complex

Fe(Pz2Py)2. For the Cu(TMGqu)2 complexes that are available with oxidation state of

the central Cu atom +1 and +2 in the ground state, it was shown from the experimental

XAS transients that the optically excited state of the [Cu(TMGqu)2]
+ is structurally and

electronically similar to the ground state [Cu(TMGqu)2]
2+. The EXAFS analysis of the

ground and the optically excited state of the [Cu(TMGqu)2]
+ showed contraction of the

Cu-N bond by 0.074 Å in the excited state, in agreement with the theoretical predictions.
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In addition to the structure and electronic properties, pump-probe XAS measurements

allowed to extract excited state lifetimes for both [Cu(TMGqu)2]
+ and Fe(Pz2Py)2. For

the Fe(Pz2Py)2 a decay constant for the exited high-spin state of 6.5 ns is reported, which

allows to conclude that excited state structure is better stabilized with a higher potential

barrier between the excited and ground state, compared to some other compounds of this

class.

Electron binding energies of the other entatic-state complex Cu(DMEGqu)2 were char-

acterized by steady-state X-ray photoelectron spectroscopy. The complex is very similar

in structure to the Cu(TMGqu)2 and is also available in two forms that have oxidation

state of the copper atom +1 and +2 in the ground state. Obtained Cu L2,3 binding

energies confirmed the oxidation state of the central cooper atom being +1 or +2 de-

pending on the sample type. In addition, the 1s electron binding energies of the nitrogen

atoms for both [Cu(DMEGqu)2]
+ and [Cu(DMEGqu)2]

2+ species were extracted. The

obtained values match well to the theoretical calculations and allow to make conclusions

on the redistribution of the electron density within the molecule upon the change of the

oxidation state of the central copper atom. The 1s electron binding energies of nitrogen

can be further used to interpret XAS spectra of this complex, measured at the N K-edge.

This will allow to get a deeper insight into to the structure and electronic properties of

the entatic state complexes and characterize them by different techniques and at different

absorption edges.

Two Tyrosinase model complexes [Cu(btmgp)]I and [Cu(TMG2tol)]2 were investigated by

means of optical Raman spectroscopy in their oxygenated form. As the oxygenated form

of these complexes is only stable under temperatures typically below -60◦ C, all measure-

ments were performed in a specially developed cryostate that allows reaching tempera-

tures below -80◦ C inside the air tight cuvette. By analysis of the Raman spectra of the

[Cu(TMG2tol)]2 precursor oxygenated with 16O2 and 18O2 gas it was possible to confirm

binding of the molecular oxygen by it with formation of the Cu2O2(TMG2tol)2 species.

For the 16O2 oxygenated form of the [Cu(btmgp)]I precursor, which is Cu2O2(btmgp)2,

resonance Raman study was performed, yielding a double resonance structure for the

symmetric breathing mode of the Cu2O2 core within the region from 358 nm to 370 nm.

In addition to the experimental results, an alternative approach to parametrization of

the EXAFS scattering paths in the IFEFFIT fitting routine was suggested. The appli-

cability of this method was demonstrated on the ground state EXAFS spectrum of the

Fe(Pz2Py)2 complex. The suggested method uses geometrical constrains that arise from

the molecular structure and allows connecting changes of the second coordination shell

distances to the first coordination shell ones, thus leading to a reduced number of struc-

tural fitting parameters. This reduces mathematical ambiguity of the fit, guarantees that

structure of the parts of the molecule, like pyridine or pyrazole rings is not distorted dur-
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ing the fitting routine and also allows to perform fitting in a narrower range in R-space,

because the number of the free parameters is reduced. The method can be used if parts

of the molecule are considered to be rigid and is not applicable to make parametrization

of higher coordination shells or scattering paths that are more than double. This makes

the method helpful, if information about the local environment around the absorber, like

first or first and second coordination shells is needed.

From the perspectives point of view, applying Light-Induced Excited Spin State Trapping

(LIESST) effect with a newly developed cryostate might be very efficient to collect Raman

spectra of the high-spin state of the Fe(Pz2Py)2 complex. If the sample solution is cooled

down to -80◦ C in a cryostate and is being continuously illuminated with CW radiation

that triggers transition to the HS state, then due to low temperature a significant fraction

of the molecules will be trapped in the high spin state and their Raman scattering spectra

can be collected. The obtained Raman spectra will allow to unambiguously characterize

the symmetry and the structure of the HS state and will potentially allow to distinguish

triplet and quintet HS geometries.
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opportunity to become a part of a very nice and friendly research group and participate in

exciting scientific experiments in various fields of modern physics. His inspiring guidance

and supervision helped me to go through sometimes tough stages of the research process,

making me more confident and self-standing in the field of science. It is a great pleasure

to work with Michael!

I would also like to thank my co-supervisor Arwen Pearson. Her always immediate and

clear feedback and willing to advance my professional development always kept me on

the right way! In addition, I want to appreciate numerous and valuable scientific discus-

sions with Nils Huse and Clemens Ulrich. Many interesting ideas were born during these

discussions and later they became a milestones of my thesis.

It would not have been possible to get exciting experimental results without exciting sam-

ples. I am therefore extremely grateful to Sonja Herres-Pawlis and Alexander Hoffmann

for providing the samples and opening the door to the world of bio-inorganic chemistry!

In addition, not only an exciting sample, but also an excellent experiment is needed. I

would thus like to thank Benjamin Dicke, Maria Naumova, Siarhei Dziarzhytski, Günter
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Synopsis One or two sentences suitable for the Journal contents listing (style: IUCr synopsis).  

Abstract The vacuum-ultraviolet (VUV) double-stage Raman spectrometer is permanently 

installed as an experimental end-station at the PG1 beamline of the soft X-Ray/XUV free-electron 

laser in Hamburg (FLASH). The monochromator stages are designed according to the Czerny-Turner 

optical scheme, adapted for the VUV photon energy range, with optical elements installed at grazing-

incidence angles. Such an optical scheme along with the usage of off-axis parabolic mirrors for light 

collimation and focusing, allows for aberration-free spectral imaging on the optical axis. Combining 

of the two monochromators in additive dispersion mode allows for reaching high resolution and 

superior stray light rejection, but puts high demands on the quality of the optical alignment. In order 

to align the instrument with the highest precision and to quantitatively characterize the instrument 

performance and thus the quality of the alignment, optical laser interferometry, Hartmann-Shack 

wavefront-sensing measurements as well as off-line soft X-ray measurements and extensive optical 

simulations were conducted.  In this paper the concept of the alignment scheme and the procedure of 

the internal optical alignment are presented. Furthermore, we show our results on the imaging quality 

and resolution of the first monochromator stage. 

Keywords: VUV Raman spectrometer, alignment, interferometry, Free-Electron Laser, 
wavefront sensor 
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1. Introduction 

Resonant Inelastic X-Ray Light Scattering (RIXS) is a powerful spectroscopic tool that can be utilized 

to study different types of elementary excitations in, for example, strongly correlated systems like 

manganites or cuprates, or charge transfer processes in bio-inorganic molecules with metal centers 

(Ament et al. 2017; Rusydi et al. 2014). RIXS is a photon-in photon-out process in which the change 

in the energy and momentum of the incident photon during the scattering process is investigated. This 

technique allows studying elementary excitations of matter. The technique is element and orbital 

specific when it is in resonance with an atomic absorption edge by inducing specific orbital transitions 

of the element of interest. At the same time, such a tuning of the incident energy may result in a great 

enhancement of the scattering cross-section due to resonant nature of the scattering process (Kotani 

and Shin 2011). RIXS is a “photon hungry” technique and availability of the tunable high-brilliance 

sources is crucial for an experiment. Moreover, growing interest on dynamics studied via RIXS 

requires short in fs-ps range excitation pulses which nowadays become more available at light sources 

as free-electron lasers. The high-brilliance high repetition rate free-electron laser FLASH is capable of 

providing sub 100-femtosecond pulses with the wavelength in the range from 6.9 to 47nm 

(Ackermann et al. 2007), which covers the range of L-edges of lighter elements or M-edges of the 

heavier ones, such as transition metals. These properties were decisive to build a VUV Raman 

spectrometer as a permanent end-station. 

From the experimental point of view, the successful realization of RIXS experiments puts high 

demands on the instrument, especially when low-energy excitations with typically sub 50 meV 

excitation energies are studied and interaction cross-sections are small. To meet this purpose, a two-

stage double monochromator Raman spectrometer with an intermediate slit was designed (Rusydi et 

al. 2014; Rübhausen et al. 2004). Each spectrometer stage works according to the Czerny-Turner 

optical scheme and enables aberration-free spectral imaging on the optical axis. In order to achieve 

superior resolution and stray light rejection, the design also requires special care in the alignment of 

the instrument. One of the most crucial aspects of the confocal operation mode with an intermediate 

slit is that the position of the intermediate focal plane must remain fixed for all photon energies or 

consequently for all possible angles of the diffraction grating. Therefore, three different techniques 

were combined in order to align the optical components and verify their aligned state. As the main 

alignment technique optical laser interferometry was employed. It allows evaluating the quality of the 

laser wavefront behind different optical elements of the monochromator with the precision on the 

order of the wavelength of light used (here 633 nm). Complementary, wavefront sensing using a 

Hartmann-Shack wavefront sensor (LOT; Schäfer et al. 2006) was used and the results obtained, were 

cross-checked with the ones from the optical laser interferometry studies. Finally, the alignment 

quality of the monochromator was validated by employing an off-line X-ray source, which has been 
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adapted to provide soft X-ray photons. This could be used to perform systematic performance tests in 

the energy region of interest and independent of the FEL availability. 

2. VUV Raman spectrometer overview  

The high-resolution double stage VUV Raman spectrometer is a permanent end-station of the PG1 

branch of the plane grating monochromator beamline at FLASH (Martins et al. 2006; Dziarzhytski et 

al. 2016; Tiedke et al. 2009). This instrument has been developed at the University Hamburg in 

collaboration with DESY for inelastic scattering (Raman) experiments in the soft X-ray spectral 

region from 20 to 200 eV, intended to provide an unprecedented spectral resolution of 2-15 meV and 

superior stray light suppression, which allows studies of low energy quasiparticles in various solid 

samples. The spectrometer design is based on a confocal additive arrangement of two high-resolution 

monochromator stages, shown of Fig.1 (Rusydi et al. 2014, Rübhausen et al. 2004). In brief, the 

sample is located in the sample chamber and emits under illumination with the FEL radiation 

elastically and inelastically scattered photons. Both types of photons are collected by the first 

monochromator stage. This stage acts also effectively as an entrance objective that collects a 

relatively large solid angle and reduces the stray-light by several orders of magnitude by predispersing 

the light separating the elastic from the inelastic contribution. A slit mechanism situated between the 

monochromators allows only photons into the second stage that are inelastically scattered. The second 

stage is the spectrograph stage that disperses the light further onto the detector plane, where the 

spectrum is recorded by an intensified charged coupled camera (ICCD). Each monochromator 

chamber, shown in Fig. 1 as SP1 and SP2 houses two off-axis parabolic mirrors for light collimation 

and focusing and a grating bench that can hold up to 4 optical gratings. The schematic layout of the 

monochromator is depicted in Fig.1.  
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Figure 1 Optical scheme of the VUV Raman spectrometer. M1-M4 off-axis parabolic mirrors, MS 

middle slit, B baffle system, S sample, DET detector camera. SP1, SP2 monochromator chambers. 

The sample S is located in the focal point of the first off-axis parabolic (OAP) mirror M1. The 

scattered light is collimated and directed onto the grating unit G1. Note, that in both monochromator 

stages the parabolic mirrors deflect the beam perpendicular to the dispersion plane. Thus, the light is 

focused along the short axis of the parabola (sagittal focusing), reducing the influence of optic slope 

errors. The maximum acceptance angle of M1 is 37×82.6 mrad (v×h). G1 works in inside order 

orientation. The vertically dispersed photons are collected and focused onto the intermediate slit 

(labelled “MS” in Fig 1.) by the second OAP mirror M2. As mentioned before, the light transmitted 

through the intermediate slit is then collected and further dispersed by the second monochromator 

stage in a similar fashion. The Raman spectrometer works with a constant included angle of 162°, 

thus the mirror positions are fixed, only the gratings have to be rotated in order to choose or scan the 

wavelength, enabling the operation as a double monochromator. By using the gratings in zeroth order, 

any wavelength can be focused. This property is used in the alignment process of the instrument. 

The grating unit G1 of the first monochromator stage hosts two diffraction gratings: G1-3 and G1-4 

with a groove density of 576 lines/mm and 1120 lines/mm, covering the spectral energy range of 36-

144 eV and 70-210 eV, correspondingly. Gratings are switched between each other by moving them 

transversely to the beam in horizontal plane (see Fig.1). In addition, a plane mirror is installed and can 

be used instead of the diffraction grating in case a higher throughput is needed. 
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3. Alignment 

In this section we present the procedure and the results of the internal optical alignment of the single 

VUV Raman monochromator SP1. The optical alignment approach was based on using a Laser 

Unequal Path Interferometer (LUPI) from Space Optics Research Lab, coupled with a 90° off-axis 

focusing parabolic mirror (FP), to provide a source point for the VUV Raman monochromator (see 

Fig. 2). A single mode He-Ne laser with central wavelength of 633 nm is used to provide the laser 

beam for the interferometric alignment. LUPI and FP were mounted as one unit on a common laser 

breadboard, installed on a hexapod from Physik Instrumente (PI, model number H-850.H2). This 

allowed precise control over the source point position and its fine-tuning. Complementary, the 

evaluation of the alignment quality was performed via wavefront-sensing measurements (Keitel et al. 

2016).  

The alignment procedure consists out of four major steps that will be further discussed in the 

following: 

1) Alignment of the FP 

2) Alignment of the LUPI stage with respect to the OAP mirror M1 

3) Alignment of the gratings at unit G1 (one-by-one) 

4) Alignment of the OAP mirror M2 
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Figure 2 Optical scheme of the LUPI stage, coupled to the VUV Raman monochromator chamber. 

The beamspliter (BS) splits the beam from the single mode He-Ne laser into reference and test arms 

and recombines them again on the CCD. The beam in the test arm is focused by the FP to create a 

source point for the M1 mirror of the monochromator. During different stages of the alignment 

process, optical flat mirror (OF) has to be placed at points B, C, and D. An imaging lens can be placed 

at a position A for the pre-alignment purposes. A retroreflector was used at position C as explained in 

section 3.2. 

3.1. Interferometer preparation 

At a first alignment step, the laser beam in the test arm of the LUPI spectrometer has to be focused to 

create a source point for the first mirror M1 of the VUV Raman spectrometer. Considering the 

numerical aperture of the OAP mirror M1 and the need to fold the laser beam due to space constraints 

in the FLASH experimental hall, a 90° OAP mirror with parental focal distance of 75 mm was used. 

The surface quality of this OAP mirror is !/4. The mirror is 1inch in diameter, which corresponds to 

an f-number of 5.91. Given the smaller f-number of the focusing parabola, compared to that of M1, 

means that the mirror M1 is over illuminated by the FP. Thus only the central part of the wavefront 

with the highest quality, provided by the FP, will illuminate M1 and participate in the formation of the 

interference pattern.  The FP is placed in a kinematic mount which allows pitch, roll and yaw 

adjustments. The alignment was performed according to the scheme depicted in Fig.2. A high quality 

(!/20) optical flat mirror (OF) was placed in the focal point of the FP (position B) and the pairs of 

degrees of freedom pitch/yaw of the focusing parabola and tip/tilt of the OF were altered together to 

achieve a parallel and uniformly distributed fringes in the interferogram.  

3.2. Alignment of the interferometer to mirror M1 

In order to bring the source point of the LUPI close enough to the focus of mirror M1 and to obtain a 

visually resolvable interference pattern which then could be further corrected, a prealignment step is 

needed (www.sorl.com; Barkhouser and Raymond 1999). For this purpose, a glass retroreflector 

prism (surface quality !/10) was placed behind M1 at a distance of approximately 10 cm (Fig.2, point 

C). The beam in the reference arm was blocked and an imaging lens was put into the test arm in front 

of the CCD camera such that the camera is in the focus of the lens (Fig.2, point A). This allowed the 

observation of the return spot from the test arm, focused on the CCD (see Fig.3). The goal of this pre-

alignment step was to achieve the best possible focusing of the return spot. As a retroreflector always 

provides backreflection, only adjustments of the hexapod in X, Y and Z coordinates were needed. The 

initially obtained shape of the return spot was a skewed line. Vertical adjustment of the hexapod 

(Fig.3 (a)-(c)) corrected the angle of the line towards the horizontal, thus removing the XY component 

of the observed astigmatism. Continuous horizontal adjustment (Fig.3 (d)-(f)) allowed focusing of the 

return beam to the smallest possible round-shaped spot, meaning that this pre-alignment step is 
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complete. After finishing the pre-alignment, the retroreflectror was replaced with the high quality 

optical flat mirror, the imaging lens was removed and the beam in the reference arm was unblocked, 

thus revealing an interference pattern on the CCD chip. Further and therefore more precise alignment 

is achieved by adjusting the horizontal/vertical position of the source point followed by a tip/tilt 

correction of the OF. 

 

Figure 3 Return spot from M1, focused on the CCD chip. (a)-(c) correction of the vertical error. (d)-

(e) shrinking of the line profile into a spot by gradual correction of the horizontal error. 

A sequence of interferograms, showing progressive vertical and horizontal alignment is presented in 

Fig.4. The obtained pattern is cross-like with an additional tilt, indicating both Y2-X2 and XY 

astigmatism, according to Zernike theory (Born and Wolf 1965). Such a pattern appears due to a 

wrong height and off-axis distance(OAD) of the source point with respect to the mirror M1. The 

correction of the vertical offset (Fig.4 (a)-(c)) results in a gradual rotation of the “cross“ such that it is 

symmetric with respect to the center horizontal and vertical lines. This adjustment removes the XY 

components of the astigmatic aberration. As soon as this is achieved, the OAD needs to be corrected. 

A shift of the source into the correct direction results in the enlargement of the cross and finally in its 

transformation into a set of concentric circles (Fig.4 (d)-(f)). The next alignment step is adjusting the 

source to the correct focal distance. Again, a shift in the correct direction along the M1 optical axis 

enlarges the circles and increases the period of the interference pattern.  
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Figure 4  Interferograms showing the alignment of the LUPI to the M1 mirror. OF was used to 

provide backreflection on M1. (a)-(c) progressive vertical alignment leads to the rotation of the 

astigmatic „cross“ pattern. (d)-(f) good vertical and progressive horizontal alignment. Some residual 

vertical misalignment becomes visible on image (f). 

Finally, a uniform intensity distribution (piston) can theoretically be achieved, meaning that two plane 

parallel waves interfere. Vibrations in the experimental hall and air turbulences can obscure the 

interference pattern and residual aberrations, which makes further improvements challenging. In 

particular when the source point is very close to the M1 focus and the observed fringes period is such 

that not more than 1-2 fringes are visible. Therefore, after obtaining a piston-like pattern, a tilt was 

introduced to the system deliberately. This was achieved by tipping/tilting the reference flat to 

observe 5-7 horizontal and vertical lines in the pattern, respectively. The goal was to make them 

symmetric around the imaginary line that goes through the center of the interference pattern, 

perpendicular to the fringes (see Fig.5). This would mean that the reflected wavefront in the reference 

arm is flat and the source point is in the focus of M1. 
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Figure 5 Introduction of the tilt into the system for visualisation of the residual aberrations and their 

consequent correction. (a)-(c) correction of the vertical error. (e)-(f) correction of the horizontal error. 

(c) and (f) are the final interference patterns. 

First, the reference flat mirror of the LUPI was tilted to obtain vertical lines in the pattern. The 

vertical position of the source point, was adjusted together with the tip of the OF to achieve the 

required symmetry condition (Fig.5 (a)-(c)). After that, the reference flat was adjusted to observe 

horizontal fringes. OAD of the source point and tilt of the OF were optimized to form parallel and 

straight fringes (Fig.5 (e)-(f)). Fig.5(c) and (f) show the final optimized patterns.  

After having aligned the LUPI system to M1, the optical flat mirror was removed and the 

spectrometer grating bench was rotated into a 90° configuration perpendicular to the optical axis of 

M1, in order to provide back-reflection of the collimated light on M1. This configuration allowed 

aligning all gratings installed to have identical interference patterns. This ensures that the imaging 

properties of the spectrometer as well as its resolution will not depend on the grating that is being 

used. The obtained interferograms of the installed gratings and the mirror blank are compared in 

Fig.6. 
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Figure 6 Tilt fringes, showing resulting alignment of the blank mirror (a) and the installed 

diffraction gratings (b), and (c). The patterns are obtained, by placing the above mentioned  optical 

elements (diffraction gratings, blank mirror) in the 90° orientation, to provide backreflection on M1. 

The identical tilt of the fringes and their equal periods confirm their proper alignment with respect to 

each other and to the mirror M1. 

3.3. Alignment of the mirror M2 

After having aligned the LUPI-M1-gratings systems, the grating bench was returned to its nominal 0th 

order diffraction position of 9° relative to the optical axis of M1, and the OF was placed on a high-

precision translation stage in the focus of the parabolic mirror M2 (see Fig.2, point D). The 

interference pattern showed presence of both Y2- X2 and XY astigmatism contributions. The latter 

could be corrected by either changing the pitch of the grating bench or the yaw angle of the mirror 

M2. The correction of the XY astigmatism was achieved by small adjustment of the 0th order angle of 

the grating bench by less than 2 mrad.  

In order to obtain a full quantitative analysis of the remaining aberrations we switched from 

interference pattern measurements to wavefront sensor measurements. A direct measurement of the 

wavefront eliminates the issue of low contrast in the interference pattern due to intensity attenuation 

of the light in the test arm of the LUPI, compared to it’s reference arm. The reason for the low 

intensity is simply because of six additional reflections from M1-blank mirror-M2 upon forward and 

backward light propagation, considering that the mirror diamond-like carbon coating is optimized for 

VUV photons. 

Wavefront measurements were carried out using a Hartmann-Shack wavefront sensor from Laser-

Labratorium Göttingen e.V (LOT). It is sensitive in the wavelength range of 350 nm – 1100 nm and 

consists of a 12 mm x 12 mm microlens array in a focal distance of 3.6 mm to the CCD camera. The 

lenses are 150 µm x 150 µm in size. The 12 bit CCD camera has a resolution of 1280 x 1040 pixels 

with a field of view of 8.25 mm (h) x 6.6 mm (v). The absolute accuracy at 633 nm is between λ/50 to 

λ/150, with a relative sensitivity up to λ/10000. 

Wavefronts, showing the alignment procedure of the M2 mirror together with the focal spots retrieved 

by Fresnel back-propagation of the measured intensity distribution are presented in Fig. 7. The first 

Zernike aberrations for each wavefront were calculated using the Arizona-Fringe notation with 37 

polynomials and are summarized in Table 1 (Laser Beam Profiler MrBeam 1997-2017).  

In the upper row of Fig. 7 the measured wavefronts behind the mirror M2 are shown at the position of 

the wavefront sensor which was installed ~30 cm behind the focus position of M2. In Fig. 7(a) the 

initial wavefront behind the mirror M2 prior to correction of the 0th order angle of the grating bench 

is dominated by the Y²-X² astigmatic contribution, in agreement with the interferometric 
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measurements. Optimization of the M2 pitch angle corrects the Y²-X² component of the astigmatism 

(Fig 7(b)), leaving the XY one. Finally, correction of roll and x of the M2 mirror eliminates the 

remaining aberrations and yields to the final wavefront, shown in Fig.7(c). The peak-to-valley value 

for each wavefront is given in λ and could be reduced to about half of the initial value. The size of the 

focus could significantly be reduced to a round shape of about 25.5 µm each in x and y direction.

 

Figure 7 In the upper row measured wavefronts behind the mirror M2 are shown at the position of 

the wavefront sensor. The inital wavefront shows dominant presence of astigmatic contributions (a), 

wavefront after pitch optimization of M2 (b) and the final wavefront after alignment of roll and x of 

M2 (c). The peak-to-valley value for each wavefront is given in λ and could be reduced to about half 

of the initial value. The lower row shows the intensity profiles at the focus position of M2. They were 

retrieved by Fresnel back-propagation of the intensity profile measured at the position of the 

wavefront sensor. The focus size in x and y direction is given in fwhm for the cross marked positions. 

The focus size could significantly be reduced to a round shape of about 25.5 µm each in x and y 

direction. 

Table 1 Zernike aberrations, corresponding to the wavefronts of Fig. 7 for λ=633 nm. 

Zernike aberrations (a) (b) (c) 

Astigmatism Y2- X2 0.237 λ 0.115 λ 0.021 λ 

Astigmatism XY 0.079 λ 0.375 λ 0.002 λ 
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Coma X 0.109 λ 0.071 λ 0.077 λ 

Coma Y 0.009 λ 0.032 λ 0.000 λ 

Triangular coma 0.051 λ 0.019 λ 0.049 λ 

Quadratic astigmatism 0.008 λ 0.038 λ 0.017 λ 

Spher. aberration 0.008 λ 0.046 λ 0.016 λ 

 

After completion of the M2 alignment, OF was returned to the focus of M2 and gratings bench was 

scanned, yielding final interference patterns of the aligned SP1 optical elements (Fig. 8) with different 

gratings of the monochromator chamber, installed in the beam and confirming proper alignment of the 

system. The best straightness and parallel nature of the interference pattern can be obtained for the 

blank and grating G1-3, whereas G1-4 shows a slightly increased tilting of the interference fringes.  

 

Figure 8 The interference fringes, showing the final alignment of the blank mirror (a) and 

diffraction gratings (b), (c). The patterns were obtained after M2 alignment with OF placed in M2 

focus. The identical tilt of the fringes and their equal periods indicate interference of two plane waves 

thus confirming proper alignment of the optical elements with respect to each other as well as to the 

mirrors M1 and M2. 

4. Offline X-Ray measurements 

After completion of the interferometric alignment with visible photons, the performance of the 

spectrometer was characterized in the soft X-ray range utilizing a special X-ray tube, the so called 

“Manson’s source” McPherson Light source, model 642, depicted in Fig.9. The source is equipped 

with a 200 µm pinhole rigidly mounted in front of the photon emitting anode at the distance of 16 mm 

(see Fig. 9). For spectrometer performance characterization, the photon emission at the L2,3-edges of 

the Al edge of the Al-Mn anode was investigated. The chamber with the X-ray tube was mounted on 

the hexapod instead of the LUPI interferometer and the pinhole was brought to the M1 focus. Both, 

the Manson’s source pinhole and the LUPI pinhole were fiducialised in advance. The replacement of 

the LUPI with Manson’s source was performed under surveying with approx. 300 µm precision. The 

wavefront sensor (Fig.1) was replaced by an ICCD camera from Princeton Instruments (PIXIS-XO 
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2048B), attached to the spectrometer chamber via the metal bellows and placed in the nominal focal 

position. The mounting platform below the ICCD camera is motorized and allows moving the camera 

along the optical axis of M2. The entire system, consisting of the monochromator and the ICCD 

camera acts like a one-stage spectrometer. A 3D scan of the source position combined with a 

longitudinal scan of the ICCD position was performed with spectrometer in 0th order (imaging mode) 

to bring the x-ray source exactly to the M1 focus with an accuracy of 50 µm. An optimized pinhole 

image was obtained at the position of the ICCD camera x0=125 mm in our coordinate system. 

The spectrometer performance in the soft X-ray range was tested in terms of imaging properties in 0th 

diffraction order, in terms of spectrally resolving properties in 1st and 2nd diffraction orders as well as 

simulations were done for a comparison. These verification steps will be discussed in more detail in 

the following sections. 

 

Figure 9 Schematic drawing of the X-ray source, used in verification of the spectrometer 

performance. The pinhole is located 16 mm away from the anodes surface. 

4.1. Comparison of the SHADOW simulations with X-ray source experiment  

Prior to performing the alignment procedure and experimental studies with the Manson’s source, the 

first monochromator stage and the source have been extensively studied in terms of possible effects of 

optics and source point misalignments via ray tracing using SHADOW software package (Cerrina and 

Sanches 2010). 

The source for the ray tracing has an uniform photon energy distribution from 73.1 eV to 61.1 eV to 

mimic the 12 eV energy width of the Al L2,3 emission line (Neddermyer et al. 1970; Ederer et al. 

1988; Poletto et al. 1999), circular shape with radius of 0.3 mm, and a uniform divergence of 14 mrad 

in fwhm.  
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Specifications and slope errors of the optical elements of the first monochromator used for the ray 

tracing can be found in (Dziarzhytski et al. 2018). Here, the only difference is that an additional 

circular pinhole with 0.1 mm radius is placed at the distance of 550 mm in front of the first parabolic 

mirror M1, i.e. in its focus. The source is placed at the distance of 566 mm from the mirror M1, which 

corresponds to the actual distance of 16 mm between the anode surface and the limiting pinhole.  

As discussed in Sec.2 the spectrometer disperses the collected light in the vertical plane, therefore the 

vertical source size and its spectral bandwidth defines the spectral resolution of the spectrometer to a 

large extend. The calculated highest spectral resolution of the spectrometer at 73 eV photon energy 

presuming a vertical source size of 200 µm is 220 meV for the grating G1-3 (576 l/mm groove 

density) and 90 meV for G1-4 (1120 l/mm groove density), respectively, both working in the 1st 

diffraction order. The resolution of the spectrometer with G1-3 grating in 2nd diffraction order at the 

same photon energy is 85 meV. 

Ray tracing results for the spectrometer imaging properties in 1st diffraction order along the beam 

caustic in comparison with experimentally recorded images of the pinhole are shown in Fig. 10. The 

detector plane has been shifted upstream and downstream by 35 mm relative to the nominal focal 

position (see Fig. 10 (a), (b) and (c)). A change of the slope of the high energy flank (right side) along 

the caustic is observed in both simulations and experiment. The line is added as an eye guide in the 

figures. Such a change of the flank leads to a decrease of the spectrometer resolution due to smearing 

out the sharp L3 rising edge and L2 peak while binning. This criterion was used in the measurements 

with the X-ray tube to define the focal position of the SP1 monochromator unit.  

 



Journal of Synchrotron Radiation    research papers 

15 

 

Figure 10 Simulated (top row) and measured (middle row) 2D images of the Al L2,3 band as 

well as projected intensity profiles (bottom) for different longitudinal positions of the detector: -35 

mm from the nominal focus (a), in focus (b) and +35 mm from the focus (c)). Change of the slope of 

the high energy flank (right side) along caustic is observed in both simulations and experiment. The 

line is added as an eye guide. Energy is increasing from left to right. 

4.2. Determination of the focal position 

Aberrations lead to the distortion of the image in the 1st order, resulting in a decrease of the slope of 

the rising edge of the Al L3 emission peak and smearing out spin-orbit coupling, thus providing a 

good criterion for the position of the focal plane of the spectrometer and its resolution. This criterion 

is especially applicable, because Al L3 edge has a sharp rising edge near the Fermi energy Ef, which is 

mostly broadened due to instrument response function (Neddermyer et al. 1970; Ederer et al. 1988; 

Poletto et al. 1999).  The longitudinal position of the ICCD camera was scanned within ±35 mm range 

from the position, where the best 0th order image was found. The recorded spectral intensity 

distribution at each detector position was background corrected and integrated within the region of 

interest, yielding the Al L2,3 X-Ray fluorescence spectrum (Fig. 10, bottom). The slope of the rising 

edge of each spectrum was calculated as the average of 5 highest values of the 1st derivative of the 

measured spectrum in the vicinity of the rising edge (see Fig. 11(a), (b)). Error bars were extracted as 

a standard deviation for these 5 points. Slope dependencies for each grating were normalized to 1. 

Measurements were performed for grating G1-3 in 1st and 2nd diffraction orders, mimicking different 

photon energies, and for G1-4 in 1st diffraction order. Results of the analysis are presented in Fig. 12, 

and are summarized in Table 2. As one can see, the maxima for all scans are within the range of 

123.2-125.3 mm, whereas the optimum 0th order image was found to be at 125 mm. This confirms that 

the position of the focal plane for both gratings doesn’t change within the measurement precision 

when going from 0th diffraction order to 73 eV for G1-4 grating and 73 eV and 36.5 eV energies for 

G1-3 grating, respectively. This ensures that the spectrum after the first monochromator stage will 

always be projected onto the fixed intermediate slit plane, most efficiently suppressing the stray light 

and coupling the desired energy window correctly into the second monochromator. 

A zoom to the rising edge region of the Al L2,3 spectrum, confirming the improvement of the 

resolution and formation of the L2 pre-edge (inset) upon correction of the ICCD longitudinal position 

is presented in Fig.11(a). 

Estimated widths of the L3 edge as a measure of the spectrometer resolution recorded with different 

gratings and diffraction orders are compared with  theoretical ones as obtained in the ray-tracing and 

are summarized in Table 3. Table 3 shows, that for grating G1-3, both, first and second order 

resolutions as determined by our experiments match the ray tracing results within the experimental 

resolution. Grating G1-4, however, which should show a similar resolution than G1-3 in second order 
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exhibits a performance, which is about a factor of two off. This might be connected to a number of 

factors indicating a worse quality of G1-4 such as grating inhomogeneities, which are difficult to 

address through a ray-traycing simulation. Furthermore , as already discussed for Fig. 8 the 

interferences fringes in Fig. 8 (c) do not show the same quality of the straightness and are not as 

parallel to each other as compared to Grating G1-3. Together this can result very well in the reduced 

resolution of grating G1-4. 

 

 

Figure 11 (a) Formation of the pre-edge feature at 71.8 eV and decrease in the slope of the 

rising edge of the Al L2,3 spectrum upon approaching to the CCDX=125 mm position. (b) Example of 

the derivative used for the slope analysis (first derivative of the spectrum, measured with the G1-3 

grating in 1st diffraction order at CCDX=125 mm). Red lines indicate the borders of the range, within 

which the average value of the derivative and the error bar are calculated. 

Table 2 Positions of the maximum of the parabolic fit with 90% confidence band to the 

experimentally measured dependencies of the slope of the rising edge of Al L2,3 X-ray fluorescence. 

Optimum 0th order position is at 125.0 mm.  

G1-3 1st order G1-3 2nd order G1-4 1st order 

123.2±3.2 mm 125.3±3.5 mm 123.9±3 mm 
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Figure 12 Increase in the slope of the rising edge of the Al L2,3 X-ray fluorescence spectrum for 

G1-3 grating in 1st order (left), G1-3 in 2nd diffraction order (middle) and G1-4 in 1st diffraction order 

(right) upon approach of the CCD position to 125 mm. Red line is the fit of the parabolic function to 

the data. 

Table 3 Comparison of the spectrometer resolution measured with Manson’s source and calculated 

in SHADOW 

Grating G1-3 G1-3 G1-4 

Photon energy  73 eV 36.5 eV 73 eV 

Experiment 239±24 meV 102±10.2 meV 200±20 meV 

Theory 220 meV 85 meV 90 meV 

 

4.3. Conclusions 

In this work an advanced alignment concept was applied to the VUV Raman monochromator. Optical 

laser interferometry measurements together with wavefront measurements were used to align the 

monochromator. Both methods qualitatively and quantitatively verify the alignment.  The aligned 

state of the instrument was further confirmed in the VUV energy range by investigating the X-ray 

fluorescence at the Al L2,3 edge with the help of an off-line X-ray source compared with SHADOW 

ray-tracing results. Taking into account that the investigated effective energy range covers almost the 

entire working range of grating G1-3 and the identical interferometric alignment of both gratings, we 

can conclude that the spectrometer performs within its design specifications. 
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Rukser, B. Maerz, D. Göries, M. Naumova, M. Biednov, G. Neuber, A. Wetzel, S.

M. Hofmann, P. Roedig, A. Meents, J. Bielecki, J. Andreasson, K. R. Beyerlein, H.

N. Chapman, C. Bressler, W. Zinth, M. Rübhausen and S. Herres-Pawlis. Trans-
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