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Abstract

Modern particle physics at colliders demands for a continuous increase of the lumi-
nosity for colliding particle beams in order to study rare events. The requirements
for the performance of the particle detectors are increasing while the detectors are
subject to unprecedented fluences of particles. Due to its high radiation-hardness
silicon is an integral part of many detector systems in particle physics. This thesis
experimentally investigates fundamental, radiation-induced changes of the mate-
rial properties of silicon sensors for neutron equivalent fluences beyond 1015 cm−2.
An increase of the absorption coefficient of near-infrared light has been measured

and parameterized as a function of the fluence. The absorption coefficient is needed
to determine the deposited charge for charge collection efficiency measurements
using near-infrared light.

An edge-Transient Current Technique edge-TCT setup has been built and com-
missioned. It has been used to determine velocity profiles and charge profiles in
strip sensors. These measurements are compared to current and capacitance mea-
surements of pad diodes. An empirical model for the reverse current of diodes
has been developed which describes the measurements within a few percent. The
parameters of the model have been obtained and parameterized as a function of
the fluence and the temperature. A decrease of the low-field carrier mobilities with
fluence has been observed and parameterized. Forward current measurements are
described by a model for space-charge-limited currents.

For forward-biased strip sensors the product of the trapping times and mobilities
has been determined. It was found that this product hardly depends on the electric
field. The results mostly agree with the charge collection efficiency of diodes.

For the Phase II upgrade of the Compact Muon Solenoid tracking detector at
the Large Hadron Collider, photolithography mask layers for different geometries
of pixel sensors with pixel dimensions down to 50× 50µm2 and 100× 25µm2 for
different read-out chips, as well as different test structures have been designed. The
sensors have been produced and are undergoing beam tests as of the publication
date.
Finally, a method for the partial deconvolution of the electronics response from

measured current transients is presented which can significantly reduce oscillations
and reflections in measurements.
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Kurzfassung

Die heutige Elementarteilchenphysik verlangt nach einer beständigen Erhöhung
der Luminosität von Teilchenbeschleunigern um seltene Ereignisse zu untersuchen.
Die Anforderungen an die Leistungsfähigkeit der Teilchendetektoren steigen be-
ständig, während die Detektoren immer höheren Fluenzen schädigender Strahlung
ausgesetzt sind. Aufgrund seiner hohen Strahlenhärte ist Silizium ein integraler
Bestandteil vieler Detektorsysteme. Für diese Arbeit wurden viele fundamenta-
le strahlungsbedingte Änderungen der Materialeigenschaften von Siliziumsensoren
bei Neutronen-Äquivalenz-Fluenzen größer als 1015 cm−2 experimentell untersucht.

Ein Anstieg des Absorptionskoeffizienten von nahem Infrarotlicht wurde gemes-
sen sowie in Abhängigkeit der Fluenz parametrisiert. Die Ergebnisse werden benö-
tigt, um die erzeugte Ladung bei Messungen der Ladungssammlungseffizienz mit
nahem Infrarotlicht zu bestimmen.

Im Laufe dieser Arbeit wurde ein edge-Transient Current Technique edge-TCT
Messaufbau entwickelt und getestet. Der Messaufbau wurde verwendet, um Ge-
schwindigkeits- sowie Ladungsprofile von Streifensensoren zu erstellen. Diese Mes-
sungen wurden mit Strom- und Kapazitätsmessungen von Flächendioden vergli-
chen. Für den Strom unter angelegter Spannung in Rückwärtsrichtung wurde ein
empirisches Modell entwickelt, das die Messungen innerhalb weniger Prozent be-
schreibt. Die Parameter des Modells wurden in Abhängigkeit von der Fluenz be-
stimmt und parametrisiert. Eine Abnahme der Niedrigfeld-Mobilität der Ladungs-
träger mit der Fluenz wurde gemessen und parametrisiert. Der Strom in Vorwärts-
richtung wird mit einem Raumladungsgesetz beschrieben.

Außerdem wurde das Produkt aus der Mobilität und der Einfang-Lebensdauer
der Ladungsträger für Streifensensoren unter Spannung in Vorwärtsrichtung be-
stimmt. Die Messungen zeigen, dass sich das Produkt kaum mit dem elektrischen
Feld ändert. Die Ergebnisse stimmen größtenteils mit Messungen der Ladungs-
sammlungseffizienz von Flächendioden überein.

Für das Phase II Upgrade des Silizium-Spurdetektors des Compact Muon So-
lenoid Experimentes wurden die Fotolithografie-Masken für verschiedene Geome-
trien von strahlungsresistenten Pixelsensoren mit kleinsten Pixelgrößen von 50 ×
50µm2 und 100 × 25µm2 für verschiedene Auslesechips sowie verschiedene Test-
strukturen programmiert. Die Sensoren wurden hergestellt und werden zum Zeit-
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punkt der Veröffentlichung dieser Arbeit getestet.
Es wurde eine Methode entwickelt, um den Einfluss der Ausleseelektronik auf

gemessene Stromtransienten teilweise zu entfalten. Die vorgestellte Methode ist in
der Lage Oszillationen sowie Reflektionen von gemessenen Transienten beträchtlich
zu verringern.
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1. Introduction

Human curiosity has led to the discovery of many different laws of nature and
technologies making use of these laws. The knowledge gained by research has fun-
damentally changed the way we live and the way we perceive the universe over
the last few millennia, which is just a blink in the history of life on earth. This
knowledge has generated considerable wealth which, in turn, enables us to conduct
fundamental research speeding up the technological advance of our civilization.

The aim of this work is to gain further understanding of radiation damage in
silicon particle detectors in order to develop efficient and precise detectors with
high radiation tolerance. Radiation-tolerant detectors are used in high energy
physics, space probes, and x-ray physics, amongst others. High energy physics
combines a wide field of research with the aim of identifying and probing the
smallest constituents of the universe, the elementary particles, and the interactions
between them through the fundamental forces of nature; all of which determines
the nature of our universe and all life within.
Our current Standard Model of particle physics is not capable of describing the

universe as we see it today. Many open questions remain like the asymmetry
between matter and antimatter in the baryogenesis or the origin and nature of
the largest part of the universe, dark matter and dark energy. Scientists have
invented theories like supersymmetry which could possibly solve certain flaws of
the Standard Model and may explain concepts like dark matter. Large particle
detectors are being built in order to test predictions made by such theories and to
find new physics. Accelerators of many kilometers length are used to accelerate
particles almost to the speed of light; just to make them collide within large particle
detectors. In a collision, their kinetic energy can be converted into the creation of
new particles, according to Einstein’s famous E = mc2. Silicon has a wide array
of applications in these detectors, some of which will be described here.

1.1. The Large Hadron Collider

The Large Hadron Collider LHC [1] is the largest and most powerful particle ac-
celerator so far, located in Central Europe crossing the border between France
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1. Introduction

and Switzerland near the city of Geneva. It has been built in a global effort by
thousands of scientists, engineers, and technicians. At LHC, protons and heavy
ions are accelerated almost to the speed of light in a synchrotron in an under-
ground tunnel with a circumference of 27 km at a depth of 100m. The maximum
kinetic energy of the protons is 7TeV. The proton beams consist of highly focused
bunches of 1011 protons each. Two beams are collided head-on at certain positions
of the synchrotron, where the main experiments are positioned. The maximum
center-of-mass energy of the colliding protons is

√
s = 14TeV. At this energy the

constituents of the protons can interact, break up the protons, and create new
particles. The LHC produces many different, potentially new or poorly studied,
particles. In 2012 the detection of a new particle - the Higgs boson - was an-
nounced [2, 3] by the experiments ATLAS [4] and CMS [5] at the LHC. The Higgs
boson had been postulated [6] in the 1960s and its detection was honored in 2013
as the Nobel prize in physics was awarded to two theoreticians who predicted it,
Peter Higgs and François Englert.

The main experiments at LHC are large particle detectors around the interaction
points where the collisions happen. Performance-wise, the aim of these detectors is
a hermetic coverage of the interaction point in order to detect all particles created
or scattered in the collisions.

In order to collect sufficient statistics for rare events the luminosity, which is
the particle rate per unit area, is pushed to the limit. LHC operates at a bunch
collision frequency of 40MHz. This means every 25 ns two bunches collide at the
interaction points. For each of these bunch-crossings several of the 1011 protons per
bunch collide and create primary vertices, which is called pile-up. The challenge
for the detector system is to disentangle up to hundreds of pile-up events every
25 ns, while the primary vertices are only O (100µm) away from each other. At
the interaction points the beams have dimensions of about 17× 17µm2 width and
7.6 cm length [7, 8]. A bunch crossing happens within [9] about 150 ps or about
4.5 cm.

1.2. Silicon sensors at the Compact Muon

Solenoid

One of the experiments at LHC is the Compact Muon Solenoid CMS. Much of the
work published here has been performed within the CMS collaboration. The CMS
experiment is a 28.7m long, 15.0m diameter onion-like detector system with dif-
ferent segmented detector layers around the interaction point. It features a strong

2



1. Introduction

Figure 1.1.: Schematic drawing of the CMS experiment as of 2018 with the different
detector systems and the solenoid magnet. From [10].

solenoid magnet with a field strength of 3.8T and a massive iron return yoke for
the magnetic field, which amounts for much of its impressive weight of 14,000 t.
Figure 1.1 shows the CMS experiment with the different parts. The different de-
tector layers amount to millions of individual channels. The detector system allows
for precise reconstruction of the path and energy of the particles passing through
the individual detector layers.

The innermost part of the detector system is the silicon tracking detector which
is also a focus of this work. The first tracker layers are just a few centimeters
away from the interaction point. The particle flux is the highest for the innermost
tracker layers (see fig. 1.2). Since highly energetic radiation damages materials, the
inner tracking layers have to be especially radiation tolerant to operate reliably for
several years. Additionally, the number of channels per area (the granularity) of the
tracker has to be very high in order to decrease the number of busy channels relative
to the number of idle channels (the occupancy) since the detector has to distinguish
thousands of particle tracks close to each other for each bunch-crossing. A very
high position resolution is needed for the precise 3-D reconstruction of particle
tracks, primary vertices, secondary vertices from short-lived particles, and for the
measurement of the particle momentum. The momentum of charged particles is
determined by the bending of the particle track in the magnetic field of the solenoid

3
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Figure 1.2.: Simulated neutron-equivalent particle fluence Φeq in the future silicon
tracker of CMS after an integrated luminosity of 3000 fb−1 at

√
s =

14TeV. The figure shows a cross section of a quarter of the tracker.
The black lines represent the different detector layers. The interaction
point is at zero. From [11].

magnet. 3-D reconstruction of particle tracks is achieved by identifying the position
of a particle in several of the consecutive, onion-like tracker layers. Therefore, the
innermost tracker layers with the highest track density are instrumented with
very fine-pitch pixel sensors. Currently, the pixels (channels) have dimensions of
100× 150µm2. The outer layers of the tracker are instrumented with silicon strip
sensors which have a larger area per individual channel.

For the so-called Phase II upgrade [11], planned to be installed around 2024,
prototypes with different geometries for the innermost pixel layer are being inves-
tigated, with pixel dimensions of 50 × 50µm2 and 100 × 25µm2. In the scope of
this work dynamic code has been developed with many variable parameters for
the computer-aided design of the photolithography masks for the production of
different pixel sensors for different read-out chips, as well as test structures. The
pixel sensors are subject to different beam tests and radiation-hardness studies as
of the publication date. The project is described in detail in appendix A.

Surrounding the silicon tracker is the electromagnetic calorimeter which mea-
sures the kinetic energy of photons and charged particles. In order to measure
highly energetic particle jets and neutral particles a hadronic calorimeter is sur-
rounding the electromagnetic calorimeter. Ideally, all particles should be stopped
within the calorimeter to contain and measure the total kinetic energy. For this
reason material with a high atomic number, leading to a high stopping power, is
used as an absorber.
For the Phase II upgrade silicon will be used in the calorimeter. The High

Granularity Calorimeter HGCAL [12, 13, 14, 15] will be a sampling calorimeter in
the forward direction. In the electromagnetic section it will feature interchanging
layers of absorber material and silicon layers as the active sensor material. The
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1. Introduction

hadronic section will use scintillating material. The silicon sensors have to be es-
pecially radiation-hard as collisions of particles with the absorber material lead to
hadronic and electromagnetic showers in the calorimeter and significant radiation
damage in the sensors. In order to allow for the 3-D reconstruction of showers it
will feature pixels with areas of (0.5− 1) cm2. The sensors are glued directly to
printed circuit boards for read-out. The front-end electronics will provide timing
information with about 50 ps precision for 4-D reconstruction of the shower de-
velopment. A high timing resolution of the detector helps to disentangle pile-up
events happening at the same reconstructed position of the primary vertex in the
interaction region (the luminous region) at different times. The timing The HG-
CAL will be the largest silicon detector built so far, with a silicon surface area of
about 600m2.

Ideally, only neutrinos and muons can pass through the calorimeter system and
the following solenoid magnet. Muon tracks are identified by the muon chambers
surrounding the solenoid magnet (see fig. 1.1).

This work focuses on the effects of radiation damage in silicon after very high
hadron fluences of Φeq > 1015 cm−2 1MeV neutron equivalent. For the CMS
detector, these levels will be reached in the inner layers of the silicon tracker (see
fig. 1.2) and in some layers of the silicon based HGCAL.
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2. Silicon sensors

This chapter gives a short introduction about the relevant concepts of silicon
diodes, radiation damage, and radiation-hard silicon sensors.

Silicon is a semiconductor with an indirect band gap of Eg ≈ 1.12 eV at room
temperature. The mean energy to create an electron-hole pair in silicon by ionizing
radiation is about 3.6 eV.
Silicon sensors for radiation detection are usually made of highly pure, high-

ohmic silicon. Single crystal silicon is used and the crystal direction commonly
used has the Miller indices 〈100〉. Historically, also 〈111〉 silicon has been used
which has slightly different physical properties. There are different methods to
produce sensor-grade silicon which introduce different impurity concentrations into
the silicon (see ref. [16]). Most sensors discussed in this thesis are made of so-called
float-zone FZ silicon. Here, single polycrystalline silicon rods are pulled through
a radio-frequency field which melts the poly-silicon and the melt crystallizes in a
single crystal. The lattice direction is determined by a seed crystal. FZ silicon rods
are very homogeneous. The impurity concentrations mostly depend on the quality
of the polysilicon rod. Additionally, some of the sensors discussed here are made
of silicon produced with the so-called magnetic Czochralski MCZ method. Silicon
is molten in a SiO2 crucible and a single-crystal rod is pulled from the melt with
a seed crystal. The oxygen concentration obtained with this method is usually
higher than for the FZ method as the SiO2 crucible partially dissolves. Also, as
some impurities may accumulate in the melt during the pulling of a single crystal
rod the impurity concentration may be inhomogeneous throughout the rod with
this method. The rods are then cut into so-called wafers and processed further
e.g. by introduction of patterned surface structures like implants, oxide layers,
and metallic contacts via photolithography.

2.1. Basic concepts

Here, the important relations for semiconductors will be revised, loosely based on
Grove [17].
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2. Silicon sensors

(a) intrinsic (b) n-type (c) p-type

Figure 2.1.: Schematic Fermi-Dirac distribution and the Fermi energy EF with the
free carrier concentration for intrinsic and extrinsic semiconductors.
From [17].

The Fermi-Dirac distribution function

f (E) =
1

1 + exp
(
E−EF
kBT

) (2.1)

shown in fig. 2.1 describes the probability that a state with energy E is occupied
by an electron; with the Boltzman constant kB and the Fermi energy EF . With
equation 2.1 the concentration of free electrons in the conduction band at the
energy EC can be calculated as

n = NCexp
(
−EC − EF

kBT

)
(2.2)

and the concentration of free holes in the valence band at the energy EV

p = NV exp
(
−EF − EV

kBT

)
(2.3)

with the effective density of states NC in the conduction band and NV in the va-
lence band.

Intrinsic silicon1 has a very low concentration of free carriers and a high resistiv-
ity. The product of the free electron concentration n and the free hole concentration
p follows the so-called mass-action law

np = n2
i = NCNV exp

(
−Eg (T )

kBT

)
(2.4)

with the intrinsic concentration of free carriers ni. The carrier concentrations in

1Intrinsic silicon does not contain electrically active impurities which alter the electrical prop-
erties.
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2. Silicon sensors

intrinsic silicon are n = p = ni, ensuring charge neutrality. Here, the the recent
parameterization

ni = 1.541 · 1015T 1.712exp
(
−Eg(T )

2kBT

)
cm−3 (2.5)

from ref. [18] will be used throughout. The band gap energy can be described by

Eg(T ) = E (0)− αΘ

{
1− 3∆2

exp (Θ/T )− 1
+ a

}
(2.6)

a =
3∆2

2

 6

√
1 +

π2

3 (1 + ∆2)

(
2T

Θ

)2

+
3∆2 − 1

4

(
2T

Θ

)3

+
8

3

(
2T

Θ

)4

+

(
2T

Θ

)6

− 1


(2.7)

with the parameters E (0) = 1.1701 eV, α = 3.23 · 104 eV/K, Θ = 446K, ∆ = 0.51

according to ref. [19]. At room temperature eq. 2.5, 2.6, 2.7 result in ni (300K) =

9.68 · 109 cm−3 and Eg (300K) = 1.124 eV.

The concentration of free carriers can be modified by doping silicon. Doped
silicon is called extrinsic. Silicon is a group IV element of the table of elements,
meaning it has four valence electrons. Introducing group III or group V elements as
impurities into the silicon crystal leads to ionization of the impurity atoms in order
to share orbital bonds with silicon. The ionization energy is very small (∼ 40meV)
and the impurities are completely ionized at room temperature. Usually, boron
(group III) or phosphorus (group V) are used.
If both group III and V dopants are present in the semiconductor at the same

time their charge will partly compensate. The effective doping concentration is
now

Neff = ND −NA (2.8)

with the acceptor and donor concentrationsNA,D. The fixed space charge of ionized
impurities is compensated by free carriers. The Fermi energy will adjust according
to eq. 2.1 (see fig. 2.1(b), (c)). An acceptor (group III) with concentration NA will
trap electrons and decrease the concentration of free electrons n in the conduction
band. If NA > ND the semiconductor is called p-type. Electrons are now called
minority carriers. The concentration of free holes p in the valence band increases
to establish charge neutrality p − n = ND − NA. Holes are now called majority
carriers. If NA � (ni, ND) the hole concentration is p ≈ NA after the mass-action
law np = n2

i . Likewise, a donor (group V) concentration ND � (ni, NA) leads
to an increase of the concentration of free electrons in the conduction band and a

8



2. Silicon sensors

Figure 2.2.: Schematic of Shockley-Read-Hall generation-recombination at deep
levels. GL illustrates an external generation rate i.e. from illumi-
nation, ra electron capture, rb electron emission, rc hole capture, and
rd hole release. From [17].

decrease of the concentration of free holes in the valence band. The holes are now
minority carriers.

Concluding, p-type silicon has the majority carrier concentration p ≈ Neff and
the minority carrier concentration n ≈ n2

i /Neff ; and n-type has n ≈ Neff and
p ≈ n2

i /Neff .

The conductivity of a semiconductor is given by

σ = e · (nµe + pµh) (2.9)

with the elementary charge e. The resistivity is given by ρ = 1/σ. The carrier
mobilities µe,h (E ) as a function of the electric field2 E and the particle fluence
have been measured in the course of this work and will be discussed in chapter 7.
In an extrinsic n-type semiconductor the conductivity becomes σ ≈ e · nµe and
similar for p-type.

Thermal diffusion of free carriers is described by diffusion constant

De,h =
kBT

e
µe,h (2.10)

and the diffusion length is
Le,h =

√
De,hτ (2.11)

with the lifetime τ which is determined by the recombination rate (see eq. 2.19).

As mentioned above, dopant atoms with small activation energy will be ionized
for T & 50K. In other words, they introduce energy levels in the band gap very
close to the edges of the conduction (acceptor) or valence (donor) band. Such

2This chapter uses E for the electric field to avoid confusion with the energy E. However, the
following chapters use E for the electric field.

9



2. Silicon sensors

impurities are called shallow. Other impurities can introduce deep energy levels
close to the Fermi energy in intrinsic silicon

Ei =
1

2
(EC + EV ) +

1

2
kBT · ln

NV

NC

(2.12)

which is close to the mid-gap energy Eg/2. In order to charge deep levels (deep
defects) with energy Et a larger energy ∆E = EC,V − Et is needed. Some deep
defects can be occupied by either holes or electrons if Et ∼ Ei. Deep levels
are responsible for generation and recombination of free carriers. In general, the
occupation of shallow and deep defect levels are described by Shockley-Read-Hall
statistics (see fig. 2.2). The probability for a deep level to be occupied by an
electron is given by eq. 2.1 with Et.

The rate of electron capture (see fig. 2.2) is given by

ra = vethσnnNt (1− f) (2.13)

with the concentration of deep levels Nt, the electron capture cross-section σn, the

thermal velocity ve,hth =

√
8kBT/

(
πme,h

eff

)
, and the effective electron or hole mass

me,h
eff . The rate of electron emission

rb = enNtf (2.14)

depends on the concentration of deep levels occupied by electrons Ntf and the
emission probability en. The emission probability depends on the distance to the
conduction band; e.g. it will be very small for levels close to the valence band
introduced by acceptors. Similarly, the rate of hole capture is

rc = vhthσppNtf (2.15)

and for hole emission
rd = epNt (1− f) . (2.16)

In equilibrium the net generation per unit volume is GL = 0 and the capture and
emission rates are ra = rb and rc = rd. From this the electron emission probability
can be determined as

en = vethσnNCexp
(
−EC − Et

kBT

)
= vethσnniexp

(
Et − Ei
kBT

)
(2.17)

and similar with (Ei − Et) for ep. If the emission probability is assumed to be
independent of the Fermi energy eq. 2.17 is also valid in non-equilibrium. It is
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2. Silicon sensors

apparent that the efficiency of generation at deep levels is high if the levels are
close to Ei as the emission probabilities of both electrons and holes will be high.

The recombination rate can be estimated assuming a change of the free carrier
concentrations via uniform generation GL i.e. by illumination. In non-equilibrium
but steady state dn

dt = GL − (ra − rb) = 0 and dp
dt = GL − (rc − rd) = 0 we get

ra − rb = rc − rd and the recombination rate Ur = ra − rb = rc − rd is

Ur =
σpσnvthNt (pn− n2

i )

σn

(
n+ niexp

(
Et−Ei
kbT

))
+ σp

(
p+ niexp

(
Ei−Et
kbT

)) (2.18)

or
Ur = σvthNt

pn− n2
i

n+ p+ 2nicosh
(
Et−Ei
kBT

) (2.19)

for σn = σp = σ, assuming veth = vhth in both cases. Therefore, in non-equilibrium
the recombination rate is determined by np− n2

i .

Deep levels also reduce the free carrier concentration in equilibrium (see ref. [20])
in an extrinsic semiconductor as the Fermi energy is shifted towards Et ∼ Ei.
This is known as carrier removal [21]. Accordingly, for a n-type semiconductor
free electrons will be trapped at deep defects and the electron concentration will
decrease by n ≈ ND − Nt for Nt � ND, assuming NA � ND. Consequently, the
conductivity will be decreased. This concept is important for irradiated sensors as
we will see later (see chapter 5).

2.1.1. The p-n junction

If the effective doping of silicon abruptly changes from p- to n-type a space-charge
region SCR (depletion region) develops at the boundary (see fig. 2.3(a)). Due
to the difference in hole and electron concentrations in the p and n-regions the
carriers will diffuse in order to reach equilibrium. Since the Fermi energy EF has
to be constant over the whole SCR the band structure adjusts accordingly (see
fig. 2.3(b)). An electric field (fig. 2.3(c)) builds up until the current by diffusion is
the same as the opposite current due to drift in the electric field of the SCR and
equilibrium is reached. Only the ionized doping atoms are left creating the fixed
space charge and the SCR is almost devoid of free carriers. Outside the SCR the
space charge from the ionized dopants is still neutralized by free carriers (p ≈ NA

in the p-type and n ≈ ND in the n-type region).
For particle detectors the doping of the p- and n-regions are usually very dif-

ferent; i.e. the p+-region has a very high doping |Neff | ≈ 1019 cm−3 denoted by
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(a) (b)

(c) (d)

Figure 2.3.: An abrupt asymmetric p-n junction in thermal equilibrium. (a) Fixed
space charge distribution, (b) energy band structure, (c) electric field
distribution, and (d) the potential. From [22].

the plus sign p+ while the n-region has a low doping usually |Neff | ≈ 1012 cm−3.
This means that the SCR will extend much further into the n-region to achieve
charge neutrality. The electric field and the potential U can be determined using
the Poisson equation

− d2U (x)

dx2
=

%

εε0
=
eNeff

εε0
(2.20)

with the charge density %, the vacuum permittivity ε0, and the relative permittivity
of silicon ε = 11.9. Since the width of the SCR in the p+-region is very small it
will be neglected. If the boundary between the p+ and the n-region is at x = 0

and Neff (x) = const the electric field takes the form

E (x) =
eNeff

εε0
(x− w) (2.21)

for 0 ≤ x ≤ w and w ≤ d with the width w of the SCR and the total thickness of
the n-region d. Accordingly, the potential is

U (x) = −eNeff

2εε0
(x− w)2 (2.22)

in this region and the so-called built-in potential is often approximated by

Ubi = −eNeff

2εε0
w2 (2.23)

as shown in fig. 2.3(d).
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As the concentration of free carriers is very low in the SCR n, p � ni the
generation rate can be estimated to

Ur = − σvthNtni

2cosh
(
Et−Ei
kBT

) = −ni
τg

(2.24)

using eq. 2.19 with the effective generation lifetime τg in the SCR.

If an external bias voltage U is applied to the p-n junction the SCR will decrease
in width under forward bias (positive voltage at the p+ contact) and increase under
reverse bias (negative voltage at the p+ contact). The p+-n junction works as a
diode: Current can flow for forward bias while it is blocked for reverse bias.
Using eq. 2.23, the width of the depletion region for reverse bias is

w (U) =

√
2εε0
eNeff

(U + |Ubi|) (2.25)

for w ≤ d. The built-in voltage is often neglected as it is typically Ubi ≈ 0.5V
much smaller than the applied reverse voltage.
The capacitance C = dQ

dU of the SCR assuming parallel electrodes with area A is

C (U) = εε0
A

w (U)
= A

√
εε0e |Neff |

2 (U + |Ubi|)
. (2.26)

At the so-called full-depletion voltage

Ud ≈
e |Neff |

2εε0
d2 (2.27)

the whole n-region is depleted and the SCR extends for the whole active thickness
of the diode d. The electric field for U > Ud is

E (x) =
1

d

(
U + Ud

(
1− 2x

d

))
(2.28)

and the capacitance reaches a constant value

Cd =
εε0A

d
(2.29)

which is called the geometrical capacitance.
It should be noted that these formulas are a one-dimensional approximation
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for infinite planar electrodes. For real diodes edge effects have to be taken into
account, as discussed in ref. [23]. Furthermore, for irradiated silicon Neff (x) is
not a constant and these formulas are no longer valid.

2.1.2. Diode current

The diode current for an applied external bias voltage has two3 contributions: The
drift current of free carriers generated in the depletion region and the diffusion
current of minority carriers diffusing from the neutral n- and p-regions into the
depletion region.
The generation current is given by

Ig (U) = e |Ur|w (U)A (2.30)

with the generation rate |Ur| = ni/τ0 in the depletion region, using eq. 2.24 as-
suming p, n� ni. τ0 is the effective lifetime in the depletion region. It is apparent
that the generation current depends on the square root of the voltage due to the
w (U) dependence given in eq. 2.25.
The diffusion current is determined by the minority carrier concentrations n2

i /Neff

in the neutral regions adjacent to the depletion region and the diffusion lengths
Le,h. It is given [17] by

Ie,hd = e
De,h

Le,h

n2
i

|Neff |
A = e

√
De,h

τn,p

n2
i

|Neff |
A (2.31)

with the generation-recombination lifetimes of the minority carriers in the neutral
regions τn for p-type and τp for n-type. Accordingly, for a p+-n junction the
diffusion term of the n-region will dominate due to the much higher concentration
of minority carriers n2

i /Neff : Free holes from the n-region will diffuse into the
depletion region and drift towards the p+-region. For asymmetrical junctions the
diffusion term for the highly doped region can be neglected.
The total current is the sum of eq. 2.30 and eq. 2.31

I (U) = Ig (U) + Ie,hd . (2.32)

3At very high electric fields also impact ionization, the Poole-Frenkel effect, band-to-band tun-
neling, and trap-assisted tunneling may have significant contributions to the current and the
relations given here are no longer valid.
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Figure 2.4.: Ideal diode current with eq. 2.34. From [22].

and explicitly for a p+-n junction

I (U) =
eniw (U)A

τ0

+ e

√
Dh

τp

n2
i∣∣Nn
eff

∣∣ (2.33)

with the hole lifetime τp in the n-region with doping
∣∣Nn

eff

∣∣. It should be noted
that these relations are only true for U � kBT/e according to ref. [17].

These relations show that the diffusion current will dominate if the width of the
depletion region w (U) is small (forward bias), if the generation lifetime τg is long,
and if Neff is low. For large w (U) (reverse bias) and short τg the generation term
will dominate the current.

For long carrier lifetimes the forward and reverse current of a diode can be
approximated by Shockley’s ideal diode equation [24]

I(U) = I0

(
exp

(
U −Rs · I (U)

ηUT

)
− 1

)
(2.34)

with the series resistance of the diode Rs, the thermal voltage UT = kBT/e, the
so-called ideality factor4 η = 1, and the ideal current after full depletion I0. In case
of small currents (reverse bias and low forward voltages) the voltage drop from the
series resistance Rs · I(U) ≈ 0 can be neglected. Figure 2.4 shows the ideal diode
current according to eq. 2.34.
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Figure 2.5.: Reaction of a „relaxation” and a „lifetime” semiconductor to a local
disturbance. From ref. [25].

2.1.3. Relaxation

Non-irradiated, high-ohmic silicon has a long carrier recombination lifetime τ �
τd compared to the dielectric relaxation time τd = εε0/ (4πσi) with the intrinsic
conductivity σi. If a local excess of free charge carriers is introduced into non-
irradiated silicon, e.g. by a pulse of light, equilibrium is reached by the movement
of free carriers as illustrated in fig. 2.5. This is called dielectric relaxation and it
determines the physics of usual semiconductors in the „lifetime regime”.
The physics is very different if the recombination lifetime is short τ � τd and

the „relaxation regime” is reached [26]. In the relaxation regime, a local excess of
free charge carriers is neutralized by recombination as illustrated in fig. 2.5.
An irradiated detector, depending on the irradiation and the temperature, will

be somewhere in-between these two regimes as the recombination lifetime is de-
creased due to the abundance of deep defects; at the same time, excess charge car-
riers can be temporarily trapped at shallow defects which generates temporarily
fixed space charge and promotes dielectric relaxation.5 Manifacier and Henisch [27]
give a discussion of the electric fields in a semiconductor with one injecting con-
tact (forward biased p-n junction) for the competing recombination, trapping, and
dielectric relaxation.

2.1.4. Space-charge-limited currents

Space-charge-limited currents SCLC describe the current limited by the injection
of free carriers. Let us consider the example of a vacuum diode: Thermionic
emission of free electrons from a hot cathode leads to a ballistic current of electrons
towards a nearby anode. The current is limited by the space charge of the free

4For forward bias η is not necessarily constant but η (U) = 1−2 depending on the recombination
mechanisms in the depletion region.

5That is, if the detrapping time is longer than the dielectric relaxation time.
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electrons themselves. The high concentration of negatively charged free electrons
around the cathode leads to a space charge which screens the electric field and
prevents further transport. Even if the hot cathode could supply enough electrons
to achieve a very high conductivity the conductivity of the diode is finite.6 Only
the free electrons in the field region are accelerated towards the anode. The current
follows Child’s law [28] J ∝ U 3/2. For a perfect insulator without traps the Mott-
Gurney law [29] applies

J =
9εµU2

8d3
. (2.35)

The situation becomes more complicated if we consider an insulator (semicon-
ductor) with thermally generated free carriers and finite resistivity. In an asym-
metrical p-n junction under forward bias, majority carriers can diffuse from the
highly doped region into the less doped semiconductor bulk, where they are mi-
nority carriers, and increase the conductivity of the bulk. This process is called
minority carrier injection. The current will be ohmic at low voltages, determined
by the conductivity of the bulk, until at certain voltages the SCLC and the Mott-
Gurney law will dominate. As shown by Lampert [30, 31, 32] this transition will
happen once the concentration of injected carriers reaches the majority carrier
concentration of the bulk n0 in equilibrium (ni for intrinsic silicon). This can also
be expressed in terms of the transit time. Once the transit time t of the injected
carriers is equal to the dielectric relaxation time t = d/v = d2/ (µU) = τD the
injected carriers can traverse the insulator before dielectric relaxation happens
(compare fig. 2.5). The transition between ohmic currents and SCLC will happen
at the threshold voltage

USCLC ≈
en0d

2

εε0
. (2.36)

In the presence of traps the current at low injection levels will be greatly re-
duced as the injected carriers will be trapped which increases the space charge.
Subsequently, the screening of the electric field is increased. The trapped charges
cannot contribute to the current. The higher the trap concentration the more
the field will be screened. Rose [33] gives a discussion of the transition between
ohmic currents and SCLC. According to Rose there will be a competition between
the two mechanisms. According to Lampert [30] the transition between the two
regimes will happen again when the injected free carrier density is equal to the
thermal carrier density n0. If we assume the total trap concentration Nt � n0 the
injected free carrier concentration will reach n0 approximately when all traps are

6This is different from, for example, a metal where the carrier concentration is high but the
metal is still neutral and the conductivity very high.
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filled. For deep traps and electron injection the threshold voltage between the two
regimes will be

UTFL =
ept,0d

2

2εε0
(2.37)

analogous to eq. 2.36 with the concentration of traps which are not occupied by
electrons in thermal equilibrium pt,0 = Nt−nt,0 = Nt (1− f). This is the so-called
trap-filled limit TFL for SCLC. The current will strongly increase until the trap-
free Mott-Gurney law will be reached.

For one-carrier SCLC in an insulator with a constant trap concentration per
unit energy in the band gap Nt (E)

[
cm−3eV−1

]
Rose [33] (derived in ref. [30])

gives the current as

I(U) = eµn0 · A
U

d
· exp

(
Ξ

U

T · d2

)
(2.38)

with Ξ = εε0/ (eNt (E) kB) and the initial thermal equilibrium concentration of
free carriers n0. This formula will be used in sec. 5.4 to describe the forward
current of highly irradiated diodes.

2.2. Radiation damage

Particles interacting with crystalline silicon can introduce a number of reversible
and irreversible changes in the silicon.7 Ionizing energy-loss of charged particles
due to electromagnetic interactions with the electrons of the material is the basis
for the operation of silicon devices as radiation detectors. Ionizing energy-loss is
usually reversible since the ionization creates mobile charges. However, ionizing
energy loss can generate positive oxide charge in SiO2 which has a very small mo-
bility. Accordingly, the relaxation time is long and positive charge can accumulate
in the oxide layer (see ref. [35]). Free highly mobile electrons will accumulate at the
Si-SiO2 interface to counterbalance the oxide charge. This can lead to conducting
layers in the silicon and severely decrease the detection efficiencies of segmented
silicon sensors (see e.g. ref. [36, 37, 38]), change the local electric field, and lead to
short-circuits or high surface current. Additionally, oxide damage is relevant for
high density devices which extensively make use of the oxide like CMOS8 technol-
ogy monolithic active pixel sensors and read-out chips ROC s.
Signal losses at the surface can be mitigated by minimizing the interfaces of SiO2

7Reference [34] gives a broad overview of available literature.
8Complementary metal-oxide-semiconductor CMOS.
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Figure 2.6.: Simulated initial distribution of vacancies produced by 10MeV/c pro-
tons (left), 24GeV/c protons (middle) and 1MeV/c neutrons (right).
The plots are 2D projections over 1µm of depth and correspond to an
equivalent fluence of 1014 cm−2. From [39].

and the bulk silicon.9 However, surface damage will not be discussed in this work.
Instead, the effects of bulk damage on the physical properties of silicon sensors
have been investigated.

If the momentum of an incoming particle is sufficiently high the silicon bulk
can be damaged. This is called non-ionizing energy loss NIEL (see sec. 2.2.1).
Atoms can be displaced from their original position in the crystal lattice. The
displaced atom is now called an interstitial and it leaves a vacancy. The interstitial-
vacancy pair is called Frenkel pair. Vacancies and interstitials are mobile at room
temperature and can recombine or form defect complexes, some of which are stable.
The mean energy needed to displace a silicon atom from its lattice position is about
25 eV. The displaced atom is called primary knock on atom PKA [40, 41]. If the
recoil energy of the PKA is above 25 eV the silicon atom can create new Frenkel
pairs in a cascade of collisions. The concentration of defects generated in such
a cascade is very high and defect clusters can be formed. The mobilities and
the recombination rates of defects can be increased by increasing the temperature
which is used to anneal certain defects (see e.g. ref. [42, 43]).
Bulk defects are grouped into point defects and clusters. Figure 2.6 shows the

simulated initial (no annealing) distribution of vacancies after irradiation with
different particles of different momentum. Low energy protons produce a huge
amount of localized point defects while low energy neutrons rather produce clusters
of defects along atomic recoil cascades. For example, vacancies or interstitials or
composites of the latter ones and with impurity atoms are point defects. Point

9Highly doped (Neff ∼ 1019 cm−3) contacts are not affected by fixed oxide charge.
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Figure 2.7.: Non-ionizing energy loss D (E) of various particles as a function of
the energy normalized to the D (E) of 1MeV neutrons (crosshair).
From [43].

defects introduce discrete energy levels in the silicon band gap. In clusters, the
concentration of point defects is very high. The point defects can communicate
with each other via Coulomb interaction [44] so they do have a broad energy
spectrum rather than a discrete one (see e.g. [45, 46, 47]).

2.2.1. NIEL hypothesis

The non-ionizing energy loss NIEL hypothesis (see e.g. ref. [48, 49, 16]) describes
the introduction of defects into the silicon lattice by the nuclear displacement
from irradiation with particles. The introduction of defects is assumed to be
proportional to the fluence Φ with the so-called hardness factor κ, where κ accounts
for the energy loss D (E) due to nuclear displacement (recoil) as a function of
the particle type and energy relative to 1MeV neutrons. Figure 2.7 shows κ =

D(E)/D(95MeV mb) vs. E calculated theoretically for different particles (see
e.g. ref [50]). This concept is used to normalize the fluences of irradiations with
different particles of different energies to the equivalent fluence

Φeq = κ · Φ (2.39)

after irradiation with 1MeV neutrons. It is used mostly for hadrons and less
justified for leptons and photons which produce different defects than hadrons [51].
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Defect Type Et [eV] g [cm−1]

(V −O) A EC−0.176 1.1
(V − V ) −2 A EC−0.224 1.5
(V − V ) − A EC−0.424 1.5

- A EC−0.4 1.5
- e-trap EC−0.52 0.03

(Ci −Oi) D EV +0.36 1.1
- h-trap EV +0.36 2.3
- h-trap EV +0.48 0.08
- h-trap EV +0.53 0.08
- h-trap EV +0.51 0.03

Table 2.1.: Energy levels Et and estimated introduction rates g of various known
radiation-induced defects. „A” denotes acceptors, „D” donors, V va-
cancies, and C and O are carbon and oxygen. From various sources
collected in ref. [54].

However, also for hadrons the introduction rates of the defects do not necessarily
scale with κ (see ref. [52]).

2.2.2. Point defects

The concentrations Nt and energy levels Et of electrically active point defects can
be determined with various methods like deep-level transient spectroscopy [53].
The fluence dependence of Nt is described by the introduction rate g so Nt = g·Φeq.
Table 2.1 gives the distances from the conduction band EC and the valence band
EV as well as g for several known radiation-induced defects. The defects have dif-
ferent effects on the sensor performance depending on the distance from the band
edges and the capture cross sections for free carriers. Shallow defects generally act
as acceptors or donors and change the effective doping of the bulk. Deep defects
(near Ei ≈ 0.56 eV) act as generation-recombination centers which increase the
free carrier concentrations in depleted silicon (increase of the volume current) and
reduce the free carrier concentrations in neutral silicon (decrease of the conduc-
tivity by carrier removal). They can also act as so-called traps which temporarily
trap free charge carriers reducing the measured charge for fast current transients
and changing the effective doping depending on the occupation of the defects.

The aforementioned mechanisms lead to the main effects of radiation damage
on the sensor performance: Increased volume generation current, reduction of the
carrier lifetimes and the sensor signal, and a change of the effective doping leading
to position dependent effective doping as well as carrier removal and neutral regions
with sizeable electric field in the sensors. This is especially severe as the noise
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increases with the fluence due to high current while the signal decreases. Also, the
voltage needed for full depletion changes with the fluence due to the introduction
of both acceptors and donors, and by deactivation of the dopants phosphorus and
boron [55]. The net change of the effective doping with the fluence introduces more
acceptors than donors. This means initially n-type silicon will turn into p-type
silicon after a certain fluence which is known already since the 1940s as type-
inversion or space-charge sign inversion [56]. The voltage needed for full depletion
of p+n sensors first decreases with the fluence until it increases again after type
inversion. For p-type sensors the full depletion voltage always increases with the
fluence.
The effective doping under full depletion and for moderate fluences Φeq <

1015 cm−2 is usually described by

Neff (Φeq) = N0
Dexp (−cD · Φeq)− gAΦeq −N0

A · exp (−cA · Φeq) (2.40)

with the initial acceptor and donor concentrations N0
A,D, the donor removal rate

cD ≈ 2.4·10−13 cm2 and the acceptor removal rate cA ≈ 2·10−13 cm2 (ref. [55]), and
the introduction rate of acceptor-like shallow defects gA ≈ 0.03 cm−1 (ref. [57, 55]
for phosphorus and boron). Strictly speaking, also a term gDΦeq should be taken
into account for the introduction donor-like defects. But, it is often neglected
since gD < gA. These values are for very pure silicon and can be engineered by
introducing impurities like oxygen which can partly deactivate certain defects (see
ref. [21, 58]). There are also efforts to replace boron with the heavier gallium
to improve the radiation-hardness because of the higher displacement energy of
gallium atoms (see ref. [59, 60]).
For higher fluences Φeq > 1014 cm−2 the concept of Neff (x) = const is not

justified as the influence of deep defects becomes significant. Effects such as car-
rier removal and trapping of carriers lead to non-constant Neff in the sensor.
Neff (x,Φeq) can assume values between zero and � Neff (Φeq = 0) in the same
sensor.

2.2.3. Cluster defects

Cluster defects are extended regions O
(
100Å

)
with a very high concentration

of point defects caused by atomic recoils with energy above about 10 keV (see
ref. [61]). The concentration of point defects is so high that the individual defects
can communicate with each other. If one point defect in a cluster is occupied by
a charge carrier the activation energy to ionize neighboring point defects in the
cluster will change due to Coulomb interaction (see fig. 2.8). Due to the Coulomb
interaction cluster defects do not occupy a static, discrete energy level in the band

22



2. Silicon sensors

2R

R
R

R

d

occupied defect defect

Figure 2.8.: Cluster defect representation used to derive the Coulomb interaction in
a loop geometry of partially charged point defects. Modified from [44].

(a) (b)

Figure 2.9.: Measured slope α(0) and calculated hardness parameters κ for differ-
ent particle sources (a) from [64]; and the „damage factor” for transis-
tors vs. NIEL for different proton energy (b) from [65].

gap but rather a broad spectrum in energy depending on the occupation of the
point defects.
Especially for very high fluences > 1014 cm−2 cluster defects are crucial for the

operation of radiation detectors as they influence the aforementioned electrical
properties of the detectors. Cluster defects created by radiation damage are not
well studied up to to now [45, 62, 46, 44, 51]. A model to extract information on
cluster defects from thermally stimulated current TSC spectroscopy is presented
in ref. [63].

2.2.4. Generation current

The change of the generation current

∆I

V
= α (0) · Φ (2.41)
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in depleted bulk silicon with the volume V = Aw after irradiation has been found
to be proportional to the fluence [42, 66] of the particles used for irradiation with
the proportionality factor α (0) and independent of the initial doping and process.
Figure 2.9 shows experimental data for α (0) versus simulation results of κ (see
sec. 2.2.1) for different particles at different energy. We observe α(0)/κ = const = α.
The „current related damage constant” α is inversely proportional to the genera-
tion lifetime I/V = eni/τ0 (see eq. 2.30) and it is independent of the particle type
and energy. Thus, the defects responsible for the generation of volume generation
current scale with NIEL at the fluences investigated.

Irradiations for this work were performed at CERN PS [67] with 24GeV/c pro-
tons with the most recent10 hardness factor of κ = 0.62 determined from measure-
ments of ∆I so

∆I

κΦ · V
= α0 = 3.99 · 10−17 A/cm (2.42)

for silicon after 80min annealing at 60 °C for all Φ at the reference temperature
TR = 293.15K according to ref. [70]. The temperature dependence of α after
1MeV neutron equivalent fluence irradiation is given as

α (T ) = α0 ·
(
T

TR

)2

exp
(
Eg
2kB
·
(

1

TR
− 1

T

))
. (2.43)

A more correct treatment is demonstrated in ref. [71] and utilizes the effective
energy Eeff = 1.21 eV instead of Eg for current generation in radiation damaged
silicon at a defect near mid-gap (compare eq. 2.19). This value may be closer to
Eg (TR) for fluences > 1015 cm−2 according to ref. [71]. A discussion is given in
sec. 5.3.2.

However, it is not well-established whether the proportionality holds at fluences
beyond 1015 cm−2 as α is determined from the current per unit of depleted volume,
usually at the full depletion voltage Ud for fluences Φeq < 1015 cm−2. For higher
fluences there is no well defined Ud as the concentration of defects is very high
and the capacitance-voltage (C/V) characteristic - which is usually used for the
determination of Ud - is a strong function of the frequency. There have been
efforts (see ref. [72, 43]) to use the saturation of charge collection efficiency CCE
measurements to determine Ud and the frequency for C/V measurements where
the results of Ud agree. But, as Ud increases with Φeq this method is not easily
applicable. Additionally, for Φeq ∼ 1014 cm−2 there is no clearly defined depleted
region. Instead, the so-called double junction (see ref. [73, 54], sec. 5.2) is observed

10Values used earlier can be found in ref. [68, 69].
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with high fields near the contacts and a low-field region in-between. Other possible
contributions to the reverse current which can increase the current even after full
depletion will be discussed in sec. 5.3.3.
To make things worse, the introduction rates of certain defects do not scale with

NIEL which might change the linear increase of 1/τg (Φeq) (see ref. [39]). Still, this
model is used to compare samples irradiated with different particles and has often
been verified up to 1015 cm−2 and with certain assumptions about the depleted
volume also at higher fluences.

2.3. Radiation detectors

Silicon has many different applications in radiation detection. The technology is
very advanced to produce pure silicon and to engineer doping concentrations as
well as processing different layers e.g. of oxide, conducting, and passivation layers
with photolithography - all with very high precision. This is one of the main ad-
vantages towards other materials such as diamond or GaAs. Here, the focus is on
silicon sensors used in high energy physics.

Since silicon has a relatively small atomic number of Z = 14 the energy loss of
highly energetic particles in silicon is relatively low according to the Bethe-Bloch
formula dE

dx ∝ Z2. This makes silicon an ideal material for tracking applications.
Trackers require low radiation lengths in order to minimize multiple scattering.
Another important reason to use silicon is the high position resolution which can
be achieved with silicon sensors due to the possibility to build highly granular de-
tectors. Apart from tracking, silicon sensors are also used in sampling calorimeters.
A timing resolution in the order of tens of picoseconds can be achieved with silicon
sensors. This opens the possibility to operate 4-D timing detectors [74, 13]. An-
other important point for silicon is its radiation-hardness which enables the use in
high luminosity detectors, such as CMS, in the first place. The radiation-hardness
is constantly improved by new sensor designs (see sec. 2.3.3 and appendix A),
defect engineering (see e.g. ref. [59]), and mitigation of surface damage effects.

2.3.1. Signal generation in pad sensors

Ionizing radiation passing the active volume of the sensor generates free charge
carriers by Coulomb interactions which drift in an applied electric field and gen-
erate a signal in the electrodes. Figure 2.10 illustrates the drift of charge carriers
produced by a particle in the electric field of a pad diode under reverse bias.
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Figure 2.10.: Schematic of a silicon pad diode operated at full depletion as an
radiation detector. A minimum-ionizing particle creates electron-hole
pairs along its track which drift towards the electrodes in an applied
field. The drifting charge carriers induce a signal at the electrodes.

A minimum-ionizing particle MIP11 produces about 73 free electron-hole pairs
per µm in silicon on average. If a reverse bias voltage which ensures full depletion
is applied to a silicon diode all generated free charge carriers will drift towards the
electrodes. The signal induced in a pad sensor is

I (t) = −e
d
· (Ne (t) ve (t) +Ne (t) vh (t)) . (2.44)

Assuming the trapping times τe,h are constant in the sensor the number of drifting
charge carriers is

Ne,h (t) = N0 · exp
(
− t

τe,h

)
(2.45)

with the number of free charge carriers created by the MIP N0 and the drift
velocities ve,h. If there is no trapping the full charge Q0 = N0 · e is measured. If
the trapping times τe,h are finite the collected charge will be reduced. In order to
qualify radiation damaged silicon sensors the charge collection efficiency is often
used

CCE =
Q

Q0

(2.46)

with Q =
∫
Idt. The trapping times are usually shorter than the recombination

lifetimes. They describe the charge lost within the integration time of O (ns) of
the detector which may be shorter than the detrapping times of shallow defects of
O (µs).

2.3.2. The weighting potential

The weighting potential Φw describes the coupling of a charge to the electrode
which is being read out (r/o). According to Ramo’s theorem [76], it can be de-

11A MIP is a hypothetical particle with the momentum which corresponds to the minimum
ionizing energy loss according to the Bethe-Bloch formula.
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Figure 2.11.: Schematic cross section of a strip sensor showing the equipotential
lines of the weighting field

−→
Ew. To calculate the weighting field, the

top left strip has a voltage of 1V applied and all other electrodes are
on ground potential. The two vertical lines show hypothetical passing
charge not influenced by the electric field. The corresponding signal
as a function of time induced in the top right strip is shown below.
Modified from [75].

termined by solving the Poisson equation for the electrical potential applying 1V
bias to the r/o electrode while applying 0V to all other electrodes in vacuum.
For a pad diode with a small thickness compared to the pad area the weighting

potential is simply 1/d and already considered in eq. 2.44. For segmented sensors
it can be increasingly complex depending on the configuration of the electrodes.
Figure 2.11 shows the weighting potential for a strip sensor and the current tran-
sients induced in the r/o strip for a charge q passing through the sensor at different
positions. The integrated charge is Q =

∫
I (t) dt ≈ q at the r/o strip if the charge

passes at the r/o strip. On the other hand, if it passes at the next neighbor the inte-
grated charge is Q ≈ 0 and the induced signal on the r/o strip is bipolar. However,
this is only true if the integration time is longer than the signal duration of usually
1 ns−50 ns depending on the thickness, the drift velocities, and the trapping times.

For edge-TCT (see sec. 3.3.2) charge carriers are generated approximately uni-
formly parallel to the surface of the sensor and perpendicular to the strip direction
(from left to right in fig. 2.11). This means that charge carriers are drifting towards
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all strips along the axis of charge deposition. All bipolar contributions to signal in
the r/o strip from the charge drifting towards neighboring strips cancel resulting
in a constant weighting field as for a pad sensor.

The weighting field described above is only valid for static electrodes and fixed
space charge. If there are accumulation layers of mobile electrons at the Si-SiO2

interface between the strips this concept is not valid anymore.

2.3.3. Radiation-hard sensors

As mention above, radiation damage increases the volume generation current,
which is also called the leakage current, and decreases the carrier lifetime. High
leakage current poses a problem for radiation detectors as the power dissipation
and the noise increase. The power dissipation can be decreased by reducing the
operating voltage as P = I (U)·U . However, applying high voltages leads to a high
mean electric field E = U/d with the distance of the electrodes d. A high electric
field means high drift velocities v = µE and less trapping Q (t) = Q0 ·exp (−t/τ) as
the charge collection time tc ≈ d2/ (µU) is reduced. Another issue is the increasing
voltage needed for full depletion Ud ∝ Neff · d2 as the effective doping increases
with fluence. If the sensor is operated at voltages below Ud the active volume is
decreased. The charge deposited outside the active volume in the neutral region
will be mostly lost12 due to the short diffusion lengths in irradiated silicon.

Most of these issues can be addressed by reducing the thickness d of the sen-
sor. However, the initial charge Q0 for the non-irradiated sensors will decrease
if the path length of the ionizing particle in the sensor decreases, influencing the
signal-to-noise ratio. Another important issue for highly segmented sensors is
the weighting field. The weighting field is high close to the read-out electrodes.
Radiation-hard sensors use n+ implants for the segmented read-out electrodes to
make sure the p-n junction is at the segmented side even after type-inversion for
n+n read-out and the SCR with high electric field develops in the region of high
weighting field. In this way the drift distances in the region of high weighting
potential are maximized.
Figure 2.12 shows the signal measured in irradiated pad diodes in units of elec-

trons per µm compared to the charge deposited along the track of a MIP in non-
irradiated silicon of 73 e−/µm. For the lowest fluences sensors of about 320µm
active thickness13 have been used, for higher fluences sensors of 200µm active

12This is only true if there is no field in the neutral region (see chapter 5).
13The active thickness describes the thickness of the bulk silicon with low doping concentration.
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Figure 2.12.: Measured charge in e−/µm in irradiated pad diodes of different thick-
ness irradiated to different fluences compared to the average charge
deposited by a MIP in non-irradiated silicon of 73 e−/µm. The re-
sults were obtained by injecting charge with infrared light at bias
voltages of 600V and 800V at 253K. The collection efficiency is not
corrected for the increase of the deposited charge with fluence. Pre-
viously published in ref. [12].

thickness, and for the highest fluences up to Φeq = 1.3 · 1016 cm−2 an active thick-
ness of 120µm has been used. All diodes were reverse biased at 600V and 800V.
We can nicely observe how the measured charge for each thickness decreases with
fluence - and how the collection efficiency can be recovered by decreasing the sen-
sor thickness at higher fluences. The measurements were performed with the setup
described in sec. 3.3.1 and are described in ref. [12, 77]. The total charge deposited
by light was assumed constant and not corrected for the increase of the absorption
coefficient reported in chapter 4, which increases the deposited charge by up to
20% for the highest fluence. This means that the charge collection efficiency is
overestimated by up to 20% when using light if the change of the light absorption
is not considered.

Current developments towards radiation-hard sensors are to make „traditional”
planar sensors thinner ∼ 100µm, which is described in this work, and to use 3-D
sensors (see e.g. ref. [78, 79]). Planar sensors have the advantage of lower price
and proven technology while 3-D sensors are still expensive and not feasible to
cover large areas with sensors.

The electrodes of 3-D sensors are vertical columns through the bulk of the sen-
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sor rather than on the surface. This means the electrode spacing14 can be chosen
almost independent of the thickness of the bulk and it is not coupled to the gran-
ularity. This allows for low operational voltages while maintaining high detection
efficiency even after high fluences. However, there are drawbacks such as charge
losses for normal incidence through columns.
Efforts to develop new radiation-hard planar pixel sensors for the innermost

pixel barrel layers of the future CMS tracker after the Phase-II upgrade will be
discussed in appendix A. Several different designs are presented with pixel sizes
down to 50× 50µm2 and 25× 100µm2.

14One read-out channel with a certain surface area can have multiple columns and a column
spacing down to 27 µm has been achieved [80].
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This chapter gives an overview of the investigated samples and the measurement
setups. First, the different samples are explained and the relevant parameters
are given in sec. 3.1. Then, the current-voltage and capacitance-voltage measure-
ment setup is introduced in sec. 3.2. The Transient Current Technique TCT is
explained in sec. 3.3 with a detailed discussion of the edge-TCT setup which has
been developed in the course of this thesis. The last section 3.4 explains the
spectrophotometer used for transmittance measurements.

3.1. Test structures

The irradiations for this thesis have been performed at the irradiation facility [67]
at the Proton Synchrotron PS at CERN with protons of 24GeV/c momentum. The
scaling factor used throughout this work is κ = 0.62 from ref. [70] for Φeq = κ · Φ
with the fluence of 24GeV/c protons Φ and the 1MeV neutron equivalent fluence
Φeq.
No annealing studies have been performed. Some samples have been measured

as-irradiated without intentional annealing; however, those samples still have a
certain annealing since the irradiations were performed at room temperature for
several weeks. Some samples have been measured after 10min annealing at 60 °C.

3.1.1. Bare single crystal silicon

Several not processed high-purity silicon crystals cut from wafers were investigated.
The bare silicon crystals are cut out of d ≈ 285µm thick wafers produced for oxide
growth studies. There is no thermal oxide on the silicon surface which would
change the reflectivity. Several silicon crystals were irradiated. The measured

d [µm] 278 283 281 282 303
Φeq [1015 cm−2] 0 2.39±0.19 4.90±0.35 6.39±0.46 8.62±0.61

Table 3.1.: Thickness d and fluence Φeq of the silicon samples used for transmission
measurements with infrared light. The uncertainty of d is about 1µm.
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Figure 3.1.: Schematic cross-section of a pad diode with n-type bulk. Previously
published in ref. [81].

Name FTHN FTHP MCZN MCZP CIS100 CIS111 RD48
Bulk doping n p n p n n n

d [µm] 200 200 200 200 285 287 300
Ud [V] 90 120 150 100 50 67.5 19.5

Neff [cm−3] 3 · 1012 4 · 1012 5 · 1012 3.3 · 1012 8 · 1011 1012 3 · 1011

A [mm2] 4.4 (24.4) 24.4 24.4 ?
C(Ud) [pF] 2.7 (12.3) 9.3 9.3 10.3
NO [cm−3] 1017 1017 1017 4 · 1017 < 1017 < 1017 ?

Table 3.2.: Physical properties of the investigated diodes. A refers to the pad area
of the diodes, C(Ud) is the capacitance at full depletion, and NO is the
oxygen concentration.

thickness and Φeq of the crystals are given in table 3.1. The crystals were measured
as-irradiated.

3.1.2. Pad diodes

Several different diodes produced by different companies were investigated for this
thesis. The structure of the diodes is shown in fig. 3.1. The diodes have shallow
implants ≈ (1− 2) µm with a very high doping concentration and a low-doped
bulk in-between. The active thickness d is the thickness of the bulk. The pad of
the diode is surrounded by a guard ring in order to define the active volume and
to reduce the influence of surface and edge effects on the pad. The diodes have
windows in the pad aluminum contact and the back side contact is an aluminum
grid with windows. The windows are needed to generate free charges in the active
volume by illumination with light.

The diodes produced by Hamamatsu HPK [82] are labelled FTH for float-zone
silicon and MCZ for magnetic Czochralski silicon. All of the HPK diodes have a
crystal orientation of 〈100〉. Additionally, n-type diodes of 〈100〉 and 〈111〉 crys-
tal orientation float-zone silicon produced by CiS [83] were investigated. They
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Φeq [cm−3] FTHN FTHP MCZN MCZP CIS100
8.87 · 1014 × × × × X
1.14 · 1015 × × × × X
2.94 · 1015 X X × × ×
4.35 · 1015 × × × × X
4.90 · 1015 X X × × ×
6.07 · 1015 X × × × ×
7.25 · 1015 × × × × X
7.75 · 1015 X X × × ×
9.36 · 1015 × × × × X
1.30 · 1016 X X X X X

Annealing [min@°C] 10@60 10@60 10@60 10@60 0@0

Table 3.3.: Available fluences Φeq for the diodes and the annealing stage.

are labeled CIS100 and CIS111. One very high-ohmic 〈111〉 diffusion-oxygenated
float-zone DOFZ n-type diode produced by STMicroelectronics [84] was investi-
gated, labeled RD48. The doping concentration, bulk thickness, depletion voltage,
geometrical capacitance, and other parameters are given in tab. 3.2.
Some of the diodes were irradiated with 24GeV/c protons to the fluences given

in table 3.3. The fluence was determined from the dosimetry of aluminum plates
which are irradiated with the samples and are activated from the irradiation. The
uncertainty of Φeq is about 7%. The FTH and MCZ diodes were measured after
annealing for 10min at 60 °C while the CIS100 diodes were measured as-irradiated.

3.1.3. Strip sensors

For the edge-TCT measurements strip sensors were investigated, from the same
〈100〉 wafers with the same Neff as the CiS diodes labeled CIS100. The sensors
have an active thickness of 285µm, a pitch of 80µm, an implant width of 18µm,
and a metal width of 16 µm. The die size is 1× 1 cm2.
A strip sensor fixed and wire-bonded to the printed-circuit board PCB is shown

in fig. 3.8(a). The AC-pads (capacitive coupling) are connected to the read-out
electronics. The strip implant is connected to a current collection ring, which
surrounds the strips, via a poly-silicon resistor similar to fig. A.7. The AC-pads
and the periphery with the current collection ring and the guard rings are shown
in fig. 3.2. The 4th and the 9th strip are read out. The distance from the edge1

to the first read-out strip is 1350µm and the distance between the read-out strips
is 400µm. The neighboring strips, the current collection ring, and the innermost
guard ring are connected to ground via 50Ω.

1The left edge in fig. 3.2, which is illuminated for edge-TCT (see sec. 3.3.2).

33



3. Experimental methods

Figure 3.2.: Microscope picture of a strip sensor. The AC-pads of the read-out
strips are highlighted with white circles. The black circles highlight
the positions of the wire-bonds to ground via 50Ω. Modified from [85].

Some sensors were irradiated to the fluences given tab. 3.3 for CIS100. The
irradiated sensors were measured as-irradiated.

3.2. Current and capacitance measurements

The current-voltage I/V and capacitance-voltage C/V measurements were per-
formed at a setup which allows for connection and measurement of the pad and
the guard ring. The device under test DUT is placed on a temperature-controlled
chuck (∆T ≈ ±0.1K) and can be fixed by vacuum. The chuck provides the high
voltage2 connection to the back side of the DUT. The setup is located in a shield-
ing, light-tight metal box and flushed with dry air to avoid condensation of ambient
humidity at low temperatures. The dew point was always below 243K. The pad
current is measured with a Keithley [86] 6517 ampere meter with an accurancy of
about 0.1% and the guard ring current is measured with a Keithley 6485.

The capacitance of the pad is measured with a LCR meter with an AC voltage
of ±50mV amplitude on top of the DC voltage. The frequency of the AC voltage
was between 200Hz and 1MHz.

For all I/V and C/V measurements a constant voltage offset of +19.5mV com-
pared to the value set at the voltage source was taken into account. Figure 3.3

2Here: Up to 1000V.
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Figure 3.3.: Determination of the voltage offset for the I/V and C/V measurements
with devices which behave like resistors (crosses). The fits (lines) yield
an offset of 19.5mV.

shows measurements of irradiated sensors which behave like resistors. The offset
was determined from the fit of Ohm’s law of the measurements.3

Heating of the samples can be neglected. If the current of the DUT is very high
one has to ensure that the temperature can adjust to the change of the current
which is heating the sample. The measurements were tested for possible hysteresis
with±∆U due to increasing or decreasing heating power ∆P = ∆I ·∆U . A waiting
time between the voltage steps ∆U was adjusted to ensure the temperature has
stabilized when measurements are taken.

3.3. The Transient Current Technique

The Transient Current Technique TCT is an important tool for the understanding
of radiation detectors. Sub-nanosecond laser light pulses generate free charge car-
riers in the device under test DUT and the resulting transient current is recorded.
The position of the initially generated carriers can be chosen using light of different
wavelengths λ to illuminate the front side, back side, or the edge of the DUT.
Two different setups were used: A rather simple setup for pad diodes and a

multi-channel setup which can record up to four channels for segmented sensors.

3The residuals shown in fig. 3.3 suggest the offset is different for positive and negative voltage.
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Figure 3.4.: Schematic of the initial charge distribution and the subsequent drift
direction of charge carriers generated by short light pulses for λ =
675 nm in (a) and 1064 nm in (b). The sensor is reverse biased above
full depletion. Previously published in ref. [81].

3.3.1. Pad diode TCT

The pad diode TCT setup allows for front and back injection of laser light pulses
into pad diodes. It is described in detail in ref. [81]. The setup is used to measure
the current transients of electrons and holes drifting through the pad sensor and
to determine the charge collection efficiency of irradiated silicon sensors.

Pad diodes are placed on a temperature-controlled chuck (∆T ≈ ±0.2K) with
a small hole for back side illumination. The setup can be sealed and flushed with
dry air. The DUT can be cooled down to 223K. Heating of the sample is not an
issue as the sample is placed directly on the cold-chuck and the temperature sensor
is close to the sample.

High voltage is applied to the pad using a needle. The pad is read out via 50Ω

cables and a bias-T. The signal is amplified and fed into a Tektronix [86] DPO
4104 oscilloscope with a bandwidth of 1GHz and a sampling rate of 5GHz. In
order to decrease the fluctuations due to electronics noise 512 current transients
are averaged for each recorded waveform. The guard ring is floating for this setup.

Two different lasers are available: One with light of λ = 675 nm, which cor-
responds to an absorption length in silicon of about 3 µm at room temperature,
and one with λ = 1064 nm, which corresponds to an absorption length of about
1000µm at room temperature. Thus, charge carriers are generated only at the
surface of the sensor for the 675 nm light while the generated charge is almost
constant along the path of the light for 1064 nm.
Figure 3.4(a) shows the initially generated charge and the drift direction for a
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Figure 3.5.: Simulation of a transient current pulse for the situation depicted in
fig. 3.4(a), not taking effects of read-out electronics into account. The
holes are collected within 0.2 ns while the electrons drift through the
sensor to the opposite electrode. Previously published in ref. [81].

675 nm light pulse injected at the front side of a n-type bulk diode. The generated
free holes are immediately collected at the illuminated electrode while the electrons
are drifting towards the opposite electrode (see fig. 3.5). The current transient is
caused mostly by electrons drifting through the whole sensor. Similarly, the current
transient is caused by drifting holes if the back side of the sensor is illuminated.

Figure 3.4(b) shows the initially generated charge for 1064 nm illumination. The
initial charge distribution is almost constant and the transient current is caused
by simultaneous electron and hole drift, similar to the current transient induced
by a MIP.

Figure 3.5 shows the simulated transient current for illumination of the junction
of a reverse biased n-type bulk diode with an infinitely short pulse of 675 nm light.
The holes are collected immediately and have a very small contribution to the
total current transient. The transient current pulse is dominated by the electrons
drifting to the opposite electrode. The signal is decreasing since the electric field
is linear with the maximum field at the front side.

The laser light is not focused and has a spot size of about 300µm at the sensor
surface. The lasers are tuned to generate ∼ 106 electron-hole pairs for each light
pulse. The full-width at half maximum FWHM of the laser light pulses is < 50 ps.
The pulse frequency is 200 Hz. The laser driver provides a trigger signal to the
oscilloscope.
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Figure 3.6.: Schematic principle of edge-TCT. A beam of focused infrared laser
light illuminates the edge of a strip sensor, penetrates deep into the
sensor, and generates free charge carriers along its path. The posi-
tion x of the initially generated charge can be adjusted by shifting
the beam. Current transients are recorded as a function of x for the
strips connected to read-out electronics. The surrounding strips are
connected to ground potential via 50Ω. Modified from [85].

3.3.2. Multi-channel edge-TCT

TCT with pad diodes has certain limitations. If the carrier lifetimes are very short,
carriers injected at the surface will not traverse the whole sensor. Accordingly, the
information on the bulk obtainable from the current transients is limited. However,
edge-TCT offers the possibility to create charge carriers at any desired depth in
the sensor, as shown in fig. 3.6. Information about the electric field and the charge
collection as a function of the distance from the surface can be obtained.

Infrared light with a long absorption length in silicon is used for edge-TCT. The
edge of strip sensors is illuminated with focused laser light pulses and the focus of
the beam can be shifted in three dimensions. The strips are connected to read-out
electronics and the transient current can be measured as a function of the position
of the initially generated charge carriers.

In order to measure strip sensors the individual channels are wire-bonded to
PCBs or ceramics which connect them to read-out electronics. For edge-TCT, the
edge of the sensors has to be polished in order to enable the light to enter the
sensor with minimum scattering at the surface of the edge.

An existing multi-channel TCT setup, which is described in detail in ref. [87], was
modified in the course of this thesis in order to perform edge-TCT measurements.
A shielding box and a PCB were developed in collaboration with DESY [88] and
are by now also used by other institutes. Additionally, a base plate housing exter-
nal water cooling and a second cooling stage with a Peltier element was developed
which can be turned easily for edge and front or back illumination of the DUT.
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Figure 3.7.: Picture of the multi-channel edge-TCT setup. The DUT is inside the
small black box right-center. The whole system is enclosed in a light-
tight metal box and flushed with dry air for measurements. Modified
from [85].

The commissioning of the setup as well as the methods for the sample preparation
and positioning of the laser beam are described in detail in ref. [85].

The requirements for the setup were:

• The possibility for edge, front, and back side illumination in the same setup.

• Connections for two read-out channels and several ground connections for
the neighboring strips and the periphery.

• High voltage tolerance up to 1000V.

• Focusing of the laser light beam to a few µm spot size.

• Small air volume in the box for fast flushing with dry air.

• Small temperature-controlled volume for fast cooling to T < 243K.

Setup The multi-channel edge-TCT setup is shown in fig. 3.7. The DUT is fixed
inside a small box which is flushed with dry air. The box is fixed to a temperature-
controlled ground plate which can be turned for edge and front/back illumination.
The whole system is located inside a bigger shielded box which is flushed with dry
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air as well. All electronics are outside the box except for the moving stages and
the Peltier element.
The laser light is fed into an optical system via light fibers. The optical system is

positioned on a movable stage (the z-direction) and focuses the light pulses towards
the DUT. The x-direction (normal to the sensor surface for edge illumination) and
the y-direction (parallel to the long side of the strips) are controlled with an x-
y table. The precision of the moving stages is (20− 30) nm. All measurements
discussed here were performed with a step size ∆x = 1µm along x.

The strip sensors are fixed to the PCB as shown in fig. 3.8(a). The 4th and
the 9th strip are read out and the surrounding ±2 strips are connected to ground
potential via 50Ω. The current collection ring surrounding the strip area and
the innermost guard ring are also connected to ground potential via 50Ω. The
wire-bonding pattern is shown in detail in fig. 3.2. High voltage is supplied by a
gold-plated pad to the back side of the sensors.
The signal is attenuated with 10 dB electrical attenuators which significantly

reduces reflections of the signal. Short cables (1m) connect the read-out chan-
nels to the attenuators. The attenuated signal is amplified with 10 kHz to 2GHz
bandwidth amplifiers. The amplified signal is fed into a Tektronix DPO 7254 os-
cilloscope with 2.5GHz bandwidth and 20GS/s sampling rate for two channels.
1024 current transients are averaged for each recorded waveform.

Figure 3.8(b) shows a close-up of the sensor with the sketched light beam. At
first, some samples were positioned more to the right and the laser beam was very
close or even under the bond pad for the first read-out strip. This can lead to
charge losses near the sensor surface for this strip, especially for irradiated sen-
sors. The collected charge near the surface was very different for the two strips, as
discussed in sec. 4.2.2. All sensors were shifted to the left after this was noticed.
The collected charge near the surface increased for the first strip, while the col-
lected charge for the second strip did not change. For those measurements where
significant differences between the two strips are observed only the results for the
second strip were analyzed.

Several different lasers emitting light of different wavelengths are available. How-
ever, only a laser emitting λ = 1052 nm light pulses with FWHM ≈ 50 ps was used
for this work. The absorption length in silicon at this wavelength is 620µm at room
temperature and 1400µm at 243K, where most measurements were performed.
The laser driver provides a trigger signal to the oscilloscope. A pulse frequency of
1 kHz was used throughout. The optical system is described in ref. [87, 85]. The
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(a)

(b)

Figure 3.8.: (a) Picture of the PCB with a wire-bonded strip sensor. During a
measurement, the temperature sensor (not shown) is fixed to the pad
on the right. Modified from [85]. (b) Shows a close-up of a sensor
with the two strips connected to the read-out on the left. The wire-
bonds connecting the periphery and neighboring strips to ground are
indicated on the right. The y-position of the pulsed laser light beam
is sketched.

41



3. Experimental methods

Figure 3.9.: Drawing of the second-generation PCB. The position of the temper-
ature sensor, indicated by the black circle, is at the extension of the
gold-plated pad on which the DUT is located.

light intensity was minimized to ensure there is no plasma effect (see sec. 2.1.4 and
ref. [89, 90, 85]) due to high carrier densities which would change the transient
current.

The temperature sensor, with thermal grease applied, is fixed on a second pad
of the PCB adjacent to the pad where the DUT is placed, as shown in fig. 3.8(a).
The temperature sensor is not on the same pad as the DUT since it was planned to
perform measurements on larger sensors and it was not planned to measure with
high heating power P = I · U of the DUT. However, many measurements were
performed with forward biased sensors and rather high currents corresponding to
a heating power of up to almost 0.5W. The heat conductivity of the PCB is not
sufficient to ensure that the temperature of the DUT is equal to the temperature
at the second pad under these conditions, as discussed below. Therefore, a revised
version of the PCB with higher power rating has been developed and produced,
where the temperature sensor is fixed directly on the same pad where the DUT
is located. This ensures that the DUT is at the desired temperature and there
is no thermal runaway. The revised version of the PCB is shown in fig. 3.9. All
measurements presented here were performed with the original PCB shown in
fig. 3.8.
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Figure 3.10.: The edge of a sensor before and after polishing. From [85].

Sample preparation The edge of the strip sensors used for edge-TCT has to be
polished to assure a homogeneous beam profile in the sensor. The sensors were first
tested with the I/V and C/V setup. Then, the edges were polished first with 3µm
grade diamond lapping film if deep scratches were visible. If no deep scratches
were visible anymore, the sensors were fixed in a 3-D printed plastic handler which
is attached to a polishing machine. The machine rotates the handler with the
sensor on a textile soaked in de-ionized water and diamond polishing pastes of
(1− 0.1) µm grades. This procedure was continued until no scratches were visible
on the edge.
Figure 3.10 shows the edge of a strip sensor before and after polishing. No

scratches are visible after polishing and the surface of the edge is very uniform.
However, the reflections at the left and right corner of the polished edge differ from
each other, indicating a rounding of the edges due to the polishing procedure. This
has proven to be a problem since the beam is refracted when the rounded corners
are illuminated. The beam is widened and the whole volume is illuminated if
the rounded corners are illuminated, limiting the information near the corners;
especially, since the first read-out strip is 1350µm away from the edge.

Beam profile Assuming a Gaussian beam, the spot size, or „beam waist”, of the
intensity of the beam is

ω (z) = ω0

√
1 +

(
z − z0

zR

)
(3.1)
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Figure 3.11.: Intensity of the edge-TCT laser light beam for different z positions
of the focus. From [85].

with the axis of the light beam z. The root mean square minimum spot size

ω0 =
FWHM0√

2 ln (2)
(3.2)

is reached in the focus of the beam at z = z0. The widening of the beam with
z depends on the Rayleigh length zR which, in turn, depends on the optical sys-
tem and the wavelength of the light. At z = z0 ± zR the width of the beam is
ω (z0 ± zR) = ω0

√
2. The theoretical limit for the minimum spot size in air is

ωtheo0 = 3.5µm for the optical system used and 1052 nm light. The real spot size
has been measured by scanning the beam over the corners of the window in the
pad aluminum contact of a non-irradiated diode, as reported detail in ref. [85].
The measured minimum spot size is ωmeas0 = 7.1µm and the Rayleight length
is zmeasR = 83µm in air. Figure 3.11 shows the measured beam profile for dif-
ferent focus positions z. In silicon, the opening angle of the beam decreases.
The Rayleigh length increases by the refractive index of silicon nSi and becomes
zSi,measR ≈ 300µm. This is beneficial for measurements as the opening angle of
the beam decreases. Consequently, the beam width changes less rapidly with z in
silicon than in air.

Focus finding Before each measurement, the position of the focus of the beam
relative to the edge (or surface for front/back illumination) of the sensor has to be
determined. For this purpose, the focus is first adjusted by eye using a different
laser emitting visible light. Then, the setup is closed and the desired temperature
is set. The beam is scanned over one of the corners of the edge along the x-axis
(defined in fig. 3.6) for different positions of the focus along the z-axis. The induced
charge is integrated for each position x of the initially generated charge and the
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Figure 3.12.: Determination of the position of the focus for edge-TCT. The width
of the beam ω (z) is measured for different positions of the focus z
by scanning the beam over the corner of the edge of a sensor and
recording the measured charge as a function of x. Eq. 3.3 is fitted to
the resulting charge profiles. (a) Shows the charge profile Q (x) and
the fit at z = 80µm. (b) Shows the beam profile ω (z) (crosses) from
the charge profiles with a fit (line) of eq. 3.1. The focus is at the
edge of the sensor for z0 = 83µm. The sensor shown here is highly
irradiated and reverse bias is applied.

resulting charge profile4 Q (x), shown in fig. 3.12(a), is fitted with an error function

Q (x) =
Qmax

2

(
1− erf

(√
2 (x− x0)

ω (z)

))
(3.3)

for each z-position. The maximum Qmax = max (Q (x)) of the charge profile is
a fixed parameter in the fit. The position of the corner of the edge x0 and the
width of the beam ω (z) are free parameters. The fit is performed usually between
0.2 · Qmax and 0.8 · Qmax. The resulting spot size ω (z) is fitted with eq. 3.1 in
order to determine z0 as shown in fig. 3.12(b).
This procedure is non-trivial if irradiated sensors are investigated and the mea-

sured charge is very small and not constant in the sensor bulk. Figure 3.12 shows
a highly irradiated sensor with non-constant charge in the bulk as a worst-case
scenario.

Once the position of the focus is known, the measurements are performed either
with the focus at the edge (at the determined z0) or the focus is shifted by ∆z =
1550µm
nSi

= 435µm so it is in-between the two read-out strips. It has been found [85]
that the current transients hardly change if the focus is between the strips or
moved by ±zR.

4Explained below.
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Figure 3.13.: Charge profiles Q1,2 (x) for the two read-out strips as a function of the
position of the beam obtained for a non-irradiated sensor at a reverse
bias voltage above full depletion. The strips are at x ≈ 20µm and
the back side is at x ≈ 305µm. The charge of the second strip
is Q2 < Q1 due to absorption of light in-between the strips which
reduces the initially generated charge for the second strip. The sensor
is non-irradiated with d = 285µm.

The charge profile The charge profile is the measured charge as a function of
the position of the initially generated charge along the x-direction perpendicular
to the surface of the sensor. In order to obtain the charge profile, the sum of the
current transients5 Q (x) =

∑
t I (t) is determined for the duration of the current

pulse at each injection position x. Figure 3.13 shows the charge profiles for the
two read-out strips of a non-irradiated strip sensor.
The charge profile can be used to determine the charge collection efficiency of

irradiated sensors as a function of the position of the initially generated charge. A
detailed discussion of the charge profiles of irradiated sensors is given in chapter 6.
It was found that the profile of the charge collection efficiency Q (x, T ) /Q0 (x, T )

for irradiated sensors hardly depends on the temperature and sensor annealing6 as
shown in ref. [91, 92].

The velocity profile The „velocity profile” actually shows a charge Q (x) simi-
lar to the charge profile; but, only the rising edge of the transient current pulse
is summed up. The sum is called the „prompt current”. The prompt current
method [93] is used to obtain information about the electric field E(x) as a func-
tion of the position in the sensor x.
The transient current induced at the read-out electrode is

I(x, t) = Q0 (ve (t) · exp (−t/τe) + vh (t) · exp (−t/τh))Ew (x) (3.4)

5Examples of current transients are shown in fig. 3.15(a).
6If the annealing is below 100min at 60 °C.
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Figure 3.14.: Normalized velocity profiles for the two read-out strips determined
from the same measurement as the charge profiles shown in fig. 3.13.
The prompt current decreases from the front side towards the back
side since the electric field in the sensor is linearly decreasing accord-
ing to eq. 2.28.

with the initially generated charge Q0 = eN0
e,h, the effective electron and hole

trapping times7 τe,h, the weighting field Ew (x), and the drift velocity v = µE.
The weighting field is approximately constant Ew (x) = 1/d for edge-TCT (see
sec. 2.3.2). The charge generation by a very short laser pulse is assumed instanta-
neous at t = 0.
Now, the drifting charge after a short time interval ∆t� τe,h is Q (∆t) ≈ Q0 if

no charge is collected at the electrodes. Accordingly, the transient current becomes

lim
∆t→0

(I(x,∆t)) =
Q0

d
· (µe (E) + µh (E))E (x) . (3.5)

This relation is used to measure the velocity profile with edge-TCT.
Since the rise-time of the transient current pulse is finite, the rising edge of the

transient current pulse (shown in fig. 3.15(a)) is summed up for a short time in-
terval ∆t. The resulting prompt current =

∑
∆t I (t) is proportional to the sum

of the drift velocities ve (x) + vh (x), at least as long as ∆t � τe,h and as long as
the carriers are not collected within ∆t and do not drift too far from the position
of the initially generated charge x. Therefore, the prompt current can provide
information about the electric field with v (x) = µ (E) · E (x) if µ (E) is precisely
known. Only limited information about E (x) can be obtained for very high fields
where the velocity saturates and dv

dE → 0.

For the measurements presented here ∆t = 200 ps is used, corresponding to a
drift length of ∼ 20µm at the saturation velocity ∼ 107 cm/s. Since the signal is

7Here, τe,h (x) assumed constant. Usually, τe,h (x) 6= const for non-constant defect occupation.
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triggered and 1024 current transients are averaged the signal always starts at the
same time and the jitter is negligible. Therefore, the prompt current was always
determined as the sum of the transient current over the same time window.8 The
influence of the integration time ∆t on the velocity profile is discussed in ref. [85].

Altogether, the prompt current as a function of the position of the initially gen-
erated charge x provides information about the electric field E (x) in the sensor.
Figure 3.14 shows the velocity profile for a non-irradiated sensor. It was obtained
from the same current transients which were used to determine the charge profile
shown in fig. 3.13, simply by choosing a different integration time ∆t. The slope
of the electric field is reproduced in the velocity profile while the charge profile is
constant, as expected.

It should be noted that for the high fluences investigated here the trapping times
become very short τe,h < 1 ns. Trapping may influence the measured velocity
profiles as the assumption ∆t� τe,h may not be justified anymore.

Temperature offset As mentioned above, the difference between the measured
temperature and the temperature of the DUT may be a problem with the first
generation PCB as the heating power was up to 0.5mA · 1000V = 0.5W. The
temperature sensor is not on the same pad where the DUT is located as shown
in fig. 3.8(a). This means that strong heating of the DUT leads to a temperature
difference between the two pads due to the limited thermal conductivity of the
PCB. The temperature stability with time is not affected and the variations are
less than ±0.3K.
Figure 3.15(a) shows the transient current pulses of a forward biased, irradiated

sensor with high current at different voltages. It can clearly be seen that the rising
edge of the current transient hardly changes when the voltage is increased while
the sum over the whole transient increases.
Figure 3.15(b) shows the sum of the charge profiles Q (U) =

∑
xQ (x, U) over all

beam positions x and the sum of the velocity profiles over all x at each voltage U .
The sum of the charge profiles increases as expected from diode TCTmeasurements
discussed in sec. 6.1. While the charge collection efficiency hardly depends on the
temperature, as shown in ref. [92], the initially generated charge9 Q0 (T ) at the
read-out strip decreases with the temperature for the case shown here. I.e. Q0

would decrease by about 12% if the sensor is heated from 243K to 253K due to the
change of the absorption coefficient. The absorption coefficient can be determined

8From 36.7 ns to 36.9 ns, see the insert of fig. 3.15(a).
9Given in eq. 4.1 in the following chapter.
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Figure 3.15.: (a) Current transients of a forward biased sensor at 1000V (red)
and 700V (black). The initial charge was generated at x = 150µm
corresponding to∼ d/2 in the sensor. The transient current is summed
from 36 ns to 41 ns for the charge profile Q (x) =

∑
t I (t) and from

36.7 ns to 36.9 ns for the velocity profile. The insert shows the rising
edge of the signal where the prompt current is determined. (b) Sum
of the charge profiles

∑
xQ (x) and velocity profiles over all x at

each bias voltage normalized to the value at 1000V. The sum of the
velocity profiles

∑
x

∑36.9 ns
36.7 ns I (x, t, U) saturates around 700V while

the sum of the charge profiles
∑

x

∑41 ns
36 ns I (x, t, U) increases. The

sensor was irradiated to Φeq = 1.3 · 1016 cm−2 and the second read-
out strip at T = 243K is shown.
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from the same measurement as shown in sec. 4.1. Indeed, the measured absorption
coefficient slightly depends on the bias voltage which may be caused by heating
of the sample. However, the measured change of the absorption coefficient always
corresponds to an increase of T of the DUT of less than 10K. Accordingly, it
seems like the temperature of the DUT is not very different from the measured
temperature.
However, the sum of the velocity profiles does not increase for forward voltages

exceeding 700V for the sensor shown in fig. 3.15(b). This could be caused by
heating of the samples with increasing voltage as the drift velocities10 also de-
crease with the temperature and the prompt current is ∝ Q0 (T ) (ve (T ) + vh (T )).
The absolute value of the exponent of T is < 3 for the velocity11 while it is ≈ 4

for the absorption coefficient (see sec. 4.2.2). Accordingly, the effect of decreasing
drift velocities should be much less than the effect of decreasing Q0 with increas-
ing temperature offset. If heating of the sample would cause the constant velocity
profiles this effect should be visible in the charge profiles as well. This effect was
only observed for highly irradiated sensors at high forward bias voltages where
the current increases sharply with increasing voltage (see sec. 5.2). The heating
power for the sensor shown in fig. 3.15 starts to increase exponentially from 13mW
at around 300V, to 90mW at 700V, and finally 300mW at 1000V. It should be
checked with the new version of the PCB whether this effect persists when the
temperature of the DUT is precisely known.

It should be noted, that the measurement shown in fig. 3.15 is the worst case for
the highest fluence investigated. For lower fluences the current I increases much
more steeply with the voltage U and it starts to increase at lower voltages (com-
pare fig. 5.3) so there are less steps with heating power U · I > (50− 100)mW.
Additionally, the initial charge Q0 (T ) is less sensitive to an increase of T for lower
fluences. E.g. it changes only by 1.3% for the second read-out strip if a non-
irradiated sensor is heated from 243K to 253K.

Altogether, large differences between the measured T and the real temperature
of the DUT can not be ruled out for heating power > (50− 100)mW. The ve-
locity profiles hint to higher differences, while the charge profiles do not deviate
significantly from the expectation. The maximum difference between the mea-
sured temperature and the temperature of the DUT is estimated to be below 10 K
from measurements of the absorption coefficient as a function of the bias voltage.

10The drift velocity also saturates at high fields; but, at higher fields than the maximum value
35 kV/cm shown in fig. 3.15(b).

11The exponent is ∼ 0.3 at high electric fields where the velocity saturates, as given in chapter 7.
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Figure 3.16.: Schematic of the spectrophotometer used for light absorption mea-
surements.

For most measurements the heating power was < 50 mW and the temperature
difference between the DUT and the temperature sensor is negligible.

3.4. Transmission spectroscopy

Near-infrared NIR light transmission measurements on bare silicon crystals have
been performed with an Agilent [94] Cary 5000 UV-VIS-NIR spectrophotometer.
Wavelengths ranging from 950 nm to 1300 nm have been investigated.
The spectrophotometer uses a white light source. Individual wavelengths are

selected with a grating and an aperture creating a monochromatic light beam. A
rotating mirror sends the beam alternating through a sample compartment and an
empty reference compartment as shown schematically in fig. 3.16. A light detector
measures the intensity of the beam passing the sample Îs and the reference inten-
sity of the beam Î0 passing the empty compartment. In this way the transmittance
T̂tot = Îs/Î0 of the sample is measured.

The samples are taped to a sample holder with a 0.5mm square aperture in the
focal point of the beam. The minimum FWHM of the light beam is around 1 cm
at the focal point. All measurements have been performed at (293± 2)K and with
air inside the spectrometer.
Before each measurement, the aperture of the sample holder is first fully blocked

and then opened to perform 0% and 100% baseline calibrations. Afterwards,
samples can be inserted into the beam.
The sample holder is fixed by a screw. However, the fixation is not very sta-

ble so one has to be very careful not to change the sample holder position when
the sample is changed. If the position of the sample holder is changed also the
position aperture changes (see fig. 4.6) with respect to the focus of the beam and
the baseline calibration has to be repeated. The measured T̂tot was found to be
reproducible within 0.1% for λ ≥ 1025 nm and within 0.7% for λ < 1025 nm if
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the sample holder was not moved accidentally.

Transmission measurements were also attempted with diodes. However, the re-
flectivity is changed by reflection and interference in the thin thermal oxide layer
on the diodes which makes it difficult to interpret the measurements and to com-
pare samples with different oxide thickness.

Additionally, measurements with a different spectrometer employing a Michelson
interferometer have been attempted at the Ruhr Universität Bochum. A Michel-
son interferometer allows scanning all wavelengths at once, minimizing the time
needed for a complete scan of the relevant wavelengths. The spectrometer can be
evacuated for a higher precision in the region of ambient gas absorption lines (es-
pecially water vapor). An aperture mounted on a water-cooled Peltier element was
developed to control the temperature of the sample and to measure the absorption
length as a function of the temperature.
Furthermore, it was planned to measure the light absorption in highly irradiated

sensors with applied bias voltages in the Bochum setup. In principle, the setup
should have also been capable of performing defect spectroscopy at high wave-
lengths up to λ = 20µm (≈ 50meV). Unfortunately, the measurements were not
found to be reproducible to the level of precision needed here. Possible reasons are
a misalignment of the interferometer and saturation of the InGaAs detector used
for near-infrared light.
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When the charge collection in highly irradiated silicon diodes was investigated in
the course of this work, the charge collection efficiency was found to be higher than
expected for the illumination with infrared light. A possible explanation of the
unexpectedly high collection efficiency is an increase of the generated free charge
carriers due to the absorption of infrared light at defects introduced by irradiation.
Indeed, an increase of the absorption of infrared light in irradiated silicon is well
known since the 1950s and exploited for infrared IR spectroscopy of defect levels in
irradiated silicon (see e.g. [95]). The increase of the absorption for a wide range of
wavelengths and with annealing has been measured by Fan and Ramdas [96]. They
report a certain photo-conductivity in irradiated silicon up to wavelengths of λ =

3µm, where non-irradiated silicon is transparent and no free carriers are produced.
However, the near-infrared NIR spectrum which is used for TCT measurements
was not studied in detail. Fan and Ramdas mention a shift of the absorption
edge of silicon (∼ Eg) by up to −0.1 eV. Here, the absorption coefficient α of
infrared light in silicon has been measured as a function of the equivalent fluence.
Additionally, the change of the number of free carriers generated by infrared light
has been determined as a function of the fluence with an electric field applied.
In this chapter α = 1/λabs denotes the attenuation coefficient.

4.1. Edge-TCT measurements

4.1.1. Analysis

Edge-TCT can be used to measure the light attenuation coefficient α for the wave-
length (here λ = 1052 nm) of the laser light used by comparing the charge Q1,2

deposited under two separate read-out strips of a strip sensor as shown in fig. 4.1.
The charge measured at the first read-out strip is

Q1 = eN0α

∫ z1+ p
2

z1− p2

exp (−α · z) dz = eN0 · exp (−αz1) · 2 sinh
(
α
p

2

)
(4.1)

with the initial number of electron-hole pair generating photons N0, the elementary
charge e, the strip pitch p, and the position of the center of the first strip z1 with
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Figure 4.1.: Schematic of attenuation measurements with the edge-TCT setup.
The ratio of the charge induced in two read-out strips is used to de-
termine α. The focus is placed in-between the read-out strips. All
strips are on ground potential via 50 Ω. From [85].

respect to the edge of the sensor. For a distance L between the two read-out strips
the charge measured at the second read-out strip is Q2 = e−α·LQ1. Consequently,
the attenuation coefficient can be determined using

α = −
ln
(
Q2

Q1

)
L

. (4.2)

It should be noted that these formulas assume the same weighting field at both
strips and perfect alignment of the beam with respect to the sample. Trapping
does not influence Q2/Q1 since the relative fraction of lost charge is independent
of the initial number of free carriers N0 (see eq. 2.45).

4.1.2. Results

The distance between the read-out strips was chosen five times the pitch L =

5p = 400µm. The light attenuation over the distance L is sufficient to determine
α(1052 nm) for the laser light of the edge-TCT setup. However, the results have
proven to be very sensitive to misalignment of the laser beam and inhomogeneity
of the fields near the read-out strips for irradiated sensors.

Figure 4.2(a) shows the measured charge profiles of both read-out strips Q1,2(x)

under forward bias for an irradiated sensor and fig. 4.2(b) shows Q2

Q1
(x). At low bias

voltages Q2

Q1
(x) is very non-homogeneous near the strip-side and more homogeneous

at high bias voltages and near the back side of the sensor. Losses of Q1(x) are
experienced near the strip-side but not or less for the second read-out strip Q2(x)

as seen in figure 4.2 at U = −200V. The laser beam is closer to the bond pad of the
first read-out strip than that of the second read-out strip (see sec. 3.3.2, fig. 3.8(b))
which can cause the field lines to end in the oxide. Charge carriers drifting towards
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Figure 4.2.: Charge profiles (a) of the two read-out strips Q1(x) and Q2(x) and the
ratio (b) of the charge profiles Q2

Q1
(x). The strip sensor is irradiated to

Φeq = 9.4 · 1015 cm−2 and under forward bias at 243K. The strips are
at x ≈ 20µm.

the oxide will induce less charge in the read-out electrode. It should be noted that
large differences of Q1(x) were observed near the strip-side of an irradiated sensor
after a small droplet of soldering flux was accidentally deposited near the first
strip.1 This shows the sensitivity of this method to surface effects.
Misalignment of the laser beam can be problematic since the integrated charge

depends on the position of the laser beam if the electric field is not constant. If
the laser beam is tilted with respect to the sample it will be at different positions
for each of the strips: Q1(x1) and Q2(x2) with x1 6= x2. However, the misalign-
ment is hard to disentangle from differences in the fields below the two strips, as
discussed above, and possible inhomogeneities for the first read-out strip because
of the proximity to the periphery of the sensor. Comparison of simulations with
measurements of non-irradiated sensors and comparison of the collection times of
electrons and holes for both read-out strips suggest that there is some misalign-
ment. However, the difference between x1 and x2 was found to be below 5 µm
which corresponds to an angle of the beam of < 10mrad.
In order to minimize the effects of possible misalignment, only the charge profiles

for forward bias have been used for the determination of α (Φeq) since the electric
field is more homogeneous compared to reverse bias (see sec. 5.2). Only for the
non-irradiated sensors reverse bias has been used for the determination of α (Φeq)

since they can not be operated under high forward bias and there is no trapping
so the electric field does not need to be constant.

The ratio Q2

Q1
(x) is almost constant near the back side2 of the sensors because

the electric field is more homogeneous and Q2

Q1
(x) is hardly affected by surface ef-

1This data is not included in the results.
2Between 180 µm < x < 280 µm in fig. 4.2.
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Figure 4.3.: Ratio of α (Φeq = 9.4 · 1015 cm−2) and the literature value α0 for non-
irradiated silicon versus the bias voltage of the sensor with Φeq = 9.4 ·
1015 cm−2 at 243K and for λ = 1052 nm. Negative voltages correspond
to forward bias and positive to reverse bias.

fects. Therefore, the mean values of Q2

Q1
(x, U) near the back side and only at high

forward bias voltages where − ln
(
Q2

Q1
(x, U)

)
/L ≈ const = α have been used for

the determination of α (Φeq). The statistical error of α (Φeq) obtained in this way
is very small (< 0.1%) because several bias voltages with usually 100 positions
each are averaged. However, the systematic error may be large due to the effects
discussed above.

Figure 4.3 shows the ratio of the averaged α (Φeq = 9.4 · 1015 cm−2) and the
literature value α0 for non-irradiated silicon versus the bias voltage for the same
sensor as in fig. 4.2. The average values were obtained by averaging between
x = 180µm and x = 280µm with a step size of ∆x = 1µm. For the determination
of α (Φeq) the mean value for −1000V < U < −500V has been used, where
α (Φeq, U) changes by about 10%.3 This procedure was taken for all measured
samples.
The ratio slightly increases with the negative forward bias voltage. This can be

explained by the larger losses of Q1 (x) near the oxide and bond pad at lower bias
voltages (see fig. 4.2(b)). At high voltages the increase of α is probably dominated
by heating of the sensor as discussed in sec. 3.3.2. Accordingly, the change of the
light absorption might be slightly overestimated with this method. Assuming the
change is caused only by heating of the sample this would correspond to an increase
of T of the DUT by 6K. However, as the current increases with the voltage the
trap occupation changes which might influence the measured absorption coefficient.

3The mean value is α (Φeq) /α0 = 1.34 for fig. 4.3.

56



4. Light absorption

𝐼0
𝐼1

𝐼2𝐴0

𝐴1 𝐼3

𝐼4𝐴2

𝐴3 𝐼5

𝑇𝑏 ,𝑅𝑏
𝐼6𝐴4

Si

Air/Al

Air

𝑑

𝑇𝑎 ,𝑅𝑎
𝑛1

𝑛2

𝑛3𝑇0 𝑇1 𝑇2

Figure 4.4.: Transmission and absorption of incident light with intensity I0 in a
plate of silicon with thickness d. The n1,2,3 denote the refractive in-
dices of the different media and T̂a,b and R̂a,b the transmittance and
reflectance at each interface. The nomenclature for the individual
intensities in the silicon is Il with l ≥ 1, and T̂i and Ai for the trans-
mitted and the absorbed intensities with i ≥ 0. The angle of incidence
is just for visualization, in the experiment this angle is 90 degrees.

The results for all fluences will be discussed in the following section together
with the spectrophotometer results (see fig. 4.8).

4.2. Transmittance measurements

4.2.1. Analysis

In order to measure the absorption length λabs of a thin plate of silicon with
transmission spectroscopy the refractive index of silicon n(λ) has to be known as
a function of the wavelength and reflections at the surfaces have to be taken into
account. Following the Fresnel equations, for normal incidence on a flat interface
between two media the reflectance is

R̂ =

∣∣∣∣n1 − n2

n1 + n2

∣∣∣∣2 (4.3)

with the refractive indices of the individual media n1,2. The transmittance is

T̂ = 1− R̂. (4.4)

Figure 4.4 shows a schematic of light being reflected, absorbed, and transmitted
in a silicon plate of thickness d. For air-silicon-air4 the reflectance at both interfaces

4The samples used here have no thermally grown oxide layers.
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becomes R̂ =
(
nSi−1
nSi+1

)2

since n1 = n3 = nair = 1. The intensity after entering the

silicon plate is I1 = I0T̂ . After traversing the plate the first time the absorbed
intensity is

A0 = I1

(
1− exp

(
− d

λabs

))
(4.5)

with the absorption length λabs = α−1. The transmitted intensity is

T̂0 = I1T̂ · exp

(
− d

λabs

)
. (4.6)

The internally reflected intensity is I2 = I1R̂ · exp
(
− d
λabs

)
and the absorbed in-

tensity for the internally reflected beam is

A1 = I2

(
1− exp

(
− d

λabs

))
. (4.7)

The transmitted intensity after the second internal reflection is

T̂1 = I3T̂ · exp

(
− d

λabs

)
. (4.8)

Concluding, the intensity is Ii = I0T̂
(
R̂ exp

(
− d
λabs

))i−1

for i ≥ 1. The total
absorbed intensity becomes

Atot =

(
1− exp

(
− d

λabs

)) ∞∑
i=0

Ii+1 = I0T̂ ·
1− exp

(
− d
λabs

)
1− R̂ · exp

(
− d
λabs

) (4.9)

and the total transmittance becomes

T̂tot = T̂ · exp

(
− d

λabs

) ∞∑
i=0

I2i+1 =
I0T̂

2

exp
(

+ d
λabs

)
− R̂2 · exp

(
− d
λabs

) . (4.10)

Following eq. 4.10 and with 0 < T̂ , R̂, T̂tot < 1, and d
λabs

> 0 the absorption
length can be calculated from the measured T̂tot:

λabs =
d

ln

(
T̂ 2+
√
T̂ 4+4R̂2T̂ 2

tot

2T̂tot

) (4.11)

with T̂ (n) and R̂ (n) calculated with nSi (λ) of ref. [97].
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Figure 4.5.: Transmittance T̂ (Φeq) at 293K measured with silicon plates irradiated
to different equivalent fluences Φeq. The values are given in tab. C.1.
T̂ at λ = 1300 nm calculated with the literature absorption length
> 1m is 52.8%.

4.2.2. Results

Here, the spectrophotometer (see sec. 3.4) measurements for the bare silicon pieces
listed in table 3.1 will be discussed together with the edge-TCT results. All trans-
mission measurements were performed at (293± 1)K. The data presented here
was obtained with Φeq = 0.62 · Φ for 24GeV/c proton irradiation.
Figure 4.5 shows the measured total transmittance5 T̂ as a function of the wave-

length λ for different Φeq. At λ = 950 nm T̂ is close to zero as α is very large. For
λ > 1200 nm T̂ does barely change and approaches the theoretical value of eq. 4.10
using the literature values of α for the non-irradiated silicon plate.
A decrease of T̂ with increasing Φeq can clearly be seen. The transmittance even

decreases with Φeq for λ > 1200 nm, where α→ 0 for non-irradiated silicon. Other
groups using a two-photon absorption TCT setup [98] with laser light of 1300 nm
and 1500 nm wavelength confirm a significant charge generation by single-photon
absorption in silicon after high fluences, while no charge is generated in non-
irradiated silicon with the same method.

The transmittance measurements have been performed repeatedly to test the
reproducibility of the results. Figure 4.6 shows the transmittance T̂ (Φeq) at λ =

1052 nm for two consecutive measurements with new sample fixation at the sample
holder and 0% and 100% baseline calibration scans in-between the measurements.
For both scans, first the non-irradiated sample was measured, then the irradiated

5T̂ now denotes T̂tot of eq. 4.10.
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Figure 4.6.: Comparison of the transmittance T̂ at 1052 nm for two measurements
(diamonds, squares) performed with separate sample fixation and new
calibration of the setup in-between.

samples starting with the highest fluence Φeq = 8.6 · 1015 cm−2, and in the end
again the non-irradiated sample. The first spectral scan shows a constant offset
of about 1% relative to the second scan for all measurements except for the first
measurement of the non-irradiated sample and the the consecutive measurement
of the highest fluence. The offset is due to an accidental shift of the sample holder
position with respect to the focus of the light beam which happened when switching
from the sample with 8.6 · 1015 cm−2 to the sample with 6.4 · 1015 cm−2. Therefore,
the second measurement was used for the determination of α.

The absorption length λabs = α−1 was determined using eq. 4.11 and n (λ) of
ref. [97].6 Figure 4.7 shows a comparison of the measured λabs to the literature
values of ref. [97] for measurements of a non-irradiated silicon plate. The maxi-
mum deviation of the measured absorption length of non-irradiated silicon from
the literature values is 4% in the region between λ = 950 nm and 1130 nm. For
λ > 1150 nm the deviation to the literature values is large as λabs becomes much
larger than the thickness of the silicon plate and the absorbed intensity in the
sample becomes negligible.

The attenuation coefficient is parameterized as

α (Φeq) = α0 + αN (Φeq) (4.12)

with the contribution αN (Φeq) ∝
∑

j Nj (Φeq)σj by absorption of radiation-induced

6It should be noted that the results are very sensitive to small changes of n (λ).
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Figure 4.7.: (a) Comparison of the literature absorption length at 293K from
ref. [97] and the measurements performed with a non-irradiated sil-
icon plate. (b) Shows the ratio.

defects, the defect concentration Nj (Φeq), and the light absorption cross section
σj. If the introduction of light absorbing defects is assumed Nj (Φeq) ∝ Φeq one
obtains αN (Φeq) ∝ Φeq. Now, if the temperature dependence of the absorption
of infrared light on radiation-induced defects is assumed to be the same as the
temperature dependence of phonon-aided inter-band absorption in non-irradiated
silicon, the ratio of the attenuation coefficient before irradiation α0 (T ) and af-
ter irradiation α (Φeq, T ) should be independent of the temperature T . Thus, a
parameterization of the attenuation coefficient is introduced:

α (Φeq, T, λ) = α0 (T, λ) ·
(

1 +
Φeq

Φabs (λ)

)
(4.13)

with the damage parameter Φabs(λ).

Figure 4.8 shows α(Φeq ,T )

α0(T )
− 1 vs. Φeq for λ = 1052 nm extracted from the spec-

trophotometer measurements at 293K shown in figure 4.5. Additionally, the results
from the edge-TCT measurements with high electric field in the samples at 253K
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obtained with transmission measurements of bare silicon pieces. The
data at lower temperature was obtained with edge-TCT measurements
of strip sensors. The gray line shows the fit.

and 243K are shown. It turns out that α(Φeq ,T )

α0(T )
− 1 is proportional to Φeq and in-

dependent of T at λ = 1052 nm. Therefore, the temperature dependence seems to
be the same for absorption at defects and inter-band absorption in non-irradiated
silicon. Furthermore, this result implies that the additional absorption at defects
in irradiated silicon directly translates into the creation of additional free carri-
ers since the transmission and edge-TCT measurements agree. Using eq. 4.13,
Φabs (1052 nm) = (4.30± 0.59) · 1016 cm−2 is obtained from linear regression of the
results at all investigated temperatures.

Figure 4.9(a) shows the mean Φabs (λ) determined from the spectrophotometer
measurements at T = 293K with α0 for the non-irradiated sample and α (Φeq)

at Φeq = (2.4, 4.9, 6.4, 8.6) · 1015 cm−2. For the following analysis it is assumed
that Φabs (λ,��@@T ) is independent of the temperature at all λ investigated due to the
results at λ = 1052 nm discussed above. Figure 4.9(b) shows an exponential fit
Φabs (λ) = 2.84 ·1015 ·exp (−3.23 · 10−2 nm−1 · λ [nm]) cm−2 of the data in the range
1040 nm < λ < 1080 nm which can be used for estimation of the change of the
absorption coefficient at wavelengths different from the ones used in this work.
The results for α (λ, T = 293K,Φeq) and Φabs(λ) are given in appendix C for a

wide range of λ. For λ = 1064 nm the parameterization

α0 (1064 nm, T ) =

(
T [K]
172.3

)4.25

cm−1 (4.14)
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Figure 4.9.: Φabs(λ) at 293K for the range of λ where the spectrophotometer mea-
surements are sensitive (a); and the relevant range 1040 nm < λ <
1080 nm used for TCT setups (b) with fit (dashed line).

of ref. [99] has been used, which agrees to 0.8% with the measurements at 293K.
The damage parameter is Φabs (1064 nm) = (3.37± 0.36) · 1016 cm−2.

For λ = 1052 nm the parameterization

α0 (1052 nm, T ) =

(
T [K]
146.2

)3.86

cm−1 (4.15)

gives the best fit to the data obtained with edge-TCT and the spectrophotometer
measurements. The damage parameter is Φabs (1052 nm) = (4.30± 0.59)·1016 cm−2

as given above.
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4.3. Conclusion

The measurements show that the absorption of near-infrared light increases pro-
portional to the fluence and that this increase can be directly translated into an
increase of the number of generated eh pairs. Therefore, the change of α (Φeq)

has to be taken into account for charge collection efficiency measurements of ir-
radiated sensors utilizing light. Otherwise, the charge collection efficiency will be
overestimated. Also, extracted parameters such as the trapping time will be over-
estimated. Whether or not taking the change of α (Φeq) into account is important
depends mostly on two7 parameters: The fluence and the thickness of the device
under test. The higher the fluence, the bigger the change will be. If the fluence is
well below Φabs (λ) the change of the attenuation coefficient can be neglected. If
the thickness of the sample is large the change in the absorbed intensity will be
less compared to a thin sensor. Figure 4.10 shows the increase of the absorbed
light intensity calculated with eq. 4.9, 4.13, 4.14, 4.15 with the fluence for differ-
ent thickness of the sensors d. This increase corresponds to the increase of the
initially deposited charge Q0 (Φeq) which shows the necessity to consider the effect
described here.
It should be noted that a simple piece of silicon was considered here. Usually,

sensors have an aluminum contact at the back side which reflects about 90% of
the light compared to about 30% for silicon, decreasing this effect by effectively
increasing the sensor thickness in the calculation. Additionally, silicon sensors
have oxide layers and possibly other layers on the surface which change R̂ and T̂
depending on the thickness of the layers and the wavelength.

According to Fan and Ramdas [96], the increase of the absorption coefficient
in the NIR region can be described by a shift of the absorption edge of silicon
towards lower energy. They note that the shift will saturate at around 0.1 eV for
very high fluences Φ ≈ 1019 cm−2. Accordingly, the saturation can be neglected
for the fluences investigated here. Additionally, they did investigate the annealing
behavior of the increase of the absorption coefficient. They found no change of
α (λ = 1.8µm) for annealing temperatures below 413K which is much higher than
the annealing temperatures used for silicon sensors. Therefore, the absorption co-
efficient is assumed to be independent of the annealing at moderate temperatures.
It should be noted that the refractive index of silicon is influenced by electric

fields as shown in ref. [100]. However, it can be neglected as the change at E =

7Also the temperature has minor impact on the change of the absorbed light. If temperature
is high so is α (T ). A large fraction of the light will be absorbed in the sample anyway. But,
for infrared light and the typical sensor thickness of several 100µm this is only the case at
temperatures well beyond usual applications (compare eq. 4.14, 4.15).
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non-irradiated silicon sensors for different thicknesses at 243K. The
dashed lines show λ = 1052 nm and the solid lines 1064 nm.

50 kV/cm for λ = 1070 nm is small with ∆n ≈ 10−6. Also, free-carrier absorption
is assumed to be small as the carrier concentration and the current for the edge-
TCT measurements is usually < 100µm (see sec. 5.4) and the results with and
without a current agree. However, this might contribute to the voltage dependence
shown in fig. 4.3.
Comparison of charge collection efficiency measurements with the diode TCT

setup (λ = 1064 nm) and measurements with a radioactive source emitting MIP-
like electrons show no significant differences up to the maximum fluence Φeq =

9 · 1014 cm−2 investigated in ref. [12] which agrees with the values of Φabs obtained
here. However, charge collection measurements with 1060 nm light and MIPs of
75µm thick sensors irradiated to 1016 cm−2 published in ref. [101] suggest a very
similar charge collection efficiency for infrared light and MIPs while a difference of
about 30% would be expected if the mean number of free charge carriers created
per MIP does not change.
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electric field

This chapter is devoted to the description and systematic comparison of current-
voltage I/V and capacitance-voltage C/V characteristics of irradiated pad diodes
with the information about the electric field obtained from edge-TCT measure-
ments of strip sensors.
Strip sensors and diodes with initial n-type bulk with 285µm thickness from the

same production run have been investigated. The strip sensors and the diodes have
been irradiated to the same fluences. Additionally, p-type and n-type diodes of
200µm thickness have been investigated in order to determine the dependence on
the thickness and to study possible differences between initially p-type and n-type
bulk. It is found that all diodes have an effectively p-type bulk and the junction
is at the n+ implant after irradiation. The I/V and C/V behavior for initially n-
and p-type is approximately the same; but, with opposite voltage sign. For the
initially n-type bulk diodes the junction is on the back side with a doping struc-
ture p+-p-n+ after irradiation with high hadron fluences. For the p-type diodes
the junction is on the front side with a structure n+-p-p+.

First, available literature on highly irradiated silicon will be discussed in sec. 5.1.
Then, velocity profiles obtained from edge-TCT measurements will be presented
in sec. 5.2, followed by a discussion of the current measurements under reverse
bias in sec. 5.3 and forward bias in sec. 5.4. Empirical models are introduced to
describe the I/V measurements. Additionally, C/V measurements are discussed
shortly in sec. 5.5. The results are summarized in sec. 5.6. All results have been
obtained at T = 243K unless otherwise stated. In this chapter α describes the
current-related damage parameter as defined in eq. 2.43.

5.1. Introduction

In the literature, the I/V behavior of diodes with high defect concentrations has of-
ten been approached as treating the material as a „relaxation semiconductor” [102]
(see sec. 2.1.3). For forward bias with one carrier injecting contact, also space-
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Figure 5.1.: Energy band diagram of a highly irradiated silicon diode with an ap-
plied voltage. The bulk (left) is type-inverted former n-type. Charge
neutrality in the bulk is established by charged deep defects rather
than free carriers. The Fermi energy EFp is near mid-gap and the
carrier concentrations in the valence and conduction band are low and
near the value of intrinsic silicon. From [110].

charge-limited currents SCLC (see sec. 2.1.4) have been used to describe I/V
measurements, with similar outcome. Publications often consider semiconduc-
tors with intrinsically high defect concentrations, such as GaAs [26, 102, 103],
CdS [30], and organic semiconductors [104]. But, also irradiated silicon has been
studied [105, 106, 107, 108, 109].

In non-irradiated, non-depleted bulk silicon free majority carriers are abundant
n ∨ p = Neff,0. Highly irradiated silicon has a high concentration of deep de-
fects Nt � Neff,0. The usually abundant free majority carriers in non-depleted
bulk silicon will get trapped at these defects. Charge neutrality in highly irra-
diated, non-depleted silicon is the result of charged deep defects rather than free
majority carriers as schematically shown in fig. 5.1 in the region „p” (inverted
n). The Fermi energy is pinned at, or close to, the mid-gap position as shown in
ref. [111]. The material has carrier concentrations close to the values of intrin-
sic silicon n ≈ p ≈ ni according to the Fermi-Dirac distribution function eq. 2.1
and the same concentration of positively and negatively charged defects; in other
words, the net fixed space charge density is Neff ≈ 0. Consequently, the resistivity
is very high and independent of the initial Neff,0 before irradiation. This mecha-
nism of majority carrier trapping and increasing resistivity is well-known as carrier
removal [21, 112, 34] and was found to be largely independent of the material and
initial impurity concentrations [62].
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Shallow traps still play an important role as the same highly irradiated bulk
silicon behaves like p-type material if a reverse bias voltage is applied. Reverse
bias partially depletes the material of free carriers so the occupation of deep defects
changes and shallow defects are no longer compensated by charged deep defects
(„SCR” in fig. 5.1). Consequently, there is a net space charge density Neff 6= 0 in
the depleted region. The free carrier concentrations n and p now depend on the
generation rates, trapping, and the electric field. Therefore, in highly irradiated
detectors the depletion region, or space-charge region SCR, denote the region
where shallow defects are not compensated by charged deep defects and where
the carrier concentrations are n, p ≤ ni.1 Unfortunately, the picture becomes
much more complex than in non-irradiated diodes since the occupation of defects
is position-dependent and even overcompensation of shallow defects is possible
(double junction, see ref. [54]).

The net space charge density Neff in the SCR is related to the carrier density.
Assuming a constant carrier generation rate throughout the SCR the generated
electrons and holes will drift in opposite directions. At the electron collecting con-
tact n will be high and p will be close to zero and vice versa at the hole collecting
contact, assuming only generation current in the SCR. This means n(x) 6= p(x),
even if the mobilities of electrons and holes would be equal. Some of the free
carriers will be trapped, introducing additional space charge so Neff (x) 6= const.
Additionally, if carriers generated in the SCR drift into the usually neutral bulk,
and carriers from the neutral bulk into the SCR, the transition region will have
highly non-uniform space charge from the high Neff of charged shallow defects to
Neff ≈ 0 in the neutral bulk. Furthermore, there may be a second junction at
the p+-p transition. Both acceptor-like and donor-like shallow and deep defects
are introduced by radiation damage. Holes diffusing from the p+-implant, where
p ≈ Neff , into the p-type bulk, where p ≈ ni, can get trapped at donor-like defects
and may introduce positive space charge (overcompensation). This may lead to
the so-called double junction. Concluding, the concept of depletion is not well-
defined in highly irradiated sensors as Neff (x) 6= const.

Borchi et al. [113] have shown in Hall measurements of the resistivity of silicon
materials with different initial Neff,0 that all materials become near intrinsic and
p-type after sufficiently high fluence Φeq > 1013 cm−2 and geffΦeq & Neff,0 for high
initial doping, with an effective introduction rate of deep defects geff ∼ O (1 cm−1).
Figure 5.2 shows the measured Hall resistivity of different structures with initial
doping concentrations between |Neff,0| = (5 · 1011 − 1.4 · 1015) cm−3 before and

1This is probably only true if no bias voltage is applied (see sec. 5.3.1).
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(a) (b)

Figure 5.2.: (a) Hall resistivity vs. neutron fluence of silicon samples with initial
doping concentrations between Neff = 5 · 1011 cm−3 − 1.4 · 1015 cm−3

at 300K from [113]. All samples were initially n-type bulk except for
„P” and „EPI”. (b) Shows results for initially n-type silicon up to a
fluence of 1016 cm2. From [114].

after irradiation with different fluences. For high fluences the resistivity approaches
the expected value for intrinsic silicon ρi ≈ 3 · 105 Ωcm at 300K. For the initially
n-type samples the resistivity shows a maximum and then decreases slightly while
the p-type does not show a maximum. This is an indication that the n-type reaches
the intrinsic state at type inversion (see sec. 2.2) and then turns p-type. Also, it
implies that p > n. However, the difference between p- and n-type seems to be
rather small. Very similar results were obtained by introducing gold into doped
silicon as discussed in ref. [20].
Additionally, the same results have been obtained in measurements and simula-

tions of irradiated silicon with up to 6 defect levels in the simulation by Li [110]
and in simulations by Lutz [115] assuming two energy levels ±0.05 eV from mid-
gap which pin the Fermi energy at mid-gap for high defect concentrations.

Figure 5.3(a) shows the absolute value of the current versus the absolute value
of the voltage for a set of highly irradiated diodes and for forward and reverse bias
voltage. It is apparent that this behavior is completely different from the ideal
Shockley diode equation 2.34 shown in fig. 2.4. The results of the measurements
for reverse and for forward bias will be discussed separately using the insight gained
with the edge-TCT measurements.
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Figure 5.3.: Current density |J | vs. |U | (a) and dln(|J |)
dln(|U |) vs. |U | (b) of 285µm thick-

ness initially n-type diodes irradiated to different equivalent fluences
at 243K. The stars show reverse bias and the crosses forward bias.
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5.2. Velocity profiles

Here, the velocity profiles of the irradiated strip sensors described in sec. 3.1.3
are discussed for forward and reverse bias in order to estimate the electric field
distribution in the sensors. The velocity profiles are obtained with the prompt
current method described in sec. 3.3.2. The electric field is not extracted as ve,h (E)

is not well known for irradiated silicon (see sec. 7). At high fields the velocities
saturate so ve(E)+vh(E) ≈ const and small uncertainties of the parameterizations
lead to large uncertainties of the calculated E. Additionally, the trapping times
are very short and may be in the order of the integration time of 200 ps.

Still, the velocity profiles are a valuable tool to get a rough idea about the electric
field distribution in irradiated sensors. The ones shown here have been obtained
for the second read-out strip (see sec. 3.3.2). The measurements were performed
in steps of ∆x = 1µm. Each point of the plots shown here is the average over
±6µm in order to improve the readability.2

Figure 5.4 shows velocity profiles for the sensor irradiated to a fluence of 8.9 ·
1014 cm−2. The shape hardly depends on the temperature in the range 243K and
253K. The amplitude for 243K is higher as the drift velocities are higher and
the deposited charge Q0 increases by about 45% because of the larger absorption
length (see eq. 4.1). If available, the measurements at 243K will be discussed
because of the higher amplitude of the velocity profiles and a lower heating power
at lower sensor currents.
Under forward bias (−200V) there is a low field at the p-n+ junction of the

sensor and the electric field is increasing towards the strips. The junction is at the
back side of the sensor and not at the strips as the bulk material is type-inverted
former n-type. It is very likely that the field at the junction is zero and the small
peak near the junction is due to refraction of the light beam at the edge (see
sec. 6.2.1).

Under reverse bias the sensor starts to deplete from the back side (200V). But,
there is a sizeable electric field in the bulk increasing towards a second peak near
the strips. At high reverse bias (900V) full depletion is observed like in a non-
irradiated diode with a nearly linear velocity profile in the bulk.

Figure 5.5 and 5.6 show the absolute values of the velocity profiles for reverse
and forward bias at all investigated fluences with the focus between the strips.
Additionally, figure 5.7 shows the velocity profiles with the focus at the edge of
one of the sensors for a better resolution near the contacts.

2Figure 3.14 shows velocity profiles without averaging.
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Figure 5.4.: Velocity profiles of the strip sensor irradiated to Φeq = 8.9 · 1014 cm−2.
The focus was between the strips. On top a schematic cross section
of the sensor perpendicular to the strips is shown for illustration: The
front side of the sensor with the p+-doped strips is at ∼ 30µm followed
by the type-inverted former n-type, now p-type, bulk. The back side
with the p-n+ junction is at ∼ 320µm. Negative bias voltage corre-
sponds to forward bias.

5.2.1. Reverse bias

For reverse bias a double peak structure can be observed at Φeq = 8.9 · 1014 cm−2

and 4.4 · 1015 cm−2 at low voltages (fig. 5.5(a), (c)). The peak at the front side
(x ≈ 50µm) is much smaller than the peak at the junction. This is the so-called
„double junction” (see ref. [54]). The double junction is not very pronounced com-
pared to previous results for p-type bulk strip sensors (e.g. ref. [116]), probably
because the sensors investigated here are not annealed (see ref. [92]).

The width of the high field depletion region at the junction (back side) is decreas-
ing with increasing fluence since the effective doping concentration is increasing
with the fluence (see eq. 2.25, 2.40). At the highest fluence (fig. 5.6(a)) the veloc-
ity profile is almost constant below 250V. For higher voltages the depletion region
with high field is observed growing from the junction. Since the diffusion length
within the integration time of 200 ps is very low these measurements can be used
to estimate the width of the depletion region w growing from the back side. As a
simple approximation the velocity profiles are normalized to the maximum value
and then the full width at half maximum FWHM ≈ w is determined. The results
will be discussed in sec. 5.3.2, fig. 5.17.
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Figure 5.5.: Velocity profiles for reverse (left) and forward (right) bias of the sensors
irradiated to Φeq given in the legend. The bias voltage was ramped
from ±50V to the maximum voltage given in the figures in steps of
∆U = 50V. The focus was between the read-out strips. The data was
obtained at 243K except for (c) and (d) where T = 253K.
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Figure 5.6.: Velocity profiles for reverse (a) and forward (b) bias with ∆U = 50V
at 243K. The focus was between the strips.
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Figure 5.7.: Velocity profiles with the focus at the edge of the sensor for re-
verse (a) and forward (b) bias with ∆U = 50V at 243K (compare
fig. 5.5(e), (f)).
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5.2.2. Forward bias

As described above, the velocity profile for forward bias increases from a minimum
at the back side junction towards the front side for the lowest fluence 8.9·1014 cm−2

(see fig. 5.5(b)). At 4.4 ·1015 cm−2 and 7.3 ·1015 cm−2 the minimum at the junction
can hardly be observed in fig. 5.5(d) and fig. 5.5(f), respectively; but, the velocity
profile is slightly decreasing towards the junction. However, the minimum can
clearly be seen in the velocity profile of the sensor irradiated to 7.3 · 1015 cm−2

shown in fig. 5.7(b). For this measurement the focus of the light was at the edge
of the sensor, improving the resolution near the edges.3

The velocity profile is almost constant with x in the bulk at low voltages. How-
ever, at high bias voltages and for Φeq > 4.4 ·1015 cm−2 the velocity profile shows a
maximum near the junction followed by an approximately linear decrease towards
the front side (fig. 5.5(f), (h), and fig. 5.6(b)). The slope seems to increase with
the voltage; but, not very pronounced. The almost constant slope implies there is
constant positive space charge in the bulk. If the absolute electric field could be
determined the space charge density could be calculated.
Estimating from the slope of ve + vh the space charge density is rather low.

If a linear relation v (E) ∝ E is assumed the space charge concentration can be
roughly estimated with eq. 2.27 and eq. 2.28 using the maximum of the veloc-
ity profile vmax (at x ≈ 275µm in fig. 5.6(b)), the value near the front side vmin
(at x ≈ 50µm), and U . For the sensor shown in fig. 5.6(b) one can estimate
vmax ≈ 0.45 arb. and vmin ≈ 0.4 arb. at U = 1000V. This leads to a space charge
density of N ∼ U · vmax−vmin

vmax+vmin
· εε0
ed2 ≈ 1012 cm−3. Again, this is only a very rough

estimate. The actual value of N should be larger since the change of E is under-
estimated by the assumption v (E) ∝ E which neglects velocity saturation. The
reason for the slope is probably uniform filling of traps by space-charge-limited
currents as discussed in chapter 5.4.

Additionally, constant or even decreasing absolute values of the velocity profiles
can be observed at high voltages. This can also be observed at the lowest fluence
between −200V and −250V (fig. 5.5(b)). Heating of the sensors may be the cause
as discussed in sec. 3.3.2.

3The peak at the junction (x ≈ 50µm) is due to refraction of light into the bulk.
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5.3. Reverse current

The slope S = dln(I)
dln(U)

for irradiated diodes gives an idea about different current
regimes (see fig. 5.3(b)).4 The reverse current I(U) can be divided in three distinct
regions. At low voltage U < (1− 3) V the current is ohmic I(U) = U/Rohm with
S = 1. After a certain threshold voltage Uth (Φeq), which increases with the fluence,
the current increases with S ∼ 0.6. At still higher voltage S decreases for the lowest
fluence and then increases again. The voltage where S increases is lower for the
higher fluences. The different regions will be discussed separately below.

5.3.1. Ohmic region

At low voltage U . 1 V the diode current behaves like the current for a piece
of intrinsic silicon. The current can be described by Ohm’s law. The resistance
Rohm = dU

dI has been determined for low forward and reverse bias voltages between
−0.1V and +0.1V for the 285µm thick n-type diodes. For the 200µm n- and
p-type diodes it has been determined between −2V and +2V. The results of the
resistivity ρohm = RohmA/d for all diodes are shown in fig. 5.8 (compare fig. 5.9(a)),
with the diode thickness d and the pad area A. The large error bars observed
for three measurements are due to the limited number of voltage steps for these
measurements leading to fluctuations of dU

dI . Here, only estimates with simple
assumptions are given. A more detailed discussion with a fit for a larger range of
voltages will be given in section 5.3.2.

The ohmic resistivity ρohm (Φeq) is very close to the intrinsic value

ρi =
1

eni
(
µe0 + µh0

) (5.1)

independent of the initial doping and thickness of the diodes, with µe,h0 the low-field
mobilities. ρohm (Φeq) increases weakly with the fluence. The increase from the
minimum fluence 8.9 · 1014 cm−2 to the maximum fluence 1.3 · 1016 cm−2 is about
9%. The authors of ref. [114] found a similar increase of the resistivity with the
fluence measured with Hall measurements at a different temperature.

The increase of the resistivity with fluence can be explained by a decrease of
the low field mobility µ0 with increasing defect concentration, similar to the one
reported in ref. [117] for GaAs. The line in fig. 5.8 shows a fit of the data with the

4S is the exponent of the applied voltage I(U) ∝ US if S (U) = const (compare fig. 5.3(a), (b)).
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Figure 5.8.: Resistivity at low bias voltages ρohm(Φeq) determined for n- and p-
diodes of different thicknesses as a function of the fluence at 243K
and the literature value ρi(243K) for intrinsic silicon (diamond). The
solid line shows a fit of the data.

empirical parameterization

ρohm(Φeq) = ρ0 +
Φeq

βohm
. (5.2)

The fit yields ρ0 = 73.9MΩcm and βohm = 2.0 · 1015 MΩ−1cm−3. The fluence-
dependence of the low field mobilities is roughly

µe0 (Φeq) + µh0 (Φeq) =

(
eniρ0

(
1 +

Φeq

βmob

))−1

(5.3)

with the parameters βmob = βohm · ρ0 = 1.5 · 1017 cm−2 and ρ0.
Now, ρ0 = 73.9MΩcm from the fit is about 6% higher than the intrinsic re-

sistivity ρi(243.15K) = 69.9MΩcm calculated with eq. 2.5, 5.1 and the low field
mobility of sec. 7 or 63.8MΩcm when the Jacoboni [118] low field mobility is used.

Strictly speaking, the mean current densities of electrons and holes leaving the
diode should be equal Jn = enve = epvp = Jp for generation current in order
to conserve charge neutrality. Accordingly, the mean carrier concentrations for
generation current should be n = ni

√
µh/µe and p = ni

√
µe/µh with nµe = pµh

and np = n2
i . The assumption of n ≈ p ≈ ni is probably only valid if there

is no electric field applied. However, this does not change the parameterizations
presented here. Others [106, 119, 120] have used nµe = pµh for the bulk so a
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„maximum resistivity” is reached

ρ−1
max = 2eni

√
µeµh (5.4)

for relaxation material. This yields ρi = 78.3MΩcm for the mobility of this work
and ρi = 76.5MΩcm for the Jacoboni mobility, which is slightly closer to the
extrapolated value ρ0. However, the fluence dependence is not affected assum-
ing the same decrease of the electron and hole mobilities

√
µe0 (Φeq)µh0 (Φeq) =√

µe0 (0)µh0 (0) ·
(

1 + Φeq
βmob

)−1

.
The relation nµe = pµh was previously used for the description of the space-

charge region SCR instead of the bulk: Queisser, Casey, and van Roosbroeck [26]
describe a dependence of Rohm on an initial width w0 of the SCR from the built-in
voltage, the SCR having the maximum resistivity ρmax. They argue w0 does not
change at low bias voltages until a threshold voltage is reached.5 Accordingly,
Rohm = w0

A
ρmax would be independent of the thickness for relaxation material,

neglecting the bulk resistance. However, the results of this work show that the
diode resistance Rohm at low bias voltages depends on the diode thickness (see
fig. 5.9(a)). For highly irradiated silicon the ohmic resistance is clearly dominated
by the non-depleted, near-intrinsic bulk and not influenced by a depletion region.

As a concluding remark it should be pointed out that the highly irradiated
silicon shows some interesting behavior. An increase of the resistivity with fluence
is observed even beyond that of intrinsic silicon, which is assumed to be caused
by decreasing carrier mobilities with the fluence. Furthermore, the low voltage
resistivity of highly irradiated silicon is independent of the initial bulk doping
concentration and whether it was n- or p-type for initial Neff . 5 · 1012 cm−3 and
Φeq & 1015 cm−2.

5.3.2. Depletion

For reverse voltages 1 V . U . 100 V the exponent is S ∼ 0.6, similar to a
growing depletion region for non-irradiated sensors. Naively, one would expect
a finite depletion depth at zero bias from the built-in voltage and an immediate
growth of the depletion region w ∝

√
Ubi + U for an applied reverse voltage as

in eq. 2.25. Assuming a certain high resistivity of the depletion region ρSCR and

5Modified from ref. [26]: At low reverse bias voltage the width of the SCR does not change
because depletion is moderated by diffusion. The SCR starts to grow by ∆w when U becomes
comparable to the equilibrium contact potential Uc = ln (n0/nm) · kBT/q plus the voltage
drop in the bulk, with Uc = 0.1V for GaAs, nm = ni

√
µe/µh in the SCR, and n0 in the n-type

bulk. The increase of the resistance is now ∆R ∝ ∆w so ∆R ∝
√

∆U for an asymmetrical
junction [121].
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Figure 5.9.: Differential values of the current measurements for forward (stars)
and reverse bias (crosses) at 243K. Diodes of d = 200µm and 285µm
irradiated to Φeq = 1.3 ·1016 cm−2 and ∼ 7.6 ·1015 cm−2 are compared.
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very low resistivity in non-depleted bulk ρohm ≈ 0 one would expect the resistance
R (w) = ρSCR · wA ∝

√
Ubi + U and the current I = U

R(w)
∝
√
U , neglecting the

built-in voltage. However, the ohmic current discussed above is observed at low
reverse voltage. After a threshold voltage Uth the exponent S of the voltage I ∝ US

is usually S ≥ 0.5 as seen in fig. 5.3(b). S also increases with fluence. This implies
that the resistance R ∝ U1−S increases slower than the expectation R ∝

√
U .

The threshold voltage depends on the thickness of the diode and increases with
fluence as can be seen in fig. 5.9(a). The resistance R for U > Uth reaches approxi-
mately the same values for the diodes of different thickness irradiated to the same
fluence.

Parameterization Here an empirical model to describe the reverse current will
be discussed. One approach to describe the current is to approximate the contribu-
tions of the bulk and of the depletion region by R = ρohm· d−wA +ρSCR·wA = Rohm+w

A
·

(ρSCR − ρohm) with ρSCR � ρohm. The width of the depletion region w (U) starts to
increase once the voltage drop over the bulk is IRohm = IρSCR

w(U)
A
≡ IR̃SCR ·U1−S

with an effective resistance of the depletion region R̃SCR (Φeq, A) and an effective,
unitless „width” of the depletion region U1−S. The threshold voltage is now

Uth (d,Φeq) [V] =

(
Rohm

R̃SCR

) 1
1−S

=

(
ρohm (Φeq) · dA
R̃SCR (Φeq, A)

) 1
1−S(Φeq)

. (5.5)

It depends on the thickness of the diode and increases with fluence as can be seen
e.g. in fig. 5.9(a).
The resistance can now be parameterized as

R (U) =

ρohm (Φeq) · dA U ≤ Uth

R̃SCR (Φeq, A) · U1−S(Φeq) U ≥ Uth
. (5.6)

The fit of eq. 5.6 was performed for all investigated diodes from 5V forward to
50V reverse bias voltage as shown in figure 5.10. The model and the data agree
within a few percent except at U ≈ 0V and under forward bias. The deviation
around U = 0 is probably because of a voltage offset from the voltage source, which
was operated at the minimum voltage step size of ∆U = 50mV. The deviation
under forward bias may be due to the fact that the electric field dependence of the
mobility µ (E) was neglected here.

The parameters extracted from the fit are shown in fig. 5.11. The results of
ρohm (Φeq) are very similar for the initially n-type and p-type diodes (fig. 5.11(a)).
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Figure 5.10.: Current measurements (stars) and the fit of eq. 5.6 (lines) to the data
for the diodes irradiated to the fluences given in the figures between
±5V forward and ±50V reverse bias at 243K. The residuals are
shown below. (a) Shows the 285µm n-type diodes and the 200µm
n-type diode (black, 7.8 · 1015 cm−2). (b) Shows the 285µm p-type
diodes.
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However, the p-type diodes seem to have a slightly lower R̃SCR (Φeq, A) (fig. 5.11(c))
and there is a trend towards lower S(Φeq) values compared to the initially n-type
diodes (fig. 5.11(b)).

Fluence dependence of the low-field mobility A more accurate description
of ρohm (Φeq) and µ (Φeq) compared to assuming ρohm ∝ Φeq like in sec. 5.3.1 may
be to assume the mobility dependence on the fluence is similar to the dependence
on ionized-impurity scattering, which is often [122, 123, 124] parameterized as

µ(N) = µmin +
µmax − µmin
1 +

(
N

Nref

)ς (5.7)

with the concentration of ionized impurities N < 1020 cm−3, a reference concentra-
tion Nref ≈ 1 · 1017 cm−3 for phosphorus and boron, the lattice scattering mobility
µmax = µ0 and the limit µmin for high N , and the exponent ς ≈ 0.9 for electrons
and holes between 200K and 300K according to ref. [122, 124].
If only the beginning of the mobility decrease is considered for moderate N .

Nref ionized impurity concentrations µmin,e + µmin,h ≈ 140 cm2/Vs (ref. [122] at
300K) can be neglected as the mobility saturates at µmin at ionized impurity
concentrations N > 1019 cm−3.6 Assuming a constant effective introduction rate
geff of ionized impurities with irradiation N = geff · Φeq and the same fluence
dependence for the electron mobility and the hole mobility one can rewrite eq. 5.7
so

µe0 (Φeq) + µh0 (Φeq) ≈
µe0 + µh0

1 +
(

Φeq
βmob

)ς (5.8)

where the parameter βmob = Nref/geff can be compared to the Nref for ionized-
impurity scattering to estimate geff .

Figure 5.12 shows ρohm versus (Φeq)
ς for the determination (βmob)

ς with ς = 0.9.
The fit yields

ρohm (Φeq) = 74.1MΩcm ·

(
1 +

(
Φeq

βmob

)0.9
)

(5.9)

with βmob = 1.52 · 1017 cm−2. This is approximately the same result compared to
ρohm ∝ Φeq (which translates to ς = 1) as discussed in sec. 5.3.1.
The sum of the mobilities extrapolated up to fluences of 1017 cm−2 is shown in

fig. 5.13. These high fluences will become relevant for a possible future hadron
collider. However, few measurements at these high fluences are available. Fig-

6The authors of ref. [125] report a very similar electron mobility of 100 cm2/Vs after 6.4 ·
1019 cm−3 neutron irradiation.
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Figure 5.12.: Resistivity at low bias voltage ρohm(Φeq) determined for n- and p-
diodes of different thickness as a function of the fluence at 243K
versus (Φeq)

0.9. The solid line shows a fit to the data.

ure 5.14 shows the resistivity of diodes irradiated up to 1017 cm−2 at room tem-
perature extracted from ref. [126]. At room temperature the change is only
ρ (Φeq = 1017 cm−2) /ρ (Φeq = 1016 cm−2) ≈ 1.06 while a change of 1.55 is expected
at 243K from βmob. The mobility is the inverse sum (Matthiessen’s rule) of differ-
ent scattering processes. The relevant ones here are ionized-impurity scattering,
which decreases with T , and lattice (phonon) scattering which increases with T .
Lattice scattering is assumed not to change with the fluence and seems to domi-
nate the mobility at room temperature for these fluences. The radiation-induced
decrease of the carrier mobility is much more pronounced at low temperatures.
The βmob is similar to Nref ≈ (0.5 − 2.4) · 1017 cm−3 for phosphorus and boron

doping assuming an effective introduction rate of all ionized defects combined
geff ≈ 1 cm−1. The value is similar to individual introduction rates ∼ 0.01 cm−1−
1 cm−1 of various defect levels measured at low fluence given in tab. 2.1. This
is an interesting result as the the concentration of ionized defects in the neutral
„intrinsic” bulk material can roughly be estimated.
The results qualitatively agree with ref. [127] where no significant change of µ

was found up to Φeq = 2.4 · 1014 cm−2. The authors of ref. [128] found a strong
decrease > 10% of µ already at low fluences around 5 · 1013 cm−2 which has not
been reproduced since. A fast reduction of the mobilities was reported in ref. [129]
at 253K of about 50% at Φeq = 1016 cm−2 and 85% at Φeq = 1017 cm−2 with
a value of βmob = (6− 10) · 1015 cm−2 which would correspond to a cumulative
introduction rate of ionized defects g & 10 cm−1.
It should be noted that bandgap narrowing has to be taken into account for

defect concentrations beyond 1017 cm−3 as shown in ref. [124]. Also, the scattering
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mechanisms at defect clusters and other defects may be different from ionized-
impurity scattering (see ref. [45, 130, 125]).

The threshold voltage The threshold voltage Uth calculated from the fit results
with eq. 5.5 is shown in fig. 5.15. The dependence of Uth on Φeq is different for
the diodes of different thickness as shown in fig. 5.15(a). It was expected that
the cross section of the straight line fit with the y-axis at zero fluence coincides
approximately with the built-in voltage Ubi. The width of the depletion region
is assumed w ∝

√
Ubi + U − IRohm. Therefore, the width of the depletion region

does not change much for U � Ubi even if Rohm (Φeq) is small. However, Uth
d2 versus

Φeq has a similar dependence for the n-type diodes of different thickness and it is
only slightly different for p- and n-type diodes as shown in figure fig. 5.15(b). The
fit results can be described by

Uth
d2

(Φeq) =
Uth
d2

(0) ·
(

1 +
Φeq

βUth

)
(5.10)

with Uth
d2 (0) = 1.1 · 107 V/m2 and βUth = 5.3 · 1015 cm−2 for the p-type diodes and

Uth
d2 (0) = 5.8 ·106 V/m2 and βUth = 2.5 ·1015 cm−2 for the n-type diodes. This leads
to Uth

d2 (0) · d2 = 0.48V for the p-type diodes, Uth
d2 (0) · d2 = 0.47V for the 285µm

n-type diodes, and Uth
d2 (0) · d2 = 0.23V for the 200µm n-type diode.

The exponent Assuming limiting cases of S (Φeq = 0) = 0.5 and S (Φeq →∞) =

1 when ρSCR = ρohm the parameterization

S (Φeq) = 1− 0.5

1 + Φeq
βS

(5.11)

can be used with βS = 4.36 · 1016 cm−2 at T = 243K, excluding the diode irra-
diated to the lowest fluence where S < 0.5. Figure 5.11(b) shows the fit of the
parameterization to the data. The values of S are slightly larger for the 285µm
thick diodes and smaller for the 200µm thick diodes - also for the 200µm n-type
diode. This is an indication that this parameter may reflect the voltage drop in
the neutral bulk IRohm as S appears to depend not only on the fluence but also
on the thickness.
Additionally, the parameter S decreases with increasing temperature as shown

in fig. 5.16(a). This is most probably because the bulk resistivity decreases with
1/ni(T ), and so does the voltage drop in the bulk region. The exponent S comes
closer to 0.5 with increasing temperature.

86



5. Current, capacitance, and electric field

0

0.5

1

1.5

2

2.5

3

0.0E+00 5.0E+15 1.0E+16 1.5E+16

U
th
[V
]

Proton fluence Φeq [1/cm2]

n-type 285 μm

n-type 200 μm

p-type 200 μm

(a)

0.E+00

1.E+07

2.E+07

3.E+07

4.E+07

0.0E+00 5.0E+15 1.0E+16 1.5E+16

U
th
/d

2
[V
/m

2 ]

Proton fluence Φeq [1/cm2]

n-type 285 μm

n-type 200 μm

p-type 200 μm

(b)
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Figure 5.16.: Temperature dependence of the parameters obtained from the fit
from 10V to 100V reverse bias using R (U) = R̃SCR · U1−S (see
eq. 5.6) of 200µm magnetic Czochralski p- and n-type diodes irra-
diated to Φeq = 1.3 · 1016 cm−2. (a) Shows the exponent S and (b)
the parameter 1/R̃SCR and its parameterization with eq. 5.14 using
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(dotted).
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The space-charge region The parameter R̃SCR (Φeq, A)−1 is rather unpractical
as a fit parameter. It seems to depend on the effective doping and not only on the
generation current, since it is different for n-type and p-type as seen in fig. 5.11(c).
Ideally, a parameter should be used which scales linearly with the fluence and is
proportional to the volume generation rate 1/τ (and α). The parameter Uth

d2 (Φeq) ∝
Φeq should rather be used as a fit parameter instead of R̃SCR (see fig. 5.15(b)).
However, R̃SCR (Φeq) can be calculated with eq. 5.5 using ρohm (Φeq) of eq. 5.9,
Uth
d2 (Φeq) of eq. 5.10, and S (Φeq) of eq. 5.11 so

R̃SCR (Φeq)
−1 =

A
(
d2 · Uth

d2 (Φeq)
)1−S(Φeq)

d · ρohm (Φeq)
(5.12)

as shown in fig. 5.11(c). Of course, also ρ̃SCR
(
U
d2

)
can be used (see fig. 5.19(b)).

The treatment of the SCR as a resistive region like in ref. [26] is misleading.
The current in the depletion region is actually volume generation current. The
depletion region should rather be treated as a current source and the whole sensor
as a current source with an internal resistance Rohm. The depletion region with the
volume V = A · w(U) can supply a maximum volume current of I/V = αΦeq (see
eq. 2.43). At low voltages the resistance of the bulk and the related voltage drop
IRohm will limit the current. The width of the depletion region will be small until
the generation current in the maximum volume of the depletion region is equal
to the ohmic current at this voltage U/Rohm ≈ αΦeqA · w(U) neglecting diffusion
current. For higher voltages the depletion region cannot supply enough current to
sustain the linear current. In other words, the conductivity in the depletion region
becomes smaller than the conductivity in the ohmic region when n, p < ni in the
SCR and the SCR starts to expand. The depletion region approximately has the
width7 w (Uth) ≈ Uth/ (αΦeq · ρohmd). It should be noted that w (Uth) should be
similar to the width of the depletion region from the built-in voltage. Accordingly,
the effective concentration of shallow defects can be roughly estimated Neff ≈
2εε0Ubi
ew(Uth)2 . Assuming Ubi ≈ Uth

d2 (Φeq = 0) · d2 ≈ 0.5V the estimated Neff is too low
compared with the capacitance and edge-TCT measurements. I.e. for the diode
irradiated to Φeq = 9 ·1014 cm−2 the estimated full-depletion voltage is 300V while
the measurements show a value between 400V and 800V (see fig. 5.17, 5.28(a)).
However, at 300V the conductance starts do decrease strongly for this diode (see
fig. 5.28(b)).

7If the width of the ohmic region d − w decreases by the width of the depletion region w the
relation is IV = Iohm ⇔ αΦeqAw = U

ρohm(d−w)/A so w (Uth) ≈ d
2 −

√
d2

4 −
Uth

αΦeqρohm
which

gives very similar results.
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Figure 5.17.: FWHM of the velocity profiles (solid) from sec. 5.2 compared to the
estimated w (U) using eq. 5.13 (dashed) at the fluences Φeq [cm−2]
given in the figure at 243K for 285µm thick sensors.

For higher reverse bias voltages the width of the SCR

w(U) ≈ 1

αΦeq

· US

A · R̃SCR

(5.13)

determines the current where U/ (ρohmd) is substituted with US/
(
A · R̃SCR

)
. Fig-

ure 5.17 gives the FWHM of the depletion region from the velocity profiles (see
sec. 5.2) for the different fluences compared to eq. 5.13 using the values obtained
for S and R̃SCR between 5V forward and 50V reverse bias and using eq. 2.43 for
α. The calculated width of the depletion region is always larger than the measured
one except at the highest fluences at the highest voltages. This is expected since
the voltage drop I · ρohm (d− w(U)) /A in the bulk is not taken into account and
is especially significant at low bias voltages where w (U) is small.

The parameter

R̃SCR (Φeq, A, T )−1 = R̃SCR (Φeq, A, TR)−1 ·
(
T

TR

)2

exp

(
Eeff
2kB

·
(

1

TR
− 1

T

))
(5.14)

scales with temperature the same way like α(T ) as shown in fig. 5.16(b), with
TR = 293.15K and R̃SCR (1.3 · 1016 cm−2, 24.4 cm2, TR)

−1
= (2.26± 0.09)·10−5 Ω−1

for the Czochralski n- and p-type diodes with Eeff = 1.15 eV.
At low fluences the volume generation current seems to be governed by an ef-

fective defect level close to the mid-gap energy. It was found that using an ef-
fective Eeff = 1.21 eV instead of the band gap energy in the exponent gives the
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best description of the volume current at fluences Φeq ≤ 1015 cm−2 as shown in
ref. [71]. The best fit to the data at 1.3 · 1016 cm−2 yields Eeff = 1.15 eV which
agrees with the result of ref. [71] at 1016 cm−2 of Eeff = 1.16 eV. If the term
exp ((Eg (TR) /TR − Eg (T ) /T ) / (2kB)) is used the description of the data with
R̃SCR (TR)−1 = (2.61± 0.21) · 10−5 Ω−1 is better than for Eeff = 1.21 eV with
R̃SCR (TR)−1 = (2.69± 0.26) · 10−5 Ω−1; but, it is still worse than using a constant
Eeff = 1.15 eV with the value given above. This suggests the effective generation
center Eeff/2 = 0.58 eV is very close to mid-gap Eg/2 = 0.57 eV at 243K.

5.3.3. Exponential increase of the reverse current

Figure 5.18 shows the differential resistivity ρ = A
d

dU
dI for the pad and 1

d
·R = 1

d
dU
dI

for the guard ring. At higher reverse voltages U & 100V the resistivity ρ of the pad
and 1

d
· R of the guard ring are decreasing. Also, the noise increases significantly

which can be seen in the variations of ρ at high voltages in fig. 5.18(a). The guard
ring shows a much stronger decrease of 1

d
·R compared to ρ of the pad. The 200µm

thick n-type diode irradiated to Φeq = 7.8 · 1015 cm−2 shows the strongest decrease
of 1

d
· R - which means the highest current increase - of the guard ring and also

the highest noise of the pad ρ (green in fig. 5.18). The p-type diode of the same
thickness irradiated to the same fluence (red in fig. 5.18) shows a decrease of 1

d
·R

of the guard ring at higher voltages. Still, the pad resistivity of both diodes is very
similar at high voltages. This is an indication for surface and/or edge effects for
the guard ring current.
After irradiation, the junction is at the uniformly implanted back side for the

initially n-type diode while it is on the side of the pad and guard ring for the p-type
diode. Accordingly, the high field is at the back side for n-type (see chapter 5.2)
and at the front side for p-type. Again, the pad currents are very similar as most
of the surface effects are absorbed by the guard rings.

Part of the noise and resistivity increase at high fields can probably be attributed
to micro-discharges as described by others [131]. However, the mechanism creating
micro discharges is poorly studied. Micro-discharges are described as randomly
quenched avalanche discharges or tunneling of oxide charges in high-field regions
near the junction edges and at metal overhangs over the implants. The noise and
the onset voltage of the current increase should depend on the concentration of
oxide charge if micro-discharges are responsible. This means there should be a
dependence on the biasing history (see ref. [132]), the geometry of the sensor (p-
or n-type, metal overhang etc.), and on other parameters like the humidity.
Another possible contribution is soft breakdown due to impact ionization [133]
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Figure 5.18.: A
d

dU
dI vs. U for the pad (a) and 1

d
dU
dI vs. U for the guard ring (b)

of the d = 200µm p-type diodes (stars), the 200µm n-type diode
(diamonds), and the 285µm n-type diodes irradiated to Φeq = 1.3 ·
1016 cm−2 (black) and ∼ 7.6 · 1015 cm−2 (red) at 243K.
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in high field regions near the pad or guard ring implant edges and possibly at
the pad junction. Such a contribution should not lead to excessive noise. The
pad current should not depend on whether the junction is at the back side or at
the pad if there is a junction breakdown. Apart from this, the increase may be
explained by trap-assisted tunneling [134].
This regime was not studied thoroughly. But, the different behavior of the guard

ring current for n- and p-type while the pad currents are comparable suggest there
are different mechanisms responsible for the increase of the pad and the guard ring
current. This region of the I/V should be studied more as it is very important to
understand the mechanism responsible for the increase of the current and the noise.
This range of high reverse bias voltages and mean electric fields is typically used
for operation of most radiation detectors exposed to radiation levels comparable
to the ones investigated here, e.g. at CMS. Below, the observations concerning the
increase of the pad current and an empirical parameterization for the pad current
will be discussed.

The pad current The differential resistivity of the pad ρ (U) = R(U) · A
d
shown

in fig. 5.18(a) increases with U until it reaches a maximum value which is very
similar for the diodes of different thickness irradiated to similar fluences. The
maximum value of ρ (U) decreases with the fluence. For thicker diodes, the voltage
at which the maximum value of ρ (U) is reached is higher. ρ (U) decreases for even
higher voltages and the voltage dependence of ρ(U) is very similar for the diodes
of different thickness.
Figure 5.19(a) shows the volume current versus U

d2 which is very similar for the
diodes of different thickness irradiated to a comparable fluence. The departure
from the S ≈ 0.6 dependence of ρ starts at similar U

d2 rather than similar U or
E comparing fig. 5.19(a) and fig. 5.9. The resistivity shows a ρ ∝ U

d2 dependence
until ρ starts to deviated for the different thicknesses at a certain U

d2 . This value
U
d2 approximately coincides with the maximum value of ρ (U) ∝ U

d2 as shown in
fig. 5.19(b). For even higher voltages the dependence becomes ρ(U) ∝ U as dis-
cussed above (see fig. 5.18(b)).

The temperature dependence of the current could possibly provide information
on the nature of the mechanism of the current increase. Figure 5.20 shows J versus
U for diodes measured at different temperatures. The voltage where the current
increase starts is similar for the p- and n-type Czochralski diodes at 233K and
253K. At 273K the current increase is more pronounced than at lower temper-
atures. The current increase at high voltages is less pronounced for the n-type
float-zone diode.
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Figure 5.19.: Pad volume current (a) and resistivity (b) versus U
d2 of the d = 200µm

p-type diodes (stars), the 200µm n-type diode (diamonds), and the
285µm n-type diodes irradiated to Φeq = 1.3 · 1016 cm−2 (black) and
∼ 7.6 · 1015 cm−2 (red) at K. The values are the same for the diodes
of different thickness irradiated to the same fluences until the expo-
nential current increase happens around 5 · 109 V/m2.
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Figure 5.20.: Current density J for high reverse bias at different temperatures
scaled to T = 293.15K with Eeff = 1.15 eV (eq. 5.14) of 200µm
thick diodes irradiated to Φeq = 1.3 · 1016 cm−2. The stars show a
Czochralski p-type, the crosses a Czochralski n-type, and the dia-
monds a float-zone p-type diode.

Parameterization Despite many open questions a simple parameterization is
introduced. It is based on the following result: The increase of the pad current
approaches an exponential voltage dependence dln(I)

dU ≈ const for high U . There
are several different mechanism which can contribute to this behavior. Proba-
bly, the most relevant ones are trap-assisted tunneling TAT [112, 134, 135] and
field-enhanced emission from deep defects due to the Poole-Frenkel effect [136].
TAT describes tunneling of carriers not directly band-to-band but via traps which
decreases the effective energy barrier. The field dependence is I ∝ E · exp (E2)

according to ref. [22]. The field dependence for Poole-Frenkel emission is I ∝
E · exp

(√
E
)
according to ref. [136]. Both models have been tested and slightly

better fits are obtained using the Poole-Frenkel parameterization. However, the
data is not very sensitive to any specific model and both describe the data at high
fields within a few percent.
Simply adding an empirical term I0,t (exp (U/U0,t)− 1) to the current gives the

best fit results

I =
U

R(U)
+ I0,t ·

(
exp

(
U

U0,t

)
− 1

)
(5.15)

with R(U) of eq. 5.6 and the parameters I0,t and U0,t. A fit of eq. 5.15 to the
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Figure 5.21.: Fit of eq. 5.15 (lines) to measurements at high reverse bias voltages
of the 200µm p-type diodes (stars), the 200µm n-type diode (dia-
monds), and the 200µm n-type diodes (crosses); all at 243K. The
residuals are shown below.

data with ρohm, S, and R̃SCR as free parameters is shown in fig. 5.21. The data is
described within 2 %− 4 % at high bias voltages. This parameterization does not
take into account a possible U

d2 dependence. The best fit values of ρohm, R̃SCR, and
S do not differ too much from the results presented above when the exponential
increase is added. Even if these parameters are fixed at the results for low voltages
presented above, a fit of eq. 5.15 gives a good agreement with the data. However,
if the parameters of eq. 5.6 are fixed the Poole-Frenkel parameterization gives a
better fit due to the less steep increase I ∝ exp

(√
E
)
.

The measurements for the diodes irradiated to the lowest fluences are not shown
here since diodes fully deplete and eq. 5.15 cannot be used. For these measurements
the onset of the exponential current increase is observed after „full depletion”.8

Without the exponential increase the current would be expected to stay constant
after full depletion.

5.3.4. Discussion

It is observed that ρ vs. U
d2 is very similar for diodes of different thickness but

comparable fluence at low voltages, and up to a certain value of U
d2 (see fig. 5.19(b)).

Accordingly, also the volume current I
A·d = U

R(U)·Ad = U
ρ(U)d2 is very similar (see

8E.g. the diode irradiated to Φeq = 8.9 · 1014 cm−2 in fig. 5.3(b).
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fig. 5.19(a)). At high reverse bias voltages the current is ohmic until a threshold
Uth
d2 (Φeq) ∝ Φeq is reached. After the threshold the current increases approximately
with a square-root dependence until it starts to increase exponentially at high
reverse bias voltages. The parameterizations presented here describe the measured
reverse current within a few percent and several laws were identified.

The formulas are shortly summarized below for easy application. All parameters
have been determined at T = 243K. The parameterization for the resistance is

R (U) =

ρohm (Φeq) · dA U ≤ Uth

ρ̃SCR (Φeq) · U1−S(Φeq) · d
A

U ≥ Uth
. (5.16)

The ohmic resistivity is

ρohm (Φeq) = ρ0 ·

(
1 +

(
Φeq

βmob

)0.9
)

(5.17)

with the parameters ρ0 = 74.1MΩcm and βmob = 1.52 · 1017 cm−2. The exponent
is

S (Φeq) = 1− 0.5

1 + Φeq
βS

(5.18)

with the parameter βS = 4.36 · 1016 cm−2. The threshold between ohmic currents
and SCR generation currents is

Uth
d2

(Φeq) =
Uth
d2

(0) ·
(

1 +
Φeq

βUth

)
(5.19)

with Uth
d2 (0) = 1.1 ·107 V/m2 and βUth = 5.3 ·1015 cm−2 for the p-type and Uth

d2 (0) =

5.8 · 106 V/m2 and βUth = 2.5 · 1015 cm−2 for n-type diodes.
The effective resistivity when the SCR is expanding can be calculated from these

parameters

ρ̃SCR (Φeq)
−1 =

(
d2 · Uth

d2 (Φeq)
)1−S(Φeq)

ρohm (Φeq)
. (5.20)

At high voltages the current is described by

I =
U

R(U)
+ I0,t ·

(
exp

(
U

U0,t

)
− 1

)
(5.21)

with the additional parameters I0,t and U0,t. These parameters have not been de-
termined systematically as the mechanism generating the current is not understood
and the data is not very sensitive to different models.
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5.4. Forward current

5.4.1. Results

The forward I/V is very similar to the reverse I/V at low voltages. Figure 5.22(a)
shows the differential resistance for low forward and reverse voltages. The resis-
tances are equal near the intrinsic value at very low bias. For the lowest fluence
(green) a clear decrease of the resistance towards higher forward voltages is ob-
served. The forward bias resistance stays more or less constant for the higher
fluences. This may be due to the non-uniform field observed at the lowest fluence
(see fig. 5.5(b)). For the higher fluences the resistance for low forward bias is
almost constant.
At high forward voltages the current of highly irradiated diodes is many orders of

magnitude lower than expected from the ideal Shockley diode equation 2.34. The
resistance even increases with the applied voltage as shown in figure 5.22(b). This
is expected as ρohm(E) ∝ (µe(E) + µh(E))−1 and the carrier mobilities µe,h (E)

decrease with increasing electric field. Figure 5.9(c) shows that ρohm(E) is approx-
imately the same for diodes of different thickness but at similar fluence in this
region.
After a certain applied voltage, which increases with the fluence, the resistance

suddenly decreases strongly. This happens at different mean electric fields and
voltages for the sensors of different thickness irradiated to similar fluences. The
current starts to increase exponentially in this regime.

5.4.2. Parameterization

For highly irradiated diodes the forward current will be described with the theory
of space-charge-limited currents SCLC for an insulator with one injecting contact
and high trap concentrations as discussed in sec. 2.1.4. A constant trap concen-
tration per unit energy in the band gap Nt is assumed, owing to the high defect
concentrations and possible cluster defects with a broad energy spectrum (see
ref. [137] for a discussion).
In the literature only one type of free charge carriers was considered for SCLC.

Equation 2.38 has to be modified in order to describe a semiconductor with n ≈
p ≈ ni. If we consider a semiconductor with thermal free majority carriers (holes)
with a constant intrinsic concentration p ≈ ni not influenced by injection, minority
carrier (electron) injection with an equilibrium electron concentration n ≈ ni, and
a constant trap distribution, the current can be parameterized as

I(U) = eni · A
U

d
·
(
µh(Φeq, E) + µe(Φeq, E) · exp

(
Ξ

U

T · d2

))
(5.22)
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Figure 5.22.: (a) Comparison of the differential resistance R = dI
dU

for forward
(crosses) and reverse (stars) bias for different fluences at low voltages.
(b) R = dI

dU
for forward bias up to 1000V. Measured at 243K.
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with Ξ = εε0
eNtkB

. The electric field is assumed E = U/d ≈ const. The mobilities
µe,h (Φeq, E) given in sec. 7 are used. At low voltages the term exp

(
Ξ U
T ·d2

)
≈ 1 and

I(U) ≈ U ·A
ρohm(E)·d . At high voltages the hole current becomes negligible as the hole

concentration is assumed to be constant p = ni while the electron concentration
increases n = ni · exp

(
Ξ U
T ·d2

)
.

Figure 5.23 shows a fit of eq. 5.22 to the data with only ni and Ξ as free
parameters. The agreement between the model and the data is very good except
at high voltages where the measured current increases faster than the exponential
term of the parameterization. The goodness of the fit is remarkable as there are
only two free parameters and the voltage as well as the current cross up to seven
orders of magnitude.

Fit parameters Figure 5.24(a) shows the fit parameter 1/Ξ. The results seem to
be independent of the different thicknesses and initial doping. The electron trap
concentration

Ntot = Eg ·
εε0
eΞkB

(5.23)

extracted from the fit is shown in fig. 5.24(b). However, it is not clear whether
these values represent physical concentrations. The extracted introduction rate
geff = Ntot/Φeq shown in fig. 5.24(c) clearly decreases with the fluence.
A possible reason for the non-linear increase of the extracted Ntot could be that

the mobility at high voltages decreases stronger with fluence than estimated by
the model. However, the resistivity at higher voltages (around U = 100V in
fig. 5.22(b)) is similar for the different fluences, indicating that the mobility at
high fields does not change much with the fluence.
The values of Ntot are much higher than the space charge concentration esti-

mated from the edge-TCT measurements discussed in sec. 5.2. The space charge
for the trap-filled limit should lead to a potential drop („full depletion voltage”)
around 10 kV for Ntot ≈ 1014 cm−3 and 285µm thickness. An introduction rate
g = 0.03 cm−1 has been reported in ref. [138] (see tab. 2.1) for an electron trap
at the energy 0.52 eV below the conduction band. This value is similar to geff
extracted at low fluence (see fig. 5.24).
The model assumes an increase of the concentration of free electrons in the bulk

and subsequent filling of electron traps. Yet, the sign of the space charge in the
regime where the conductivity of the bulk is increased seems to be positive (see
sec. 5.2), indicating an increased free and trapped hole concentration in the bulk.
The fit values of ni shown in fig. 5.25 agree well with the literature value (eq. 2.5).

The mean value of the fit results is 2% below the literature value. This is a strong
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(a) 285 µm n-type
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Figure 5.23.: Fit (lines) of the forward current measurements (crosses, diamonds)
with eq. 2.38 and two fit parameters for the 285µm n-type diodes
shown in (a) and the 200µm p-type diodes (crosses) and the n-type
diode (diamonds) shown in (b) at 243K. The residuals are shown
below the current plots.
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Figure 5.24.: Fit result of 1/Ξ (a) of eq. 2.38 for the forward current at 243 K. (b)
Shows a hypothetical the electron trap concentration Ntot calculated
from Ξ. (c) Shows the effective introduction rates geff for Ntot.
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Figure 5.25.: Fit results of the intrinsic carrier concentration ni of eq. 2.38 for the
forward current at 243K compared to the literature value for non-
irradiated silicon (dashed line). The solid line shows the mean value
of the fit results.

indication that the model is useful at least at low voltages since only the parameter
Ξ has to be fitted to describe the data. Additionally, it is a strong indication that
the assumption n ≈ p ≈ ni is justified.

5.4.3. Discussion

Equation 2.38 describes the I/V measurements within about 10% using the results
of µe,h (E,Φeq) presented in sec. 7 and a parameter Ξ. However, the electron trap
concentration Ntot extracted from Ξ does not increase linearly with the fluence and
the current at high voltages (trap-filled limit) increases faster than the exponential
term of the model. Most importantly, the model does not account for the positive
space charge in the bulk which is observed in the edge-TCT measurements for high
forward voltages.

Important open question are the description of the electric field for forward bias,
its origin in SCLC, and the influence of recombination. The width of the transition
region with negative space charge at the injecting junction and the bulk seems to
be related to the density of traps, as it decreases with increasing fluence. Also, the
near-linear field in the bulk after the transition to SCLC has to be explained (see
sec. 5.2).

The SCLC regime will be discussed first. According to Rose [33], the charge
distribution in a trap-free insulator with plane parallel electrodes is Nt,filled ∝ x−1/2

and the electric field E ∝ x1/2 with the distance from the junction x. In the
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presence of traps exponentially distributed in the bandgap these relations take the
form Nt,filled ∝ x−1/(n+1) and E ∝ xn/(n+1). For the lowest fluence the velocity profile
somewhat resembles the E ∝ xn/(n+1) relation (see fig. 5.5(b)). For traps distributed
in the band gap (n � 1) the charge distribution Nt,filled becomes constant and
the electric field linear. This is to some degree what is observed in the edge-TCT
measurements when SCLC become significant compared to ohmic currents as e.g.
in fig. 5.5(f) at the highest voltages. At higher fluences and at higher voltages,
where the SCLC dominate the current, a decrease of the electric field can be
observed from the maximum value near the injecting contact towards the opposite
contact. However, as mentioned above the extracted trap concentration from the
fit of the forward current is much higher than what is expected from the slope of
the velocity profiles. Also, the velocity profiles indicate positive space charge in
the bulk.
The transition region close to the injecting contact is discussed by Lampert [32].

According to Lampert, it is governed by the injected free carriers and not by traps.
As stated by Rose [33], ohmic currents and SCLC compete at all voltages, which
can be confirmed looking at the velocity profiles measured for forward bias. Even
at low voltages, where the ohmic current clearly dominates, a decrease of the field
towards the injecting electrode can be observed (fig. 5.5(b), 5.7(b)). As mentioned
before, the width of the transition region does not change within the accuracy of
the measurement. Lampert gives a discussion about two-carrier injection including
cases with constant positions of the extrema of the electric field. However, there is
no clear indication for or against double injection in the measurements discussed
here. Double injection may well happen because of the ambivalent nature of ir-
radiated silicon. Since both acceptors and donors are present in the neutral bulk,
all compensated by deep traps in equilibrium, there might well be a hole-injecting
p+-n junction for forward bias similar to the double junction for reverse bias. Oth-
ers [139] have measured velocity profiles of highly irradiated sensors for forward
bias which resemble the fields discussed by Lampert for double injection. They
investigated annealed sensors where also the double junction under reverse bias
is more pronounced. Additionally, for low-gain avalanche diodes LGADs mea-
surements have shown how the irradiated bulk material switches the sign of the
space charge from n-type to p-type with the bias voltage, in the same LGAD (see
ref. [140]).

The initial increase of the field near the injecting contact towards a constant
field in the bulk may be explained by the influence of relaxation via recombination
of carriers. In the relaxation regime (see sec. 2.1.3) the space charge from injected
free and trapped minority carriers in the injection region is increased due to the
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Figure 5.26.: Change of the carrier concentrations ∆N, ∆P for hole injection in
the relaxation regime. Recombination centers below mid-gap are as-
sumed. Injected holes are trapped near the injecting contact creating
positive space charge ∆Qt. Additionally, electrons are removed in the
injection region due to recombination. The electric field E increases
from the injecting contact and until it is constant in the bulk when
the injected holes have recombined with electrons. All units are ar-
bitrary. Modified from [27].

removal of majority carriers via recombination. Arguing from the relaxation regime
including traps, Manifacier and Henisch [27] obtain an electric field distribution
similar to the observations discussed here and even give an analytical model of the
electric field shown in fig. 5.26.
Let’s assume no increase of the bulk conductivity: Injected carriers cannot tra-

verse the whole sensor. Some of the injected minority carriers9 will recombine with
the majority carriers of the bulk silicon. If the recombination lifetime is short the
injected minority carriers will quickly recombine. Additionally, injected minority
carriers will be trapped at defects creating additional space charge. Majority carri-
ers will be drawn towards the recombination region to establish charge neutrality.
Depending on the dielectric relaxation time and the recombination lifetime, the
width of the transition region from the injecting contact (high recombination) until
charge neutrality is established in the bulk (zero net recombination) will change.
This might explain the decrease of the width of the transition region between the
injecting contact and the neutral bulk with increasing fluence. Even if the recom-
bination lifetime is larger than the dielectric relaxation time diffusion and drift
current of majority carriers will work against the current of the injected minority
carriers and the space charge from trapped injected minority carriers. This might
explain the positive space charge observed in the bulk at high bias voltages.
Figure 5.26 illustrates the change of the free carrier concentrations ∆N, ∆P ,

9The injected carriers are holes in fig. 5.26 and electrons for the sensors investigated here.
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and ∆Qt, the concentration of trapped minority carriers, and the electric field E
for hole injection in the presence of recombination centers below the mid-gap in
the relaxation regime.
As mentioned before, clear indications for a change of the width of the transition

region with applied voltage are not observed. Even if the conductivity of the bulk
is increased under forward bias the width of the transition region hardly changes
(see e.g. fig. 5.7(b)). Once injected carriers can enter the high field bulk region, the
recombination front (described e.g. in ref. [141]) seems to stay at a fixed position.

It should be noted that previous publications have used empirical parameteri-
zations such as

I(U) = G0U ·
(

exp

(
U

U0

)
− 1

)
(5.24)

in refs. [142, 143] with a constant conductivity G0. This is essentially a version of
eq. 2.38. Another version is

I(U) = I0 ·
(

exp

(
U

U0

)
− 1

)
+G0U (5.25)

used in ref. [144], where a distinct ohmic part G0U was added.

As a closing remark, it should be noted that the dependence of the SCLC on
defects makes it possible to perform so-called temperature-dependent space-charge-
limited-current TD-SCLC spectroscopy to study deep traps (see e.g. ref. [145,
146]). This method could be applied to study radiation damage at lower fluences
and compare the results to other methods. For the diode which received the lowest
fluence, shown in fig. 5.3(b), a step in the forward current can clearly be observed
which may represent the filling of a localized defect level. At lower temperatures
TD-SCLC might also reveal new features even at higher fluences which may be
used to determine the density of states as a function of the energy.
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5.5. Capacitance-voltage characteristics

The capacitance-voltage measurements reflect many of the effects discussed above.
Figure 5.27(a) shows the parallel capacitance versus the voltage under forward and
reverse bias measured with an AC voltage of ±50 mV at a frequency of 200 Hz.
Figure 5.27(b) shows the conductance which is similar to the inverse of the DC
resistance (compare fig. 5.9(a)). The frequency dependence of the capacitance for
reverse bias is shown in fig. 5.28. In order to investigate highly irradiated diodes
for near steady-state conditions low frequencies are used. The lower the frequency
the closer the system is to the steady state conditions since (de-)charging of defects
is associated with certain time-constants. At very high frequencies the reverse bias
C/V characteristics are mostly constant at the geometrical capacitance since the
defects cannot react to the fast change of the potential.

Reverse bias At low bias voltages the geometrical capacitance of the diode is
measured within 10 % as expected for a parallel-plate capacitor with a highly resis-
tive dielectric (silicon) in-between. As discussed above, the width of the depletion
region w is negligible in this region. The ohmic, non-depleted bulk determines the
properties of the diodes. At the threshold voltage Uth the capacitance suddenly
increases. The width of the depletion region starts to increase and the voltage drop
in the depletion region becomes significant. A maximum in the capacitance can
be observed at a certain voltage which increases with Φeq. The value of the max-
imum decreases and shifts to higher voltages with increasing frequency f . Then,
the capacitance decreases again as the depletion region increases similar to a non-
depleted diode. The capacitance eventually reaches the geometrical capacitance
for the lowest fluence in fig. 5.27, indicating full depletion.

Forward bias Under forward bias the capacitance is first constant at the geomet-
rical capacitance until it starts to increase approximately at mean electric fields
where the mobility starts to decrease. It increases further when the injection of free
carriers becomes significant and the current starts to increase exponentially. For
the lowest fluence negative capacitance values are observed at high bias voltages
(see fig. 5.27(a)).
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Figure 5.27.: Pad capacitance (a) and conductance (b) of the irradiated d =
285 µm n-type diodes for forward (solid) and reverse (dashed) bias
voltages. Measured with 200Hz AC voltage with a peak amplitude
of 50mV at 243K.
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Figure 5.28.: Pad capacitance (a) and conductance (b) of the diode irradiated to
Φeq = 8.9 · 1014 cm−2 for reverse bias. Measured with an AC voltage
of different frequencies and a peak amplitude of 50mV at 243K.
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5.6. Conclusion

By comparing the current of irradiated diodes under forward and reverse bias to
the velocity profiles of irradiated strip sensors, different regimes can be distin-
guished under forward and reverse bias. Capacitance measurements of the diodes
support the results. Additionally, by comparing current measurements of silicon
diodes of different thickness the dependence of the different current regimes and
the transitions between them on the voltage U , the mean electric field E = U/d,
and U

d2 can be determined.

Reverse bias For low reverse bias highly irradiated sensors behave like silicon
resistors with intrinsic carrier concentrations n ≈ p ≈ ni. The current is ohmic
and the capacitance constant C ≈ εε0A

d
. A high concentration of deep defects pins

the Fermi energy near mid-gap [110, 115]. Free majority carriers are trapped at
deep defects and there is zero net fixed space charge, independent of the initial
doping concentration and sign.
The bulk resistivity increases with the hadron fluence. This is interpreted as a

decrease of the carrier mobilities with increasing defect concentration. An effective
degradation factor of βmob = 1.52 · 1017 cm−2 for the low-field mobilities is derived
from measurements of the low-field resistivity ρohm (Φeq) (compare eq. 5.8, 5.9).

If the reverse voltage is increased the resistivity suddenly increases at a certain
value Uth

d2 (Φeq) (eq. 5.10), which increases proportional to the fluence. The current
now has a dependence on the voltage I ∝ US with S ≈ 0.6 (eq. 5.11) The inter-
pretation of the author is that the transition happens, when the ohmic current of
the neutral bulk is approximately equal to the volume generation current of the
maximum volume of the depletion region at this voltage; or, in other words, when
the generation current of the SCR cannot sustain the ohmic current of the bulk
anymore. The depletion region starts to expand and dominates the current.
The capacitance C supports the interpretation of an expanding depletion region.

C is first constant until it suddenly starts to increase up to a maximum value
which strongly depends on the frequency. Then C starts to decrease again until
the geometrical capacitance is reached for the diodes which reach full depletion -
similar as for non-irradiated diodes.
The edge-TCT measurements also support this interpretation. A high field

„depletion region” forms at the p-n junction and there is a sizable, for high fluences
almost constant, electric field in the bulk.
A parameterization for the reverse current at medium voltages U

d2 ≤ 100 kV/cm2

was introduced and its parameters were discussed and parameterized (compare
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5. Current, capacitance, and electric field

eq. 5.6, 5.11, 5.10, 5.12).
The parameter R̃SCR (Φeq, A, T )−1 scales the same way with the temperature

as the damage parameter α. This means it is probably related to the genera-
tion lifetime τ0 = eni

αΦeq
. The best fit of the temperature dependence is given by

R̃SCR (Φeq, A, T )−1 ∝ exp
(
Eeff (T )

2kBT

)
with Eeff = 1.15 eV rather than an Eeff =

1.21 eV found at lower fluences [71].
An important result is that the reverse bias resistance ρ(U) depends on U

d2 rather
than U or E (compare fig. 5.19(b)). As mentioned before, the transition between
ohmic current and volume generation current from the SCR happens at a certain
threshold voltage Uth. It is observed that Uth

d2 ∝ Φeq and Uth
d2 is equal for diodes of

different thickness. But, the values slightly differ for n- and p-type. However, it is
not yet clear how to interpret Uth

d2 .

At very high reverse voltages the current suddenly starts increase more rapidly.
At a certain U

d2 the resistivity is no longer proportional to U
d2 but approximately

ρ (U) ∝ U . The current starts to increase approximately exponentially and the
noise increases drastically. Additionally, the guard ring current suddenly increases
very strongly. Several possible explanations for this behavior at high voltages are
discussed. It is found that simply adding an exponential term to the current equa-
tion 5.6 leads to a good agreement with the data.

Forward bias The forward current is ohmic at low voltages with the same resis-
tivity as for low reverse bias. If the voltage is increased the resistance increases
and depends on the mean electric field ρ ∝ E. This is interpreted as the reduction
of the carrier mobilities at high fields. It can be well described by using the field-
dependent mobilities µ (E) for ρ (E). Since the fluence dependence of the mobility
at high fields is not known, the fluence dependent low-field mobility µ0 (Φeq) is
used for µ (E,Φeq) (see chapter 7).
At high voltages the current suddenly starts to increase exponentially which is

described with the theory of space-charge limited currents (see eq. 5.22). A semi-
conductor with thermally generated carriers n ≈ p ≈ ni and electron injection
from the junction is assumed. The exponential increase of the current depends on
exp

(
U
d2

)
. A trap concentration was extracted from the fit results.

The edge-TCT measurements show a low electric field at the junction which
increases towards the opposite contact for the lowest fluences. For higher fluences
the field increases from the injecting contact and quickly reaches a constant value.
Once the current increases exponentially the electric field seems to have a maxi-
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5. Current, capacitance, and electric field

mum near the injecting contact and then decreases approximately linearly towards
the contact opposite to the injecting contact. The space charge seems to be almost
constant and positive in the bulk in this regime. Positive space charge is contrary
to the expectation of injected electrons traversing the bulk. It seems like holes
are drawn towards the electron-injecting contact. Accordingly, the increase of the
conductivity at high forward bias voltages might be due to an increase of the hole
concentration in the bulk rather than an increase of the electron concentration.
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6. The charge collection length
for forward bias

The edge-TCT measurements of highly irradiated strip sensors indicate an almost
constant electric field E(x) for forward bias as demonstrated in sec. 5.2. Assuming
a constant electric field makes the equations for charge collection much simpler as
the drift velocity can also be assumed constant. The equations for charge collection
become purely geometrical if the drift velocity is independent of x (t).
A model was developed to analyze TCT measurements of the charge collection

efficiency CCE of pad diodes discussed in sec. 6.1. Additionally, the model was
extended to analyze normalized charge profiles, „charge collection efficiency pro-
files”, obtained from edge-TCT measurements with strip sensors as discussed in
sec. 6.2. The results are compared and concluded in sec. 6.3.

6.1. Measurements of pad diodes

6.1.1. Analysis

Determination of the charge collection length If the electric field E(x), the
trapping times τ(x), and the drift velocities v(x) for electrons and holes are as-
sumed to be independent of the depth in the sensors x, a simple quantity can
be introduced to describe the charge collection efficiency: The charge collection
length λccl (E) = τ (E) · v (E). It should be possible to determine λe,hccl of electrons
and holes from TCT measurements of silicon diodes under forward bias using red
light. Because the absorption length λabs of red light is very short, the charge col-
lection efficiency CCE measured by illumination of the front side or the back side
with red light is dominated by the drift of either electrons or holes. Accordingly,
it should be possible to obtain λe,hccl from these measurements.

For an arbitrary λabs the integral of the current transient induced by a light
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pulse is the sum of the electron and the hole contributions

Q−→ = q0 ·

∫ d
0

(∫ d
x0
e
− x0
λabs · e−

x−x0
λe
ccl dx

)
dx0 +

∫ d
0

(∫ x0

0
e
− x0
λabs · e

−x0−x
λh
ccl dx

)
dx0

dλabs

(
1− e−

d
λabs

) (6.1)

if the electrons are collected opposite to the illuminated electrode, denoted by the
arrow Q−→. The charge collection efficiency is CCE = Q

−→/Q0 with the deposited
charge Q0 = q0. On the other hand, if the holes are collected at the electrode
opposite to the illuminated electrode, all λeccl have to be replaced with λhccl and
vice versa, denoted by Q←−. Executing the integrals yields

Q−→ = q0 ·

λeccl

(
λeccl

(
1−e

− d
λe
ccl

)
+λabs

(
e
− d
λabs −1

))
λeccl−λabs

+ λhccl

1− e−
d

λabs + e
−d
(

1
λabs

+ 1

λh
ccl

)
−1

1+
λabs
λh
ccl


d
(

1− e−
d

λabs

) .

(6.2)

If λabs � d is assumed (red light) the fraction of the deposited charge drifting
towards the illuminated electrode is approximately λabs

d
. If λabs � λhccl trapping can

be neglected for the charge drifting towards the illuminated electrode.1 However,
the fraction of charge drifting towards the opposite electrode is approximately
1 − λabs

d
and the charge carriers have to drift through the whole sensor. Taking

trapping of the carriers drifting to the opposite electrode into account, the total
collected charge can be approximated by

Q−→ ≈ q0 ·
(
λeccl
d
·
(

1− λabs
d

)(
1− e−

d
λe
ccl

)
+
λabs
d

)
(6.3)

if the electrons are collected opposite of the illuminated electrode. λe,hccl can now be
approximated individually for electrons and holes by illumination of the electrode
at the front side or the back side.

A further approximation λe,hccl ≈ d ·
(
CCE − λabs

d

)
/
(
1− λabs

d

)
is used to calculate

starting values for a zero finding algorithm of ROOT for the approximation for

1For red light λabs (670 nm) = (7.6 · T + 720)
−1 cm of ref. [147] was used as an approximation

for 675 nm.
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red laser light illumination

0 ≈ λeccl
d
·
(

1− λabs
d

)(
1− e−

d
λe
ccl

)
+
λabs
d
− CCE (6.4)

derived from eq. 6.3.

Charge collection for infrared light For illumination with infrared light also
reflection of the light at the air-silicon-interface (T̂a, R̂a) and the rear silicon-
aluminum-interface (R̂b) has to be taken into account (see sec. 3.3.1).2 The same
model illustrated in figure 4.4 is used. Since now R̂a 6= R̂b the intensities Il have
to be split into odd parts

Ioddl = I0T̂a

(
e
− d
λabs

)l−1 (
R̂aR̂b

) l−1
2
, l ≥ 1 (6.5)

and even parts

Ievenl = I0T̂a

(
e
− d
λabs

)l−1

R̂
l−2
2
a R̂

l
2
b , l ≥ 2. (6.6)

The absorbed intensity is now

Aeven,oddi = Ieven,oddi+1

(
1− e−

d
λabs

)
, i ≥ 0 (6.7)

and the total absorbed intensity is the sum over all parts

Atot =
∑

Aeveni +
∑

Aoddi =
(

1− e−
d

λabs

)
·

[
∞∑
i=0

Ieven2i+2 +
∞∑
i=0

Iodd2i+1

]

= I0T̂a

(
1− e−

d
λabs

)
·

[(
1 + R̂be

− d
λabs

) ∞∑
i=0

(
R̂aR̂be

− 2d
λabs

)i]

= I0 · T̂a

(
1− e−

d
λabs

)
·
(

1 + R̂be
− d
λabs

)
1− R̂aR̂be

− 2d
λabs

. (6.8)

Since the photon density in the TCT measurements is below 1012 cm-2 two-
photon absorption and free carrier (intraband) absorption (see ref. [99]) is assumed
to be negligible. Therefore, only single-photon interband absorption contributes
and the intensity loss and Atot is proportional to the number of generated electron-
hole pairs q0.

In order to take trapping into account the collected charge Qi, i ≥ 0 has to
be calculated for each order of reflection with eq. 6.2. Now, q0 is replaced by e
and the deposited charge is accounted for by Aeven,oddi . Each reflection is treated

2Oxide layers and possible passivation layers are neglected here.
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as alternating top and bottom illumination with decreasing light intensity. The
odd parts are Qodd

i = Aoddi Q−→ while the even parts are Qeven
i = Aeveni Q←−. Following

eq. 6.8, the total collected charge becomes

Q = I0 · T̂a

(
1− e−

d
λabs

)
·
(
Q−→+ Q←−R̂be

− d
λabs

)
1− R̂aR̂be

− 2d
λabs

(6.9)

for electrons being collected at the electrode opposite of the illuminated electrode,
taking reflections into account. If there is no trapping Q−→ = Q←− = q0 = e and
the total collected charge is the deposited charge Q = eAtot ≡ Q0. The charge
collection efficiency is CCE = Q/Q0. It should be noted that Q0 (λabs (Φeq)) also
depends on the fluence with λabs (Φeq) of chapter 4.

For the final analysis eq. 6.2 is used to fit λe,hccl simultaneously to the values of
CCEfront

red = Q
−→/Q0 and CCEback

red = Q
←−/Q0 for front side and back side illumination

of p-bulk diodes with red laser light. For initially n-type bulk diodes CCEfront
red =

Q
←−/Q0 and CCEback

red = Q
−→/Q0 for back illumination. For the starting values of λe,hccl the

results of the zero finding algorithm described earlier are used. The fitted values of
λe,hccl are then used to calculate the CCE for illumination with infrared laser light
using eq. 6.2, 6.9 with λabs (Φeq) for the infrared light of eq. 4.14 and compared
to the measurements. If the assumptions of constant electric field and constant
trapping are fulfilled, the measured CCEIR for infrared light should be reproduced
using the values λe,hccl extracted from CCEfront,back

red - as long as λabs (Φeq) = const

for red light.

Fit of the drift velocities and trapping times It should be possible to extract
the drift velocities ve,h and the trapping times τe,h fitting a transient current sim-
ulation (see appendix B) to measurements using the values of λe,hccl = τe,h · ve,h
determined as described above. Assuming E = const, the transient current is

I (t) = Q0 (Φeq) ·
(
ve exp

(
−t · ve

λeccl

)
+ vh exp

(
−t · vh

λhccl

))
. (6.10)

Accordingly, the drift velocities ve,h (Φeq) can be fitted and τe,h = λe,hccl /ve,h can be
calculated with the fitted drift velocities.

Unfortunately, this procedure is difficult for very fast current pulses since the
information in the transient current pulse is very limited. The measured pulse is
dominated by the electronics transfer function. Still, the integral of the current
transient and the shape of the oscillations after the signal should be sufficient
for a fit as long as the response of the setup is linear. However, it was found
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Figure 6.1.: Measured and calculated CCE for red and infrared light illumination
of a d = 200µm p-bulk pad diode irradiated to 1.3·1016 cm−2 at 243K.
For forward bias (negative) red light illumination of the front side cor-
responds to electron drift (stars) and hole drift for illumination of the
back side (diamonds). For reverse bias (positive) the drift direction
are reversed, stars show hole drift and diamonds electron drift. For
forward bias the CCE for illumination with infrared light was calcu-
lated with eq. 6.9 from the λe,hccl obtained from the red light CCE using
a constant absorption length (open crosses) and the fluence dependent
absorption length (crosses).

that the response is not linear for the diode TCT setup. For very small signal
amplitudes (CCE . 10%), the measured undershoot after the signal has a higher
frequency than the electronics response function obtained for a non-irradiated
diode. The non-linear response of the read-out electronics to extremely small signal
amplitudes of irradiated sensors makes fitting with a linear model impossible. Still,
this method should be applicable for linear setups.

6.1.2. Results

For the infrared light measurements the laser is scanned over the window in the
pad electrode to find the position with the highest collected charge. This is needed
in order to make sure the laser spot is fully contained in the pad window. The
back side of the sensors features a highly reflective aluminum grid as a contact and
the internal reflection is larger if the back side aluminum is illuminated instead of
the windows of the grid. Eq. 6.9 does take this into account and it is assumed that
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6. The charge collection length for forward bias

the laser beam is fully contained in the 1 mm width of the back side aluminum
grid. The reflectivity is R̂b = 0.87 at the silicon-aluminum interface.3

Figure 6.1 shows the measured CCE for illumination with red light and infrared
light for forward and reverse bias voltages. The CCE for illumination with infrared
light is higher under forward bias than reverse bias.
The CCE for infrared light is calculated with the model described above using

the fluence-dependent absorption length of eq. 4.13 for infrared light. λe,hccl is ob-
tained from the measurements with red light assuming λabs (675nm,Φeq) = const.
The measured CCE for illumination with infrared light is not reproduced; even
if the measured fluence-dependent absorption coefficient is used. The results are
similar for all fluences and different diodes: The calculated CCE for infrared light
is always smaller than the measured value.

There are several possible explanations why this method does not work as ex-
pected. First of all, the electric field is not constant. At the electron-injecting
junction the electric field decreases (SCLC, see sec. 5.4). This means, that λeccl
is underestimated for this method. Measurements have been performed with DC
illumination of the non-injecting contact and simultaneous hole injection by red
laser light. It was found that the CCE for hole drift is greatly reduced by the
additional SCLC from the DC illumination.
Additionally, the normalization Q0 might be wrong for red light. It is possible,

that the absorption of red light in the oxide, the passivation, and the silicon also
increases similar to the increase of the absorption of infrared light in silicon with
the fluence. This would mean that less red light reaches the bulk silicon due to
additional absorption in the oxide and the implants and less charge Q0 is created
for irradiated diodes.
Another issue is given by a peculiar behavior of the non-irradiated HPK p-type

bulk diodes (see tab. 3.2). It was found that the hole lifetime in the highly doped
n+-implant is unusually long (see ref. [148]). It is so long that free holes generated
in the zero-field n+-implant can diffuse into the high-field SCR and contribute to
the current. The delayed diffusion current of the injected holes lasts up to 3 ns.
The contribution of the diffusing holes from the implant to the total charge is
estimated to be 20 % for illumination with red light. For highly irradiated diodes
the lifetimes are decreasing so most of the free holes generated in the implant will
recombine before they can diffuse into the SCR. Accordingly, the CCE is reduced
for red light illumination of the n+-implant of the p-type bulk diodes. However,
the method does not work for n-type bulk diodes as well, where this effect is not

3Using the complex Fresnel equation with n = 1.22 and the imaginary extinction coefficient
k = 10.5 for aluminum and 1064 nm light.
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observed.
Concluding, the method cannot be applied due to several difficulties. The as-

sumption of a constant electric field is not justified at injecting contact, where the
field is close to zero (see sec. 5.2). Additionally, the normalization of the charge
collection efficiency for illumination with red light is not precisely known since
the number of the generated carriers reaching the SCR changes. Carriers diffus-
ing from the highly doped implants are lost with irradiation and the absorption
length of red light in the silicon and/or the SiO2 might change with irradiation.
Using light with a slightly longer absorption length in silicon can reduce these
effects since the field is more homogeneous further from the injecting contact and
proportionally less charge is deposited in the implants compared to the bulk.

6.2. Measurements with strip sensors

Here, the charge collection lengths are obtained from edge-TCT measurement of
the strip sensors introduced in sec. 3.1.3 with initial n-type bulk. For forward bias
electrons drift towards the strips while holes drift towards the back side.

6.2.1. Analysis

The charge profile is obtained by summing up the transient current pulses at each
depth x in the strip sensor as described in sec. 3.3.2.

For forward bias the charge profile can be described similar to the model above.
Again, the electric field is assumed to be constant for highly irradiated sensors.
Now, the initial charge distribution for illumination of a certain position x in the
sensor with a Gaussian light beam is

Q0(x) =
Q0

σ
√

2π
· e−

(x0−x)2

2σ2 (6.11)

with the standard deviation σ = ω/2 (compare eq. 3.1), the position of the laser
beam x0, and the position in the sensor x.
Similar to eq. 6.1 the charge profile is

Q(x) =

∫ d
0

(∫ d
x0
Q0(x) · e−

x−x0
λe
ccl dx

)
dx0 +

∫ d
0

(∫ x0

0
Q0(x) · e

−x0−x
λh
ccl dx

)
dx0

σd ·
√

2π
(6.12)

with the charge collection lengths of electrons and holes λe,hccl and the thickness of
the sensor d. Figure 6.2 shows the charge profile calculated with this model for

119



6. The charge collection length for forward bias

-100 0 100 200 300
x [μm ]

0.2

0.4

0.6

0.8

1.0
CCE

σ=19 μm

λe=1 cm, λh=1 cm λe=1 cm, λh=0 cm

λe=0 cm, λh=1 cm

(a)

-100 0 100 200 300
x [μm ]

0.2

0.4

0.6

0.8

1.0
CCE

σ=19 μm

λe=150 μm, λh=70 μm λe=150 μm, λh=0 μm

λe=0 μm, λh=70 μm

(b)

Figure 6.2.: Charge profiles calculated with eq. 6.12 for a sensor with d = 285µm.
(a) Shows a non-irradiated sensor (blue) and the contributions of elec-
trons (yellow) and holes (green). (b) Shows the model for λeccl =
150µm and λhccl = 70µm.

σ = 19 µm and different charge collection lengths. A parameter xs = 40µm is
introduced to describe the shift of the sensor surface relative to x = 0. The limits
of the integrals become 0→ xs and d→ d+ xs.

In order to fit the model to measurements of charge profiles under forward bias
an offset

Qoff (x) = Qoff,0 ·
(

1

2

(
erf
(
xs − x
σ
√

2

)
− erf

(
xs + d− x
σ
√

2

))
+ 1

)
(6.13)

is added to eq. 6.12 to account for stray light entering the sensor if the beam
exits the sensor bulk.4 This is probably a fair approximation since zero charge is
observed if the beam is in the non-depleted region of an partially depleted, non-
irradiated sensor. At the same time, if the beam exits the sensor bulk almost
constant charge Qoff,0 is measured which is similar outside the front side and the
back side of the sensor (see fig. 4.11(a) of [85]).

Additionally, refraction of the laser beam at the corners of the edge of the
sensor has to be accounted for since the corners are rounded from the polishing.
Additionally, there is probably internal reflection of the beam as the strips are more
than 1 mm from the edge. If the beam is moved towards the corners of the sensor
edge the transient current pulse becomes similar to infrared illumination of a diode
or edge illumination of a strip sensor with a defocused beam (see sec. 3.4, 4.1.3
of [85]). In other words, the initial charge distribution becomes close to uniform

4The sensor bulk is between x = xs and x = xs + d in fig. 6.2.
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Figure 6.3.: Initial charge distribution calculated with eq. 6.14 for different dis-
tances from the sensor corner. The beam has σ = 19µm and the
refracted part at the corners is a Gaussian with σ = 150µm with an
area equal to the integral of the initial beam within xe = 40µm from
the sensor edges at xs = 40µm and d+ xs = 325µm .

in the sensor. Therefore, an edge parameter xe is introduced. It is assumed
equal for both the front and the back corners. If the integral of the initial charge
distribution Q0(x) (eq. 6.11) within xe from the sensor edges is > 0 a second
Gaussian distribution with σe is added so the initial charge distribution is the sum
of two Gaussian distributions. The initial charge distribution becomes

Q0(x) = Q0 · (N1 (x0) · e−
(x0−x)2

2σ2 +N2(x0) · e−
(x0−x)2

2σ2
e ) (6.14)

with the normalizations

N1(x0) =
1

2

(
erf
(
x0 − xe − xs

σ
√

2

)
− erf

(
−d+ x0 + xe − xs

σ
√

2

))
(6.15)

and

N2(x0) =
σ ·
(
erf
(
−d+x0+xe−xs

σ
√

2

)
+ erf
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d−x0+xs
σ
√

2

)
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σ
√

2

)
+ erf

(
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√

2

))
σe

(
erf
(
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σe
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2

)
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(
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σe
√

2
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(6.16)
Figure 6.3 shows examples of initial charge distributions for different beam po-

sitions x0. Instead of a second Gaussian contribution also a constant contribution
was tested, with very similar results.
The charge profile Q (x) is now obtained by plugging eq. 6.14 into eq. 6.12 and

executing the integrals. The formula is not shown here since it is very lengthy.

Figure 6.4 shows the comparison of Q (x) using the Q0(x) of eq. 6.11 and eq. 6.14
for the charge profiles calculated with eq. 6.12 for a sensor with trapping. More
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Figure 6.4.: Charge profiles calculated with eq. 6.12 for a sensor with d = 285µm
with λeccl = 150µm and λhccl = 70µm. The blue line was calculated
with an initial charge distribution according to eq. 6.11. The yellow
line was calculated with eq. 6.14 to model refractions of the laser beam
near the corners of the sensor edge. The individual contributions of
electrons and holes are shown in green and red, respectively.

charge is observed near the front side and less charge near the back side of the
sensor if the refraction model (eq. 6.14) is used. This is because λeccl > λhccl. As the
initial charge distribution gets broader near the corners electrons contribute more
to the measured charge if the laser beam is near the front side of the sensor - the
local Q(x) increases - or holes contribute more to the measured charge if the beam
is near the back side of the sensor - the local Q(x) decreases. The FWHM of Q(x)

is larger if the model for refraction is used which is reproduced in measurements,
as discussed below.

In total there are 9 fit parameters, most of which were fixed for the final de-
termination of λe,hccl . The thickness was always fixed to the thickness of the bulk
d = 285µm. The initially generated charge Q0 was always fixed to the value
measured for a reverse biased, non-irradiated sensor above full depletion. Q0 was
corrected with eq. 4.13, 4.15 for the change of the absorption coefficient α (Φeq, T )

and with eq. 4.1 for the distance of the strip from the edge in order to use the total
CCE as constraint.5 The standard deviation of the Gauss beam σ, the width of
the second Gauss at the edge σe, the corner parameter xe, and the shift of the
corner xs were free for the first iterations and subsequently fixed at the fit results

5It should be noted that an earlier value Φabs (1064 nm) = 4.3·1016 cm−2 was used instead of the
value given in chapter 4. The values of λe,hccl are underestimated by up to 3% at the highest
fluence due to this. However, given the total uncertainty of the method this is neglected here.
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to allow the fit to converge more reliably.6 If a significant part of the measurement
was with the beam outside of the sensor volume the charge offset Qoff,0 of eq. 6.13
was left free for the final fit. Otherwise, it was set to zero. The only parameters
which were always free in the final fit are the charge collection lengths λe,hccl .

This model does not take into account that the width of the beam ω (z) (see
eq. 3.1) changes from the edge to the strips, which are ∆z = 1350µm and ∆z =

1750µm from the edge. For example when the focus is between the strips the
equations above assume the charge distribution under strips is very wide while it
is actually much narrower; the beam is wide only at the edge and then decreases
until the minimum is reached between the strips. If this is taken into account
the shape of the charge profile changes slightly. However, the formulas get very
complicated and the change is more pronounced if the focus is at the edge; but,
most measurements have been performed with the focus between the strips where
the effect is marginal. This level of accuracy is probably not needed here given the
not completely fulfilled assumption of a constant electric field and the uncertainty
of the temperature, to name two factors.

6.2.2. Results

Figure 6.5 shows the measured charge profiles for an irradiated sensor and the
fits of eq. 6.12 with eq. 6.13 and eq. 6.14. Fig. 6.5(a) shows the measurements
with the focus between the read-out strips yielding σ = 22.5µm, xe = 37µm,
and σe = 110µm. The focus of the beam was at the edge for fig. 6.5(b), yielding
σ = 4.5µm, xe = 20µm, and σe = 120µm. The results for λe,hccl are very similar for
both focus positions. However, the measurements seem to be a bit more sensitive
to λccl if the focus is placed at the edge. Still, most measurements were performed
with the focus between the read-out strips.
It is apparent from fig. 6.5(b) that the charge profile decreases at the injecting

contact (at x ≈ 300µm), especially at low bias voltages. The reason is the de-
crease of the electric field due to SCLC, as discussed in sec. 5.4. Accordingly, the
assumption of a constant electric field is not fulfilled in this region and λhccl is over-
estimated while λeccl is underestimated. The effect is relevant for low bias voltages,
where the field increases slower from the injecting contact, and low fluences, where
the transition region with non-constant field is larger.

6For some measurements xs was free in the fit since the supply lines sometimes forced a drag on
the moving stages. This can lead to a gradual (negative) x shift of the stage position by up
to 10 µm for a complete scan (∼ 2 nm per step ∆x), also observed for non-irradiated sensors.
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Figure 6.5.: Charge profiles of the second read-out strip Q2(x) of the strip sensor
irradiated to Φeq = 7.25·1015 cm−2 for forward bias at 243K. The focus
was between the r/o strips in (a) and at the edge in (b). The positive
electrode is at xs ≈ 20µm. The line is the measurement and the
dashed line is the fit of eq. 6.12 using Q0 (x) of eq. 6.14. The extracted
values are λeccl ≈ 62µm and λhccl ≈ 41µm at 950V, λeccl ≈ 40µm and
λhccl ≈ 31µm at 600V, and λeccl ≈ 14µm and λhccl ≈ 21µm at 300V.
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Figure 6.6.: Charge collection lengths of electrons (black) and holes (gray) from
the charge profiles of the strip sensor irradiated to 1.3 · 1016 cm−2 at
243 K.

Figure 6.6 shows λe,hccl (E) determined from repeated measurements of an irradi-
ated sensor. λe,hccl (E) increases to first approximation linearly with the mean elec-
tric field E = U/d. Therefore, the fit results can be expressed as µe,h (E) τe,h (E) =

λe,hccl (E) /E ≈ const. Figure 6.7 shows µe,h (E) τe,h (E) for all measurements com-
bined and the extracted mean values.

The measurements were repeated to increase statistics and to make sure the
normalization Q(x,Φeq)/Q(x,0) is correct. The charge profiles for the first read-out
strip were not analyzed if there were large losses compared to the second strip due
to wrong positioning of the beam (see sec. 3.3.2, fig. 3.8(b)). It is apparent that
the error on the results of µτ is very large, especially for small E. In some cases
the fitted charge collection length of holes is suddenly higher than for electrons.
The reason is the transition region at the electron injecting contact, which leads
to overestimation of λhccl at low voltages since the parameters λeccl (E) and λhccl (E)

can be exchanged leading to the same Q (x) if λe,hccl (E) . σ.

It is surprising to find µe,h (E) τe,h (E) ≈ const as µe,h (E) decreases with in-
creasing E. Accordingly, τe,h (E) 6= const for forward bias. The trapping times
of electrons and holes τe,h (E) seem to increase with increasing mean electric field.
An interpretation is that the fraction of filled traps increases with E due to the
increasing current density, leading to decreasing τe,h (E). It was expected that
mostly the fraction of filled electron traps increases for forward bias since elec-
trons are injected into the sensor (see sec. 5.4). However, it seems like hole traps
are filled as well since also τh (E) increases. A reason could be compensation of the
space charge of trapped electrons similar to the neutral bulk discussed in sec. 5.3.1.
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(a) 1.3 · 1016 cm−2 at 253 K
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(b) 1.3 · 1016 cm−2 at 243 K
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(c) 9.4 · 1015 cm−2 at 253K
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(d) 9.4 · 1015 cm−2 at 243K
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(e) 7.3 · 1015 cm−2 at 253K
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(f) 7.3 · 1015 cm−2 at 243K

 Electric field [kV/cm]
0 5 10 15 20 25 30 35

/V
]

2
mµ [τµ 

0

10

20

30

40

50

60

70

(g) 4.4 · 1015 cm−2 at 253K

Figure 6.7.: µe,h (E) τe,h (E) =
λe,hccl (E)

E
for the measured charge profiles of all sen-

sors. The dashed lines are the mean values for electrons (black) and
holes (gray) in the plotted region of E. Note the different scale of the
y-axis for (g).
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6. The charge collection length for forward bias

The velocity profiles have shown a small positive and constant space charge den-
sity for high injection levels (see sec. 5.2), meaning hole traps are probably being
filled. Unfortunately, the mechanism is not yet understood.
For some measurements a slight decrease of µe,h (E) τe,h (E) at the highest E is

observed7 which may be caused by heating of the sensors. However, this effect is
rather small.

Figure 6.8 shows the mean 1/ (µe,hτe,h) = E/λe,hccl for all measurements obtained
for the values of E where the mean value is plotted in fig. 6.7 (dashed lines). It
seems that λe,hccl hardly depends on the temperature as expected. The fluctuation
of the data points is rather large. A linear model is chosen to describe the fluence
dependence

1

µe,hτe,h
(Φeq)−

1

µe,hτe,h
(Φeq = 0) = ∆e,h

µτ · Φeq. (6.17)

The value 1
µe,hτe,h

(Φeq = 0) ≈ 0 before irradiation is assumed to be negligible since
τe,h is very long before irradiation.8 The fit of eq. 6.17 to the measured parameters
yields ∆e

µτ = (6.19± 0.96) · 10−10 V for electrons and ∆h
µτ = (1.00± 0.12) · 10−9 V

for holes.
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Figure 6.8.: 1
µe,hτe,h

(Φeq) from the all measurements shown in fig. 6.8.

6.3. Comparison of diode and strip sensor results

The values 1
µe,hτe,h

(Φeq) (eq. 6.17) determined from edge-TCT measurements of
strip sensors should predict the CCE of pad diodes for illumination with infrared

7E.g. for electrons and holes in fig. 6.8(f).
8E.g. 1

µeτe
(Φeq = 0) ≈ 5 · 10−8 V/µm2 assuming µe = 2200 cm2/Vs and τe = 100µs.
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Figure 6.9.: Mean ratios of the calculated CCE with eq. 6.9 using µe,hτe,h of
eq. 6.17 from edge-TCT measurements and the measured CCE for
17 different pad diodes measured at 243K and 253K. The fluences are
Φeq = (9 · 1014 − 1.3 · 1016) cm−2. The ratios for all pad diodes are
given in appendix D.

light. Therefore, CCE (E) as a function of the mean electric field E was deter-
mined with eq. 6.9 and compared to measurements of the pad diodes discussed in
tab. 3.2, 3.3. The change of the absorption length of infrared light has been taken
into account as well as internal reflections of the signal.

In total, the predicted CCE is compared to the measured CCE for 17 different
diodes of different thickness, initially n-type and p-type bulk, and float-zone and
Czochralski silicon, all at T = 243K and 253K.9 Measurements were performed
with voltage steps of ∆U = 10V. The maximum current was < 0.5mA. The diodes
are irradiated to fluences between Φeq = 9 · 1014 cm−2 to 1.3 · 1016 cm−2. Most of
the measurements discussed here are the average of repeated measurements. The
relative error of the measured CCE is estimated to be 5 %− 10 %. The results for
all diodes are shown in appendix D.

Figure 6.9 shows the mean ratios of the calculated and the measured CCE.
For the 200µm thick initially n-type and p-type diodes the deviation between the
calculated and the measured CCE is below 5% for mean fields E > 15 kV/cm,
which corresponds to bias voltages U ≥ 300V. At smaller mean fields the model
underestimates the measured CCE. However, the deviation between the model
and the measurements is up to 20% for the 285µm thick n-type diodes. The ratio
has an almost constant offset compared to the 200µm thick diodes. The CCE
is overestimated by the model for the 285µm diodes. This is surprising since the

9As mentioned earlier, the CCE hardly depends on the temperature and annealing (ref. [91, 92]).
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6. The charge collection length for forward bias

thicker diodes are from the same wafers as the strip sensors which were used to
determine 1

µe,hτe,h
(Φeq).

A distinct shape can be observed in the ratios. Accordingly, it is not a very
good approximation to use µe,h (E) τe,h (E) = const at small mean electric fields
E < 15 kV/cm. However, at higher bias voltages it seems to be a good approxi-
mation.

Most measurements agree very well with the prediction of the model. There
are only a few measurements which show large deviations. An almost constant
offset of 15 %− 20 % is observed for the 285µm thick n-type diodes irradiated to
9.4 · 1015 cm−2 and 1.3 · 1016 cm−2. Additionally, approximately the same offset
is observed only for the 200µm thick p-type diode irradiated with the highest
fluence 1.3 · 1016 cm−2. Additionally, two measurements of Czochralski diodes
show an approximately constant offset of about 10% with the opposite sign, the
model underestimates the measured CCE. However, in this case only for the
measurements performed at 253K. It is not understood why some measurements
show an almost constant offset of the ratios compared to the majority (> 80%) of
the measurements. This is a very unfortunate result since the model can not be
confirmed but it can also not be discarded.
Figure 6.10 shows the comparison of the measured CCE and the model for

selected measurements, including one with the large difference between model and
measurement.

6.4. Conclusion

More than a hundred CCE measurements of highly irradiated pad diodes have
been investigated with the goal of determining the charge collection lengths λe,hccl
of electrons and holes for forward bias. An analysis model has been developed to
determine λe,hccl from TCTmeasurements of the pad diodes using red light. However,
it has been found that λe,hccl determined in this way does not reproduce the CCE
measured with TCT using infrared light.
In a new approach a model has been developed to determine λe,hccl by fitting the

parameters of the model to the charge profiles of strip sensors measured with edge-
TCT. The extracted λe,hccl (E) increase approximately linear with the mean electric
field in the investigated range 10 kV/cm− 35 kV/cm. Accordingly, 1

µe,hτe,h
(Φeq) =

E/λe,hccl (E,Φeq) has been determined and parameterized as a function of the fluence.
The results have been used to calculate the expected CCE for the pad diodes
measured with the diode TCT setup with infrared light. The measured CCE of
the pad diodes is very well reproduced for most diodes for electric fields 15 kV/cm−
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Figure 6.10.: Comparison of the measured CCE of diodes (black) and the calcu-
lated CCE (gray) using eq. 6.9, 6.17 as a function of the bias voltage
for selected diodes at 243K. The fluence, initial bulk doping, and
the thickness is given in the captions. (d) Shows a case where the
calculated CCE is about 20% higher than the measured one.

50 kV/cm and fluences Φeq = 9 · 1014 cm−2− 1.3 · 1016 cm−2. However, the CCE of
the three diodes with the highest fluences is overestimated by the model by about
20%.
The ratio of the calculated and the measured CCE has a very distinct shape for

all measurements. In order to extend the model to smaller E a parameterization
should be used which accounts for µe,h (E) τe,h (E) 6= const in the range E <

15 kV/cm.
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7. Measurement of the mobilities

7.1. Non-irradiated silicon

The mobilities of electrons and holes µe,h (E, T ) in high-ohmic 〈100〉 silicon have
been measured as part of a previous thesis and parameterized as a function of
the electric field and the temperature. The results were already published in
ref. [81, 148, 149]. The results have been obtained by the rather simple time-
of-flight TOF method and the fit of a simulation to TCT measurements of non-
irradiated pad diodes. The different analysis methods are compared to literature
values in ref. [148]. Large differences of up to 20 % compared to the commonly
used literature values were observed, especially for the hole drift velocity.
A new parameterization of the drift velocities of electrons and holes was intro-

duced which should be used for electric fields E . 50 kV/cm and temperatures
233K . T . 333K. A good description of the data for electron drift was found
by the parameterization

1/µe(E) = 1/µe0 + E/ves (7.1)

with the low-field mobility µ0 and the saturation velocity vs. The data for the hole
drift is described by

1/µh(E) =

1/µh0 E < E0

1/µh0 + b · (E − E0) + c · (E − E0)2 E ≥ E0

(7.2)

with the parameters b, c, E0. The temperature dependence of the parameters is
given by

pari(T ) = pari (T = 300 K) ·
(
T [K]

300 K

)αi
(7.3)

with the parameter at room temperature pari (T = 300 K) and the exponent αi.
The values of all parameters of eq. 7.1, 7.2, 7.3 for 〈100〉 silicon are given in tab. 7.1.

In the scope of this thesis the TOF method was modified for a linear field and
a linear or constant inverse mobility as discussed in ref. [148]. The drift velocity
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7. Measurement of the mobilities

2.5 kV/cm ≤ E . 50 kV/cm E ≤ 2.5 kV/cm
pari(T = 300 K) αi pari(T = 300 K) αi

Electrons µe0 1430 cm2/Vs −1.99 1530 cm2/Vs −2.42
vesat 1.05 · 107 cm/s −0.302 1.03 · 107 cm/s −0.226

Holes µh0 457 cm2/Vs −2.80 464 cm2/Vs −2.20
b 9.57 · 10−8 s/cm −0.155 9.57 · 10−8 s/cm −0.101
c −3.24 · 10−13 s/V − −3.31 · 10−13 s/V -
E0 2970 V/cm 5.63 2640 V/cm 0.526

Table 7.1.: The mobility parameters for 〈100〉 silicon of eq. 7.1 for electrons, eq. 7.2
for holes, and eq. 7.3 for the temperature dependence for 233 K .
T . 333 K. The parameters on the right side were obtained fixing
the low-field mobility µe,h0 (T ) and its αi of Jacoboni et al. [118] and
should be used for E ≤ 2.5 kV/cm. The left side should be used for
E & 2.5 kV/cm. The estimated uncertainty is 2.5 % for electrons and
5 % for holes.

determined by the TOF method is v (Etof ) = d/ttof with the time-of-flight ttof at
the scaled electric field

Etof =

〈
1

E (x)

〉−1

=
Emax − Emin

ln (Emax/Emin)
(7.4)

for a linear field with the maximum and minimum values Emax,min. Figure 7.1
shows the comparison of the TOF results using Etof and the mean electric field
〈E (x)〉 for the determination of 1/µe,h (E) for two diodes1 with different Ud. It
can be seen how using Etof yields consistent results for both diodes even if the
bias voltage is similar to the full-depletion voltage Ud (the smallest E shown for
each diode). The the results hardly change if U � Ud.

It should be noted that the parameterization for the hole mobility eq. 7.2 with
constant µh (E < E0) = µh0 was chosen after analyzing the TOF results published
by Canali et al. [150] (see fig. 1 of ref. [148]). Their data suggests that the mo-
bility becomes constant at small mean electric fields. However, they did not take
Etof into account; instead, they used 〈E (x)〉 leading to wrong results if the bias
voltage is near the full-depletion voltage, mimicking constant mobilities as shown
in fig. 7.1(a). Unfortunately, the resistivity and thickness of the sample used is
not given so their data cannot be re-evaluated. However, using µh (E < E0) = µh0

still seems to be a justified approximation as shown below.

Additional measurements have been performed in the low-field region 〈E〉 <
5 kV/cm with a very high-ohmic 〈111〉 n-bulk diode (RD48 in tab. 3.2) in order to
study the low-field mobility behavior. Because of the low bulk doping concentra-

1The properties of the diodes RD48 and CIS111 are listed in tab. 3.2.
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Figure 7.1.: Comparison of the TOF mobility of electrons (black) and holes (red)
for the RD48 (crosses) and the CIS111 (thick crosses) diodes with dif-
ferent full-depletion voltages Ud. (a) Shows 1/µe,h(E) determined using
the mean field U/d and (b) using Etof of eq. 7.4.

tion (Ud ≈ 19.5V, d = 300µm) the slope dE
dx is small. This allows for measurement

of the carrier drift velocities at fields close to zero. The low-field mobility of charge
carriers is determined by lattice scattering due to thermal movement of the carri-
ers. In the limit E → 0 the scattering rate should be independent of the direction
of the electric field and determined only by the thermal movement, as the drift
velocity is small compared to the thermal velocity. Therefore, the mobilities are
expected to be independent of the crystal direction at small fields.
Figure 7.2 shows a comparison of the 〈111〉 TOF results for electrons using

the diodes RD48 and CIS111, the 〈100〉 parameterization for 2.5 kV/cm ≤ E ≤
50 kV/cm of this work, and the Jacoboni 〈111〉 mobility parameterization (see
ref. [118]). The TOF results of both diodes agree well. Furthermore, the TOF
results agree well with the Jacoboni parameterization at low fields and the inverse
mobility is almost linear at all investigated temperatures and fields. Still, some
differences can be observed: At 333K the measured 1/µe(E) is about 5% higher and
at 233K and large fields about 15% higher than the Jacoboni results. At high
fields, the TOF results agree better with the 〈100〉 results of this work than with
Jacoboni. Concluding, the Jacoboni parameterization should provide sufficient
precision to be used for the 〈111〉 electron mobility at lower fields. However, at
higher fields the 〈100〉 parameterization gives a beeter description for the measured
〈111〉 mobility compared to the Jacoboni parameterization. The parameters in
the right part of tab. 7.1 should be used for the 〈100〉 electron mobility at fields
E ≤ 2.5 kV/cm.
Figure 7.3 shows the same comparison as above, now for holes. Again, the TOF

results of both diodes agree well. However, the TOF results exhibit a distinctly
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7. Measurement of the mobilities

different shape compared to the Jacoboni parametrization - a very similar observa-
tion like for the 〈100〉 hole mobility. The TOF results suggest a parameterization
like eq. 7.2 should be used at high fields also for the 〈111〉 direction. At low fields
the TOF results seem to merge with the 〈100〉 parameterization of this work for
2.5 kV/cm ≤ E ≤ 50 kV/cm rather than the Jacoboni 〈111〉 parameterization (ex-
cept at 333K in fig. 7.3(b)). A constant mobility is not observed at very low fields.
Still, the parameterization of this work seems to give a very good approximation
of the hole mobility at very low fields. Concluding, the Jacoboni parameteriza-
tion should also provide sufficient precision for the 〈111〉 hole mobility at fields
E & 2 kV/cm. However, at low fields the agreement of the 〈111〉 TOF results
and the 〈100〉 parameterization of this work for 2.5 kV/cm ≤ E ≤ 50 kV/cm is
better than for the Jacoboni values. Accordingly, for the 〈100〉 hole mobility the
2.5 kV/cm ≤ E ≤ 50 kV/cm parameters of the left part of tab. 7.1 should be used
also for fields E ≤ 2.5 kV/cm.

7.2. Irradiated silicon

Apart from lattice scattering the mobility is influenced by ionized-impurity scat-
tering. The contribution by ionized-impurity scattering decreases with increasing
temperature. For high-ohmic silicon the concentration of ionized impurities does
not influence the mobility around room temperature. However, radiation damage
introduces defects into the silicon crystal which can be ionized. Accordingly, the
mobility decreases for high fluences. Up to now the fluence dependence of the mo-
bility is not well studied. Because of the short carrier lifetimes and the associated
fast decay of current transients the TOF method or a fit of current transients is
not possible or very difficult for high fluences (see sec. 6.1.1).
In the course of this thesis, the low field mobilities were obtained as a function of

the fluence (see fig. 5.13) as discussed in detail in sec. 5.3.2. The high field behavior
of the drift velocity is assumed not change with irradiation as an approximation
since the velocity saturation is driven by phonon emission which should not depend
on the fluence. Additionally, ionized-impurity scattering decreases with increasing
velocity. The fluence dependence of the low field mobility is approximately

µe,h0 (Φeq) =
µe,h0

1 +
(

Φeq
βmob

)0.9 (7.5)

with the parameter βmob = 1.52 ·1017 cm−2 (see eq. 5.8) at T = 243K. For the field
and fluence-dependent mobility eq. 7.5 is simply inserted into eq. 7.1 for electrons
and eq. 7.2 for holes. Again, sec. 5.3.2 gives a more detailed discussion.
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Figure 7.2.: (a) Comparison of the measured 〈111〉 inverse electron mobility
1/µe (E) with the diode RD48 (crosses) and the diode CIS111 (di-
amonds), the 〈100〉 parameterization of this work (lines), and the Ja-
coboni 〈111〉 parameterization (dashed dotted) for T = 233K−333K.
(b) Shows the low-field region.
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Figure 7.3.: (a) Comparison of the measured 〈111〉 inverse hole mobility 1/µh (E)
with the diode RD48 (crosses) and the diode CIS111 (diamonds), the
〈100〉 parameterization of this work (lines), and the Jacoboni 〈111〉
parameterization (dashed dotted) for T = 233K − 333K. (b) Shows
the low-field region.
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This thesis addresses many topics relevant for the investigation, description, under-
standing, and the design of silicon detectors operated in harsh radiation environ-
ments with hadron fluences beyond neutron-equivalent fluences Φeq = 1015 cm−2.
These high fluences will be reached in large volumes of the inner detector systems
at the Large Hadron Collider LHC experiments after an integrated luminosity of
3000 fb−1. The inner detector systems, most notably the tracking detectors, are
often instrumented with silicon sensors.

The absorption length of near-infrared light in silicon has been determined as a
function of the fluence. A detailed discussion of the current of irradiated sensors
is given and the current of pad diodes has been parameterized, revealing certain
laws. An edge-Transient Current Technique edge-TCT setup has been developed
and commissioned, and a new method to determine the charge collection lengths
of charge carriers from edge-TCT charge profiles has been developed. The results
were parameterized to reproduce diode measurements. Different geometries of
novel radiation-hard, fine-pitch pixel sensors and many test structures have been
designed and were produced as R&D for the future Compact Muon Solenoid CMS
tracking detector. Finally, a method for the partial deconvolution of measured
current transients was developed which can significantly reduce oscillations and
reflections of fast signals. The individual results are shortly summarized below.

An increase of the absorption of infrared light in silicon has been observed for
high fluences. The change of the absorption coefficient of near-infrared light in
silicon has been measured and parameterized as a function of the fluence indepen-
dent of the temperature for wavelengths relevant for TCT: λ = 1000 nm−1150 nm.
Additionally, it has been shown that the change of the absorption length directly
translates into a change of the number of the generated free charge carriers. This
information is very valuable for TCT charge collection measurements employing
near-infrared light. For example, the initially generated charge by a λ = 1064 nm
light pulse increases by up to 30% for pad sensors irradiated to Φeq = 1.3·1016 cm−2

compared to a non-irradiated sensor. The results are discussed in chapter 4.
Charge collection measurements with minimum ionizing particles MIPs and near-
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infrared light should be compared for the same irradiated sensors in order to di-
rectly compare the change of the initially generated charge.

Chapter 5 gives a detailed discussion of current and capacitance measurements
of irradiated pad diodes and velocity profiles of irradiated strip sensors from edge-
TCT. Rather complex behavior of highly irradiated silicon diodes has been ob-
served. The results can be used to predict the current density of pad diodes as
a function of the bias voltage, the thickness of the bulk, the pad area, and the
fluence. Additionally, the carrier mobilities have been determined as a function of
the fluence.
At low bias voltages, the neutral bulk of highly irradiated diodes has approx-

imately zero net fixed space charge and the free carrier concentrations are ap-
proximately equal to intrinsic silicon, which is known as carrier removal. Fixed
space-charge of shallow defects is compensated by filling of deep defects rather
than by free carriers like in non-irradiated silicon. Consequently, the resistivity
of the neutral bulk is very high. Since the generation lifetime is very short, the
conductivity of the space-charge region SCR has been found to be high for low
bias voltages. Accordingly, the current and capacitance characteristics at low bias
voltages are determined by the bulk rather than the SCR.
It has been observed that the constant bulk resistivity ρ =

(
eni
(
µe0 + µh0

))−1

measured at low bias voltages increases with the fluence. This is interpreted as a
decrease of the carrier mobilities µe,h0 due to the scattering of carriers at ionized
defects. The dependence of µe,h0 (Φeq) on the fluence has been estimated from the
measurements of the bulk resistivity assuming ionized impurity scattering.
The reverse current changes abruptly from the ohmic behavior ρ (U) = const

once the generation current of the SCR cannot sustain the linear ohmic cur-
rent of the bulk anymore. It has been discovered that the transition between
bulk-dominated behavior and SCR-dominated behavior occurs at a characteristic
threshold Uth

d2 (Φeq) ∝ Φeq, with the thickness of the diode d and the threshold volt-
age Uth. This quantity is assumed to contain valuable information about relevant
parameters of highly damaged sensors.
After the threshold is passed, the high resistivity of the bulk still causes a sig-

nificant voltage drop and leads to a sizable electric field in the bulk. Accordingly,
it hinders the increase of the SCR for reverse bias as the effective voltage drop
over the SCR is reduced. Still, it has been observed that the resistivity of the
irradiated diodes is approximately ρ (Φeq) ∝ U

d2 . Additionally, a small difference of
the threshold Uth

d2 (Φeq) has been observed for initially n-type and p-type bulk.
An empirical model has been developed to describe the current of pad diodes as

function of the fluence and the applied voltage for small to medium reverse bias
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voltages. The measurements are described within a few percent by the model.
At high reverse bias voltages a faster increase of the current is observed. It seems

to originate in the high-field region of the SCR due to the high concentration of
radiation-induced acceptor-like defects, which dominate the space-charge in the
SCR. The mechanism generating additional current in the high field is probably
related to the Frenkel effect, trap-assisted tunneling, and/or impact ionization.
Fluctuations of the current at short timescales are observed in this regime, hinting
at impact ionization and associated „micro-discharges”. In order to describe the
current increase at high voltages an exponential term is added to the model de-
veloped for smaller bias voltages. Again, the measurements are described within
a few percent.
For forward bias the diode current at all bias voltages can be reasonably de-

scribed within about 10% assuming space-charge-limited currents for a semicon-
ductor containing traps uniformly distributed in the band gap. The assumption of
bulk carrier densities approximately equal to the intrinsic values is confirmed by
the good description of the measurements with this model. A hypothetical electron
trap concentration has been extracted from the fits of the model to measurements.
The results for forward bias are discussed in sec. 5.4.
Further current measurements should be performed systematically for different

temperatures in order to determine the low-field mobilities as a function of the
temperature and the electric field. Also, the effects of annealing should be stud-
ied. The parameters of the model have to be understood in detail and a model
should be established to describe the electric fields. For high reverse bias voltages
further studies are needed to identify the voltage dependence and the mechanisms
generating the current. For forward bias the model should be revised with a focus
on the relaxation via recombination.

An existing multi-channel TCT setup has been modified in order to perform
edge-TCT measurements with two read-out channels. The setup and the mea-
surement procedure is described in sec. 3.3.
A new method to analyze edge-TCT charge profiles has been developed as dis-

cussed in chapter 6. The model can be used to estimate the charge collection
lengths λe,hccl = τe,hve,h of the carriers as a function of the fluence and the mean
electric field E from charge profiles of forward biased strip sensors, with the trap-
ping times τe,h and the drift velocity ve,h (E) = µe,h (E) · E. The charge profiles
are well-described and light refraction at the corners has been modeled success-
fully. The product µe,h (E) τe,h (E) = λe,hccl (E)/E has been found to be approximately
constant for E > 15 kV/cm. The extracted parameters have been used to cal-
culate the charge collection efficiency obtained from infrared light illumination

139



8. Conclusion

of irradiated pad diodes. The model is compared to charge collection efficiency
measurements of many diodes of different material and geometries. A reasonable
agreement within about 5% has been found between the model and the measure-
ments. However, the results are ambiguous as 3 of 17 diodes show a charge collec-
tion efficiency 20% smaller than the expectation from the model. Nevertheless, as
most measurements are remarkably well-described the method seems to be sound.
All diode measurements confirm the edge-TCT result µe,h (E) τe,h (E) ≈ const for
15 kV/cm ≤ E ≤ 50 kV/cm, even the measurements which show the 20% offset.
It seems like the carrier trapping times τe,h (E) increase with E due to filling of
defects from the space-charge-limited currents.

The models developed for this part should be extended for reverse bias, where
µ (E, x) τ (E, x) 6= const. Information about the charge collection lengths as a
function of the position, the bias voltage, and the fluence would be very helpful
for simulations of detectors.

The mobilities of electrons and holes have been determined for non-irradiated
silicon with 〈111〉 and 〈100〉 crystal orientation and for irradiated 〈100〉 silicon as
discussed in chapter 7. For non-irradiated silicon, the results have been parameter-
ized as a function of the electric field and large differences compared to literature
values are observed. Mean electric fields between 1 kV/cm and 50 kV/cm have
been investigated. Additionally, the low-field mobilities of electrons and holes
have been determined as a function of the fluence from resistivity measurements
of irradiated sensors as discussed above. The results should be implemented into
simulation programs like TCAD [151].

A complete set of photolithography masks for the production of prototype wafers
has been developed as discussed in appendix A. The designs include novel, fine-
pitch planar pixel sensors for different read-out chips as well as many different
test-structures. The pixel sensors are prototypes for the inner barrel tracker of the
Compact Muon Solenoid CMS experiment. The inner barrel tracker will experi-
ence some of the highest radiation damage demanding for especially radiation-hard
sensors. The smallest pixel dimensions are 50× 50µm2 and 100× 25µm2 which is
six times smaller compared to the current pixel sensors of the inner CMS tracker.
All structures have been programmed for easy adjustment of parameters like the
pixel dimension, the metal overhang, and many others. Different biasing schemes
for the pixel sensors have been implemented to compare the efficiency. Thousands
of sensors have been produced and are subject to beam tests as of the publication
of this thesis.
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A method for the deconvolution of current transients obtained with TCT has
been developed as described in appendix B. The transfer function of the read-out
circuit usually leads to oscillations and reflections for fast signals obscuring the
original signal. The presented deconvolution method can be used to correct for
oscillations and reflections in the analysis. This can be very helpful in order to
understand the pulse shape of fast current transients, e.g. of irradiated sensors.
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A. Design of pixel sensors and
test structures

For the high-luminosity upgrade of the LHC many parts of the detectors have to
be replaced. Notably, the silicon pixel detector will be replaced in order to cope
with increasing track densities (pile-up) and radiation damage. For the Phase II
upgrade of the barrel pixel detector the pixel size will be reduced from currently
150×100µm2 to 100×25µm2 or 50×50µm2 (see ref. [11, 152]). In the course of this
thesis the photolithography masks of fine-pitch pixel sensors and test structures
have been produced within the CMS collaboration for a R&D submission for the
future CMS barrel pixel detector. The masks have been coded in the RUBY
programming language using KLayout [153] for conversion to the .gds file format.
Full 6′′ wafer layouts have been assembled as shown in fig. A.1. The designs have
been produced by Hamamatsu Photonics K.K. [82] and are being tested as of the
submission of this thesis.
The innermost pixel layers of the future CMS tracker will be subject to extremely

high fluences as shown in fig. 1.2. The equivalent fluence will reach up to Φeq =

2.3 · 1016 cm−2 and the total ionizing dose will be up to 1.2Grad for 3000 fb−1 of
integrated luminosity. Accordingly, the sensors and the read-out chips ROC s have
to be especially radiation-hard. In order to achieve a high radiation tolerance (see
sec. 2.3.3) the bulk thickness of the sensors for the CMS submission was chosen to
be 150µm opposed to 285µm of the current CMS pixel sensors. The segmented
side has n+ implants and the bulk is p-type. In total, 35 wafers have been produced
with a bulk resistivity of 1 kΩcm − 5 kΩcm and a high oxygen concentration of
1.5 · 1016 cm−3 − 6.5 · 1017 cm−3. Some wafers are physically thinned to 150µm
and some of the thinned wafers were bonded to additional 50µm thick low-ohmic
handle wafers for increased mechanical stability. Additionally, some wafers are
physically 200µm thick with 50µm thick deep-diffused back side implants. The
back side of the wafers features a 50µm wide aluminum grid with 200× 200µm2

windows to allow for measurements illuminating the back side with light (see
sec. 3.3).
For reverse biased n+-p sensors the electrons drift towards the segmented n+

side. Positive fixed oxide charge can lead to inversion layers of electrons at the
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A. Design of pixel sensors and test structures

Figure A.1.: Picture of a full 6′′ wafer for the CMS planar pixel submission. The
upper half contains the pixel sensors for the ROC4SENS and the
FCP130 ROCs. The larger dies are in the middle are for the RD53A.
The very large dies on the bottom are for the FE-I4 and the smaller
dies for the PSI46digi. The small dies around the central region are
mostly test structures or pixel sensors for other ROCs.
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Si-SiO2 interface which can short the individual pixels reducing the efficiency.
Therefore, the individual pixels have to be isolated by additional thin p+-implants
in-between the pixels with peak doping concentrations around 1015 cm3−1017 cm3.
Two different methods for isolation were implemented: For p-spray isolation the
whole segmented side of the wafer is uniformly implanted and for p-stop a dedicated
photolithography mask has been programmed to place the isolating p+-implants
where needed.
New ROCs are being developed for the smaller pixel size and to increase the

radiation tolerance of the ROC for application at the high-luminosity LHC. At the
time of the design of the sensors it was not clear which ROCs would be available by
the time of receiving the sensors. Therefore, sensor designs for the read-out pattern
(bump pattern) of several ROCs have been implemented in the submission. In
order to test the small pixels with the ROC of the current CMS detector complex
structures with routing lines have been programmed during this thesis in order
to connect the small pixels with the read-out channels of the ROC. Since few
ROCs can survive the harsh radiation environment expected for Phase II operation
alternative „cold” methods of connection of the sensors to ROCs (bump-bonding,
see e.g. ref. [154]) were foreseen to connect irradiated sensors to non-irradiated
ROCs causing minimum annealing to the irradiated sensors due to the bump-
bonding process.
The production needed eleven photolithography layers in total. There are alu-

minum layers for the back side grid and for the front contacts. Implant layers for
the n+ implants, the p-stop implants, and p+ implants in the periphery. Then a
layer for windows in the SiO2 layer, called „vias”, connecting the aluminum con-
tacts to implants and a layer for openings in the SiO2 passivation on top of the
metal for contacting the metal with needles or by bump-bonding. A layer for
polysilicon resistors was also implemented for pixel and strip sensors as well a
layer for the polysilicon vias. A layer for under-bump metalization is needed to
ensure mechanical stability and high yield of the bump-bonding process which was
performed at Fraunhofer IZM [155]. Finally, a layer for benzocyclobutene BCB
coating in the peripheral region is needed for spark protection of pixel sensors after
bump-bonding to ROCs since the edges of the sensors are at high voltage during
operation while the ROCs are at ground potential. The BCB coating was also
performed at Fraunhofer IZM.

The goal of the submission is to test the efficiency, position resolution, break-
down behavior, and the radiation-hardness of different designs. The parameters
which are being investigated are different biasing schemes, different pixel implant
and pixel aluminum contact sizes, p-spray and p-stop, and the minimum design
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rules due to the greatly reduced pixel size of structures such as the punch-through
structure (explained below) and p-stop implants. Many different pixel designs
with p-stop and p-pray implants have been implemented. In total, several thou-
sand sensors and test structures have been produced and are now being tested by
several member institutes of CMS. Below, some example sensor designs for differ-
ent ROCs are discussed and some test structures are explained. The final designs
are not shown here due to corporate policy of the producer.

A.1. Pixel sensors

Here, the design of pixel sensors is discussed and some examples of designs for a
few ROCs are shown. Additional designs not discussed here were implemented for
the FE-I4 [156], CHIPIX65 [157], FCP130 [158], and the MaPSA [159] ROCs.

A.1.1. Biasing schemes

Biasing schemes are often added to pixel sensors to test the sensors before bump-
bonding to ROCs. Electrical testing of the sensors before bump-bonding increases
the yield and lowers the cost, since bump-bonding is an expensive process and
defective sensor can be discarded before bonding. A biasing scheme interconnects
all pixels via a resistive network which is connected to the bias ring. In this way
the bias ring, and with it all interconnected pixels, can be easily probed with nee-
dles. The inter-pixel resistance has to be sufficiently high to ensure isolation of the
pixels after bump-bonding (τ = RC). A biasing scheme is also helpful to extract
the large amount of charge created in case of a partial beam loss, ideally without
damaging the ROC. Unfortunately, a biasing scheme is usually associated with a
decrease of the detection efficiency. Carriers can induce a signal to resistive net-
work of the biasing scheme since it is coupled to the same potential as the pixels.
The part of the signal induced in the bias network will largely be lost since it will
be shared between many pixels and the bias ring. Therefore, the charge loss due
to the biasing scheme is mitigated by minimizing the surface area of the sensor
where the bulk and surface potentials are influenced by the biasing scheme while
trying to retain the functionality of the biasing scheme.

Different biasing schemes have been implemented to qualify the ones which offer
maximum efficiency: No biasing scheme, polysilicon resistors on top of the SiO2,
open p-spray barriers, and the so-called punch-through design. The polysilicon
designs are not discussed here. It should be noted that another approach not im-
plemented here is to use a temporary aluminum layer for testing which is removed
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(a) No biasing scheme. (b) Common punch-through. (c) Open p-stop.

(d) Cross section for (a).

(e) Cross section for (b).

(f) Cross section for (c).

Figure A.2.: Implementation of different biasing schemes with p-stop isolation
(red) for 50× 50µm2 pixels and the RD53A ROC bump pattern. (a)
Shows a design with no bias scheme with a common p-stop. (b) Shows
a common punch-through design where four pixels share a bias dot
with a wiggle bias line (middle) partly on top of the pixel implants.
(c) Shows an open p-stop design. Below, the cross sections of the
surface are shown for a diagonal line from the top left corner to the
bottom right corner of (a)-(c). The p-stop implant is shown in red,
the n+ pixel implant in blue, the aluminum layer in gray, the thermal
oxide in black, and the chemical vapor deposited oxide passivation in
black (rhombic pattern).

before the bump-bonding process.

Figure A.2(a) shows a p-stop design for the RD53A ROC with no biasing scheme.
The common p-stop implant between the pixels prevents interconnection of the
individual pixels by blocking electron inversion layers. The inter-pixel resistance
is very high. In order to test the sensors before bump-bonding, each pixel would
have to be tested individually which is not viable. However, the size of the pixel
implant can be maximized which increases the efficiency.
Figure A.2(b) shows a punch-through design with a wiggle bias line. The bias

dot in the middle acts as a diode (like the pixels). It it connected to the bias ring
via the aluminum bias line on top of the oxide layer. For a certain applied voltage
the depletion region will extend to the pixels (the „punch-through” voltage) and
the whole sensor can be tested simply by connection of the bias ring. However,
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it is apparent that the bias dot will collect a part of the signal if it is generated
near the bias dot, decreasing the detection efficiency. Additionally, the bias line
may change the potential near the interface or collect part of the signal due to AC
coupling which decreases the efficiency further. Therefore, designs as shown here
were implemented where the bias line is partly on top of the pixel implants („wiggle”
bias line) to minimize distortion of the potential. Designs with a straight bias line
(see fig. A.5(b)) were also implemented as well as different bias dot geometries.
Figure A.2(c) shows an open p-stop biasing scheme. The insular p-stop im-

plants encompassing the pixel implants have small openings to allow for moderate
resistive coupling of the pixels through electron inversion layers. It is apparent
that this biasing scheme limits the possible pixel implant size due to the minimum
distances and widths of the p-stop implant according to the design rules.

A.1.2. PSI46digi

The PSI46digi [160] ROC is readily available and is supposed to be a backup
option and for control measurements. It was developed for the CMS Phase I
tracker with a pitch of 100 × 150µm2, 80 × 52 pixels, and a radiation tolerance
> 500Mrad produced with a 250 nm process. The bump pattern is a design with
two-columns of bump pads with 100µm spacing every 200µm. Several sensor
designs with aluminum routing lines to the bump pads have been implemented to
test the reduced pixel size with the 100× 150µm2 bump pattern of the PSI46digi.
Examples are shown in fig. A.3. In order to compare the new 150µm thick sensors
to the 285µm thick CMS Phase I sensors also the original designs were reproduced
(see fig. A.3(c)).

A.1.3. ROC4SENS

The ROC4SENS [161, 162] is a ROC with a pitch of 50×50µm2 and 155×160 pixels
produced with a 250 nm process. The radiation-hardness is> 500Mrad. It features
a staggered bump pattern which is optimized for 100 × 25µm2 pixel size. Some
examples of sensor designs are shown in fig. A.4.

A.1.4. RD53A

The RD53A ROC is developed within the RD53 collaboration [163, 164] and a
candidate for the CMS Phase II upgrade. It has a pitch of 50 × 50µm2 in a
non-staggered bump pattern of 400 × 192 pixels produced with a 65 nm process.
The radiation-hardness is up to 1Grad. Figure A.5 shows two examples for sensor
designs implemented for this ROC.
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(a)

(b) (c)

(d)

Figure A.3.: Sensor designs for the PSI46digi ROC (not to scale). (a) Shows a
full sensor with periphery, the „die”, and (b) a super-cell with routing
lines to connect the central 4 × 4 grid of 50 × 50µm2 pixels to the
150 × 100µm2 bump pattern of the ROC. (c) Shows a reproduced
Phase I p-spray design with a pitch of 150× 100µm2 and individual
punch-through for each pixel and (d) a p-stop design with routing
lines to test 100× 25µm2 pixels.
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(a)

(b)

(c)

Figure A.4.: P-spray sensor designs for the ROC4SENS (not to scale). (a) Shows
a non-staggered 100 × 25µm2 design where the aluminum is smaller
than the pixel implant, maximizing the size of the implant. The
distance between the pixel implants is only 7.5µm. (b) Shows a stag-
gered 100×25µm2 design with 2µm aluminum overhang and 12.5µm
distance between the implants. (c) Shows a 50 × 50µm2 common
punch-through design with a wiggle bias line. The distance between
the bias dot and the pixel implant is 11µm.
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(a) (b)

Figure A.5.: Common punch-through p-spray designs with 100 × 25µm2 pixels
for the RD53A ROC with a wiggle bias line (a) and a straight bias
line (b).

A.2. Test structures

The test fields in the outer regions of the wafers, often called half moon, hold many
different test structures used to qualify the processes and the bulk material as well
as to perform dedicated studies such as the ones presented in this thesis.

A.2.1. Pad diodes

Pad diodes are very basic structures consisting of a single large area diode (see
sec. 3.1.2). They can be used e.g. to determine the effective doping concentration of
the bulk material and to study the current and charge collection under well-defined
conditions. Figure A.6 shows different diodes as implemented in the submission.
The electrode is surrounded by a guard ring in order to define the area of the pad
and to exclude edge effects. Square and round diodes of different pad areas have
been implemented. The diodes are created automatically and the number of guard
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Figure A.6.: Implemented round and square diodes with a diameter of 2.5mm.
The pad aluminum contact has a window in the middle to allow for
TCT measurements.

rings, the diameter of the pad and of the corners, as well as other parameters like
the aluminum overhang can be specified in the code.

The doping of the material can be determined from capacitance measurements
of two diodes of different pad areas for reverse bias with and without connecting
the guard ring to correct for edge effects (see ref. [23]).

Due to the usually large pad area the capacitance of a diode is rather large and
limits the rise time for fast current transients. Therefore, diodes with a small pad
area have been implemented in order to measure the drift velocity of holes at very
high electric fields, where the current transients are very short. The available edge
lengths of the pad implants are 5mm, 2.5mm, and 1.25mm for the square diodes
and the available radii for the round diodes are 2.5mm and 1.5mm.

A.2.2. Strip sensors

Strip sensors can be used to study the charge collection as a function of the depth
in the bulk of the sensor with edge-TCT (see sec. 3.3.2). The relatively small area
of the strips results in a low capacitance and fast rise time as well as low noise.

The strip sensors implemented here have 33 strips with a pitch of 80µm, a
strip length of 7620µm, and implant widths of 20µm and 40µm. The die size
is 10 × 5mm2. Figure A.7 shows a strip sensor with an implant width of 40µm.
Both ends of the strips feature DC and AC pads. The strips are connected to
a surrounding bias ring by polysilicon resistors (see fig. A.7(b)). An additional
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guard ring is encompassing the bias ring. In the middle of the strips the the strip
metal narrows to 10µm width on the upper/lower edge of the implant as shown
in fig. A.7(c). This was implemented in order to allow for front side illumination
with light also in the region of the strip for TCT studies.

A.2.3. Spaghetti diodes

Spaghetti diodes [165] are similar to strip sensors; but, all strips are shorted.
This results in a weighting field similar to pad diodes, as all strips are read out
simultaneously, while the electric field is approximately the same as in strip sensors.
They can be used to disentangle the effects of the weighting field and the electric
field on the measured signal in a simple TCT setup. Figure A.8 shows a spaghetti
diode as implemented here.

A.2.4. Miscellaneous

Other test structures implemented are metal-oxide semiconductorMOS capacitors,
MOS field-effect transistorsMOSFET s (see fig. A.9), gate-controlled diodes, a test-
field for sheet resistance measurements, and a secondary-ion mass spectroscopy
SIMS structure. The MOS structures can be used to investigate the surface of the
material (see e.g. ref. [38, 166]). For example the doping profile of the p-spray
implant can be measured and the space charge of the oxide and the number of
interface traps can be determined before and after irradiation.
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(a)

(b)

(c)

Figure A.7.: P-spray strip sensor design with 40µm implant width and a pitch of
80µm. (a) Shows the whole die and (b) a close-up of the guard and
bias rings and the polysilicon resistors (green) connecting the strips
to the bias ring. The left pad in (b) is the DC pad and the right
one the AC pad. (c) Shows the central region of the strips with thin
metalization for TCT studies.
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Figure A.8.: Design of a spaghetti diode with 40µm spaghetti implant width and
a spaghetti pitch of 80µm, the same as for the strip sensors. All
spaghetti are connected to form a pad („spaghetti monster”). The
central region of the spaghetti is not metalized to allow for TCT
measurements with light.

Figure A.9.: Examples of a circular MOS capacitor (left) and a circular MOSFET
(right).
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B. Deconvolution of current
transients

A method has been developed to determine the transfer function of the read-out
electronics for TCT measurements. It is published in ref. [167, 81] and used e.g. in
ref. [168]. In the course of this thesis the method has been extended to the partial
deconvolution of measured current transients. This can be very helpful to analyse
the charge collection. The read-out circuit results in oscillations and reflections
obscuring the signal which can be reduced significantly by deconvolution.
In order to determine the transfer function of the read-out electronics1 for a TCT

setup the transient current measurement of a well-understood (non-irradiated)
sensor is needed plus a precise simulation of the transient current. The simulation
used here is described in ref. [87, 81]. The convolution theorem

F {f ? g} = F {f} · F {g} (B.1)

is used to determine the transfer function conv ≡ g from the measured transient
current meas ≡ f ? g and the simulated transient current sim ≡ f :

conv = F−1

(
F {meas}
F {sim}

)
. (B.2)

Here F is the Fourier transform and F−1 the inverse Fourier transform.
The C++ code developed here for performing the circuit convolution has been

incorporated in an open-source TCT analysis framework [169] by G. Kramberger.
The transfer function obtained with this method can be used to convolute simu-
lated current transients in order to compare them to measurements. Figure B.1
shows the comparison of a simulation and a measurement. The simulation is folded
with the transfer function obtained for a different measurement with a completely
different pulse shape. The measurement is very well described by the simulation,
even reflections are well-described which demonstrates the power of the method.

1Including the capacitance of the measured electrode.
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Note the description of the reflection of the current pulse on the right.
The insert shows the pulse with an expanded time-scale. Previously
published in ref. [167].

However, if the pulse shape cannot be reliably simulated, like for irradiated sen-
sors, it may be convenient to use the transfer function to perform a deconvolution
F−1

(
F{meas}
F{conv}

)
of the measured current transient.

Deconvolution of a measurement is an intrinsically ill-defined problem. A com-
plete deconvolution is very difficult due to noise and the limited sampling rate of
read-out electronics. Therefore, only a partial deconvolution up to a limiting fre-
quency is possible without excessive fluctuations of the signal. It was found that
a partial deconvolution to a Gauss function with a standard deviation similar to
the rise-time of the signal lead to stable results. The partial deconvolution of the
measured current transient is

deconv = F−1

(
F {meas} F {Gauss}

F {conv}

)
. (B.3)
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Figure B.2.: (a) The transfer function for a well-known diode and a Gauss distribu-
tion with the same rise time as the measurement. (b) Absolute values
of the Fourier transforms of the measurement, the Gauss distribution,
the transfer function, and F {meas} F{Gauss}F{conv} .

In this way only the asymmetrical part of the electronics response is removed
from the signal and the noise contribution in the transfer function is convoluted
with the Gauss function. Figure B.2 shows the transfer function and the Gauss as
well as the absolute values of the Fourier transforms for a measurement of a well-
known non-irradiated diode measured with the diode TCT setup. It is apparent
how F {meas} F{Gauss}F{conv} removes higher frequencies observed in F {meas}.

Figure B.3 shows the measured current transients of a non-irradiated diode as
well as the simulation and the partial deconvolution. The asymmetrical parts of
the transfer function are largely removed by the partial deconvolution, like the
oscillations after fast changes and the reflections. Figure B.4 shows the measured
current transients of an irradiated diode and the deconvolution of the current
transients using the transfer function and the Gauss distribution shown in fig. B.2.
The deconvoluted current transients provide a much better idea of the actual pulse
shape and can be used e.g. to tune the parameters of the simulation.

The method presented here is especially helpful to remove asymmetrical contri-
butions like LC oscillations (undershoot, overshoot) and reflections of the signal
from the measurement. The method is not intended for final analysis, where a
simulation can directly be convoluted with the transfer function; but, for a better
understanding of measurements e.g. to find useful parameters for a fit.
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C. Table of the NIR absorption
coefficient with fluence

Here, the absorption coefficient as a function of the fluence is given for wavelengths
between λ = 1000 nm and λ = 1150 nm with1 ∆λ = 5 nm. The data has been
obtained by spectrophotometer transmittance measurements of silicon crystals as
described in chapter 4. All measurements have been performed at T = 293± 1K.
The data of Φabs (λ) of eq. 4.13 presented in tab. C.1 below should be independent
of the temperature.

1In the measurement it is ∆λ = 1nm. Here, every fifth data point is given without averaging.
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C. Table of the NIR absorption coefficient with fluence

λ [nm] α (0) α (2.4) α (4.9) α (6.4) α (8.6) Φabs σΦabs

1150 7.64E-5 1.35E-4 1.77E-4 2.35E-4 2.95E-4 3.21E-1 2.88E-2
1145 9.18E-5 1.51E-4 1.93E-4 2.51E-4 3.14E-4 3.81E-1 3.43E-2
1140 1.09E-4 1.69E-4 2.12E-4 2.70E-4 3.34E-4 4.48E-1 4.02E-2
1135 1.28E-4 1.89E-4 2.32E-4 2.91E-4 3.56E-4 5.22E-1 4.64E-2
1130 1.52E-4 2.13E-4 2.57E-4 3.15E-4 3.84E-4 6.08E-1 5.58E-2
1125 1.77E-4 2.39E-4 2.83E-4 3.42E-4 4.11E-4 7.03E-1 6.38E-2
1120 2.05E-4 2.67E-4 3.12E-4 3.71E-4 4.42E-4 8.07E-1 7.27E-2
1115 2.36E-4 3.00E-4 3.45E-4 4.04E-4 4.77E-4 9.21E-1 8.30E-2
1110 2.73E-4 3.36E-4 3.82E-4 4.41E-4 5.17E-4 1.05E+0 9.58E-2
1105 3.13E-4 3.77E-4 4.24E-4 4.82E-4 5.61E-4 1.20E+0 1.09E-1
1100 3.57E-4 4.22E-4 4.70E-4 5.28E-4 6.09E-4 1.35E+0 1.23E-1
1095 4.10E-4 4.75E-4 5.23E-4 5.82E-4 6.65E-4 1.53E+0 1.41E-1
1090 4.69E-4 5.35E-4 5.84E-4 6.42E-4 7.28E-4 1.73E+0 1.60E-1
1085 5.36E-4 6.03E-4 6.52E-4 7.10E-4 7.99E-4 1.96E+0 1.81E-1
1080 6.14E-4 6.80E-4 7.31E-4 7.88E-4 8.81E-4 2.23E+0 2.09E-1
1075 7.02E-4 7.69E-4 8.20E-4 8.77E-4 9.73E-4 2.54E+0 2.41E-1
1070 8.05E-4 8.71E-4 9.23E-4 9.79E-4 1.08E-3 2.89E+0 2.79E-1
1065 9.21E-4 9.89E-4 1.04E-3 1.10E-3 1.20E-3 3.28E+0 3.21E-1
1060 1.09E-3 1.16E-3 1.21E-3 1.26E-3 1.37E-3 3.85E+0 3.84E-1
1055 1.32E-3 1.39E-3 1.44E-3 1.49E-3 1.61E-3 4.70E+0 4.94E-1
1050 1.57E-3 1.64E-3 1.69E-3 1.74E-3 1.86E-3 5.53E+0 5.88E-1
1045 1.86E-3 1.92E-3 1.98E-3 2.02E-3 2.15E-3 6.67E+0 7.63E-1
1040 2.18E-3 2.24E-3 2.30E-3 2.35E-3 2.48E-3 7.87E+0 9.54E-1
1035 2.55E-3 2.61E-3 2.67E-3 2.71E-3 2.85E-3 9.24E+0 1.19E+0
1030 2.96E-3 3.02E-3 3.08E-3 3.12E-3 3.26E-3 1.08E+1 1.53E+0
1025 3.41E-3 3.47E-3 3.53E-3 3.56E-3 3.72E-3 1.26E+1 1.97E+0
1020 3.90E-3 3.95E-3 4.02E-3 4.05E-3 4.21E-3 1.44E+1 2.43E+0
1015 4.42E-3 4.48E-3 4.54E-3 4.56E-3 4.74E-3 1.68E+1 3.16E+0
1010 4.99E-3 5.04E-3 5.11E-3 5.12E-3 5.31E-3 1.92E+1 4.03E+0
1005 5.59E-3 5.64E-3 5.71E-3 5.72E-3 5.91E-3 2.20E+1 5.22E+0
1000 6.23E-3 6.28E-3 6.35E-3 6.35E-3 6.56E-3 2.48E+1 6.81E+0

Table C.1.: Absorption coefficient α (Φeq [1015 cm−2]) [cm−1] and the damage pa-
rameter Φabs (λ) [1016 cm−2] with error σΦabs [1016 cm−2] for λ =
1150 nm to λ = 1000 nm.
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D. Measured and calculated
charge collection efficiency of
diodes

Here, the measured CCE of irradiated pad diodes is compared to the calculated
CCE with eq. 6.9 using the parameterization 1

µe,hτe,h
(Φeq) of eq. 6.17. The mean

values for the diodes are given in fig. 6.9. Please note that µe,h (E) τe,h (E) =

const. The parameterization was obtained from edge-TCT measurements of ir-
radiated strip sensors as discussed in sec. 6.2.1. The CCE of the pad diodes
(see tab. 3.2, 3.3) was measured for forward bias with the diode TCT setup and
λ = 1064 nm light. The fluence-dependent absorption length of eq. 4.14 was used
for the diode TCT and eq. 4.15 for the edge-TCT setup.
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D. Measured and calculated charge collection efficiency of diodes
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