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Abstract 

The Arctic tundra has been a carbon sink through the comprehensive accumulation 
of carbon in permafrost-affected soils over thousands of years. This carbon may be 
remobilised in the course of climate change, which occurs more pronounced in the 
Arctic region than on the global average. With growing concern about rising emis-
sions of the greenhouse gases methane and carbon dioxide, the current and prospec-
tive carbon turnover of the terrestrial Arctic is regularly assessed. However, these 
assessments are associated with large uncertainties, which can (inter alia) be as-
cribed to both the general shortage of flux data from the vast and sparsely inhabited 
Arctic region, and the typically high spatiotemporal variability of carbon fluxes in 
tundra ecosystems. Thus, this study aims at providing robust carbon budgets from a 
Siberian tundra landscape that has not yet been investigated: an active flood plain 
situated in the Lena River Delta. 

Applying the eddy covariance methodology, methane and carbon dioxide fluxes were 
determined during the growing seasons 2014 and 2015. These fluxes exhibited a 
great deal of temporal variability, which was, besides seasonal variation, largely the 
result of the pronounced spatial variability of soil and vegetation characteristics 
within the footprint. In order to explain this flux variability, the vegetation of the 
entire flood plain was classified utilising a high-resolution orthomosaic. In this pro-
cess, three vegetation classes were designated accounting for shrubs (large Salix 
spp.), sedges (Carex spp., Eriophorum sp., Equisetum sp.) and intermediate (low Sa-
lix spp., Carex spp.) vegetation. These classes were well coupled with environmental 
variables such as soil moisture, moss properties and active layer depth. Hence, the 
vegetation served as an integrated proxy for potential soil-related flux drivers, whose 
contribution to the flux signal permanently varied according to the shifting source 
area. Applying footprint information in the form of relative contributions of vegeta-
tion classes to the flux signal facilitated the diagnostic modelling of the observed 
fluxes in the heterogeneous footprint to a large extent. 

The modelling of the methane fluxes was based on three data-driven approaches: the 
automatically operating algorithms stepwise regression as well as artificial neural 
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network, and a mechanistic model, which utilises exponential relationships between 
the methane flux and both flux drivers soil temperature and friction velocity. On 
balance, the neural network exhibited the best model performance. However, verify-
ing the models’ generalisability revealed that the mechanistic model provided the 
most predictive power suggesting that this model best captured the causality be-
tween the methane flux and its drivers. After integrating the accordingly gap-filled 
time series, all models yielded footprint budgets that were very similar in magni-
tude; e.g. the footprint budget estimated with the mechanistic model amounted to 
96.1 mmol m-2 (2014) and 104.3 mmol m-2 (2015). 

The modelling of the carbon dioxide fluxes was based on another mechanistic model, 
which simultaneously computed the respiratory loss and the photosynthetic gain. 
This model was run with both flux drivers air temperature and irradiance, and it 
required a comprehensive calibration process, in the course of which its parameteri-
sation repeatedly varied. Aggregating the time series after accordingly filling the da-
ta gaps yielded footprint budgets of -3.81 mol m-2 (2014) and -5.27 mol m-2 (2015). 

For assessing the carbon sink/source strength of the tundra landscape in question, 
the footprint budgets of carbon dioxide were mostly applicable on account of the 
frequently minor differences between the flux rates of the vegetation classes. The 
footprint budgets of methane, however, lacked representativeness due to the sensor 
location bias, i.e. their strong dependence on tower location, measurement height 
and wind field conditions. For an unbiased appraisal of the sink/source function, a 
robust greenhouse gas budget of the entire flood plain was hence estimated. 

Since both mechanistic models for methane carbon dioxide were additive models 
that account for the flux dynamics of each vegetation class, the footprint fluxes 
could be decomposed. For methane, this downscaling procedure partitioned the ob-
served fluxes with a seasonal mean of 0.012 μmol m-2 s-1 into three individual vege-
tation class fluxes with the following mean rates: 0.0004 μmol m-2 s-1 for shrubs, 
0.052 μmol m-2 s-1 for sedges and 0.018 μmol m-2 s-1 for intermediate vegetation. 
While these individual methane fluxes respectively featured similar seasonal courses 
for both years, the downscaling procedure unveiled a differing seasonality of the in-
dividual fluxes for carbon dioxide. In this process, the observed fluxes with a sea-
sonal mean of -0.61 μmol m-2 s-1 were separated into two individual fluxes, whose 
mean rates were as follows: -0.79 μmol m-2 s-1 for shrubs and -0.53 μmol m-2 s-1 for 
both sedges and intermediate vegetation together. During the comparatively warm 
spring in 2014, the shrubs exhibited a considerably greater net uptake than the 
sedges. On the contrary, shrubs and sedges displayed a more similar net uptake dur-
ing the climatologically usual measurement period in 2015. This varying ratio of net 
uptakes   between       the    vegetation    classes   indicates   a   seasonally  varying  implication of
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the sensor location bias; i.e. climatologically unusual conditions might adversely af-
fect the representativeness of a footprint due to sharpened contrasts between vegeta-
tion classes. 

The downscaled fluxes in turn formed the initial data for the upscaling procedure, 
which was based on the area-weighted projection of the cumulative vegetation class-
specific fluxes. While the methane release for the entire flood plain was estimated at 
0.171 Mmol and 0.177 Mmol for 2014 and 2015, respectively, the carbon dioxide net 
uptake was estimated at -4.42 Mmol and -6.17 Mmol. The conversion of the me-
thane budgets according to their global warming potential yielded a greenhouse gas 
sink strength of -2.31 ± 0.64 Mmol CO2 eq in 2014 and -3.98 ± 0.78 Mmol CO2 eq 
in 2015. This carbon turnover, which is larger than at many other Arctic sites, can be 
attributed to the annual spring flood and the associated fluvial deposition of both fresh 
organic matter and nutrients, which enhance productivity and microbial breakdown. 

Alternatively, the footprint budgets were simply projected on the flood plain: these 
subsidiary budgets of methane and carbon dioxide were, respectively, on average 
roughly 42 % and 4 % lower than the adequately estimated flood plain budgets uti-
lising the preceding flux decomposition. Thus, the simple, commonly applied upscal-
ing method overestimated the greenhouse gas sink strength in great measure. This 
comparison emphasises the necessity of considering the surface heterogeneity for 
modelling and balancing carbon flux dynamics in heterogeneous tundra regions and 
potentially other biomes with heterogeneous ecosystems, which the advanced scaling 
methodology of this study could also be applicable to. 

 

Key Findings 

� The vegetation served as an integrated proxy for soil-related flux drivers, and 
hence explained a great deal of the temporal variability in the observed fluxes. 

� The spatial variability was more distinct for methane fluxes than carbon dioxide 
fluxes, which were subject to a varying implication of the sensor location bias. 

� The observed fluxes, which integrated across a heterogeneous surface, could be 
downscaled into reliable flux rates accounting for multiple vegetation classes. 

� The carbon dioxide net uptake dominated the robust greenhouse gas balance of 
the entire flood plain, which formed a sink during both growing seasons. 

� The straightforward upscaling of footprint budgets led, compared to the robust 
balances, to a substantial overestimation of the greenhouse gas sink strength.
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Zusammenfassung 

 
Die arktische Tundra ist seit Jahrtausenden eine Kohlenstoffsenke auf Grund der 
Einlagerung beträchtlicher Mengen von Kohlenstoff in den Permafrostböden. Dieser 
gespeicherte Kohlenstoff ist von großer Bedeutung für das globale Klima, da dessen 
Freisetzung in Form von Methan und Kohlenstoffdioxid den in der Arktis ohnehin 
verstärkten Klimawandel weiter beschleunigen könnte. Grundlage zur Schätzung 
dieser Freisetzung in Gegenwart und Zukunft bilden Kohlenstoffbilanzen, welche je-
doch meist mit großen Ungenauigkeiten behaftet sind. Diese Ungenauigkeiten kön-
nen insbesondere auf den generellen Mangel von notwendigen Eingangsdaten aus 
den weiten und dünn besiedelten Gegenden der Arktis zurückgeführt werden, aber 
auch die typischerweise hohe räumlich-zeitliche Variabilität von Kohlenstoffflüssen 
in der Tundra spielt in diesem Zusammenhang eine übergeordnete Rolle. Ziel dieser 
Arbeit ist daher, belastbare Kohlenstoffbilanzen eines bisher unerforschten Ökosys-
tems in der sibirischen Tundra zu schätzen: eine Überflutungsebene im Lena Delta. 

Unter Anwendung der Eddy Kovarianz Methode wurden während der Vegetations-
periode in 2014 und 2015 Methan- und Kohlenstoffdioxidflüsse bestimmt. Diese 
Flüsse wiesen eine hohe zeitliche Variabilität auf, welche sich, neben den jahreszeit-
lichen Schwankungen, insbesondere aus der räumlichen Variabilität der Boden- und 
Vegetationseigenschaften innerhalb des Footprints (d.h. des beprobten Bereichs um 
den Messturm) ergab. Zur Erklärung dieser Variabilität wurde die Vegetation der 
gesamten Überflutungsebene mit Hilfe eines hochaufgelösten Orthomosaiks klassifi-
ziert. Die dabei verwendeten Klassen bilden Büsche (hohe Salix spp.), Seggen (Carex 
spp., Eriophorum sp., Equisetum sp.) und Übergangsvegetation (niedrige Salix spp., 
Carex spp) ab. Diese drei Klassen waren eng mit den Parametern Bodenfeuchte, 
Mooseigenschaften und Auftautiefe verbunden, sodass die Vegetation als eine integ-
rierend stellvertretende Größe für diese Steuerparameter diente. Deren sich ständig 
verändernde Zusammensetzung im Flusssignal konnte mittels Footprint-
Informationen in Form der relativen Anteile der Vegetationsklassen im Flusssignal 
abgebildet werden, was die diagnostische Modellierung der Flüsse in dem heteroge-
nen Footprint in hohem Maße gefördert hat. 
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Die Modellierung der Methanflüsse basierte auf drei Daten-getriebenen Ansätzen: 
die zwei automatisierten Algorithmen stufenweise Regression und künstliches neuro-
nales Netzwerk sowie ein mechanistisches Modell, das exponentielle Zusammenhänge 
zwischen Methanfluss und den beiden Steuergrößen Bodentemperatur und 
Schubspannungsgeschwindigkeit verwendet. Dabei wies das neuronale Netzwerk die 
höchste Modellgüte auf. Die Überprüfung der Generalisierbarkeit der Modelle zeigte 
jedoch, dass das mechanistische Modell die meiste Vorhersagekraft besitzt, sodass 
dieses Modell den kausalen Zusammenhang zwischen Methanfluss und Steuergrößen 
am besten erfasst hat. Die nach Aufsummierung der entsprechend gefüllten Zeitrei-
hen erhaltenen Bilanzen waren für alle drei Modelle sehr ähnlich; so betrugen zum 
Beispiel die mit dem mechanistischen Modell geschätzten Footprint-Bilanzen 
96.1 mmol m-2 (2014) und 104.3 mmol m-2 (2015). 

Die Modellierung der Kohlenstoffdioxidflüsse basierte auf einem weiteren mechanis-
tischen Modell, welches die respiratorische Freisetzung und die photosynthetische 
Bindung von Kohlenstoffdioxid gleichzeitig berechnete. Dieses Modell wurde mit den 
beiden Steuergrößen Lufttemperatur und Strahlungsintensität angetrieben. Weiter-
hin erforderte es eine umfangreiche Kalibrierung, in deren Verlauf acht Modellpara-
meter ausgegeben wurden, welche ökophysiologische Eigenschaften charakterisierten. 
Die Aufsummierung der entsprechend lückengefüllten Zeitreihen ergab Footprint-
Bilanzen von -3.81 mol m-2 (2014) und -5.27 mol m-2 (2015). 

Zur Beurteilung der Senken- bzw. Quellenfunktion dieser heterogenen Tundra waren 
die Footprint-Bilanzen für Kohlenstoffdioxid meistens geeignet, da die Unterschiede 
zwischen den Flüssen der Vegetationsklassen vorwiegend geringerer Größenordnung 
waren. Den Footprint-Bilanzen für Methan fehlte es jedoch an Repräsentativität auf 
Grund ihrer starken Abhängigkeit von der Position des Flussturms, der Messhöhe 
und den Windfeldbedingungen. Für eine unverfälschte Bewertung der Senken- bzw. 
Quellenstärke wurde daher eine belastbare Gesamtkohlenstoffbilanz für die gesamte 
Überflutungsfläche geschätzt. 

Da die mechanistischen Modelle für Methan und Kohlenstoffdioxid additive Modelle 
sind, welche die Dynamik der Flüsse in den einzelnen Vegetationsklassen erfassen, 
konnten die Footprint-Flüsse zerlegt werden. Diese Runterskalierung der beobachte-
ten Methanflüsse, welche im saisonalen Mittel 0.012 μmol m-2 s-1 betrugen, ergab 
folgende mittleren Flussraten für die einzelnen Vegetationsklassen: 0.0004 μmol 
m-2 s-1 für Büsche, 0.052 μmol m-2 s-1 für Seggen und 0.018 μmol m-2 s-1 für die 
Übergangsvegetation. Während diese einzelnen Methanflüsse in beiden Jahren je-
weils einem ähnlichen Verlauf folgten, ergab die Flusszerlegung eine partiell unter-
schiedliche Saisonalität der Kohlenstoffdioxidflüsse für die einzelnen Vegetations-
klassen. Die beobachteten Flüsse, welche im saisonalen Mittel -0.61 μmol m-2 s-1 be-
trugen, wurden in zwei einzelne Flüsse mit folgenden mittleren Flussraten aufge-
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trennt: -0.79 μmol m-2 s-1 für Büsche und -0.53 μmol m-2 s-1 für Seggen und Über-
gangsvegetation zusammen. Während des vergleichsweise sehr warmen Frühlings in 
2014 wiesen die Büsche eine wesentlich höhere Nettoaufnahme als die Seggen auf. 
Im Gegensatz dazu zeigten Büsche und Seggen eine ähnliche Nettoaufnahme wäh-
rend des klimatologisch durchschnittlichen Messzeitraums in 2015. Diese variable 
Ähnlichkeit zwischen den Nettoaufnahmen beider Vegetationsklassen weist auf eine 
Wetter-induzierte, zeitliche Einschränkung der Repräsentativität des Footprint hin. 

Die Plausibilität der zerlegten Flüsse wurde anhand folgender Maßnahmen validiert: 
(i) deren Vergleich mit Flüssen, welche durch Haubenmessungen ermittelt wur-  
den, (ii) deren Vergleich mit beobachteten Flüssen, welche erhalten wurden, wenn 
eine Vegetationsklasse die beprobte Fläche des Eddy Kovarianz Systems deutlich 
dominierte, (iii) deren Zusammenhang mit einem phänologischen Grünheitsindex, 
welcher mittels digitaler Zeitrafferaufnahmen des Footprints bestimmt wurde,     
(iv) der Vergleich deren acht Modellparameter mit Parametern, welche an anderen 
Standorten festgestellt wurden. 

Die runterskalierten Flüsse bildeten den Ausgangspunkt für die Hochskalierung, 
welche auf einer Flächen-gewichteten Projektion der aufsummierten Flüsse aller Ve-
getationsklassen basierte. Während die Methanabgaben der gesamten Überflutungs-
ebene auf jeweils 0.171 Mmol und 0.177 Mmol für 2014 und 2015 geschätzt wurden, 
betrugen die geschätzten Kohlenstoffdioxidaufnahmen jeweils -4.42 Mmol 
und -6.17 Mmol. Die Umrechnung der Methanbilanzen zur Berücksichtigung deren 
Treibhauspotentials ergaben eine robuste Schätzung der Treibhausgasbilanz 
von -2.31 ± 0.64 Mmol CO2 eq in 2014 und -3.98 ± 0.78 Mmol CO2 eq in 2015. Die-
ser im Vergleich zu vielen anderen arktischen Standorten hohe Kohlenstoffumsatz 
kann auf das jährliche Frühjahrshochwasser zurückgeführt werden, in dessen Verlauf 
frisches organisches Material und Nährstoffe abgelagert werden, welche die Aufnah-
me und Freisetzung von Treibhausgasen fördern. 

Alternativ wurden Footprint-Bilanzen einfach auf die Überflutungsebene projiziert: 
die auf diese Weise geschätzten Methan- und Kohlenstoffdioxidbilanzen waren je-
weils um 42 % und 4 % niedriger als die belastbaren Kohlenstoffbilanzen, welche mit 
der vorangegangenen Flusszerlegung geschätzt wurden. Demzufolge hat diese einfa-
che sowie übliche Hochskalierung der Footprint-Bilanzen die Senkenfunktion für 
Treibhausgase in hohem Maße überschätzt. Dieser Vergleich verdeutlicht die Not-
wendigkeit der Berücksichtigung der heterogenen Unterlage bei der Modellierung 
und Bilanzierung von Kohlenstoffflüssen in heterogenen Tundren und darüber hin-
aus anderen Ökosystemen mit heterogener Unterlage, für welche die in dieser Studie 
entwickelte Skalierungsmethodik ebenfalls Anwendung finden kann. 
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Kernaussagen 

� Die Vegetation diente als eine integrierende Hilfsgröße für potentielle Flusssteue-
rungsparameter und erklärte einen Großteil der zeitlichen Variabilität in den be-
obachteten Flüssen. 

� Die räumliche Variabilität der Methanflüsse war wesentlich größer als die der 
Kohlenstoffdioxidflüsse, deren Repräsentativität im Footprint jedoch zeitweise 
eingeschränkt war.  

� Die beobachteten Flüsse, welche über eine heterogene Fläche integriert wurden, 
konnten in plausible Flüsse, welche die Dynamik einzelner Vegetationsklassen 
abbilden, runterskaliert werden. 

� Die Kohlenstoffdioxidflüsse dominierten die belastbar geschätzte Treibhausgasbi-
lanz der gesamten Überflutungsebene, welche eine Senke während beider Vegeta-
tionsperioden bildete. 

� Die direkte Hochskalierung der Footprint-Bilanzen hätte, im Vergleich zu den 
belastbaren Bilanzen, zu einer beträchtlichen Überschätzung der Senkenstärke 
der Überflutungsebene geführt. 
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Nomenclature 

A Area (m2) 
FCH4 Methane flux (μmol m-2 s-1) 
FCH4,1 Methane flux of vegetation class 1 (μmol m-2 s-1) 
FCH4,2 Methane flux of vegetation class 2 (μmol m-2 s-1) 
FCH4,3 Methane flux of vegetation class 3 (μmol m-2 s-1) 
FCO2 Carbon dioxide flux (μmol m-2 s-1) 
FCO2,1 Carbon dioxide flux of vegetation class 1 (μmol m-2 s-1) 
FCO2,2&3 Carbon dioxide flux of vegetation class 2 & 3 (μmol m-2 s-1) 
GPP Gross primary productivity (μmol m-2 s-1) 
MAE Mean absolute error (*) 
ME Mean error (*) 
NEE Net ecosystem exchange (μmol m-2 s-1) 
P Probability for statistical hypothesis testing (-) 
Pmax Maximum photosynthetic potential (μmol m-2 s-1) 
PPFD Photosynthetic photon flux density (μmol m-2 s-1) 
Q10 Temperature sensitivity (-) 
R2 Coefficient of determination (-) 
R2

adj Adjusted coefficient of determination (-) 
Rbase Basal respiration (μmol m-2 s-1) 
RMSE Root mean square error (*) 
SLB Sensor location bias (-) 
TER Total ecosystem respiration (μmol m-2 s-1) 
Tair Air temperature (°C) 
Tmean Mean temperature (°C) 
Tref Reference temperature (°C) 
Tsoil Soil temperature (°C) 
VPD Vapour pressure deficit (Pa) 
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a Modelling coefficient (μmol m-2 s-1) 
b Modelling coefficient (°C-1) 
c Modelling coefficient (m-1 s) 
gcc Chromatic coordinate for green colour (-) 
i Index of summation (-) 
n Number of samples (-) 
u* Friction velocity (m s-1) 
 

ΔT Temperature spread (°C) 
Ω Relative contribution of vegetation class (-) 
 

α Initial quantum efficiency (-) 
γ Scaling factor in Q10 relationships (°C) 
 

Remark: * indicates the dependency of the dimension on the nature of the variable. 

 

Abbreviations 
 

ATP Adenosine triphosphate  
CC Closed chamber  
DoY Day of year  
EC Eddy covariance  
GTP Global temperature change potential  
GWP Global warming potential  
IPCC Intergovernmental panel on climate change  
MM Mechanistic model  
NDVI Normalised difference vegetation index  
NN Neural network  
RCP Representative concentration pathway  
SR Stepwise regression  
 

eq Equivalent  
insig Insignificant  
p Parameter  
sig Significant  
t Threshold  
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1. Introduction

1.1. Background 

Since ancient times, when the world 
had been a barren, inanimate place, life 
has been developed in the course of 
evolution. As a result, today’s animate 
beings present a massive abundance of 
shapes and colours. This vast variety 
could be attributed to complex series of 
basic molecules. However, it is one el-
ement only, which the diversity of na-
ture is based upon: the carbon. This 
element forms the foundation of organ-
ic compounds and, hence, is of utter 
importance for all life on earth. Carbon 
also appears in various inorganic com-
pounds and, thus, exists in all spheres 
of the world. Comprehending and 
quantifying its transport and conver-
sion processes is crucial for understand-
ing the earth and its ecosystems. 

1.1.1. Permafrost-affected 

soils and carbon stocks 

Permafrost is defined as ground, whose 
temperature remains below the freezing 
point of water for at least two consecu-

tive years (Osterkamp, 2001). This def-
inition corresponds to an area that co-
vers between 12.8 % and 17.8 % of the 
exposed land area of the northern hem-
isphere (Zhang et al., 2000). Depending 
on climatic conditions (air temperature 
and snowfall in past and present) and 
local factors such as altitude, aspect 
and shelter, a spatial distribution has 
been developed involving four perma-
frost classes: continuous, discontinuous, 
sporadic and isolated (Figure 1). In the 
continuous zone, the permafrost thick-
ness typically ranges between 350 and 
650 m; larger depths down to 1450 m 
formed in Siberia as a consequence of 
very cold winters with little glaciation 
in the glacial ages (Schuur et al., 2008). 
Further south in the discontinuous 
zone, the thickness usually extends 
from less than one metre down to 50 m 
(Yershov, 1998). The top of the perma-
frost-affected soils thaw and refreeze 
annually forming the active layer, 
whose thickness varies between a few 
centimetres and several metres depend-
ing on snow cover and melt timing, air 
temperature, water content, soil prop-
erties as well as cover and insulation 
trough vegetation (Schuur et al., 2008). 
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Large parts of the permafrost area co-
incide with the Arctic tundra, which is 
situated north of the boreal treeline, 

stretching over 8 % of the global land 
surface (McGuire et al., 2012). The un-
derlying permafrost forms a carbon 

 

Figure 1 Circumpolar distribution of four permafrost zones (modified from IPA, 
1998). Permafrost occurs, where the ground remains frozen for at least two years in 
a row (van Everdingen, 2005). If more than 90 % of the ground in a region is frozen, 
continuous permafrost prevails, whereas discontinuous permafrost is present, if 
35 % to 90 % of the ground is frozen. Regions with a very fragmentary distribution 
of permafrost can be classified into zones with sporadic or isolated permafrost. Be-
sides the terrestrial permafrost, sub-sea permafrost exists underneath the Arctic 
Ocean, in particular off the coast of Siberia. 

 



1.1. Background

 

 
 

3
 

pool of global relevance; the latest es-
timate of soil organic carbon stored in 
the circumpolar permafrost region 
amounts to approximately 1300 ± 
200 Gt (Hugelius et al., 2014). Roughly 
500 Gt of this estimate can be assigned 

to the active layers or deeper taliks 
(non-frozen ground layers in permafrost 
areas) while the remaining around 
800 Gt can be attributed to perennially 
frozen ground (Figure 2). The accumu-
lation of these large quantities of car-

 
 

Figure 2 Circumpolar distribution of soil organic carbon (0–1 m depth) in the north-
ern permafrost region (modified from Hugelius et al., 2013). Low temperatures and 
water-logged conditions in permafrost systems have reduced decomposition rates, 
which resulted in the accumulation of large carbon stocks. 
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bon occurred through the impeded de-
composition of organic matter during 
the Holocene and Pleistocene (Gajewski 
et al., 2001). The hampered breakdown 
was due to both low temperatures and 
high water contents in the soil caused 
by the underlying permafrost that pre-
vents downward infiltration (Ström et 
al., 2003). Thus, tundra ecosystems 
have historically been carbon sinks 
(Kutzbach et al., 2007b). However, 
large fractions of this carbon pool may 
be remobilised in response to a warm-
ing climate making the tundra a key 
ecosystem for climate change (Schuur 
et al., 2008). 

1.1.2. Methane flux 

On account of both frequently high soil 
water contents and the enormous car-
bon stock, tundra ecosystems hold the 
potential for substantial methane emis-
sions, which adversely affect their car-
bon sink strength. In fact, wetlands 
constitute the largest natural source of 
methane, while anthropogenic sources 
are even greater in magnitude encom-
passing rice fields, ruminants, landfills 
and waste (Ciais et al., 2013). The 
largest important sink represents the 
methane oxidation through tropospher-
ic hydroxyl radicals (Cicerone and 
Oremland, 1988). 

Methane is produced by methanogenic 
bacteria metabolising substrates under 
anaerobic conditions. Over the course 
of mineralising soil organic matter in 
the absence of oxygen (O2), intermedi-

ate products such as hydrogen (H2), 
carbon dioxide (CO2) and acetate 
(CH3COOH) are produced (Lai, 2009). 
These compounds form the starting 
materials for the formation of methane 
(CH4) utilising two different ways 
(Whalen, 2005). There is the hydro-
genotrophic methanogenesis, where hy-
drogen is utilised as an electron donor 
for the reduction of carbon dioxide: 

4H2 + CO2 → CH4 + 2H2O                       (1) 

And there is the acetoclastic methano-
genesis, where acetate is dismutated to 
methane and carbon dioxide: 

CH3COOH → CH4 + CO2                      (2) 

Both production ways occur in Arctic 
wetlands, and the dominance of either 
carbon dioxide reduction or acetate 
cleavage was found to vary between 
organic and mineral soils (Lee et al., 
2012; Vaughn et al., 2016). The pro-
duced methane may migrate through 
the soil encountering aerobic zones, 
where methanotrophic bacteria partial-
ly oxidise the methane: 

CH4 + 2O2 → CO2 + H2O                  (3) 

The highest methanotrophic activity 
occurs at the interface of aero-
bic/anaerobic layers due to the optimal 
ratio of methane, oxygen and sub-
strates (Dedysh, 2002). The oxidation 
efficiency was found to largely vary in 
high-latitude wetlands ranging between 
30 % and 99 % (Knoblauch et al., 
2015; Reeburgh et al., 1993). If me-
thane is released to the atmosphere 
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after its formation, it is transported via 
three different ways: 

� Diffusion: Following the production 
of methane in anaerobic peat layers, 
a methane concentration gradient 
evolves towards the atmosphere, 
which drives the comparatively slow 
transport via molecular diffusion 
(Lai, 2009). 

� Ebullition: High rates of methano-
genesis may lead to a supersatura-
tion of methane in the pore water. 
When the partial pressure of dis-
solved methane exceeds the hydro-
static pressure, gas bubbles are 
formed and often remain trapped 
by adhesive forces (Chanton and 
Whiting, 1995). As a consequence of 
changes in water table and air pres-
sure, the methane bubbles intermit-
tently escape to the atmosphere 
(Whalen, 2005). 

� Plant-mediated: Some vascular wet-
land plants develop internal gas 
spaces to provide aeration for sub-
merged roots and rhizomes 
(Joabsson et al., 1999). This 
aerenchymatous tissue can also 
serve as a gas conduit for a transfer 
of methane towards the atmosphere 
whilst bypassing the aerobic, oxi-
dised soil zone of methane con-
sumption (Whalen, 2005). This vas-
cular pathway enables a compara-
tively efficient methane transport 
(Lai, 2009). 

Upon emission, methane remains in the 
atmosphere on average for 12 years and 

acts as a powerful greenhouse gas with 
a global warming potential of 34 times 
that of carbon dioxide, when climate 
carbon feedbacks are considered over 
100 years (Myhre et al., 2013). Follow-
ing carbon dioxide, methane is the sec-
ond most important greenhouse gas, 
accounting for approximately 17 % of 
the rise in global radiative forcing due 
to raised concentrations of greenhouse 
gases since the pre-industrial era 
(NOAA, 2016). From 1750 to the pre-
sent day, the global surface methane 
concentration has risen from 722 ppb 
to 1859 ppb (NOAA, 2018b; Stocker et 
al., 2013). 

1.1.3. Carbon dioxide flux 

While methane is mostly emitted into 
the atmosphere (apart from a few ex-
ceptions), carbon dioxide is exchanged 
between the atmosphere and tundra 
ecosystem in both directions as a result 
of two opposing mechanisms: respirato-
ry loss and photosynthetic gain. 

Respiration embraces a set of metabolic 
reactions, in the course of which bio-
chemical energy from organic com-
pounds is, with the aid of oxygen, 
transferred to endogenous energy carri-
ers (ATP) whilst releasing carbon diox-
ide to the atmosphere. It is carried out 
by autotrophs (above-ground biomass 
and roots) and heterotrophs (animals 
and microbes in the soil) for growth 
and maintaining their metabolism (Luo 
and Zhou, 2006). In contrast to the an-
aerobic decomposition of soil organic
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matter, in the course of which methane 
is produced, the aerobic decomposition 
yields considerably more energy and 
occurs generally at higher rates 
(Megonigal et al., 2004). 

Photosynthesis denotes the generation 
of organic compounds through the re-
moval of carbon dioxide from the at-
mosphere by primary producers utilis-
ing light as a source of energy and re-
leasing oxygen as an end product. In 
this sense, the carbon of the extracted 
carbon dioxide is stored in the plant 
biomass and is, after the withering of 
the plant, either preserved as soil or-
ganic matter in permafrost-affected 
soils or returned to the atmosphere 
through microbial decomposition. 

Carbon dioxide is the largest single 
contributor to the rise in global radia-
tive forcing from greenhouse gases since 
pre-industrial times (Myhre et al., 
2013). The additional anthropogenic 
radiative forcing due to rising concen-
trations of all greenhouse gases 
amounts to 2.83 W m-2 of which carbon 
dioxide accounts for 1.82 W m-2; i.e. 
this trace gas has a share of approxi-
mately 64 % in the amplification of the 
greenhouse effect (Stocker et al., 2013). 
Its recent growth rate amounts to 
slightly less than 0.3 W m-2 per decade. 
Since the onset of industrialisation in 
the mid-18th century until 2011, the 
anthropogenic emissions of carbon di-
oxide can be estimated as follows: fossil 
fuel combustion and cement production 
amount to 375 Gt C while land use 
change (mainly deforestation) accounts 

for 180 Gt C (Ciais et al., 2013). This 
corresponds with a rise in the global 
surface carbon dioxide concentration 
from 278 ppm in 1750 to 407 ppm at 
present (NOAA, 2018a; Stocker et al., 
2013). Of this cumulative anthropogen-
ic emission of 555 Gt C, roughly 43 % 
have accumulated in the atmosphere, 
around 28 % have been absorbed by 
the oceans and the remaining 29 % 
have been aggregated as organic matter 
in terrestrial ecosystems (Ciais et al., 
2013; Rhein et al., 2013). Since carbon 
dioxide is chemically inert in the at-
mosphere, it remains until its removal 
through natural process such as photo-
synthetic uptake, oceanic dissolution 
and silicate weathering, which, in view 
of the human-emitted carbon dioxide, 
would take a few hundred thousand 
years (Ciais et al., 2013). 

1.2. State of the Art 

1.2.1. Climate change in 

the Arctic 

Arctic ecosystems are well-adapted to 
the extreme environmental conditions 
and highly sensitive to a changing cli-
mate (McGuire et al., 2012; Oechel et 
al., 1997). Based on both observations 
during the recent past and future pro-
jections, global climate change has its 
greatest implications in the Arctic 
(Räisänen, 2001; Serreze et al., 2000). 
Given both the vast area and the mas-
sive potentially mobilisable quantities 
of stored carbon, the tundra biome is 



1.2. State of the Art

 

 
 

7
 

of major interest within the context of 
climate change (McGuire et al., 2009; 
Tarnocai et al., 2009). 

 

Changes in the past 

The Arctic north of 60° N has warmed 
at a rate of 1.36 °C per century since 
1875 (i.e. roughly twice as fast as the 
global average); moreover, since 1979, 
the Arctic land surface has warmed at 
an even higher rate of 0.5 °C per dec-
ade (Masson-Delmotte et al., 2013). 
This rapid warming was much more 
pronounced than the global average 
and due the effects of polar amplifica-
tion (Figure 3).  

The strongest warming occurs in au-
tumn and early winter, which can be 
attributed to feedbacks associated with 
the seasonal reduction in sea ice extent 
and duration as well as the insulating 
effect of sea ice in winter (Masson-
Delmotte et al., 2013). Permafrost 
temperatures have also risen in most 
regions since the early 1980s: warming 
up to 3 °C was observed in parts of 
northern Alaska between early 1980s 
and mid-2000s, and up to 2 °C were 
ascertained in parts of the Russian Eu-
ropean North between 1971 and 2010 
(Vaughan et al., 2013). This rise in 
temperature has led to a reduction in 
permafrost thickness and areal extent.

 

Figure 3 Global temperature anomalies for 2000-2009 relative to 1951-1980 illustrat-
ing the increased temperature rise in the Arctic due to polar amplification. During 
the observation period 2000-2009, the global temperature was approximately 0.9 °C 
higher than in the reference period 1951-1980, while the Arctic was roughly 2 °C 
warmer (NASA, 2013). 
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Based on multiple data sets, the aver-
aged annual precipitation over land ar-
eas is estimated to have risen by about 
3.4 mm yr-1 per decade in regions north 
of 60 °N between 1951 and 2008 
(Hartmann et al., 2013). However, the 
positive trends in the individual data 
sets distinctly vary, and the certainty 
of the trends suffers from meagre data 
availability due to few high-latitude 
stations. 

 

Projections for the future 

The Arctic is anticipated to response 
more pronounced to climate change 
than the global average (Figure 4). The 
rapid warming trend will continue and 
is on average larger over land than 
over the ocean (Kirtman et al., 2013). 
Following the two representative con-
centration pathways RCP 2.6 and 
RCP 8.5, the mean surface air temper-
ature in the Arctic will, respectively, 
rise by 2.2 °C and 8.3 °C until the pro-
jection period 2081-2100 relative to the 
reference period 1986-2005 (Collins et 
al., 2013). In the context of both 
RCP scenarios, the mean Arctic warm-
ing will then exceed the global average 
by roughly 2.2 times. As a consequence 
of both warming and changes in snow 
cover, which insulates the underlying 
soil, a substantial amount of near-
surface permafrost (typically the upper 
2 to 3 m) is facing degradation 
(Kirtman et al., 2013). By the end of 
the 21st century, between 37 % 
(RCP 2.6) and 81 % (RCP 8.5) of the 
near-surface permafrost area is project-
ed to thaw (Collins et al., 2013). On 

account of a raised specific humidity in 
a warmer troposphere plus an enhanced 
transport of water vapour from the 
tropics, high-latitude land masses are 
likely to experience more precipitation. 
While a low increase by 0-20 % is pro-
jected under the RCP 2.6 scenario, the 
RCP 8.5 scenario is associated with a 
large increase in annual precipitation 
by 30-50 % between the periods 1986-
2005 and 2081-2100 (Collins et al., 
2013). The continuing warming also 
expedites the shrinking and thinning of 
the Arctic sea ice cover in great meas-
ure (Kirtman et al., 2013). The projec-
tions of average reductions in Arctic 
sea ice extent for 2081–2100 relative to 
1986–2005 range from 43 % for 
RCP 2.6 to 94 % for RCP 8.5 in Sep-
tember (Collins et al., 2013). Under the 
RCP 8.5 scenario, a nearly ice-free Arc-
tic Ocean in September before mid-
century is likely. In summary, based on 
the robust evidence over multiple gen-
erations of models, there is very high 
confidence that the Arctic region will 
experience a considerable warming plus 
variably raised precipitation amounts. 

 

Implications on the carbon cycle 

The impact of the changing climate on 
the carbon turnover in high-latitude 
ecosystem is very complex on account 
of various interacting carbon flux driv-
ers, whose prospective change is pro-
jected with varying confidences due to 
partly unidirectional and partly con-
trasting impacts, plus resulting feed-
backs, which vary both in direction 
and magnitude. 
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Figure 4 Ensemble modelled projections for the change in a) average surface tem-
perature, b) average precipitation, and c) average sea level for 2081-2100 relative to 
1986-2005 based on representative concentration pathways RCP 2.6 and RCP 8.5 
(modified from IPCC, 2014). While the former scenario assumes prospectively miti-
gated greenhouse gas concentrations, which correspond with the goal to keep global 
warming likely below 2 °C above pre-industrial temperatures, the latter scenario ex-
pects very high concentrations as a result of sustained greenhouse gas emissions in 
the future. Following these projections, the Arctic will become a considerably warm-
er place with distinctly more precipitation and a variably risen/dropped sea level. 
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Permafrost thaw carries multiple rami-
fications such as active layer deepen-
ing, thermokarst activity, talik for-
mation and coastal erosion (Schuur et 
al., 2008). These mechanisms may 
cause a substantial release of green-
house gases by remobilising previously 
frozen soil organic matter (Oechel et 
al., 1993). The involved microbial de-
composition is also prone to amplify by 
further rising soil temperatures 
(Davidson and Janssens, 2006). This 
temperature rise may be due to the 
downward transport of warmth from 
an increasingly heating surface, and it 
can be intensified by in situ heat pro-
duction through metabolic activity 
(Heimann and Reichstein, 2008). At 
last, the growing emissions of methane 
and carbon dioxide are likely to lead to 
an enhanced rise in temperature form-
ing a positive feedback, which even 
may accelerate (Koven et al., 2011). 

Alternatively, rising temperatures also 
comprise the possibility of a negative 
feedback via an enhanced primary 
productivity. The underlying mecha-
nisms include growing season prolonga-
tion, taller growth forms of the indige-
nous plant species, larger plants 
through the northern expansion of trees 
and shrubs and promoted plant growth 
through carbon dioxide fertilisation 
(Ciais et al., 2013; Hudson et al., 2011; 
Jia et al., 2009; Johnson et al., 2000; 
Pearson et al., 2013). A deeper active 
layer also enables deeper rooting 
depths and an elevated nutrient avail-
ability (Jorgenson et al., 2010; Salmon 
et al., 2016). Larger plants provide 

more shade, which mitigates perma-
frost thaw, but larger plants may also 
be accompanied by a lower albedo, 
which increases heat absorption 
(Loranty et al., 2011). Larger plants 
also accumulate more snow; the conse-
quence being less soil freezing due to 
the decreased energy loss from the soil 
to the air, which is caused by the in-
creased soil insulation (Zhang, 2005). 
The higher allocation of below-ground 
carbon as plant litter through both en-
hanced carbon fixation and deeper 
roots increases the soil organic carbon 
pool, but the grown availability of la-
bile carbon may also increase decompo-
sition rates (Kong et al., 2005; 
Kuzyakov, 2010). Another downside of 
a greater biomass in conjunction with 
higher temperatures is the risen likeli-
hood of fires, which can release vast 
amounts of carbon and lead to further 
permafrost degradation (Allison and 
Treseder, 2011). 

Both ground subsidence through per-
mafrost thaw and the projected rise in 
precipitation facilitate the growth of 
wetland extent (in particular in con-
tinuous permafrost) with a hydrological 
setting, which is in favour of enhancing 
methane emissions (Christensen et al., 
2004; Johnston et al., 2014; Jorgenson 
et al., 2006; Plug and West, 2009; 
Sachs et al., 2010). Besides the expan-
sion of anaerobic soil layers, active lay-
er thickening increasingly exposes po-
tentially labile carbon to methanogens 
(Dorrepaal et al., 2009; Harden et al., 
2012). The substrate availability can 
further be elevated by an augmented 
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photosynthesis increasingly allocating 
root exudates (Joabsson and 
Christensen, 2001). Its microbial de-
composition under higher soil tempera-
tures then proceeds in an accelerated 
manner. Besides terrestrial methane 
formation, substantial quantities of me-
thane are stored within sub-marine hy-
drate deposits at continental margins 
and may be released by warming of the 
overlying waters (Ciais et al., 2013). 
Owing to its large global warming po-
tential, rising methane emissions di-
rectly feed back to global warming. 

Alternatively, the wetland area can al-
so shrink (in particular in discontinu-
ous permafrost) and, thus, reduce me-
thane emissions by means of enhanced 
soil aeration (Merbold et al., 2009; 
Smith et al., 2005). The underlying 
processes involve the temperature-
induced increase in evaporation as well 
as the decrease in soil moisture through 
deeper roots and geomorphological 
changes such as lake drainage (Godin 
et al., 2014; Koven et al., 2011). In ad-
dition to an altering environmental set-
ting, non-saturated soils in high-
latitudes ecosystems can absorb atmos-
pheric methane (Jørgensen et al., 
2015). Water-saturated sites may also 
display some methane uptake, when 
exposed to light; this process occurs 
through the link between microbial me-
thane oxidation and moss-associated   
photosynthesis (Liebner et al., 2011). 

 

 

 

Projected carbon release and 

associated problems 

While there is high confidence that the 
permafrost extent will decline in re-
sponse to climate change, there is me-
dium confidence on its magnitude. 
Compared to 1986-2005, near-surface 
permafrost area (continuous and dis-
continuous) is anticipated to decline by 
between 37 % (RCP 2.6) and 81 % 
(RCP 8.5) until 2080-2099 (Collins et 
al., 2013). The amplitude of this pro-
jected reduction does not only depend 
on the emission scenario, but also very 
much on both the consideration and 
the accurate representation of perma-
frost-related soil processes in current 
models. Not least this uncertainty 
causes even low confidence on the pro-
jected magnitude of the mobilisation of 
currently frozen carbon through green-
house gas emissions. Combining ob-
served soil carbon profiles and mod-
elled thaw rates yielded estimates of 
newly thawed carbon by 2100: 246 Gt 
for RCP 4.5 and 436 Gt for RCP 8.5 
(Harden et al., 2012). Under RCP 8.5 
warming, the resulting emission of both 
methane and carbon dioxide to the at-
mosphere is estimated to range be-
tween 50 and 250 Gt C between 2000 
and 2100 (Ciais et al., 2013). It is also 
unclear, whether the permafrost areas 
maintain their long-term sink function 
or convert into a carbon source: some 
models indicate that the enhanced car-
bon uptake through plants offsets the 
rising carbon release for several dec-
ades, but the microbial release over-
whelms the uptake capacity over longer
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time scales with continued warming 
(Schuur et al., 2015). In general, the 
future trajectory of annual net carbon 
fluxes in response to climate change 
remains uncertain due to both ambigu-
ous results and large confidence inter-
vals (Heimann and Reichstein, 2008).  

Going into detail, this uncertainty aris-
es not only from limited knowledge on 
the physical thawing rates, the fraction 
of released carbon after thawing and 
the time scales of release, but also both 
the typical surface heterogeneity of ter-
restrial Arctic ecosystems and the gen-
eral flux data shortage from these envi-
ronments aggravate the estimation of 
robust carbon budgets (Ciais et al., 
2013). The scarce data availability par-
ticularly applies to the extensive Rus-
sian tundra, which covers around 
3 million km2, i.e. more than half of 
northern high-latitude tundra ecosys-
tems (Chapin III et al., 2005; Sachs et 
al., 2010). The low density of flux ob-
servation sites is due to both challeng-
ing logistics in these remote and 
sparsely inhabited areas without line 
power as well as the harsh environmen-
tal conditions (McGuire et al., 2012). 
Providing both carbon budgets from 
the Siberian tundra as well as a better 
understanding of the effects of surface 
heterogeneity on these budgets is es-
sential concerning the potentially tre-
mendous carbon loss from thawing 
permafrost, which can impact the glob-
al climate for centuries. 

1.2.2. Surface heterogene-

ity in tundra ecosystems 

The Arctic tundra was estimated to 
have acted as a source for methane of 
19 ± 10.5 Tg C yr-1 and as a sink for 
carbon dioxide of 110 ± 186 Tg C yr-1 
during the period 1990-2009 (McGuire 
et al., 2012). A great deal of these large 
uncertainties can be ascribed to the 
small number of observations in com-
parison to the vast area considered. 
Aggravating this research gap, carbon 
fluxes in tundra ecosystems are very 
variable in both time and space. 

 

Spatial variability in carbon fluxes 

Arctic landscapes are characterised by 
extreme vegetation patchiness, often 
with sharply defined boundaries be-
tween largely differing vegetation clas-
ses (Shaver et al., 2007). On the pan-
Arctic scale, the largest differences oc-
cur along the latitudinal gradient from 
Low Arctic to High Arctic ecosystems, 
while the sparsely vegetated Arctic de-
serts in the far north exhibit typical 
mosaics of plant functional groups to a 
lesser extent (Gould et al., 2003). In 
this way, Arctic ecosystems vary by 
three orders of magnitude in productiv-
ity (Callaghan et al., 2005). However, 
moving to smaller scales, differences in 
vegetation distribution nearly as large 
also occur along local and regional gra-
dients of topography, snow cover and 
exposure to sun and wind (Shaver et 
al., 1996a, 1996b). 
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Besides carbon dioxide, methane is also 
emitted in a frequently uneven distri-
bution as a result of varying environ-
mental characteristics such as topogra-
phy, hydrology, plant cover and soil 
physics/chemistry (Heikkinen et al., 
2004; Marushchak et al., 2016; 
McGuire et al., 2012). While there are 
elevated, well-aerated patches display-
ing zero methane emissions, there also 
hotspots, e.g. along thawing lake mar-
gins releasing large volumes through 
ebullition (Walter et al., 2006). An il-
lustrative example for clarifying the 
varying factors that govern carbon flux 
dynamics is the polygonal tundra, 
which both is typical for the extensive 
areas of the circumpolar lowland tun-
dras and forms a mosaic of substantial-
ly differing microsites (Kutzbach, 
2005). In this ecosystem, considerable 
variation in methane fluxes has been 
observed even over distances of just a 
few meters (Kutzbach et al., 2004). 
However, when shifting from the     
microscale (10-2-102 m2) up to the 
mesoscale (104-106 m2), the spatial het-
erogeneity homogenises due to the reg-
ular alternation of polygon rims and 
centres. Therefore, the extent of surface 
heterogeneity depends on the aimed 
scale, which in turn requires corre-
spondingly appropriate measurement 
techniques to capture the carbon fluxes 
of interest. 

 

Temporal variability in 

carbon fluxes 

Apart from the spatial variability of 
carbon fluxes, their temporal variabil-

ity is also pronounced throughout the 
year (Kwon et al., 2006). While the 
carbon dioxide fluxes typically oscillate 
on the diurnal scale, a daily cycle is 
mostly absent for methane fluxes apart 
from few studies reporting such behav-
iour during certain periods of the year 
(Gazovic et al., 2010; Long et al., 
2010).  

Both exchange fluxes are subject to 
seasonal trends, which are determined 
by (i) meteorological conditions such as 
cloudiness, precipitation, pronounced 
changes in air temperature, and by (ii) 
sub-surface conditions such as soil 
temperature, thaw depth, water table 
position, and by (iii) biotic conditions 
such plant phenology, microbial abun-
dance, composition and activity 
(Kutzbach et al., 2007b; Long et al., 
2010).  

The bulk of the annual carbon dynam-
ics occurs during the growing season, 
when plants sequester atmospheric car-
bon and microorganisms produce car-
bonaceous trace gases, while winter ac-
tivity has been anticipated negligible 
due extremely low temperatures. How-
ever, evidence is accumulating that 
emissions in winter may account for a 
considerable fraction of the annual car-
bon balance (van der Molen et al., 
2007). Three examples of increasingly 
available studies on non-growing season 
fluxes: (i) early winter methane emis-
sion bursts, whose integral is roughly 
equal to the sum of methane emissions 
in summer (Mastepanov et al., 2008); 
(ii) sustained methane effluxes during
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the entire cold season while the major 
fraction was released during the zero 
curtain period, when soil temperatures 
are poised near 0 °C (Zona et al., 
2016); (iii) large spring emission pulses 
of methane and carbon dioxide prior to 
snowmelt (Raz-Yaseef et al., 2017). 
Accordingly, year-round measurements 
are essential for reliable annual budgets 
(Kittler et al., 2017). 

The interannual variability of carbon 
flux balances largely originates from 
variations in snow melt timing and air 
temperature expressed as growing de-
gree days (Aurela et al., 2004; 
Groendahl et al., 2007). These deter-
minants define the growing season 
length, which is particularly critical to 
the sink/source strength of a tundra 
ecosystem (van der Molen et al., 2007). 
The pattern that a longer growing sea-
son corresponds to a greater net carbon 
uptake, which has been demonstrated 
at multiple Arctic sites, is, however, 
not uniform around the Arctic (Gamon 
et al., 2013; Parmentier et al., 2011a). 
Furthermore, depending on the envi-
ronmental setting, wildfire occurrence 
might also be an important factor 
(McGuire et al., 2009). Hydrometeoro-
logical conditions such as the frequency 
and intensity of rain events are rele-
vant for the year-to-year variation in 
methane fluxes, but these variables 
play a rather tangential role for carbon 
dioxide fluxes (Aurela et al., 2004; 
Whalen and Reeburgh, 1992). Findings 
in some studies indicate that the inter-
annual fluctuations are mostly greater 
for both photosynthesis and methane 

efflux and smaller for respiration 
(McGuire et al., 2009; van der Molen 
et al., 2007; Parmentier et al., 2011a). 

1.2.3. Estimating robust 

carbon budgets 

The pronounced spatiotemporal varia-
bility of carbon fluxes in Arctic land-
scapes distinctly complicates the esti-
mation of robust carbon budgets that 
are accurate and precise (Shaver et al., 
2007). The development of eligible ap-
proaches to address this problem re-
quires more research. Facing this chal-
lenge is important, not least in a 
broader micrometeorological context as 
footprints are often not entirely homo-
geneous and methodologies, which are 
applied in the Arctic tundra, could also 
be adopted in other ecosystems. 

 

Necessity and approach 

Robust budgets of various Arctic eco-
systems form an important foundation 
for estimating regional budgets, which 
in turn support gauging pan-Arctic 
carbon dynamics through large-scale 
modelling. An improved balancing of 
the Arctic carbon exchange can be 
achieved by a better characterisation of 
the spatial variability in carbon fluxes 
and associated environmental controls, 
e.g. the influence of vegetation compo-
sition and structure (Kade et al., 2012; 
Kwon et al., 2006). Enhanced present-
day budgets also support the estima-
tion of future budgets, which is partic-
ularly critical against the background
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of a changing climate. On account of 
the surface heterogeneity in tundra 
ecosystems, the effects of climate 
change will vary strongly according to 
the land cover type, and the probable 
changes in their areal extent will fur-
ther impact on regional carbon budgets 
(Marushchak et al., 2013).  

The estimation of regional budgets is 
generally based on the upscaling of 
carbon fluxes by means of spatial in-
formation in the form of remote sensing 
scenes. These scenes are frequently uti-
lised for a land cover classification to 
determine the areal extent of pre-
defined surface types, which are as-
sumed to constitute relatively uniform 
flux dynamics (Marushchak et al., 
2013). Remote sensing products that 
contain multiple bands can also form 
the basis for creating maps of vegeta-
tion-specific parameters such as the 
normalised difference vegetation index 
or the leaf area index (Belshe et al., 
2012; Shaver et al., 2007). Based on 
ascertained relationships between car-
bon fluxes on one side and surface 
types or vegetation indices on the other 
side, the budget of the examined area 
is then calculated as the area-weighted 
sum of the cumulative fluxes obtained 
for every surface type or by weighting 
the cumulative fluxes according to a 
specific vegetation index (Fox et al., 
2008). 

 

Available methods 

As a prerequisite for estimating robust 
budgets with this procedure, fine-scale 

information on fluxes are necessary. 
Due to the typical surface heterogenei-
ty in tundra landscapes, chamber 
measurements are normally employed 
to differentiate the carbon exchange of 
individual microforms with the atmos-
phere (McGuire et al., 2012). This 
method captures the microscale varia-
bility in fluxes very well. However, 
there are several generally associated 
downsides: a possible bias through the 
subjectivity of chamber location, a po-
tential disturbance to the studied sys-
tem, a low spatial representativeness 
not least due to a great workload, a 
usually lacking temporal resolution due 
to a confinement to discrete sampling, 
a probable inaccuracy due to the de-
coupling from atmospheric parameters 
that may govern the carbon exchange 
(Fox et al., 2008; Kade et al., 2012; 
Kutzbach et al., 2007a; Sachs et al., 
2008). 

Alternatively, the eddy covariance 
method as a non-intrusive, continuous 
and high-frequency measurement tech-
nique that operates on the mesoscale, 
yields turbulent fluxes, which integrate 
across multiple microforms (Aubinet et 
al., 2012; Foken, 2008). The size and 
location of the sampled surface (up-
wind from the setup) constantly shifts 
according to, among other factors, 
wind direction, wind speed, atmospher-
ic stability, crosswind and surface 
roughness (Detto et al., 2006). In this 
dynamic process, the temporal variabil-
ity in the observed fluxes is not only a 
result of the varying uptake/release 
rates of the individual microforms, but
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also a consequence of the varying frac-
tions of the microforms in the sampled 
surface due to the spatial variability. 
After a period of time with changing 
wind field conditions, a certain area 
around the flux tower has been sam-
pled defining the footprint, i.e. the 
source area, which contributes to the 
observed fluxes. In a homogeneous ter-
rain with uniform fluxes, the resulting 
budgets of the source area are repre-
sentative for the area of interest, i.e. 
the surrounding ecosystem whose car-

bon sink/source strength is under ex-
amination. In presence of a heterogene-
ous landscape, however, the footprint 
budgets lack representativeness, if the 
footprint is not representative of the 
mean microform distribution in the ar-
ea of interest (Figure 5). In such an 
environment, budgets strongly depend 
on tower location, measurement height 
and wind field conditions, i.e. the 
budgets are likely to exhibit a sensor 
location bias (Schmid and Lloyd, 
1999). Consequently, a representative

 

Figure 5 Schematic visualisation of the sensor location bias in an ecosystem that is 
composed of various units, which in turn may also exhibit a heterogeneous surface. 
At a given time, the flux tower samples a surface (A), whose size and location con-
stantly shifts according to wind direction, wind speed, atmospheric stability, cross-
wind and surface roughness. This surface, however, is potentially not representative 
of the entire source area around the flux tower (B). The budgets estimated for this 
footprint depend on tower location, measurement height and wind field conditions. 
Consequently, these budgets are likely not to represent the budget of the area of in-
terest (C). The deviation between the respective budgets of source area and area of 
interest is characterised by the sensor location bias and needs to be considered for 
the upscaling of footprint budgets. 
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budget requires measurements in a 
footprint where the distribution of sur-
face elements is the same as in the area 
of interest for all wind sectors (Leclerc 
and Foken, 2014). A heterogeneous sur-
face, however, may also provide the 
opportunity to conduct a concurrent 
sampling of multiple microforms and 
the study of their carbon fluxes utilis-
ing only one eddy covariance instru-
mentation (Forbrich et al., 2011; Morin 
et al., 2017). This requires the parti-
tioning of the integrated flux into its 
microform-specific fluxes. A successful 
flux decomposition routine yields mi-
croform-specific budgets that in con-
junction with a precise determination 
of the microforms’ spatial coverages in 
the area of interest enable the estima-
tion of robust budgets for a heteroge-
neous surface. 

 

Bridging the scales 

The differing scales of the two meas-
urement techniques have been repeat-
edly bridged in Arctic ecosystems, 
when chamber measurement-derived 
carbon budgets have been upscaled and 
partly successfully reconciled with 
budgets obtained with the eddy covari-
ance method (Budishchev et al., 2014; 
Christensen et al., 2000; Eckhardt, 
2017; Heikkinen et al., 2002; Oechel et 
al., 1998; Stoy et al., 2013; 
Zamolodchikov et al., 2003; Zhang et 
al., 2012). Reasons for a lacking coinci-
dence of both budgets included general 
scaling problems such as scale-
dependent flux dynamics and flux driv-
ers, the incapability of the underlying 

surface classification to resolve small-
scale heterogeneities as well as a mis-
match of the sampled areas between 
both methods (i.e. chamber measure-
ments are unrepresentative for the mo-
saic of land cover classes in the eddy 
covariance footprint), and not least the 
general drawbacks of chamber meas-
urements (Fox et al., 2008; Sachs et al., 
2010). 

On the other hand, the eddy covari-
ance technique has well-known limita-
tions through the (greatest possible) 
fulfilment of the underlying theoretical 
assumptions: steady-state conditions, a 
well-developed turbulence as well as a 
horizontal and uniform terrain are the 
major assumptions that derive from a 
set of simplifications of the mathemati-
cal algorithm (Aubinet et al., 2012). 
Another important factor in this regard 
is the uncertainty of the footprint 
model, which identifies the source area 
of the observed fluxes (Leclerc and 
Foken, 2014). Periods, where these 
simplifications are not justified, can be 
detected with a quality control routine, 
and the consequently missing data can 
be substituted with a gap filling proce-
dure (Foken, 2008). This procedure is 
also important for periods with data 
gaps due to severe meteorological con-
ditions (heavy rain, lightning), black-
outs, animal browsing and so forth. In 
summary, the eddy covariance tech-
nique is the reliable method on the 
mesoscale with the potential to resolve 
carbon flux dynamics on the mi-
croscale, and this downscaling has not 
yet been done for Arctic ecosystems.
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1.3. Objectives 

The major purpose of this work is to 
provide robust carbon budgets from a 
Siberian tundra ecosystem that has not 
yet been investigated. This ecosystem, 
the flood plain on Samoylov Island in 
the Lena River Delta, constitutes a 
landscape with a heterogeneous surface, 
which requires a careful consideration 
in the process of budget estimation. 
Accomplishing this aim is intended by 
achieving several sub-goals:  

� Parsing the spatiotemporal variabil-
ity of methane and carbon dioxide 
fluxes utilising the eddy covariance 
technique and footprint modelling. 

� Elucidating the heterogeneity of the 
footprint and its impact on the flux 
dynamics. 

� Linking the fluxes to flux drivers 
based on different modelling ap-
proaches. 

� Estimating flux budgets that take 
the ecosystem’s heterogeneity into 
account. 

Attaining these objectives yields a 
method that may constitute a suitable 
approach for estimating robust carbon 
budgets at other Arctic sites. Moreo-
ver, this work aims at contributing to 
an improved understanding of biogeo-
chemical processes between atmosphere 
and tundra vegetation, which may 
support the assessment of the effects of 
climate change on tundra ecosystems. 
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2. Material and Methodology 

2.1. Site description 

Situated within the zone of continuous 
permafrost on the fringe of the Laptev 
Sea in northern Siberia, the Lena River 
Delta is one of the largest deltas in the 
world (Figure 6a). It covers an area of 
about 32,000 km2 and is formed by 
three major geomorphic terrace-like 
units (Grigoriev, 1993; Schwamborn et 
al., 2002). While the 2nd and 3rd terrac-
es are mainly of pre-Holocene age, the 
1st terrace is of Holocene origin and is 
the largest terrace in terms of spatial 
extent and carbon stock (Figure 6b). 
The 1st terrace also comprises the ma-
jority of the roughly 1,500 islands in 
the Lena River Delta. One of them, 
Samoylov Island (72°22’ N, 126°28’ E) 
has been hosting researchers in various 
scientific fields including micrometeor-
ology, catchment hydrology, geomor-
phology, geophysics, microbiology, hy-
drobiology, soil science and many more 
since the late 1980s (Hubberten et al., 
2006). It is located south of the central 
part of the delta, extends across an ar-
ea of 4.8 km2 and forms the investiga-
tion site of this study. 

Samoylov Island consists of two geo-
morphological units: the late-Holocene 
river terrace in the eastern part and 
the active flood plain in the western 
part of the island where the flux tower 
was installed (Figure 6c). The river 
terrace spans approximately 2.8 km2 
and is characterised by ice-wedge po-
lygonal tundra. This type of tundra 
encompasses a regular pattern of poly-
gon centres and polygon rims whose 
methane emissions have been exten-
sively studied (Kutzbach et al., 2004; 
Sachs et al., 2008; Wille et al., 2008). 

In contrast to the polygonal tundra on 
the delta’s river terraces, the flood 
plains have to date received scarce at-
tention in terms of greenhouse gas 
fluxes although flood plains represent 
40 % of the land area of the delta, with 
a mean soil carbon stock in the upper 
1 m of 14 ± 7 kg m-2 (Zubrzycki et al., 
2013). The flood plain on Samoylov Is-
land stretches over an area of around 
1-2 km2 depending on the water level. 
During autumn, when water level of 
the Lena River is at its lowest, the area 
of the flood plain can double in size 
with an extensive sand area along the 
waterfront. Snowmelt triggers an an-
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nual spring flood, which usually occurs 
within the first two weeks of June; this 
month contributes on average around 
36 % to the total annual discharge and 
almost half of the annual suspended 
sediment (Fedorova et al., 2015; Yang, 

2002). In the course of this event, mas-
sive ice floes often obstruct river flow 
in the maze of channels leading to a 
complex flow behaviour, which may 
cause a further rise in water table and 
reversed flow directions. During the

 

Figure 6 Geographical setting of the measurement site: a) location of Lena River 
Delta within high-latitude biomes (Fisher, 2016), b) position of Samoylov Island in 
the Lena River Delta, which is characterised by three geomorphic terrace-like units 
(Morgenstern et al., 2011; Zubrzycki et al., 2013), and c) vegetation map of flood 
plain on Samoylov Island. The flux tower was situated in the centre of the footprint 
isolines, which indicate the averaged area from which 10 - 90 % of the flux originat-
ed (increment of 10%) during both measurement periods 2014 and 2015 (footprint 
climatology). The small inset illustrates Samoylov Island being composed of flood 
plain (grey) and river terrace (white). 
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exceptional spring flood in 2014 the en-
tire flood plain and lower parts of the 
river terrace were submerged for sever-
al days, whereas the 2015 spring flood 
was of minor magnitude in comparison, 
inundating roughly 80 % of the flood 
plain for only a few hours. 

The climate is Arctic continental, 
which is characterised by very low 
temperatures and a low annual precipi-
tation. For the remote town of Tiksi, 
situated 120 km to the south-east of 
Samoylov Island, a mean temperature 
and annual precipitation of -12.8 °C 
and 321 mm were respectively meas-
ured during the period 1981-2010 
(Pogoda i Klimat, 2016). The weather 
during spring, summer and autumn is 
strongly dependent on the wind direc-
tion as the Lena River Delta is located 
at the interface between the Arctic 
Ocean and the continental land mass of 
Siberia. Northern winds tend to be as-
sociated with cold, moist air, whereas 
southern winds transport warm, dry 
air. The winter temperatures drop be-
low -40 °C multiple times during polar 
night, which lasts from 15th November 
to 28th January. Snowmelt usually 
starts in late May, and air tempera-
tures exceeding 0 °C usually dominate 
from early June onwards. The short 
growing season commences in late June 
and ceases in early September overlap-
ping with polar day, which lasts from 
7th May to 8th August. Refreezing oc-
curs, when sub-zero temperatures begin 
to prevail again in late September. 

2.2. Instrumental set-

up and data recording 

An eddy covariance system was set up 
in the southern part of the flood plain 
of Samoylov Island to determine turbu-
lent fluxes of momentum, sensible heat, 
latent heat, carbon dioxide and me-
thane. Measurements, from which flux-
es are utilised in this study, ran from 
18th June to 2nd October 2014 (107 
days) and from 9th June to 24th Sep-
tember 2015 (108 days). Winter meas-
urements following both measurement 
periods were also conducted. However, 
the calculated flux time series were too 
fragmented for determining reliable 
flux budgets, which was mainly due to 
the harsh, Arctic conditions during the 
cold season. Further data gaps were 
caused by logger failures during both 
polar nights as well as the spring flood 
in early June, when the system was 
dismantled. 

The flux tower was equipped with a 
sonic anemometer (CSAT3, Campbell 
Scientific, UK) measuring three wind 
components and sonic temperature 
with a frequency of 20 Hz installed at a 
height of 2.83 m. Open-path infrared 
gas analysers were mounted next to the 
anemometer measuring concentrations 
of H2O and CO2 (LI-7500A, LI-COR 
Biosciences, USA) as well as CH4 (LI-
7700, LI-COR Biosciences, USA). The 
records of these instruments were 
stored on a logger (LI-7550, LI-COR 
Biosciences, USA). In addition to this 
instrumental setup, another eddy co-
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variance system with the same instru-
mentation has been installed at a cen-
tral position on the adjacent river ter-
race (Wille et al., 2008). 

Supplementary meteorological meas-
urements on the flood plain were car-
ried out to acquire quarter-hourly data 
on air temperature and humidity 
(HMP45, Campbell Scientific, UK), 
four components of radiation (NR01, 
Campbell Scientific, UK), photosyn-
thetic photon flux density (SKP215, 
Skye Instruments, UK), snow depth 
(SR50A, Campbell Scientific, UK), 
precipitation (YTB52202, Young, 
USA) and soil temperatures (TH3, 
UMS, Germany), which were respec-
tively gauged about 10 m north and 10 
east of the flux tower at depths of 5, 
10, 20, 30, 50, 100 cm. All supplemen-
tary data was recorded on a logger 
(CR1000, Campbell Scientific, UK) and 
stored for 15-min intervals. Further-
more, the water table depth was moni-
tored with pressure probes (Mini-Diver, 
Schlumberger, Netherlands) in 11 wells 
evenly spread around the flux tower. 
Lastly, a camera (TLC200, Brinno, 
Taiwan) was mounted on the flux tow-
er pointing towards north-east for mon-
itoring the phenology in the footprint 
by taking pictures every 15 minutes 
during spring 2014. 

2.3. Flux processing 

Flux computation was conducted ap-
plying the software EddyPro version 
6.0.0 (LI-COR Biosciences, 2016) for 

30-min intervals. The initial raw data 
processing included the following pro-
cedures: (i) spike removal to detect and 
substitute short-term outranged data 
points, (ii) double rotation of coordi-
nate system by rotating the raw wind 
components into the mean horizontal 
wind field in order to reduce the means 
of both lateral and vertical wind to ze-
ro, (iii) block averaging to obtain a 
mean for extracting turbulent fluctua-
tions, (iv) automatic time lag optimisa-
tion by shifting time series to compen-
sate for instrumental separation. 

The subsequent correction scheme 
comprised the following proceedings: 
(v) WPL correction to account for den-
sity fluctuations due to thermal expan-
sion and water vapour dilution of the 
air (Webb et al., 1980), (vi) spectral 
correction in the low frequency range 
due to a finite averaging interval 
(Moncrieff et al., 2004), and (vii) spec-
tral corrections in the high frequency 
range due to the imperfection of the 
sensors and sensor separation (Horst 
and Lenschow, 2009; Ibrom et al., 
2007). As a last step, the sampling er-
rors of the calculated fluxes were esti-
mated (Finkelstein and Sims, 2001). 

The calculated fluxes underwent a 
comprehensive quality assessment rou-
tine to ensure that fluxes utilised for 
modelling complied with eddy covari-
ance theory. This included (viii) the 
identification of flux intervals with 
non-steady-state conditions by means 
of the stationarity test (Foken and 
Wichura, 1996), (ix) the application of
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the integral turbulence characteristics 
test to detect flux intervals where a 
well-developed turbulence was absent 
(Foken and Wichura, 1996). For the 
further recognition of a deficiently-
developed turbulence as well as in-
strument malfunction, (x) the skewness 
and kurtosis of flux-specific scalars 
were examined (Tennekes and Lumley, 
1972). Flux intervals were discarded 
where the skewness was either less 
than -2 or greater than 2, and/or kur-
tosis was greater than 8. Subsequently, 
(xi) methane and carbon dioxide flux 
intervals were removed, if the corre-
sponding sensible and latent heat flux-
es have failed the preceding quality as-
surance; this ensures that solely high-
quality data was utilised in the WPL 
correction. Further filtering involved 
(xii) the extraction of methane and 
carbon dioxide fluxes, when the signal 
strengths of the gas analysers, i.e. the 
available optical power in their laser 
paths, were below 30 % and 60 %, re-
spectively. Finally, (xiii) percentiles for 
the entire set of methane and carbon 
dioxide fluxes were respectively com-
puted, and fluxes below the 1st per-
centile and above the 99th percentile 
were excluded. After executing the en-
tire quality assessment routine, roughly 
47 % of methane flux values and about 
41 % of the carbon dioxide flux records 
were discarded (Figure 7). Only the 
remaining high-quality fluxes were uti-
lised during the flux modelling. Fur-
thermore, the determined carbon diox-
ide fluxes captured the growing season 
in both years as well as the observed 

methane fluxes in 2015, whereas the 
methane fluxes in 2014 began to be of 
noteworthy magnitude prior to the 
measurements. 

Information on the source area of the 
fluxes were gathered with the aid of an 
analytical footprint model for non-
neutral stratification (Kormann and 
Meixner, 2001). This model is based on 
the solution of the two-dimensional ad-
vection-diffusion equation for power 
law profiles of both mean wind velocity 
and eddy diffusivity (Leclerc and 
Foken, 2014). Depending on wind di-
rection, wind field properties, atmos-
pheric stability and roughness length, a 
source weight function was computed 
for each flux interval. 

2.4. Surface structure 

In addition to standard meteorological 
parameters, surface characteristics 
around the flux tower were also exam-
ined to account for the footprint’s dis-
tinctive heterogeneity. This included 
surveys of topography, active layer 
depth, near-surface soil moisture, moss 
properties and vegetation around the 
flux tower conducted in early Septem-
ber 2015 (Figure 8). The topography 
was measured applying real time kine-
matic-based GPS navigation. Around 
the flux tower, the topography exhibit-
ed a slightly undulating relief ranging 
from 7.8 m to 10.7 m above sea level. 
This relief exerted a fundamental influ-
ence   on  the  distribution  of  active  layer 
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depth, near-surface moisture and moss 
properties. The active layer depth was 
determined in autumn, when the thaw 
depth was at its largest thickness by 
pushing a metal rod into the ground 
until reaching the permafrost table (in-
terface between active layer and per-
mafrost). The parameters near-surface 
moisture and moss properties were 
classified based on site-specific catego-
ries.  

 

Classification of the vegetation in 

the footprint 

All of these potential flux drivers were 
well coupled to each other. In addition, 
their distributions coincided well with 
the distribution of the indicative vege-
tation, which was categorised utilising 
three classes (Figure 9): 

Vegetation class 1 (“large salix”) refers 
to sites, which were densely vegetated 
by dwarf shrubs of the willow family 
such as Salix pulchra, Salix lanata, Sa-
lix hastata, Salix glauca, growing to a 
maximum height of around 1 m. This 
shrubby vegetation was located on an 
elevated sandy ridge aligned in the 
north-south-axis. Since the ground wa-
ter table remained at depths between 
30 cm and 70 cm, the surface was 
mostly dry, forming favourable growing 
conditions for willow shrubs and a 
sparse cover of thin moss. The active 
layer depth was large displaying depths 
in the range of 0.8 m to 1 m with a 
maximum depth of 1.08 m. 

Vegetation class 3 (“carex”) describes 
areas dominated by sedges including 
Carex aquatilis, Carex chordorrhiza,

 

Figure 9 Distribution of potential flux drivers within three vegetation classes: 
a) near-surface soil, b) moss properties: cover and thickness; both properties scale 
well with each other, and c) active layer depth. In summary, the vegetation served 
as a reliable proxy for potential soil-related flux drivers. 
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Carex concolor as well as species of 
Eriophorum and Equisetum. This 
graminoid vegetation was located in 
the north-western and eastern depres-
sions. The former was a large trench 
with standing water while the latter 
was a backswamp with wet patches of 
varying size, which were constantly fed 
by a draining lake on the river terrace. 
The water depths were in the range 
between 5 cm and 40 cm, and dis-
played minimal fluctuations apart from 
a few heavy precipitation events, which 
triggered sudden rises by a few centi-
metres. Following topographical gradi-
ents, the accumulating water attracted 
sedges and mosses, both preferring an 
ample moisture supply. Hence, patches 
with a complete cover of thick moss 
were abundant. When the water depth 
reached 30 cm or more, however, moss 
cover and thickness were rather minor. 
This particularly applies to the trench 
and the northern part of the back-
swamp where the water reached depths 
of half a metre. The active layer depth 
was low, typically ranging from 0.4 m 
to 0.7 m with a minimal depth of 
0.35 m. 

Vegetation class 2 (“low salix & carex”) 
constitutes an intermediate class con-
sisting of species typical for both previ-
ous classes with willows growing to a 
height of about 0.3 m. This mixed veg-
etation occurred in the moist transition 
zones between the dry elevated ridge 
and the water-logged depressions. 
Mosses of all cover and thickness clas-
ses were to be found, and the active 
layer depth varied widely. 

Classification of the vegetation on 

the flood plain 

In addition to the manual vegetation 
classification around the flux tower, 
another classification of the vegetation 
on the entire flood plain was conducted 
(Figure 6c). This procedure was based 
on a supervised classification routine of 
a geo-referenced orthomosaic, which 
was created employing visible aerial 
imagery from a helicopter circling 
around Samoylov Island in August 
2014 (Figure 10). The resolution of the 
orthomosaic amounts to 8.5 cm, and 
hence provides a high spatial infor-
mation density, sufficient to represent 
the high spatial heterogeneity of the 
surface. The set of three vegetation 
classes, utilised in the manual classifi-
cation, was adopted in combination 
with two additional classes, which do 
not occur within the 90 % contribution 
footprint. These two classes denote the 
large area of bare sand along the wa-
terfront and some small water bodies 
mainly situated in the northern part of 
the flood plain. The classification rou-
tine was based on maximum likelihood 
classification tools that assign each cell 
of the orthomosaic to one of the five 
predefined classes. The classes were 
characterised by their spectral signa-
ture, and the decision, which class a 
cell was allocated to, was dependent on 
its probability to match one of these 
signatures. The uncertainty associated 
with the supervised classification was 
determined by comparing it against the 
manual classification. This included the 
adaption  of   the  coarse   resolution  of    the
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Figure 10 Orthomosaic of Samoylov Island displaying the locations of the two flux 
towers. The resolution of the orthomosaic amounted to 8.5 cm and was, thus, suffi-
ciently high in order to consider the pronounced heterogeneity of the surface. 
 

 

Figure 11 Wind direction dependencies of both methane flux and vegetation class 
contributions for both measurement periods 2014 and 2015. Elevated emissions 
scaled well with contributions from vegetation classes 2 and 3, whereas very little 
emissions were sampled, when vegetation class 1 largely contributed to the flux. 
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manually classified vegetation map for 
the fine-scale orthomosaic. Subsequent-
ly, the coincidence between both low-
res maps was evaluated while the man-
ually classified map was considered to 
constitute the true depiction of local 
vegetation classes. 

 

Impact of the heterogeneity on 

the carbon fluxes 

The spatial heterogeneity of the foot-
print exerted an impact on the distri-
bution of methane sources and emis-
sion-free areas. Their approximate dis-
tribution around the flux tower became 
evident through the substantial varia-
tion in methane fluxes depending on 
wind direction (Figure 11). This varia-
tion coincided well with the contribu-
tion of the vegetation classes to the 
fetch. Very little methane emissions 
were captured during periods featuring 
northerly and southerly wind direc-
tions, when the fetch was characterised 
by vegetation class 1. In contrast, when 
the wind came from easterly and north-
westerly directions, where vegetation 
classes 2 and 3 are situated, elevated 
methane emissions were ascertained. 
The strong coupling between the loca-
tion of methane sources and the distri-
bution of vegetation classes facilitated 
the modelling of fluxes. On the contra-
ry, an evident wind direction depend-
ency of carbon dioxide fluxes could not 
be detected, even when the dataset was 
separated into subsets with uniform 
irradiance and temperature classes in 
order to rule out discombobulating ef-
fects of the diurnal and seasonal cycle. 

2.5. Flux modelling 

In this work, the micrometeorological 
sign convention was adopted, i.e. nega-
tive fluxes indicate a downward gas 
transport from the atmosphere towards 
the ground, and accordingly, positive 
fluxes denote an upward gas transport 
from the ground into the atmosphere. 
Correspondingly, a negative budget 
constitutes a net uptake of carbon, 
whereas a positive budget identifies a 
net release of carbon. 

2.5.1. Methane flux 

The modelling of the observed methane 
flux time series was based on three 
models: a mechanistic model (MM), a 
stepwise regression (SR) and an artifi-
cial neural network (NN). All of these 
models have been found suitable for 
explaining the variability in observed 
methane fluxes (Dengel et al., 2013; 
Forbrich et al., 2011; Hanis et al., 
2013). For the sake of comparability, 
all models were driven with the same 
half-hourly environmental input data. 

 

Mechanistic model 

The mechanistic model combines 
source area fraction weighted fluxes of 
the three vegetation classes in the foot-
print (Forbrich et al., 2011). Environ-
mental variables utilised to drive the 
model were soil temperature and fric-
tion velocity. A relationship between 
soil temperature and methane flux has 
been found for Samoylov Island and
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many other Arctic sites (Mastepanov et 
al., 2013; McEwing et al., 2015; Sachs 
et al., 2008; Wille et al., 2008). Fur-
thermore, a link between ecosystem-
scale methane flux and friction velocity 
has also been observed occasionally 
(Long et al., 2010; Matthes et al., 
2014). The addition of further potential 
methane flux drivers such as water lev-
el, air pressure, active layer depth or 
gross primary productivity did not im-
prove the performance of the initial 
model. 

���� = ∑ �� ∙ 
� ∙ ��
(��∙���������∙��∗)������       (4) 

FCH4 is the net methane flux observed 
at the flux tower, Tsoil is soil tempera-
ture (Figure 12a), u* is friction velocity 
(Figure 12b), and a, b, c are vegetation 
class-specific fitting parameters, which 
were estimated employing non-linear 
ordinary least-squares regression. The 
parameter “a” can be interpreted as a 
base flux, and “b” as well as “c” denote 
the sensitivity of the methane flux to-
wards soil temperature and friction ve-
locity, respectively. Ω is the relative 
contribution of each vegetation class to 
the flux (Figure 12c), i.e. it acts as a 
weight, and was obtained through (i) 
computing the source weight function 
for a flux interval, (ii) discarding all 
values of this 2D-function outside an 
area of 1 km2 with the flux tower in 
the middle, (iii) spatially discretising 
the source weight function with a reso-
lution of 1 m2 in the remaining area, 
(iv) assigning each value of the source 
weight function to a vegetation class, 
and (v) summing the values in each 

vegetation class. The vegetation map 
underlying the footprint model was the 
fine-scale orthomosaic (instead of the 
manually classified vegetation map). 
Modelling a flux in a spatially variable 
footprint requires modelling at a high 
temporal resolution in order to take the 
constantly changing source area com-
position into account. Hence, modelling 
in this study was - as opposed to vari-
ous other methane emission-related 
studies utilising daily means - based on 
half-hourly flux data. In the process of 
model development, the initial model 
was adjusted to the characteristics of 
the flood plain whilst both complying 
with the principle of parsimony and 
preventing unwanted model artefacts. 
This adjustment included the differen-
tiation of methane fluxes between the 
three vegetation classes: methane emis-
sions close to zero (class 1) and distinct 
methane emissions (classes 2 and 3). 
Since the methane flux from class 1 
was anticipated to be of very minor 
magnitude, a flux dependency on soil 
temperature or friction velocity did not 
persist; thus, only the parameter “a” 
representing a base flux was retained 
for class 1. Soil temperatures measured 
at different depths by the northern 
probe were utilised to model the me-
thane fluxes of class 2 (30 cm depth) 
and class 3 (10 cm depth) by paramet-
rising the two “b” parameters. For 
modelling the relationship between fric-
tion velocity and methane fluxes of 
classes 2 and 3, only one “c” parameter 
was applied since friction velocity was 
determined for only one height and



2.5. Flux modelling

 

 
 

31
 

deemed to have the same implication 
on the methane fluxes of both classes. 
These adjustments yielded the final 
mechanistic model. ���� = �� ∙ 
� +               ∑ �� ∙ 
� ∙ ��
(��∙��������∙�∗)������      (5) 

This model constitutes the main me-
thane flux model in this study. In order 
to put its ability to explain methane 
emissions in context with other models, 
two more models were applied. 

 

Stepwise regression 

The stepwise regression was employed 
to devise a multilinear model based on 
multiple terms, which account for the 
impact of environmental controls on 
the methane flux. This model is incre-
mentally optimised by adding or re-
moving these terms depending on their 
statistical significance (P<0.05). Dur-
ing the optimisation, each term’s coef-
ficient is examined whether it is signifi-
cantly different from zero or not, and 
consequently included in or excluded 
from the model. In this course multiple 
variations of terms may be tested until 
the model stops improving (Draper and 
Smith, 1998). 

 

Neural network 

The artificial neural network is a two-
layer feed forward network consisting 
of sigmoid neurons in the hidden layer 
as well as linear neurons in the output 
layer. Initially, the dataset is parti-
tioned into training data (70 %) and 
validation data (30 %). The environ-

mental controls of both subsets are 
then fed into the model and flow in a 
forward direction through both layers, 
which consist of a set of nodes with 
weights. The model produces an output 
by employing both initially random 
weights and activation functions. Based 
on these modelled fluxes and the ob-
served fluxes in the respective two sub-
sets, a training and a validation error is 
defined. The minimisation of these er-
rors is achieved through the backprop-
agation algorithm, in which the train-
ing error propagates in a backward di-
rection through the network optimising 
the weights of all nodes. While this se-
quence of executing and adjusting the 
network is repeated multiple times 
(training process), the training error 
continues to decrease, whereas the val-
idation error typically starts to increase 
after a certain number of epochs, when 
overfitting arises. At this stage, the 
weight adjustments terminate (early 
stopping). Every model run generates 
different results due to different initial 
conditions (Haykin, 1999). In order to 
assess the overall performance, the 
model was run 100 times, and the out-
puts of all 100 networks were averaged 
(ensemble averaging). 

 

Generalisability of the models 

In order to assess the models’ generali-
sability, i.e. its robustness towards a 
varying input whilst maintaining pre-
dictive power, all three models were 
evaluated by driving them with 2014 
data while applying the calibration ob-
tained with 2015 data and vice versa.
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These combinations of calibration and 
test data from different years were uti-
lised for filling data gaps as well as the 
common approach where calibration 
and test data derive from the same 

year. The subsequent integration of the 
complete time series yielded footprint 
budgets that were compared with re-
spect to the underlying model plus 
model calibration period. 

 

Figure 12 Temporal dynamics of environmental parameters applied for modelling 
methane and carbon dioxide fluxes in measurement periods 2014 and 2015. a) Soil 
temperatures at a depth of 10 cm and 30 cm. b) Friction velocity. c) Contribution of 
vegetation classes to flux signal (green=class 1, grey=class 2, yellow=class 3). For 
the modelling of FCH4, all of the three Ω were applied, whereas for the modelling of 
FCO2, both Ω of vegetation classes 2 and 3 were summed up. The vegetation map 
underlying the footprint model to output the contributions was the fine-scale or-
thomosaic. d) Air temperature. e) Photosynthetically active photon flux density. 
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Estimation of robust budgets  

with multiple scaling steps 

The footprint budgets of the flood 
plain ought to be interpreted with cau-
tion; the reason being that the estimat-
ed budget of an ecosystem with a het-
erogeneous surface is dependent on lo-
cation and height of the flux sensor, 
whose measurements in turn depend on 
wind direction, wind field properties 
and atmospheric stability (Schmid and 
Lloyd, 1999). This aspect applies to 
many Arctic ecosystems where small-
scale heterogeneities in land cover are 
characteristically abundant (Muster et 
al., 2012). A robust budget requires 
measurements in a footprint that is 
considered representative, i.e. the foot-
print exhibits the same distribution of 
surface elements as the area of interest 
for all wind sectors. If this condition is 
not fulfilled, a budget suffers from a 
sensor location bias. Due to an insuffi-
cient number of high-resolution images 
of the Lena River Delta, the typical 
vegetation composition of flood plains 
in the delta remains unknown. Hence, 
the total area of the flood plain of 
Samoylov Island was designated as the 
area of interest. 

The mechanistic model, which approx-
imates the observed net methane flux 
by summing the three modelled me-
thane fluxes of the three vegetation 
classes, also enables the estimation of 
the individual methane fluxes, which 
account for the three respective vegeta-

tion classes. The basis for this 
downscaling is a robust calibration, i.e. 
the model fit is acceptable and the fit-
ting parameters have taken on reason-
able values. Subsequently, integrating 
the three downscaled fluxes and pro-
jecting the budgets on the respective 
spatial extent of the vegetation classes 
on the flood plain forms the upscaling. 
The class designating the bare sand 
along the waterfront was not consid-
ered in the upscaling since its methane 
emissions were (in comparison to the 
other classes) assumed negligible 
(Figure 6c). The class denoting the wa-
ter bodies, on the other hand, was ap-
pended to vegetation class 3 since the 
few small water bodies surrounded by 
sedges were presumed to have similar 
flux rates. Finally, summing the three 
upscaled budgets of the vegetation 
classes yields the methane emission of 
the total area of the flood plain. Tak-
ing advantage of the now absent sensor 
location bias, the flood plain budgets of 
2014 and 2015 can be compared. For 
this purpose, the two budgets were 
computed for the comparison period 
18th June to 24th September, where da-
ta is available in both years (98 days).  

2.5.2. Carbon dioxide flux 

The modelling of the observed carbon 
dioxide flux time series was based on 
one model, which required a compre-
hensive calibration in the course of 
multiple reparameterisations. 

  



2.5. Flux modelling 
 

 

 
 

34 
 

Model design 

The model structure fundamentally 
rests on the estimation of the two 
components of the carbon dioxide flux. 

�� ! = "## = $#% + &''                  (6) 

FCO2 is the net carbon dioxide flux ob-
served at the flux tower, and equals 
NEE, the net ecosystem exchange. Its 
two components TER and GPP de-
note, respectively, the total ecosystem 
respiration and the gross primary 
productivity. These components are 
antipodal: while the respiration has a 
positive sign, the primary productivity 
has a negative sign. Depending on their 
magnitudes, NEE possesses either a 
positive or a negative sign, i.e. dissimi-
lation outweighs assimilation or vice 
versa. 

Since respiration is related to the me-
tabolism of organisms, it is a direct 
function of temperature. Therefore, dif-
ferent temperatures, e.g. air, surface or 
soil temperature, have been repeatedly 
successfully employed for modelling 
respiration fluxes (Kutzbach et al., 
2007b; Lasslop et al., 2010). A useful 
description of this relationship is the 
Q10 model (van’t Hoff, 1898).  

$#% = %�()* ∙ +�,(-.�/0-/123 )
                  (7) 

The variable Rbase denotes the basal 
respiration at the reference tempera-
ture (Tref), which was set to 15 °C, and 
γ was held constant at 10 °C (Mahecha 
et al., 2010). Q10 indicates the temper-
ature sensitivity; i.e. this variable sta-

tes a value by which respiration multi-
plies/divides, when the temperature 
rises/drops by 10 °C. Both parameters 
Rbase and Q10 are best-fit parameters, 
which were estimated via non-linear 
ordinary least-squares regression utilis-
ing air temperature (Tair) as regressor 
(Figure 12d). 

Since photosynthesis is strongly de-
pendent on irradiance, the photosyn-
thetically active photon flux density 
(PPFD) was employed as a regressor 
for modelling photosynthesis (Figure 
12e). This modelling was based on a 
rectangular hyperbola function 
(Michalies and Menten, 1913). 

&'' = − 56.7∙8∙559:56.7�8∙559:                                         (8) 

The variable Pmax is the maximum 
photosynthetic potential and quantifies 
the theoretical maximum of photosyn-
thesis at infinite PPFD. α is the initial 
quantum efficiency, i.e. it states the 
slope of the function at PPFD being 
zero. Both parameters Pmax and α are 
best-fit parameters, which were also 
found employing non-linear ordinary 
least-squares regression. This function 
assumes that the photosynthesis is not 
affected by temperature effects or limi-
tation through a high vapour pressure 
deficit. 

The net carbon flux can be computed 
by modelling respiration and photosyn-
thesis simultaneously (Runkle et al., 
2013; Wille, C., personal communica-
tion, 2017). 
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"## = %�()* ∙ +�,;-.�/0-/123 < − 56.7∙8∙559:56.7�8∙559:                 (9) 

In order to take the heterogeneity of 
the footprint into account, further 
modification involved the addition of 
the relative contributions of each vege-
tation class Ω (Figure 12c). In contrast 
to the methane flux modelling, where 
three vegetation classes were employed, 
the modelling of carbon dioxide fluxes 
was based on the application of only 
two vegetation classes. This reduction 
of classes was due to comparatively 
lower differences in carbon dioxide flux 
rates between the three classes, which 
was suggested by the absent wind di-
rection dependency. Since the vegeta-
tion classes 2 and 3 resembled each 
other in terms of near-surface moisture, 
moss properties and vegetation, similar 
carbon dioxide flux rates could be an-
ticipated, and, thus, both classes were 
merged for the modelling of carbon di-
oxide fluxes. This “new” vegetation 
class 2 & 3 was characterised by a 
moist to wet surface dominated by 
sedges with abundant moss. Vegetation 
class 1 did not change and remained 
characterised by a dry surface with 
bushes and somewhat moss. These 
modifications formed the final model 
employed for carbon dioxide flux mod-
elling. 

"## = ∑ �� ∙ =%�()*,� ∙ +�,,�;-.�/0-/123 <
− 56.7,�∙8�∙559:56.7,��8�∙559:

?������  (10) 

 

 

 

Model calibration 

Fitting the final model to the observed 
flux data involved a gradual simplifica-
tion of the model due to its potential 
overparameterisation. This risk result-
ed from the large number of fitting pa-
rameters (Rbase, Q10, Pmax, α for each 
vegetation class) given the limited 
amount of observed flux values. The 
alterations in parametrisation were 
necessary to obtain (i) reasonable sea-
sonal courses of the fitting parameters, 
i.e. the courses displayed a predomi-
nantly smooth evolution with elevated 
values during the growing season and 
low values before and after the growing 
season, and (ii) meaningful and signifi-
cant values for the fitting parameters, 
i.e. the values were not negative as well 
as within an acceptable range and their 
95 % confidence interval did not over-
lap zero. Achieving both objectives 
provided the opportunity to interpret 
the fitting parameters whilst precluding 
equifinality associated problems. Fur-
thermore, the reason for interannual 
flux variabilities could be more specifi-
cally elucidated based on the fitting 
parameters. The fitting procedure in-
cluded only quality-controlled fluxes, 
and comprised four steps (Figure 13). 

Step №1: The procedure first fitted the 
final model to the observed fluxes of 
each day utilising a moving window 
with a fixed size of 14 days (Figure 14). 
The choice of a suitable window size 
was based on identifying an optimum 
between two conflicting demands: the 
window    size   ought   to   have   been   as
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Figure 13 Schematic overview of the modelling of carbon dioxide fluxes. The algo-
rithm contains four steps within different parameterisations of the flux model were 
applied to obtain meaningful and significant fitting parameters (Rbase, Q10, Pmax, α). 
The values (e.g. 3-2-p model) denote the number of parameters to be fitted. 
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small as possible to capture most of the 
variability in fluxes, whereas the win-
dow size ought to have been as large as 
possible to obtain less noisy time series 
of preferably significant values of the 
eight fitting parameters. Running the 
model with varying window sizes and 
counting the number of significant val-
ues for each model run revealed the fol-
lowing: increasing the window size 

caused the number of significant values 
to rise, soon to level off, and eventually 
at a window size of 14 days, to remain 
at similar values. Prior to calibrating 
the model, the following requirements 
needed to be satisfied for every win-
dow: sufficient flux samples were avail-
able (at least 80 % data coverage), the 
air temperature spread did not fall be-
low 12 °C, and the mean air tempera-
ture did not drop below -10 °C. Impos-
ing these requirements was meant to 
ensure robust and representative fits. 

The purpose of this step involved the 
fixation of Q10 in order to prevent 
overparameterisation, and further, al-
terations in temperature sensitivity 
were thought to be less plausible and 
hence expected to be negligible. This 
assumption was confirmed by the time 
series of estimated Q10 values display-
ing an implausible variability, whereas 
the other fitting parameters presented 
a rather seasonal course. Based on the 
deliberation of negligible alterations in 
temperature sensitivity during both 
years, the model was run for 2014 and 
2015 together during this step, whereas 
the model was respectively run for the 
measurement periods 2014 and 2015 
during the next steps. The application 
of a larger period provided more data 
points, with the aid of which Q10 could 
be fixed at a more representative value. 
Two final Q10 values were determined 
for each vegetation class by calculating 
the median out of all estimated best-fit 
Q10 values, which both were significant 
and possessed an adjusted coefficient of 
determination (R2

adj) of 0.75 or greater.

 

Figure 14 Example of the fitting pro-
cess at the day of the year (DoY) 228 
(16th August) in 2014. The grey and 
coloured circles denote the observed 
and modelled fluxes, respectively. The 
textbox displays the four estimated fit-
ting parameters Rbase and Pmax, both in 
(μmol m-2 s-1) as well as Q10 and α for 
vegetation class 1 and vegetation class 
2 & 3. The textbox further depicts the 
number of flux samples (n), the mean 
air temperature (Tmean) in (°C), the 
temperature spread (ΔT) in (°C) and 
the adjusted coefficient of determina-
tion (R2

adj). It is evident, that the 
model captured the variability of the 
observed data. 
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Step №2: The model was run with Q10 
being fixed throughout the measure-
ment periods 2014 and 2015 applying a 
moving window with a fixed size of 
14 days and a step size of 1 day again. 
The requirements laid down in the pre-
vious step prior to fitting had to be 
met again except the requirement of a 
sufficient air temperature spread.  

The aim of this step comprised the cre-
ation of two replacement functions for 
α after six best-fit parameters were es-
timated. The necessity for replacement 
functions arose through large peaks in 
the time series of α. These peaks tend-
ed to occur at the onset of the growing 
season and were, thus, deemed spuri-
ous. Large α values would have pro-
moted photosynthesis, which was of 
rather minor magnitude at that time of 
the year. In order to reproduce the low 
observed NEE, the erroneously elevat-
ed GPP was counteracted by a mistak-
enly enhanced TER utilising a large 
Rbase. The resulting problem of equifi-
nality would, hence, hamper the inter-
pretation of the fitting parameters. 

To prevent this adverse circumstance, 
the two replacement functions, one for 
each vegetation class, were calculated 
by fitting a Gaussian bell curve to the 
time series of significant α values. In 
addition, two threshold functions were 
computed for each replacement func-
tion by adding/subtracting 30 % of the 
function values to/from the replace-
ment function. Hence, the threshold 
functions formed an interval around 
the replacement function within the 

estimated α values were accepted dur-
ing the further procedure. The thresh-
old of 30 % was visually selected since 
this value generated an interval outside 
of which only the peaks were situated, 
i.e. spurious and meaningful α values 
could be reliably separated. 

Step №3: The model was initially run 
with the same parameterisation as in 
the previous run, but employing a 
moving window with a flexible size for 
every day. The application of a flexible 
window allowed a closer reproduction 
of the variability in the observed data 
through adjusting its size. However, 
since small windows were in conjunc-
tion with a small amount of flux sam-
ples, which increased the risk of esti-
mating insignificant parameters, every 
fit required a minimum of 240 flux 
samples, which equals 5 days with 
48 fluxes per day. Based on this set-
ting, the model was run and the esti-
mated parameters were checked for 
significance. If one best-fit parameter 
was insignificant, the window size was 
increased by one day and the model 
was run again. This procedure was re-
peated until a maximum window size 
of 20 days, if all fitting parameters 
were not significantly estimated before 
utilising a preferably smaller window 
size. 

The objective of this step included the 
bulk of model calibration within the 
fitting procedure. Hence, after the ini-
tial model run of this step, its output 
was inspected in two respects: the sig-
nificance of the remaining fitting pa-
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rameters (Rbase, Pmax, α) and the loca-
tion of α (inside or outside the ac-
ceptance interval). In case of all six fit-
ting parameters being significant and 
the two fitted α were situated between 
the respective thresholds, the estimated 
NEE was accepted and appended to 
the modelled time series. If one criteri-
on/both criteria was/were not fulfilled, 
another model with less best-fit param-
eters was run employing, again, a mov-
ing window with a flexible size for eve-
ry day. This simplification comprised 
the application of α values adopted 
from the previously defined replace-
ment function. The model choice de-
pended on the vegetation class, where 
the criterion/criteria was/were not sat-
isfied. Hence, α values from the re-
placement function were employed for 
either one or both vegetation classes. 
For instance, if the fitting parameters 
of only one vegetation class were insig-
nificant, only this vegetation class was 
refitted applying a replacement α 
whilst reutilising the retained signifi-
cant fitting parameters of the other 
vegetation class. Subsequently, the sig-
nificance of the re-fitted parameters 
was examined. If all parameters were 
significant, the correspondingly esti-
mated NEE was added to the modelled 
time series. Any remaining insignifi-
cances were otherwise dealt with in the 
next step.  

In preparation for the next step, the 
last task of this step involved the crea-
tion of two replacement functions for 
Pmax. This fitting parameter was cho-
sen over Rbase since Pmax featured more 

insignificant values than Rbase. Once 
again, a Gaussian bell curve was fitted 
to the time series of significant Pmax 

values of each vegetation class. 

Step №4: Towards the end of the pro-
cedure, a greatly simplified model was 
run for each day deploying a moving 
window with a fixed size. This size cor-
responded to the average of all window 
sizes found during the previous step.  

The goal of this step encompassed the 
remaining model calibrations for a 
complete time series of modelled NEE. 
To achieve such a target, the model 
included only three best-fit parameters: 
Rbase twice and Pmax once. The second 
Pmax for the other vegetation class was 
adopted from its previously calculated 
replacement function. This confined 
parameterisation was, given a constant 
amount of observed flux samples, asso-
ciated with an elevated number of de-
grees of freedom, which in turn allowed 
a more precise estimation of the re-
maining fitting parameters, i.e. their 
confidence intervals were smaller. In 
this way, all best-fit parameters were 
significant and could be utilised for a 
reliable modelling of NEE. 

 

Interpretation of the model 

parameters 

A major benefit of the four fitting pa-
rameters lies in the possibility that 
they are physiologically interpretable 
and, thus, allow both drawing infer-
ences about intrinsic ecosystem fea-
tures   such   as   the   capacity   of   carbon



2.5. Flux modelling 
 

 

 
 

40 
 

uptake/release or the sensitivity to 
changes in environmental conditions. 
This interpretation is aided by consid-
ering the functional relationship with 
NEE, which becomes apparent through 
plotting a family of curves (Figure 15): 

� Rbase, as the basal metabolic rate of 
an ecosystem, indicates both the re-
spiring canopy and the microbial 
activity in the soil, which largely 
depends on the availability of nutri-
ents as well as oxygen and, hence, 
on the soil moisture content. Rbase 
is subject to a seasonal course since 
both canopy metabolism and mi-
crobial activity are elevated during 
the warmer period, causing the 
curves to shift along the ordinate. 
During the cold period, Rbase also 
forms an important parameter since 
it describes the ongoing release of 
carbon dioxide, which might largely 
affect the annual carbon balance. 

� Q10, as the respiration’s strength of 
dependence on temperature, indi-
cates the metabolic efficiency of re-
spiring organisms in an ecosystem. 
This manifests in the slope of the 
curves. Large Q10 values might 
cause NEE to decline (less negative) 
at high PPFD, as the continuously 
rising TER prevails the constant 
GPP. This effect can also occur 
through stomatal closure or light 
stress. The point of intersection in 
the family of curves is set by Tref; 

altering Tref causes the intersection 
to move along the abscissa.  

� Pmax, as the maximum photosyn-
thetic capacity, indicates the 
amount of biomass in an ecosystem. 
On account of canopy growth and 
the development of foliage during 
the growing season, Pmax is also 
subject to a seasonal course. Fur-
thermore, Pmax comes into effect at 
a high irradiance, which is ex-
pressed by shifting the curves along 
the ordinate at high PPFD levels. 

� α, as the light sensitivity, indicates 
the efficiency of the photosynthetic 
apparatuses in an ecosystem’s can-
opy. This parameter determines the 
shape of the curves, and is im-
portant since it takes effect at a low 
irradiance, which is more common 
than a large irradiance. This aspect 
is even more applicable during 
shoulder seasons, when α is low. Al-
tering α in the lower range causes 
curves with a distinctly new shape.  

 

Estimation of robust budgets  

with multiple scaling steps 

The applied model offers multiple 
downscaling capabilities as it consti-
tutes an additive model that sums sev-
eral sub-fluxes, which account for flux 
components as well as vegetation clas-
ses. In the first place, the observed 
fluxes could be partitioned into TER 
and GPP, which account for the entire 
footprint. Furthermore, these compo-
nent fluxes plus NEE could also be 
computed for each vegetation class in 
the footprint. A reliable estimation of 
these individual fluxes was fostered by
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the restrictive acceptance of meaningful 
and significant values for the fitting 
parameters during the fitting process. 
Similarly to the methane fluxes, the 
downscaled carbon dioxide fluxes were 
subsequently upscaled by integrating 
and projecting them on the respective 
spatial extent of the vegetation classes 
on the flood plain. Again the vegeta-
tion class of bare sand was neglected 
and  the  vegetation  class  of  water  bod- 

ies was appended to vegetation 
class 2 & 3. The final summation of the 
two upscaled budgets yielded the car-
bon dioxide budget of the flood plain, 
which does not lack a sensor location 
bias. For the sake of comparability be-
tween the years and with methane 
budgets, the carbon dioxide budgets 
were calculated for the period of 
18th June to 24th September. 

 

 

Figure 15 Implications of the four fitting parameters on the modelled carbon dioxide 
flux. The values of the fitting parameters, plugged into equation 9, varied in a typi-
cal magnitude and are displayed in the legends. During this variation, the respec-
tively remaining three parameters were held constant at Rbase=3 μmol m-2 s-1, 
Q10=1.3, Pmax=12 μmol m-2 s-1, α=0.03. In order to aid visual clarity, the units were 
omitted in the legends. Besides the applied PPFD range between 0 and 1500 μmol 
m-2 s-1, a temperature range between -5 to 25 °C was utilised. The most influential 
fitting parameters are Rbase and α due to their implications on NEE in the entire 
PPFD spectrum. In particular α matters on account of its sensitivity at commonly 
low PPFD rates. 
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2.5.3. Greenhouse gas flux 

For balancing the overall carbon flux 
dynamics of the flood plain, the flood 
plain budgets of both methane and 
carbon dioxide were compiled. In order 
to allow a quantitative comparison be-
tween both greenhouse gases, the me-
thane budget (given as a mass flux in-
stead of a molar flux) was converted to 
a carbon dioxide equivalent budget. 
Subsequently, this equivalent and the 
carbon dioxide budget were summed 
up yielding the greenhouse gas budget. 
The conversion of the methane budget 
was conducted utilising two different 
concepts: global warming potential 
(GWP) and global temperature change 
potential (GTP). Both metrics are be-
ing applied in the current assessment 
report of the intergovernmental panel 
on climate change (IPCC). 

GWP is defined as the radiative forcing 
of a greenhouse gas other than carbon 
dioxide integrated over a certain time 
horizon compared to the release of an 
equal mass of carbon dioxide over the 
same period (Myhre et al., 2013). 
Hence, GWP can be interpreted as a 
measure of energy added to the climate 
system by the greenhouse gas in ques-
tion relative to carbon dioxide, i.e. how 
much heat is trapped in the atmos-
phere by a greenhouse gas compared to 
the reference gas carbon dioxide. Con-
sequently, GWP incorporates the prop-
erties of the considered greenhouse gas 
such as lifetime and radiative efficien-
cy. On account of the short lifetime of 

methane in the atmosphere, its GWP is 
almost entirely determined by carbon 
dioxide roughly five decades after a 
pulse emission. 

GTP goes one step down the cause-
and-effect-relationship and is defined as 
the ratio of change in global mean sur-
face temperature that is caused by a 
greenhouse gas other than carbon diox-
ide at a certain point in time, com-
pared to the changed temperature 
caused by carbon dioxide at the same 
point (Myhre et al., 2013). Since GTP 
describes the effect of an altered radia-
tive forcing, it considers, in contrast to 
GWP, physical processes in the climate 
system such as the (slow) response of 
the (deep) ocean to elevated green-
house gas concentrations in the atmos-
phere. 

GWP and GTP are expressed as fac-
tors, which weigh emissions of green-
house gases other than carbon dioxide. 
In this study, the applied factors for 
methane amounted to 34 and 11, re-
spectively, and were based on a time 
horizon of 100 years including climate 
carbon feedbacks; i.e. changes in car-
bon storage due to changes in climate 
were considered (Myhre et al., 2013). 
Finally, GWP has become the default 
metric for scaling emissions of various 
greenhouse gases to a common base, 
but there is currently no universally 
accepted methodology that considers 
all the relevant effects of greenhouse 
gases as a single metric. 
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3. Results 

3.1. Environmental 

conditions 

The mean air temperatures over the 
measurement periods in 2014 and 2015 
were 7.7 °C and 7.1 °C, respectively 
(Figure 12d). The following maximum 
air temperatures were reached: 24.8 °C 
(31rst July 2014) and 23.9 °C (13th July 
2015). Furthermore, the gauged precip-
itation sums amounted to 92.3 mm and 
130.4 mm for the measurement periods 
2014 and 2015, respectively. For evalu-
ating these values, long-term averages 
of air temperature and precipitation 
were determined for the same periods 
in the year as both measurement peri-
ods. Based on records for Samoylov Is-
land gathered during the period 1998-
2016, the average temperature and pre-
cipitation sum amount to 6.5 °C and 
97.7 mm (2014) as well as 7.1 °C and 
100.4 mm (2015), respectively. Conse-
quently, the measurement period of 
2014 was distinctly warmer and slightly 
drier than the baseline while the meas-
urement period 2015 featured the same 
mean temperature as the baseline, but 
considerably more rain (Figure 16). 

The respective mean soil temperatures 
in a depth of 10 cm and 30 cm 
amounted to 6.4 °C and 4.1 °C in the 
measurement period of 2014 as well as 
5.4 °C and 3.1 °C in 2015 (Figure 12a). 
By analogy with air temperatures, soil 
temperatures in 2014 were greater than 
in 2015; hence, the active layer has 
reached a larger thickness. Depending 
on snow cover, the soil started warm-
ing in May and thawing in June. In 
2015, when the soil was still deep-
frozen at the time, at which the spring 
flood deluged the flood plain, the water 
delivered sufficient heat to warm the 
soil surface in the range around 0 °C. 
Soil temperatures at 10 cm and 30 cm 
depth exceeded 0 °C in first half and 
second half of June respectively. Dur-
ing the warm season the highest soil 
temperatures were gathered at 10 cm 
during July and at 30 cm during Au-
gust. In late September, they dropped 
down to 0 °C again forming the onset 
of the zero curtain period, which lasted 
until early November at 10 cm depth 
and late November at 30 cm depth. At 
100 cm depth, the zero curtain period 
extended into late January, when the 
soil was entirely refrozen. 
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The photosynthetically active photon 
flux density followed long-term statis-
tics with the following exceptions: 
slightly more was recorded in July 
2014, distinctly less in July 2015 and 
somewhat less in August 2015. In gen-
eral, the largest radiative input occurs 
in May and June from which it gradu-
ally drops to zero during polar night. 
Throughout the short growing season, 
the radiation was, hence, on the decline 
(Figure 12e).  

The mean friction velocities and stand-
ard deviations for 2014 and 2015 
amounted to 0.36 ± 0.16 m s-1 and 0.35 
± 0.15 m s-1 respectively (Figure 12b). 
The turbulence test by means of inte-
gral turbulence characteristics revealed 
that turbulent conditions were well-
developed during roughly 92 % of the 
time. In this context a critical friction 
velocity of 0.18 m s-1 was determined. 

Prevailing wind directions for the 
measurement period were easterly and 
north-westerly for both years. This 
similarity results in mean contributions 
of vegetation classes to the methane 
flux being similar for both years: clas-
ses 1, 2 and 3 were sampled at 33.9 %, 
46.2 % and 6.6 % in 2014 and at 
37.2 %, 41.9 % and 7.1 % in 2015 
(Figure 12c). Summing the respective 
contributions yields the total contribu-
tion of the three vegetation classes of 
interest, which averages at 86.5 %. The 
majority of the remaining contribution 
can be attributed to the sandy water-
front west of the tower and surface 
units of the easterly river terrace in-
cluding polygon centres and rims as 
well as thermokarst lakes. Further-
more, 90 % of the observed fluxes were 
generated within a mean radius of ap-
proximately 250 m around the flux 
tower.

 

Figure 16 Monthly medians of air temperature on Samoylov Island for the years 
2014 and 2015 as well as boxplots of the 1998-2016 baseline. In each box, the central 
mark denotes the median, and the bottom and top edges of the box indicate the 25th 
and 75th percentiles, respectively. The whiskers extend to the most extreme data 
points excluding outliers. During the warm season, when flux data was available 
(June to September), 2014 was mostly warmer than 2015. 
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3.2. Dynamics of ob-

served fluxes 

3.2.1. Methane flux 

The methane fluxes exhibited a season-
al course during the vegetation period 
with the following fluxes averaging 
2014 and 2015 data (Figure 17): rising 
in June and July (0.011 μmol m-2 s-1), 
peaking in August (0.014 μmol m-2 s-1) 
and declining in September (0.008 μmol 
m-2 s-1). The mean methane emission, 
averaged over both measurement peri-
ods, amounted to roughly 0.012 μmol 
m-2 s-1 (Figure 19a). Furthermore, the 
largest emission of both periods 
amounted to 0.034 μmol m-2 s-1 (11th 
July 2014) and 0.029 μmol m-2 s-1 (6th 
August 2015). 

While the temporal variability on the 
seasonal scale was rather low, the tem-
poral variability on the daily scale was 
considerably higher. However, this was 
not due to a diurnal cycle, which could 
not be detected, even when the dataset 
was partitioned into subsets that com-
prised only wind directions with me-
thane sources in the fetch. The consid-
erable variability was a result of vary-
ing wind directions and associated al-
terations in the fetch (Figure 11). 

These alterations plus differing air 
temperatures also caused a minor in-
terannual variability. The pronounced 
seasonal course in 2015 with large 
emissions in summer and low emissions 

in spring was due to prolonged easterly 
wind directions in late July and early 
August as well as a comparatively cold 
June (Figure 16). In 2014, the spring 
was on average warmer triggering 
higher methane emissions at the onset 
of the emission period, which led to a 
less conspicuous seasonal course. In au-
tumn, the similar mean source area 
composition as well as the similar mean 
air temperatures caused methane emis-
sions being alike in magnitude at that 
time of the year 2014 and 2015. 

3.2.2. Carbon dioxide flux 

The carbon dioxide fluxes expectedly 
exhibited both a seasonal and a diurnal 
course with the following fluxes averag-
ing 2014 and 2015 data (Figure 20). 
Between the snowmelt and the growing 
season, the carbon dioxide fluxes re-
mained slightly positive (0.26 μmol 
m-2 s-1). With the onset of the vegeta-
tive phase in late June, stalks and foli-
age began to grow and the uptake of 
carbon dioxide during daytime out-
weighed the release of carbon dioxide 
during nighttime (-1.06 μmol m-2 s-1). 
The intensity of this oscillation in-
creased towards the onset of the repro-
duction phase in mid-July, where flow-
ers and seeds were developed. During 
this phase, the most negative fluxes 
occurred featuring a relatively constant 
magnitude (-1.77 μmol m-2 s-1). With 
the onset of the ripening phase in early 
August, bushes and sedges verged on 
full maturity, and the flux amplitude of 
the   diurnal   cycle   began    to   be   progres-
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Figure 17 Time series of observed methane fluxes after conducting the quality as-
sessment and modelled fluxes utilising the mechanistic model. While the seasonal 
course followed soil temperatures at shallow depths exhibiting low variability, the 
diurnal variability was substantially higher and governed by the varying fetch. 
 

 

Figure 18 Time series of decomposed fluxes with 95 % confidence intervals account-
ing for the three vegetation classes of methane flux modelling. All three flux time 
series differed significantly, and the flux of vegetation class 1 remained close to zero. 
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sively attenuated (-0.78 μmol m-2 s-1). 
During the nights of this period, the 
most positive fluxes occurred. Towards 
late August, the respiration exceeded 
photosynthesis again indicating the on-
set of the senescence phase, which was 
associated with the colouration and 
shedding of leaves (0.39 μmol m-2 s-1). 
After the end of the vegetation period 
in early September, when abscission 
was completed, the carbon dioxide 
fluxes continued to be positive again 
(0.55 μmol m-2 s-1). 

The mean net uptake, averaged over 
both measurement periods, amounted 
to -0.61 μmol m-2 s-1 (Figure 19b). Dur-
ing the growing season between late 
June and early September, when fluxes 
oscillated between net uptake and net 
release, the daytime fluxes ranged 
to -8 μmol m-2 s-1, while the nighttime 
fluxes extended to 3 μmol m-2 s-1. 

The differing air temperatures of both 
years also caused a minor interannual 
variability during spring. Similar to the 
methane    fluxes,    the       carbon      dioxide 

 

Figure 19 Histograms of the observed fluxes after the quality control: a) methane 
fluxes, b) carbon dioxide fluxes. The mean fluxes, averaged over both measurement 
periods, amounted to 0.012 μmol m-2 s-1 for methane and -0.61 μmol m-2 s-1 for car-
bon dioxide. Both fluxes exhibited a seasonal course with greater fluxes in summer 
and lower fluxes in the shoulder seasons. On the diurnal scale, their variability was 
more pronounced, however due to different reasons: the carbon dioxide fluxes varied 
mainly as a result of both the daily cycle of photosynthesis and meteorological con-
ditions, while the larger temporal variability in methane fluxes was rather due to the 
spatial variability, i.e. the constantly varying source area composition in the fetch. 
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Figure 20 Time series of observed carbon dioxide fluxes after conducting the quality 
assessment and modelled fluxes (both NEE). During the growing season, which is 
indicated by elevated flux variability between late June and early September, the 
daytime uptake of carbon dioxide directly pursued the diurnal cycle of PPFD while 
the nighttime release of carbon dioxide was dependent on air temperature. 
 

 

Figure 21 Time series of modelled NEE and its components TER and GPP with 
95 % confidence intervals. This decomposition did not consider vegetation classes. 
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fluxes in 2014 began to display nega-
tive fluxes earlier than in 2015 indicat-
ing a sooner start of the growing sea-
son. However, the generally higher 
temperatures in 2014 caused on balance 
distinctly more positive fluxes than in 
2015 suggesting differences in source 
strength between both years.  

3.3. Model perfor-

mances and budgets 

3.3.1. Methane flux 

The mechanistic model (MM) was able 
to reproduce the time series of the ob-
served methane fluxes; although the 
extrema of the fluctuations were often 
missed, the general flux dynamics were 
captured (Figure 17). This manifests in 
an adjusted coefficient of determination 
(R2

adj) of 0.63 for 2014 and 0.71 for 
2015, if calibration and test data derive 
from the same year (Table 1). Invoking 
mean absolute errors (MAE) of 
0.0033 μmol m-2 s-1 and 0.0029 μmol 
m-2 s-1 as well as mean fluxes of 
0.011 μmol m-2 s-1 and 0.012 μmol 
m-2 s-1 yielded mean relative errors of 
30.6 % and 23.4 % for 2014 and 2015, 
respectively. The root mean square er-
rors (RMSE) amounted to 0.0045 μmol 
m-2 s-1 for 2014 and 0.0036 μmol m-2 s-1 
for 2015. 

The major success of this model was 
due to the application of vegetation 
class-specific weighting. Running a 
simple model without three Ω, but with 

one Tsoil at a depth of 30 cm and one 
u* only yielded an R2

adj of 0.12 for 
2014 and 0.33 for 2015. Furthermore, 
friction velocity generated only little 
explanatory power; running the MM 
without the u* terms resulted in R2

adj 
being 0.59 and 0.7 for 2014 and 2015, 
respectively. 

The stepwise regression model (SR) 
performed as well as the MM in 2014, 
but slightly worse in 2015. Allocating 
coefficients to the input variables and 
testing their significance required 6 
steps. The neural network (NN) per-
formed considerably better than the 
MM and the SR in both years. The 
hidden layer size, i.e. the amount of 
neurons in the hidden layer, is adjusta-
ble and was found to yield a good 
R2

adj, when set to 5. On average, ad-
justing the weights terminated after 25 
epochs. 

In the test for predictive power, all 
model performances expectedly 
dropped as a result of the discrepancy 
of the estimated fitting coefficients be-
tween 2014 and 2015 (Table 2). How-
ever, these declines varied in magni-
tude (Table 1). When running the 
models with both 2015 calibration data 
and 2014 test data (validation run 1), 
the R2

adj values and the error metrics 
(MAE and RMSE) were of similar 
magnitude, but the extent of reduction 
in model performance was larger in NN 
than in MM and SR. While the R2

adj of 
NN decreased three times more than 
the R2

adj values of MM and SR, the 
error  metrics  of  NN  increased 1.5 times
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Table 2 Coefficients with 95 % confidence bounds that were plugged into equation 5 
to compute methane fluxes with the mechanistic model for the measurement periods 
in 2014 and 2015. All estimates are significant except the “a1” parameters (P<0.05). 

Fitting parameters 2014 2015 

a1 (μmol m-2 s-1) 0.0005 ± 0.0005 0.0002 ± 0.0005 

a2 (μmol m-2 s-1) 0.0073 ± 0.0009 0.0088 ± 0.0009 

a3 (μmol m-2 s-1) 0.022 ± 0.006 0.019 ± 0.004 

b2 (°C
-1) 0.11 ± 0.02 0.18 ± 0.02 

b3 (°C
-1) 0.08 ± 0.03 0.12 ± 0.02 

c (m-1s) 0.98 ± 0.09 0.47 ± 0.09 

 

 

Figure 22 Outcome of the test for predictive power based on two validation runs for 
three different models: mechanistic model (MM), stepwise regression (SR) and neu-
ral network (NN). The adjusted coefficients of determination (R2

adj) allow an objec-
tive evaluation (Table 1). In validation run 1, fluxes of the entire spectrum were dis-
tinctly overestimated, whereas large fluxes were underestimated in validation run 2. 
Furthermore, SR tended to produce smaller fluxes than MM and NN. 
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Table 3 Footprint budgets of methane emissions estimated with the mechanistic 
model (MM), stepwise regression (SR) and neural network (NN) for the measure-
ment periods in 2014 and 2015. The budget estimation was carried out following two 
approaches: (i) standard filling of gaps in observed time series with modelled fluxes 
plus subsequent integration, and (ii) cumulating solely modelled time series (no gap-
filling). For both approaches, the modelling of fluxes was carried out with calibra-
tion and test data from the same year (light grey shading) or from different years 
(dark grey shading), respectively. The error analysis was based on the root mean 
square error of the fit residuals for modelled fluxes while the errors of the observed 
fluxes were adopted from the initial flux computation. The subsequent error deter-
mination of the cumulative fluxes was conducted following standard error propaga-
tion techniques. All budgets are given in (mmol m-2), and the gaps filled by the 
models constituted roughly half of the time series. Since all models yield similar 
budgets, when calibration and test data are derived from the same year, the true 
cumulative methane emission can be assumed to be in the given range for each year. 

Budget 
estimation 

Calibration 
and test data 

2014 2015 

MM SR NN MM SR NN 

Gap-filled 
data 

Same year 
96.1 
± 0.5 

94.1 
± 0.5 

95.3 
 ± 0.4 

104.3 
± 0.4 

104.2 
± 0.4 

102.6 
± 0.3 

Different 
years 

111.3 
± 1.2 

107.2 
± 1.2 

106.9 
± 1.2 

94.7 
± 1.7 

93.9 
± 1.7 

92.1 
± 1.6 

Only mod-
elled data 

Same year 
97.6 
± 0.6 

94.1 
± 0.6 

95.2 
± 0.5 

104.4 
± 0.5 

104.2 
± 0.5 

102.6 
± 0.4 

Different 
years 

123.8 
± 1.6 

117.7 
± 1.6 

117.5 
± 1.6 

87.3 
± 2.3 

86.7 
± 2.2 

84.2 
± 2.1 

 

more than the error metrics of MM and 
SR. Running the models with both 
2014 calibration data and 2015 test da-
ta (validation run 2) caused a perfor-
mance reduction in both MM and SR, 
whose extent was slightly lower than in 
the previous validation run. Again, the 
reduction in R2

adj was largest in NN, 
being almost four-fold greater than the 
reduction in R2

adj values of MM and 
SR. Also, the growth in the error met-
rics of NN was more than two times 
the growth in the error metrics of MM 

and SR. For each validation run, the 
new model performances differed from 
each other inasmuch that MM exhibit-
ed the best performance, which was 
closely followed by SR, both perform-
ing distinctly better than NN. While all 
models overestimated the observed me-
thane fluxes in validation run 1, they 
tended to underestimate the larger 
fluxes in validation run 2 (Figure 22). 
Also, the scatter in validation run 1 
was larger than in validation run 2.
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The footprint budgets, obtained 
through gap-filling observed time series 
with the three models, were similar, 
when calibration and test data origi-
nated from the same year (Table 3). 
Very similar budgets were obtained, 
when solely modelled fluxes were con-
sidered, i.e. no gap-filling was conduct-
ed, with a mean deviation of around 
0.3 %. The mean error served as a di-
rect indicator of the deviation between 
these fully modelled budgets and gap-
filled budgets (Table 1). The budgets, 
obtained when calibration and test da-
ta derived from different years, exhib-
ited a clear deviation from the budgets 
described above. The mean deviation 
amounted to roughly 11 %, when gap-
filling was conducted, and about 21 %, 
when budget estimation was based on 

modelled fluxes only. Furthermore, 
these budgets were too large in 2014 
and too little in 2015 compared to 
budgets, obtained when calibration and 
test data originated from the same year 
(Figure 22). Among the three models, 
there were no distinct divergences be-
tween the estimated budgets, when 
employing different calibrations and 
estimation approaches.  

3.3.2. Carbon dioxide flux 

The model, which fits a vegetation 
class-specific temperature response and 
light curve, was able to reproduce the 
observed fluxes very well (Figure 20). 
This is expressed by an R2

adj of 0.88 for 
2014   and    0.95   for   2015    (Figure 23).

 

Figure 23 Model performances illustrated by scatter plots and the following error 
measures: mean error ME (average of residuals), mean absolute error MAE (average 
of absolute residuals), root mean square error RMSE (standard deviation of residu-
als) and the adjusted coefficient of determination R2

adj (proportion of explained var-
iability adjusted for the number of both predictor variables and data points). On 
account of the tight linking between the carbon dioxide flux and its governing vari-
ables PPFD and temperature, a very high model performance could be achieved. 
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Furthermore, the mean absolute error 
(MAE) amounted to 0.49 μmol m-2 s-1 
and 0.35 μmol m-2 s-1 for 2014 and 
2015, respectively. The model per-
formed best during the growing season 
and less good during the shoulder sea-
sons, where autumn displayed a slight-
ly better performance than spring. 

The consideration of the heterogeneous 
footprint, as conducted with the model 
given in equation 10, improved the 
model performance to only a little ex-
tent. Computing fluxes with the model 
given in equation 9, which does not in-
clude information on vegetation classes, 
yielded the following performance 
measures for 2014 and 2015, respective-
ly: an R2

adj of 0.82 and 0.93 as well as 
an MAE of 0.59 μmol m-2 s-1 and 
0.39 μmol m-2 s-1. This slightly inferior 
model performance was in conjunction 
with a shorter fitting procedure: all fit-
ting parameters could be estimated 
significantly with 3 model steps. 

The four model steps yielded the fol-
lowing interim results: the Q10 values 
were fixed at 1.42 for vegetation class 1 
and at 1.48 for vegetation class 2 & 3 
(Figure 24). The temporal evolution of 
α values could be well approximated 
with replacement functions (Figure 25). 
The interval, spanned around these 
functions by means of threshold func-
tions, incorporated proper α values, 
whereas inappropriate α values were 
identified outside of the interval. In 
contrast to the replacement functions 
of α, which needed to be created for 
both vegetation classes in both years, a 

replacement function for Pmax needed 
to be created only for vegetation 
class 1 in 2015 and for vegetation class 
2 & 3 in 2014 (Figure 26). Similarly, 
there was more variability in vegeta-
tion class 2 & 3 than in vegetation 
class 1. 

 

Figure 24 Outcome of the first model 
step: determining Q10 values for vege-
tation class 1 (Q10,1) and vegetation 
class 2 & 3 (Q10,2&3), respectively. The 
values in consideration were associated 
with a minimum R2

adj of 0.75 and sig-
nificant (P<0.05). While the central 
mark in each box denotes the median 
that was utilised as a representative 
value for each vegetation class, the 
bottom and top edges indicate the 25th 
and 75th percentiles, respectively. The 
whiskers extend to the most extreme 
data points excluding outliers, which 
are illustrated outside the whiskers. Q10 
of the bushy vegetation class was 
somewhat lower than the Q10 of the 
vegetation class dominated by sedges. 

 



3.3. Model performances and budgets

 

 
 

55
 

 

Figure 25 Outcome of the second model step: creating a replacement function for 
vegetation class 1 (α1) and vegetation class 2 & 3 (α2&3), respectively, by fitting a 
Gaussian curve to significant best-fit values. The R2

adj displays the goodness of fit of 
the replacement functions. The interval spanned by two threshold functions separat-
ed meaningful α values from spurious α values such as the large springtime peaks 
with vegetation class 2 & 3. 
 

 

Figure 26 Outcome of the third model step: creating a replacement function for veg-
etation class 1 (Pmax,1) and vegetation class 2 & 3 (Pmax,2&3), respectively, by fitting 
a Gaussian curve to significant best-fit values. The R2

adj displays the goodness of fit 
of the replacement functions. In the measurement period 2014, a replacement func-
tion was necessary only for vegetation class 2 & 3, whereas a replacement function 
was necessary only for vegetation class 1 in the measurement period 2015. In the 
two remaining cases, all fitting parameters could be estimated significantly during 
the preceding model steps. 
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Besides Q10, which was held constant 
during a measurement period, the fit-
ting parameters Rbase, Pmax and α dis-
played a seasonal course for each vege-
tation class in 2014 and 2015 (Figure 
28 and Figure 29). This course, charac-
terised by larger values during the 
growing season and lower values during 
the shoulder seasons, was generally 
more pronounced in 2015 than in 2014. 
The application of replacement func-
tions for α values obviously reduced the 
noise in the seasonal courses of α, but 
also in the seasonal courses of both 
Rbase and Pmax. In general, the 3-3-p 
model parameterisation was utilised at 
roughly 49 % of modelled days, the 3-2-
p/2-3-p/2-2-p parameterisations at 
about 47 %, and the 2-1-p/1-2-p pa-
rameterisations at around 4 %. Rbase 
was the fitting parameter that could be 
estimated most confidently as this pa-

rameter accounted for 19 % of the in-
significances during the fitting proce-
dure in 2014 and 2015. While Pmax 
caused 31 % of the insignificances, α 
appeared to be the least certain fitting 
parameter representing the remaining 
50 %. 

The comparison of fitting parameter 
dynamics revealed that Pmax displayed 
most of the significant differences while 
α exhibited the fewest significant dif-
ferences between both vegetation clas-
ses (Figure 27). In 2014, the curves fol-
lowed a rather flat course, and vegeta-
tion class 1 was mostly greater in mag-
nitude as well as temporally ahead of 
vegetation class 2 & 3 so that the larg-
est significant differences occurred in 
spring 2014. In 2015, the curves exhib-
ited a bell-shaped course, where vege-
tation   class   1  was  greater  in  magnitude

 

Figure 27 Comparison of fitting parameters of the two vegetation classes for each 
measurement period. Pmax exhibited most of the significant differences, whereas α 
presented the fewest significant differences between both vegetation classes. 
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Figure 28 Time series of fitting parameters in 2014 for vegetation class 1 (index 1 
and green confidence intervals) and vegetation class 2 & 3 (index 2 & 3 and yellow 
confidence intervals). The circles represent significant fits yielding 107 data points 
per parameter. The respective reasons for reparameterisation such as inappropriate 
values or insignificances are signified by squares and plus signs. The triangles denote 
the individual parameter, which caused a refit in the corresponding vegetation class. 
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Figure 29 Time series of fitting parameters in 2015 for vegetation class 1 (index 1 
and green confidence intervals) and vegetation class 2 & 3 (index 2 & 3 and yellow 
confidence intervals). The circles represent significant fits yielding 108 data points 
per parameter. The respective reasons for reparameterisation such as inappropriate 
values or insignificances are signified by squares and plus signs. The triangles denote 
the individual parameter, which caused a refit in the corresponding vegetation class. 
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during the summer and vegetation 
class 2 & 3 was greater in magnitude 
during spring and autumn while the 
peaks of both vegetation classes fea-
tured a similar timing. 

The footprint budgets, obtained by 
gap-filling the observed flux time series 
(NEE) amounted to -3.81 ± 
0.06 mol m-2 for the measurement peri-
od 2014 and -5.27 ± 0.06 mol m-2 for 
the measurement period 2015. When 
solely modelled fluxes were utilised, i.e. 
no gap-filling was carried out, the fol-
lowing budgets were estimated for the 
measurement periods: -4.02 ± 
0.07 mol m-2 in 2014 and -5.29 ± 
0.08 mol m-2 in 2015.  

3.4. Downscaling and 

upscaling of fluxes 

3.4.1. Methane flux 

The downscaled methane fluxes were 
similar in magnitude for each vegeta-
tion class during both years (Table 4). 
Averaged over both years, the 
downscaled fluxes of vegetation class 1 
(FCH4,1), 2 (FCH4,2) and 3 (FCH4,3) 
amounted to 0.0004 μmol m-2 s-1, 
0.018 μmol m-2 s-1 and 0.052 μmol 
m-2 s-1, respectively. While FCH4,1 re-
mained at a constant magnitude close 
to  zero,  FCH4,2   and  FCH4,3  exhibited  a

 

Table 4 Outcome of downscaling and upscaling of methane fluxes for the comparison 
period in both 2014 and 2015: the mean, downscaled fluxes (± standard deviation) 
refer to the individual methane fluxes (Figure 18); when gap-filled and summed up 
they yield the integrated, downscaled fluxes (± 95 % confidence bounds), and when 
projected on the respective areas they in turn return the upscaled fluxes (± combi-
nation of cumulative flux error and classification error). 

Vege-
tation
tion-
class  

Area 
on 

flood 
plain 
(m2) 

Classifi-
cation 
uncer-
tainty 
(%) 

 

Mean 
downscaled 

FCH4 
(μmol m-2 s-1) 

 

Cumulative 
downscaled 

FCH4  
(mmol m-2) 

Upscaled  
FCH4  

(kmol) 

2014 2015 2014 2015 2014 2015 

 1 251891 19.1 0.0005 0.0002 
4.2 
± 
0.1 

1.4 
± 
0.1 

1.1 
± 
0.2 

0.4 
± 
0.1 

2 611154 23.5 
0.017 

± 
0.004 

0.019 
± 

0.005 

139.8 
± 
0.6 

167.2 
± 
0.6 

85.5 
± 

20.1 

102.2 
± 

24.1 

3 183911 31.5 
0.056 

± 
0.014 

0.048 
± 

0.012 

455.1 
± 
4.3 

401.8 
± 
2.9 

83.7 
± 

26.4 

73.9 
± 

23.3 
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seasonal course, where FCH4,3 displayed 
more variability than FCH4,2 (Figure 
18). All of the three flux time series 
were significantly different from each 
other (P<0.05). 

The upscaling revealed that on average 
FCH4,2 accounted for slightly more than 
half of the flood plain’s methane emis-
sion while this vegetation class covers 
roughly 58 % of the flood plain (Table 
4). Nearly half of the flood plain’s 
emissions were on average to be at-

tributed to FCH4,3, although this vege-
tation class stretches only over 18 %. 
The very low emissions of vegetation 
class 1 originate from 24 % of the flood 
plain’s area. 

The methane emission of the entire 
flood plain amounted to 0.171 ± 
0.033 Mmol and 0.177 ± 0.034 Mmol 
for the comparison period 18th June to 
24th September in 2014 and 2015, re-
spectively (Table 5). The uncertainties 
associated with these estimates result

 

Table 5 Final carbon budgets of the entire flood plain estimated for the comparison 
period in both 2014 and 2015. The budgets were obtained by (i) downscaling the 
observed footprint fluxes into fluxes, which account for classes with uniform vegeta-
tion, (ii) upscaling these decomposed fluxes depending on the spatial extent of the 
respective vegetation class, (iii) superimposing these vegetation class-specific fluxes 
for FCH4 and FCO2, respectively, and (iv) cumulating these net carbon fluxes (Figure 
33). The errors of the budgets were computed following standard error propagation 
routines. For the comparison of FCH4 and FCO2, the methane budgets were converted 
to CO2 equivalents utilising two concepts: the global warming potential (GWP) and 
the global temperature change potential (GTP), both were based on a time horizon 
of 100 years including climate carbon feedbacks. At last, roughly 42 % (GWP) or 
13 % (GTP) of the carbon dioxide budget was offset by the methane budget. 

Conversion 
concept 

FCH4 
(Mmol CH4) 

CO2 equiva-
lent of FCH4 

(Mmol CO2 eq) 

FCO2 
(Mmol CO2) 

Total 
(Mmol CO2 eq) 

2014 2015 2014 2015 2014 2015 2014 2015 

Global 
warming 
potential 

0.171 
± 

0.033 

0.177 
± 

0.034 

2.11 
± 

0.41 

2.18 
± 

0.41 

-4.42 
± 

0.49 

-6.17 
± 

0.66 

-2.31 
± 

0.64 

-3.98 
± 

0.78 

Global 
temperature 

potential 

0.171 
± 

0.033 

0.177 
± 

0.034 

0.68 
± 

0.13 

0.71 
± 

0.13 

-4.42 
± 

0.49 

-6.17 
± 

0.66 

-3.74 
± 

0.51 

-5.46 
± 

0.67 
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from standard error propagation rou-
tines involving both cumulative flux 
error and classification error, the latter 
being one order of magnitude larger 
than the former (Table 4). Dividing 
these estimates by the area of the flood 
plain yielded mean flood plain budgets 
of 0.163 ± 0.032 mol m-2 and 0.169 ± 
0.032 mol m-2 for the comparison peri-
od in 2014 and 2015, respectively 
(Table 6). 

The methane budgets estimated by the 
eddy covariance system on the river 
terrace for the same comparison peri-
ods were as follows (Table 6): 0.096 ± 
0.001 mol m-2 in 2014 and 0.099 ± 
0.001 mol m-2 in 2015 (Wille, C., per-
sonal communication, 2018). The nec-
essary gap-filling was carried out by 
means of linear interpolation, a routine 
that has also been applied for this pur-
pose at other sites (Rinne et al., 2007; 
Tagesson et al., 2012). This simple

 

Table 6 Comparison between flood plain and river terrace in terms of their 
sink/source strength for the comparison period in both 2014 and 2015. For an ap-
propriate comparison between both sites, the budgets of the flood plain possess an 
areal reference obtained by rescaling the robust budgets of the entire flood plain in 
Table 5 with the aid of the flood plain area size (1 046 956 m2). The entire scaling 
procedure, which included the fairly large classification error, is the reason for the 
distinctly greater uncertainties of the flood plain budgets in comparison to the river 
terrace’ footprint budgets, which did not undergo any scaling processes. For the 
consideration of the radiative efficiency of methane, GWP based on a time horizon 
of 100 years including climate carbon feedbacks was employed. In comparison to the 
flood plain, the polygonal tundra on the river terrace took up less carbon dioxide, 
but also released distinctly less methane resulting in a similar (2014) and weaker 
(2015) sink strength for greenhouse gases. 

Geo- 
morpho- 
logical 
unit 

FCH4 
(mol CH4 m

-2) 

 

CO2 equivalent 
of FCH4 

(mol CO2 eq m-2) 
 

FCO2 
(mol CO2 m

-2) 
Total 

(mol CO2 eq m-2) 

2014 2015 2014 2015 2014 2015 2014 2015 

Flood 
plain 

0.163 
± 

0.032 

0.169 
± 

0.032 

2.01 
± 

0.39 

2.08 
± 

0.39 

-4.22 
± 

0.47 

-5.89 
± 

0.63 

-2.21 
± 

0.61 

-3.81 
± 

0.74 

River 
terrace 

0.096 
± 

0.001 

0.099 
± 

0.001 

1.18 
± 

0.01 

1.22 
± 

0.01 

-3.47 
± 

0.03 

-3.74 
± 

0.03 

-2.29 
± 

0.03 

-2.52 
± 

0.03 
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type of gap-filling was assumed to be 
applicable due to favourable conditions 
such as, firstly, predominantly small 
gaps, secondly, the absence of a diurnal 
cycle and, thirdly and most important-
ly, the footprint’s homogeneity on the 
mesoscale, i.e. the regular alternation 
of typical surface characteristics such 
as polygon centres and polygon rims. 

Lastly, estimating flood plain budgets 
by simply projecting footprint budgets 
(calculated with MM) on the entire 
flood plain yielded budgets that are on 
average roughly 42 % lower than the 
adequately calculated flood plain budg-
ets utilising the preceding flux decom-
position (Table 7). This deviation was 
due to the sensor location bias: while 
the    relative     contribution       of         vegetation

 

Table 7 Deviation of greenhouse gas budgets estimated for the entire flood plain in 
the comparison period in both 2014 and 2015 by applying two different methods: (i) 
straightforward upscaling of the footprint budgets whilst ignoring their sensor loca-
tion bias, and (ii) area-weighted upscaling of the beforehand downscaled footprint 
fluxes plus their subsequent summation in order to take the surface heterogeneity 
into account. The error calculation followed standard error propagation routines: in 
(i), a conservative error of 5 % was arbitrarily laid down for the determination of 
the flood plain area size with a geographic information system, and in (ii), the classi-
fication errors in Table 4 were adopted. Both estimation methods yielded different 
greenhouse gas balances, where their deviations were predominantly caused by a 
discrepancy in the methane budgets rather than in the carbon dioxide budgets. The 
conversion concept for the methane emissions was the global warming potential. 

Estimation 
method 

 

FCH4 
(Mmol CH4) 

 

FCO2 
(Mmol CO2) 

Total 
(Mmol CO2 eq) 

2014 2015 2014 2015 2014 2015 

(i) Straight-
forward up-

scaling 

0.096 
± 

0.005 

0.104 
± 

0.005 

-4.32 
± 

0.22 

-5.87 
± 

0.29 

-3.13 
± 

0.23 

-4.58 
± 

0.29 

(ii) Upscaling 
with preceding 
downscaling 

0.171 
± 

0.033 

0.177 
± 

0.034 

-4.42 
± 

0.49 

-6.17 
± 

0.66 

-2.31 
± 

0.64 

-3.98 
± 

0.78 

Deviation 
between both 

methods 

0.074 
(43 %) 

0.072 
(41 %) 

-0.11 
(2 %) 

-0.31 
(5 %) 

0.82 
(35 %) 

0.61 
(15 %) 
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class 1 in the footprint was generally 
larger than spread on the flood plain, 
vegetation classes 2 and 3 were propor-
tionally more abundant on the flood 
plain than in the footprint (Figure 30). 

3.4.2. Carbon dioxide flux 

At first, the observed NEE was parti-
tioned into its components TER and 
GPP (Figure 21). While NEE perma-
nently alternated between uptake and 

release, TER was always positive, 
whereas GPP was always zero or nega-
tive except most spring nights, when 
GPP did not drop down to zero due to 
the bright nights of polar day. The 
budgets of NEE, TER, GPP account 
for the entire footprint and were as fol-
lows: -4.35 mol m-2, 15.51 mol m-2,      
-19.86 mol m-2 for the comparison peri-
od in 2014 and -5.61 mol m-2, 14.38 mol 
m-2, -19.99 mol m-2 for the comparison 
period in 2015, respectively. 

 

Figure 30 Wind direction dependency of the sensor location bias (SLB), a measure 
for the representativeness of observed fluxes in a footprint (modified from Schmid 
and Lloyd, 1999). The applied logarithms aided visual clarity, and data basis includ-
ed both measurement periods 2014 and 2015. When the wind came from easterly di-
rections, the flux tower sampled too much in vegetation class 2 & 3, whereas vegeta-
tion class 1 contributed too much to the flux signal during the other wind directions 
with two exceptions: with an upwind area to the north-east or south-west, the 
sensed source area in the footprint was representative for the vegetation composition 
in the area of interest, i.e. the entire flood plain. The implication of the SLB de-
clines, the less pronounced the discrepancy between the vegetation class-specific flux 
magnitudes: the SLB was essential to consider for FCH4, whereas for FCO2 it mostly 
played a tangential role. 
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In addition to the partitioned footprint 
fluxes, the observed NEE was 
downscaled into two NEE plus their 
respective component fluxes accounting 
for both vegetation classes (Table 8). 
In this process, hidden differences in 
sink strength between both vegetation 
classes could be unveiled (Figure 31). 
Most notably, NEE of vegetation class 
1 was considerably greater in magni-
tude (more negative) in the first half of 
the growing season in 2014, whereas 
NEE of vegetation class 2 & 3 was 
slightly greater in the second half. This 
ratio was determined by GPP exhibit-
ing the same dynamics while TER of 
vegetation class 1 was greater than 
TER of vegetation class 2 & 3 
throughout the growing season. In 
2015, NEE of vegetation class 1 was 
somewhat greater in the first half of 
summer (July), whereas NEE of vege-
tation class 2 & 3 was marginally 
greater in the second half of summer 
(August), while during spring and au-
tumn, the NEE of both vegetation clas-
ses were similar in magnitude. The flux 
dynamics of GPP and TER followed 
the course predefined by their respec-
tive fitting parameters, i.e. they were 
greater for vegetation class 1 during 
the peak of the growing season (late 
July), whereas they were greater for 
vegetation class 2 & 3 at the start and 
end of the growing season (Figure 27). 

Estimating budgets of the downscaled 
fluxes revealed that the sink strength 
of vegetation class 1 was substantially 
larger than the sink strength of vegeta-
tion class 2 & 3 in 2014, which was 

more due to differences in GPP be-
tween both vegetation classes than dif-
ferences in TER (Table 8). In 2015, the 
sink strengths of both vegetation clas-
ses were similar. The cumulative curves 
indicate the cause for this interannual 
variability: higher temperatures, par-
ticularly in late July, in conjunction 
with higher PPFD in 2014 (Figure 32). 

The carbon dioxide net uptake of the 
entire flood plain amounted to -4.42 ± 
0.49 Mmol and -6.17 ± 0.66 Mmol for 
the comparison period 18th June to 
24th September in 2014 and 2015, re-
spectively (Table 5). The uncertainties 
associated with these estimates were 
obtained by means of standard error 
propagation techniques including both 
cumulative flux error and classification 
error, where the former was one magni-
tude lower than the latter (Table 4). 
Dividing these budgets by the total ar-
ea of the flood plain yielded mean flood 
plain budgets of -4.22 ± 0.47 mol m-2 
and -5.89 ± 0.63 mol m-2 for the com-
parison period in 2014 and 2015, re-
spectively (Table 6). 

The carbon dioxide budgets estimated 
by the eddy covariance system on the 
river terrace for the same comparison 
periods were as follows (Table 6): -3.47 
± 0.03 mol m-2 in 2014 and -3.74 ± 
0.03 mol m-2 in 2015 (Wille, C., per-
sonal communication, 2018). The ob-
ligatory gap-filling was carried out uti-
lising a model that resembles the model 
employed for the flood plain; differ-
ences include an absent flux decompo-
sition and 3 instead of 4 model steps.
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Figure 31 Time series of decomposed fluxes with 95 % confidence intervals account-
ing for the two vegetation classes of carbon dioxide flux modelling. The width of the 
confidence intervals varies depending on both the flux magnitude and the number of 
fitting parameters in the chosen model. The decomposition revealed a distinct dif-
ference in flux dynamics between both vegetation classes during the first half of the 
growing season in 2014. 
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At last, estimating flood plain budgets 
by simply upscaling the footprint 
budgets yielded budgets that were on 
average roughly 4 % lower (less nega-
tive) than the budgets obtained by up-
scaling the previously downscaled flux-
es (Table 7). Consequently, the devia-
tion between both carbon dioxide 
budgets estimated with the two differ-
ent   approaches   was   distinctly     smaller 

than deviation between the likewise 
estimated methane budgets and, more-
over, not significant. The reason was 
that the sink strengths of the individu-
al vegetation classes were similar 
enough in order to form a representa-
tive footprint. This lacking sensor loca-
tion bias for carbon dioxide fluxes was 
also indicated by the absent wind di-
rection dependency. 

 

Figure 32 Cumulative curves for budget estimation of decomposed flux components 
(NEE, TER, GPP) and flux drivers (Tair, PPFD) for the comparison period in 2014 
and 2015. While the carbon dioxide sink strengths of both vegetation classes did not 
differ during the climatologically usual year 2015, vegetation class 1 took substan-
tially more carbon dioxide up than vegetation class 2 & 3 in the distinctively warm-
er year 2014. 
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3.4.3. Greenhouse gas flux 

The evaluation of the flood plain’s sink 
function depended on the chosen con-
cept for converting methane budgets 
into carbon dioxide equivalents (Table 
5). When GWP was applied, the me-
thane emissions offset 47 % of the car-
bon dioxide net uptake in 2014 and 
35 % in 2015. Accordingly, the green-
house gas budgets specify that the 
flood plain formed a moderate sink in 
2014 (-2.31 ± 0.64 Mmol CO2 eq) and 
a stronger sink in 2015 (-3.98 ± 
0.78 Mmol CO2 eq). Alternatively, 
when GTP was utilised, the methane 
emissions cancelled out only 15 % and 
12 % of the carbon dioxide net uptake 
in 2014 and 2015, respectively. Corre-
spondingly, the flood plain constituted 
a stronger sink in 2014 (-3.74 ± 
0.51 Mmol CO2 eq) and a strong sink 
in 2015 (-5.46 ± 0.67 Mmol CO2 eq).  

Despite the minor percentage of the 
methane emission in the greenhouse gas 
exchange, the carbon dioxide net up-
take was considerably compensated by 
the methane efflux due to its radiative 
efficiency, thereby lowering the sink 
strength of the flood plain substantial-
ly. The cause for the lower sink 
strength in 2014 could be attributed to 
the higher temperatures in 2014 ad-
versely affecting the carbon dioxide up-
take rather than the methane release 
(Figure 32). In the beginning of the 
comparison period, the cumulative car-
bon dioxide net uptake was larger in 
2014 than in 2015, but after late July, 

the cumulative carbon dioxide net up-
take in 2014 was distinctly lower 
(Figure 33). Judged by the steeper 
slopes of the cumulative carbon dioxide 
net uptake curves relative to the cumu-
lative methane emission curves, FCO2 
dominated the greenhouse gas ex-
change over FCH4 throughout the 
measurement period. 

The comparison with the polygonal 
tundra on the nearby river terrace re-
vealed that the flood plain was a weak-
er sink (Table 6). Even though the 
flood plain sequestered moderately 
more carbon dioxide, it also emitted 
distinctly more methane. On balance, 
the carbon in both gases methane and 
carbon dioxide respectively accounted 
on average for 8.5 % and 91.5 % of the 
total carbon in the greenhouse gas 
transport. On the river terrace, the 
corresponding percentages amounted to 
6.9 % and 93.1 %. The underlying con-
version concept in this comparison was 
the more conservative metric GWP. In 
order to enable an appropriate compar-
ison despite the surface heterogeneity 
on the flood plain, their budgets were 
divided by the area of the flood plain 
yielding mean budgets with an areal 
reference. The footprint budgets ob-
tained on the river terrace, however, 
were assumed representative. Due to 
the surface heterogeneity of the flood 
plain, i.e. the potentially unrepresenta-
tive vegetation class composition, the 
quantitative comparison of both sites’ 
budgets remains restricted to Samoylov 
Island (and cannot be extended on the 
Lena River Delta). 
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Finally, estimating budgets for the en-
tire flood plain without the considera-
tion of its surface heterogeneity led to 
substantially biased sink strengths 
(Table 7). When the footprint budgets 
of methane and carbon dioxide were 
simply projected on the entire flood 
plain, greenhouse gas budgets were ob-
tained that overestimate the flood 
plain’s sink strength by 
0.82 Mmol CO2 eq in 2014 and by 
0.61 Mmol CO2 eq in 2015 compared to 
the robust budgets obtained by the 
summed, area-weighted upscaling of 
the beforehand downscaled footprint 
fluxes. These substantial deviations 
were predominantly due to the diver-
gence of the differently estimated me-

thane budgets rather than the carbon 
dioxide budgets. This specification is 
substantiated by the budget’s uncer-
tainty intervals, which do not overlap 
for methane, but for carbon dioxide as 
well as for the final greenhouse gas 
balances. 

 

 

 

 

 

 

Figure 33 Cumulative curves of final carbon fluxes upscaled for the entire flood 
plain during the comparison period in 2014 and 2015. The conversion to CO2 equiv-
alents was based on both the global warming potential (GWP) and the global tem-
perature change potential (GTP), both utilising a time horizon of 100 years includ-
ing climate carbon feedbacks. Depending on the applied conversion concept, the 
flood plain was a moderate source of greenhouse gases in 2014 and weak sink in 2015 
(GWP) or a strong sink in both years (GTP). Either way, the high temperatures in 
2014 substantially mitigated the carbon sink function in comparison to the climato-
logically normal year 2015 (Table 5). 
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4. Discussion 

4.1. Interplay of flux 

and flux drivers 

4.1.1. Methane flux 

Identifying methane flux drivers has 
been an objective for many years and 
flux drivers are often site-specific. 
When it comes to wetlands, vegetation 
has been repeatedly demonstrated to 
be of major importance for methane 
emissions (Davidson et al., 2016; 
Grünfeld and Brix, 1999; Tsuyuzaki et 
al., 2001). Particularly vascular plants, 
such as sedges on the flood plain, pro-
vide a great deal of relevance since 
they form important pathways for me-
thane transport by means of extensive 
air spaces (aerenchyma) in their vege-
tative organs (Schütz et al., 1991; 
Sebacher et al., 1985). Methane can 
diffuse through these cavities bypassing 
aerobic soil horizons without being oxi-
dised. On the nearby river terrace, this 
plant plant-mediated methane 
transport was revealed to account for 
two thirds of the total methane flux at 
wet sites and somewhat less at moist 

sites (Kutzbach et al., 2004). Further-
more, vascular plants enhance the for-
mation of methane by providing labile 
organic substances such as root exu-
dates and root litter to the rhizosphere 
(Joabsson and Christensen, 2001). 

Moist or wet patches, which provide 
favourable conditions for methane pro-
duction, are often associated with 
abundant moss cover and thickness. 
However, mosses form a buffer for me-
thane emissions by exhibiting a distinct 
oxidation potential (Liebner et al., 
2011; Parmentier et al., 2011b). On the 
river terrace, up to 99 % of the pro-
duced methane was found to be oxi-
dised through high methanotrophic ac-
tivity in a layer of submerged moss 
(Knoblauch et al., 2015). Moreover, 
moss properties are strongly related to 
the active layer thickness. On account 
of their insolation capacity, they atten-
uate the heat input into the soil and, 
hence, diminish the thaw depth. 

The active layer depth is also governed 
by the soil moisture via two counter-
acting thermal soil properties: thermal 
conductivity and heat capacity (Oke, 
1987). The thermal conductivity is the 
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dominating property, when soil mois-
ture is low, which enhances the down-
ward transport of surface warmth lead-
ing to a greater thaw depth. When 
moisture is ample, the heat capacity is 
the dominating factor outweighing the 
thermal conductivity; therefore, the 
propagation of a temperature signal 
into the soil is increasingly mitigated 
resulting in a thin active layer, which 
offers a smaller soil volume where 
methanogenesis may occur. Since this 
relationship is dependent on soil tex-
ture, the thaw characteristics on the 
flood plain (mineral soil) and the river 
terrace (organic soil) are different 
(Zubrzycki et al., 2013). On the flood 
plain, an evident moisture dependency 
prevails, and the mean active layer 
depth can be estimated at 0.8 m, 
whereas on the river terrace, the soil 
thaws until roughly 0.5, and wet and 
dry sites exhibit similar active layer 
depths (Boike et al., 2013). 

Capturing drivers such as moisture, 
moss properties and active layer depth 
in the heterogeneous footprint, the veg-
etation serves as an integrated proxy 
for the combined effect of these flux 
controls. The suitability of vegetation 
composition for predicting methane 
fluxes has also been reported for other 
ecosystem types such as riparian wet-
lands, temperate peatlands and boreal 
wetlands in in the zone of discontinu-
ous permafrost (Audet et al., 2013; 
Bubier et al., 1995; Gray et al., 2013). 

While the footprint information 
through vegetation class contributions 

provided crucial information on the 
(half-hourly) high-frequent portion of 
the flux signal, the soil temperatures 
held explanatory power to account for 
the (seasonal) low-frequent portion of 
the flux signal.  

The utilised soil temperatures were 
measured in the top soil where the 
largest carbon turnover takes place due 
to both the highest organic matter 
quality and the greatest abundance of 
methanogenic communities in the soil 
profile (Wagner et al., 2007). In vege-
tation class 3, most of the methanogen-
ic activity is likely to take place close 
to the surface (Liebner et al., 2008). 
Thus, the temperature at 10 cm depth 
was the most suitable temperature for 
capturing the temperature-induced var-
iability in methane formation. In vege-
tation class 2 where oxic layers oc-
curred, methanogens were located fur-
ther down, and their emissions were on 
average more even due to the longer 
transport to the surface. Modelling 
their activity was hence best achieved 
utilising the soil temperature at 30 cm 
depth, whose variability is more atten-
uated. 

4.1.2. Carbon dioxide flux 

Air temperature and photosynthetically 
active photon flux density have numer-
ously been employed for modelling car-
bon dioxide fluxes as both parameters 
dominate the set of determinants, 
which further include e.g. the availabil-
ity of water, oxygen, nutrients. 
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In contrast to the large spatial variabil-
ity of methane fluxes, the carbon diox-
ide fluxes did not exhibit a pronounced 
heterogeneity in the footprint. The rea-
son lies in the fact that vegetation cov-
er (biomass, physiology, productivity) 
and soil attributes (microbial commu-
nity, organic substrate, nitrogen con-
tent) were not respectively disparate 
enough across the footprint to create 
distinctly diverse carbon dioxide flux 
dynamics. Hence, the reduction in the 
number of vegetation classes from 3 to 
2 was necessary to capture the damped 
spatial variability. 

4.2. Assessment of 

model performance 

4.2.1. Methane flux 

The better model performance in 2015 
could be attributed to statistical rea-
sons. Although both measurement pe-
riods were roughly the same length, 
there were distinctly more flux records 
in the 2014 dataset after the flux quali-
ty screening. Furthermore, there was 
significantly more variability in the 
high-frequent range of the flux time 
series in 2014 than in 2015 (P<0.001). 
Modelling more data points with more 
short-term variability is likely to be 
achieved at the expense of the model 
performance. Another site-related rea-
son for the diverging model perfor-
mances in 2014 and 2015 may have 
been the severe spring flood in 2014. 
The inundation of the entire flood plain 

for several days may have lastingly off-
set moisture and soil temperature-
related differences between the three 
vegetation classes. Over the measure-
ment period, when the footprint dried, 
pronounced methane emission-related 
characteristics then developed in each 
vegetation class. This temporal incon-
sistency in vegetation class characteris-
tics has also likely compromised the 
model performance. 

Comparing the model performances, 
the NN was superior to the other mod-
els. This result is in accordance with 
other studies reproducing half-hourly 
flux data (Aubinet et al., 1999; Moffat 
et al., 2007). This utility, however, was 
accomplished at the cost of generalisa-
bility as demonstrated in the test for 
predictive power. The SR and the NN 
are tools that are based on statistics 
and machine learning, respectively; 
they provide both a convenient han-
dling and a widespread application. 
However, they may not find the theo-
retically best solution as the algorithm 
may settle in a local minimum instead 
of a global minimum on the error sur-
face (Draper and Smith, 1998; Haykin, 
1999). Another shortcoming of both SR 
and NN is the limited scope for chang-
es in the algorithms, whereas the MM 
provides the possibility to elaborate 
and refine ecosystem-specific causal re-
lationships. This advantage has deci-
sively contributed to the result that the 
MM performed best in the test for pre-
dictive power. Hence, the MM is both 
less prone to overfitting, and reflects 
intrinsic ecosystem features, such as
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the exponential soil temperature sensi-
tivity, better than the other models. 
This result substantiates its applicabil-
ity for flux decomposition. 

Another advantage of the MM is the 
large range within it can be modified. 
This additive model provides a great 
deal of flexibility since the number of 
classes can be altered and class-specific 
flux drivers can be deployed. Further-
more, the classes do not necessarily 
need to be vegetation classes, when 
other surface characteristics appear to 
be dominating. However, driving the 
MM with moisture classes and thaw 
depth classes rather than vegetation 
classes did not yield better model fits. 
Moreover, the MM did not perform 
better by applying vegetation classes, 
whose contributions were obtained 
from the coarse, manually classified 
vegetation map instead of the classified 
orthomosaic. This emphasises both the 
utility of vegetation as a useful explan-
atory variable for methane fluxes and 
the importance of high-resolution in-
formation in a heterogeneous footprint. 

4.2.2. Carbon dioxide flux 

The high model performance can be 
attributed to the matching variabilities 
of both explanatory variables and ex-
plained variable, i.e. the diurnal cycle 
of PPFD, Tair and NEE. Another rea-
son for the high model performance is 
the recalibration of the model for each 
day, which allowed a model adaption 
to the observed data that is much clos-

er than e.g. calibrating the model only 
once for the entire measurement period 
as conducted for the methane fluxes. 
As with methane fluxes, the better 
model performance in 2015 was better 
than in 2014. This difference mainly 
originated through a reduced model 
performance in September 2014 while 
the performances of both years were 
similar during the remaining months. 
The reason for this difference is that 
the variability in observed fluxes was 
significantly greater in September 2014 
than in September 2015 (P<0.05). Re-
producing a greater variability with a 
given set of both flux samples and fit-
ting parameters is likely to lead to a 
reduced model performance compared 
to explaining less variability with the 
same setting. 

The minor deviation in performance, 
when modelling with either equation 9 
or equation 10, is due to the predomi-
nantly absent wind direction depend-
ency of carbon dioxide fluxes, i.e. the 
similar sink strengths of the individual 
fluxes. Furthermore, the shorter fitting 
procedure, which was associated with 
running the model given in equation 9, 
can be explained by a more favourable 
ratio of flux samples to fitting parame-
ters. 

The model procedure was outlined ac-
cording to the features of the examined 
datasets. A further rearrangement of 
the model design could include a slower 
reduction of the applied fitting parame-
ters; e.g. if a 2-3-p model fails to yield 
significant parameter estimates, then a
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1-3-p model could be run next instead 
of 1-2-p model. Furthermore, similar to 
Q10, a fixation of α for the growing sea-
son is conceivable as seasonal changes 
in α may be difficult to interpret. 

4.3. Evaluation of flux 

decomposition 

4.3.1. Methane flux 

The downscaling of the eddy covari-
ance (EC) flux yielded flux rates for 
each of the three vegetation classes 
(Figure 18). Their validation is based 
on unpublished closed chamber (CC) 
measurements, which were carried out 
in the respective vegetation classes east 
of the flux tower on the flood plain in 
autumn 2013 and spring 2014 (Runkle, 
B. and Sabrekov, A., personal commu-
nication, 2016). In the shrubby tundra 
of vegetation class 1, a mean methane 
flux with a standard deviation of         
-0.00005 ± 0.0002 μmol m-2 s-1 (n=10) 
was determined in early September and 
early June; n states the number of con-
ducted measurements. This very low 
flux is likely to be under the noise limit 
and not relevant for estimating budg-
ets; this assumption is justified by the 
modelled FCH4,1 being negligible due to 
insignificant “a1” parameters for both 
years (Table 2). CC measurements in 
the mixed vegetation class 2 yielded 
0.011 ± 0.0091 μmol m-2 s-1 (n=11) in 
mid-June 2014. This period overlaps 
with EC measurements and the mod-
elled FCH4,2 was of the same magnitude 

at that time (Figure 18). In the grami-
noid tundra of vegetation class 3, CC 
measurements revealed a methane flux 
of 0.037 ± 0.0085 μmol m-2 s-1 (n=30) 
in mid-September 2013. This point in 
time is outside the EC measurement 
periods, but the modelled FCH4,3 was 
also at this magnitude at that time of 
the year in 2014 and 2015. Also, fluxes 
around 0.02 μmol m-2 s-1 are considered 
to be at a plausible magnitude for 
FCH4,2 as this vegetation class forms a 
combination of the two other vegeta-
tion classes, and FCH4,2 lies well be-
tween the other two individual fluxes. 
Another indication of the plausibility of 
both FCH4,2 and FCH4,3 is the larger sen-
sitivity to soil temperature changes of 
the latter, which confirms findings in a 
recent sensitivity study (Olefeldt et al., 
2013); i.e. emissions of the wet vegeta-
tion class 3 were more sensitive to soil 
temperature variability than emissions 
of the drier vegetation class 2. This 
finding is based on “b” parameters that 
were obtained by running the model 
with soil temperatures at the same 
depth, once with 10 cm and once with 
30 cm. These two additional model 
runs allowed a comparison, which re-
vealed “b3” being on average two times 
greater than “b2”. The accuracy of the 
decomposed fluxes can be assumed 
with confidence. However, the lack of 
regular CC measurements for a more 
comprehensive confirmation of the 
modelled vegetation class fluxes re-
mains a weakness of this study. 

The flux decomposition, as carried out 
in the present study for methane as
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well as for carbon dioxide, has certain 
limitations. For example, uncertainty 
may be added by a potential inaccura-
cy in both surface classification and 
footprint model. While the former is 
deemed appropriate due to extensive 
ground truthing, the latter is difficult 
to assess. However, the employed foot-
print model is a widely applied tool 
within the flux community, and it con-
stitutes a suitable model for this study 
site in a flat tundra landscape with low 
roughness lengths (Foken, T., personal 
communication, 2015). More im-
portantly, the flux decomposition 
method may approach methodical lim-
its, if the surface classes in the foot-
print are too uniformly distributed 
and/or their individual flux rates are 
too similar. Whether the assignment of 
flux rates from a mixed signal to indi-
vidual surface classes is still possible 
under these circumstances may be an 
objective of further studies at other 
sites. 

4.3.2. Carbon dioxide flux 

The partitioning of carbon dioxide 
fluxes was conducted during the Arctic 
summer, when fully dark conditions 
during the nights are absent. Conse-
quently, a partitioning approach that is 
based on fitting parameters to 
nighttime respiration followed by ex-
trapolating these fits to daytime and 
subsequently subtracting the estimated 
daytime respiration flux from the ob-
served net flux to obtain the photosyn-
thesis flux is confronted with elevated 

uncertainties (Reichstein et al., 2005). 
The partitioning approach of the pre-
sent study avoids this problem since 
the parameter fitting employs the en-
tire dataset. However, the model may 
have a shortcoming in the small num-
ber of environmental driving parame-
ters, which may oversimplify the actual 
physics. While the entire temperature 
sensitivity of NEE is manifested 
through changes in TER, the effect of 
temperature on the biochemical reac-
tions in GPP is neglected (Haraguchi 
and Yamada, 2011). At the same time, 
no correlation between air temperature 
and model residuals (between observed 
and modelled NEE) could be detected, 
which indicates that the temperature-
induced variability was sufficiently 
considered. The confounding effect of a 
high vapour pressure deficit (VPD), 
which tends to take place in the after-
noon leading to a limited photosynthet-
ic activity, was not taken into account 
(Lasslop et al., 2010). However, only 
very few days with low humidity 
(VPD>10 hPa) occurred, and the typi-
cally asymmetric diurnal cycle of NEE 
could not be found on these days. A 
missing linkage of the model with po-
tential flux limitations through a low 
soil moisture is deemed appropriate 
given the ample moisture availability 
in the permafrost-affected soil at the 
study site (Gao et al., 2017; Minkkinen 
et al., 2018). The diverse effect of di-
rect and indirect radiation on photo-
synthetic efficiency was also not taken 
into consideration (Williams et al., 
2014). This effect plays a tangential
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role for the low sedges, but adds uncer-
tainty to the light-response curves cal-
culated for the larger shrubs. 

The flux decomposition yielded inter-
esting insights into the flux dynamics 
of the two investigated vegetation clas-
ses (Figure 31). The validity of these 
dynamics and, hence, the reliability of 
the employed model is examined utilis-
ing four approaches. 

Firstly, it has been demonstrated that 
the photosynthetic cycle of a canopy 
during a growing season is linked to its 
seasonal changes in greenness (Peichl 
et al., 2014; Sonnentag et al., 2012). 
The evolution of canopy greenness can 
be examined by determining the green 
chromatic coordinates (gcc) of a target 
area in images obtained by digital re-
peat photography (Richardson, 2012). 
Employing the images from the time 
lapse camera on the flux tower, this 
method yielded gcc values for vegeta-
tion class 1 with a central tendency 
that is significantly greater than the 
one of the gcc values for vegetation 
class 2 (P<0.05). These differences in 
greenness substantiate the most promi-
nent result of the flux decomposition: 
the greater photosynthesis of vegeta-
tion class 1 at the onset of the growing 
season 2014 (Figure 34). 

Secondly, during periods with a certain 
wind direction and atmospheric stabil-
ity, the fetches of some observed fluxes 
were strongly dominated by only one 
vegetation class as opposed to the 
commonly mixed signals. Thus, ob-
served fluxes that are accompanied 

with a large contribution of one vegeta-
tion class (Ω>0.7) were compared to 
fluxes that were modelled for the same 
vegetation class (Figure 35). The choice 
of an Ω of 70 % rested in the desire to 
identify a trade-off between both ap-
plying many fluxes for a broad statisti-
cal basis (low Ω) and utilising many 
fluxes without a mixed fetch for an ac-
curate evaluation (large Ω). Both ob-
served and modelled fluxes match very 
well as indicated by a mean R2 of 0.88 
and a mean RMSE of 0.82 μmol m-2 s-1. 
Putting these values in context, in a 
study, where NEE of shrubs and sedges 
in tundra landscapes was modelled 
with non-linear regression, a mean R2 
and mean RMSE of 0.69 and 2.15 μmol 
m-2 s-1 was respectively obtained 
(Shaver et al., 2007). The decomposed 
fluxes of the present study are, when 
MAE is applied as an intuitive error 
metric, associated with a mean error of 
roughly 0.56 μmol m-2 s-1. The frequent 
similarity of the vegetation-class specif-
ic flux rates, however, reduces the ef-
fectivity of this validation test. There-
fore, the observed fluxes governed by 
one vegetation class were also com-
pared to fluxes modelled for the other 
class. This counter-check caused a rise 
in mean RMSE and MAE by 89 % and 
99 %, respectively, thus lending further 
credibility to the modelled flux rates. It 
can be assumed that this rise would be 
far greater, if the flux rates of both 
vegetation classes were less similar. 

Thirdly, CC measurements have been 
carried out with an opaque chamber 
east  of  the  flux  tower  (Runkle,  B.  and
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Sabrekov, A., personal communication, 
2016). Similar to the modelled respira-
tion of vegetation class 2 & 3, a mean 
carbon dioxide flux with a standard 
deviation of 2.1 ± 0.9 μmol m-2 s-1 

(n=5) was determined in this class dur-
ing mid-June 2014. This mean, howev-
er, is conclusive to only a limited ex-
tent due to the few underlying meas-
urements. The CC measurements con-
ducted in vegetation class 1 cannot be 
invoked as they did not incorporate the 
shrubs due to the small chamber size. 

Fourthly, the discussion and compari-
son of the obtained fitting parameters 
with values estimated at other sites 
gives further confidence in the results 
of flux decomposition (Figure 27):  

� Rbase: The estimated basal respira-
tion values follow a temperature-
driven seasonal cycle, in which 
Rbase,2&3 is mostly lower than 
Rbase,1. A smaller autotrophic respi-
ration can be attributed to the 
smaller biomass of the sedges, and a

 

Figure 34 Differences in canopy greenness between vegetation class 1 (green) and 
vegetation class 2 & 3 (yellow). a) Approach for calculating green chromatic coordi-
nates by means of the digital numbers of the three primary colours in the RGB col-
our space (0 ≤ R, G, B ≤ 255). b) Sample image taken on 25th June 2014 at 5.04 am 
illustrating both target areas, which green chromatic coordinates were computed for. 
c) Time series of the green chromatic coordinates of both vegetation classes. The 
dots represent 30-min values while the lines display their 90th percentiles utilising a 
moving 3-day window with a step size of 3 days in order to suppress the effects of 
changing scene illumination. In spring 2014, the vegetation class 1 was greener indi-
cating a greater photosynthesis rate than vegetation class 2 & 3. 
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Figure 35 Evaluation of the flux decomposition by plotting observed and quality fil-
tered carbon dioxide fluxes, which had at least 70 % of either vegetation class 1 
(green) or vegetation class 2 & 3 (yellow) in their fetch (i.e. Ω>0.7), against mod-
elled fluxes, which were computed for the respective vegetation classes. The assess-
ment was based on the following error measures: mean error (ME), mean absolute 
error (MAE), root mean square error (RMSE) and coefficient of determination (R2). 
The modelled fluxes well correspond to the observed fluxes, thereby appending con-
fidence to the flux decomposition. Furthermore, the smaller residuals in 2015 imply 
a more reliable flux decomposition than in 2014. 
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smaller heterotrophic respiration 
can be ascribed to both increased 
soil moisture and decreased soil 
temperature, which in turn ham-
pered microbial activity in the de-
pressions (Hobbie et al., 2000; Walz 
et al., 2017). For comparison with 
values found at other sites, a mean 
peak season TER was computed for 
vegetation class 1 (2.8 μmol m-2 s-1) 
and vegetation class 2 & 3 
(2.3 μmol m-2 s-1). While the latter 
respiratory rate corresponds to the 
mean mid-growing season respira-
tion of 2.2 μmol m-2 s-1, which was 
estimated for northern peatlands, 
the former rate is greater (Frolking 
et al., 1998; Laurila et al., 2001). 
The comparatively large respiration 
in vegetation class 1 is likely due to 
both the large willow shrubs grow-
ing up to 1 m (fostering autotrophic 
respiration) and the large active 
layer depth of 1 m (facilitating het-
erotrophic respiration). The con-
trasting soil characteristics between 
both vegetation classes prevent 
drawing conclusions from the com-
puted respirations rates on their fo-
liar respiration fraction (Patankar 
et al., 2013). However, a higher 
fraction of heterotrophic respiration 
in vegetation class 1, as found for 
the drier polygon rims on the near-
by river terrace, can be assumed 
(Eckhardt, 2017). For ranking the 
tundra of this study among other 
ecosystem types from a carbon flux 
perspective, the following mean res-
piration rates are appended: 

3.46 μmol m-2 s-1 in forests, 
3.94 μmol m-2 s-1 in crops and 
5.39 μmol m-2 s-1 in grasslands 
(Ruimy et al., 1995). 

� Q10: The estimated temperature 
sensitivities of 1.42 (vegetation class 
1) and 1.48 (vegetation class 2 & 3) 
are well within the range of 
1.3 ≲ Q10 ≲ 1.5, which was re-
trieved across different ecosystems 
and climates (Mahecha et al., 2010). 
Furthermore, the fact that Q10,1 is 
lower than Q10,2&3 is in accordance 
with a concept, which suggests a 
correlation between a lower/greater 
temperature sensitivity and a dri-
er/wetter tundra (Olefeldt et al., 
2013).  

� Pmax: The estimated maximum pho-
tosynthetic potential values also fol-
low a seasonal course indicating the 
growth and senescence of the cano-
py. The ratio of Pmax,1 being greater 
than Pmax,2&3 is due to the larger 
biomass of the bushes relative to 
the sedges. Their estimated Pmax 
values agree well to maximum as-
similation rates of approximately 
15.9 μmol m-2 s-1 for Salix pulchra 
and 11.1 μmol m-2 s-1 for Carex 
aquatilis measured during the peak 
of the Arctic growing season 
(Oberbauer and Oechel, 1989; 
Tieszen, 1975). Given a mean mid-
growing season Pmax of 8.6 μmol 
m-2 s-1 for northern peatlands, 
Pmax,2&3 (8.9 μmol m-2 s-1) consti-
tutes a representative uptake capac-
ity, whereas Pmax,1 (12.3 μmol
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� m-2 s-1) suggests a comparatively 
large potential for sequestering car-
bon dioxide (Frolking et al., 1998; 
Laurila et al., 2001). For putting 
these values in context, the mean 
Pmax of forests, crops and grasslands 
amount to roughly 35 μmol m-2 s-1, 
49 μmol m-2 s-1 and 83 μmol m-2 s-1, 
respectively (Ruimy et al., 1995). 
Another aspect that indicates the 
reliability of the estimated Pmax 
values is their correlation with the 
normalised difference vegetation in-
dex (NDVI) as seen at many other 
tundra ecosystems (Mbufong et al., 
2014; Shaver et al., 2007). Regard-
ing both growing seasons, NDVI 
was greater in 2015 suggesting a 
more active vegetation than in 2014 
(ORNL, 2017). Similarly, the Pmax 
values of both vegetation classes, in 
particular the values of the more 
abundant vegetation class 2, were 
greater during 2015. Satellite rec-
ords for tundra landscapes are, 
however, often confounded by vari-
ous effects that are particularly pro-
found in high-latitude regions (Stow 
et al., 2004). Therefore, satellite-
derived NDVI values of tundra eco-
systems may need to be double-
checked with optical sampling in 
the field, if they are applied to re-
solve interannual differences 
(Gamon et al., 2013). 

� α: The estimated sensitivities to 
changes in irradiance α1 and α2&3 on 
average amount to 0.042 and 0.04, 
respectively, and are thus greater 
than the mean mid-growing season 

α of northern peatlands amounting 
to 0.023 (Frolking et al., 1998; 
Laurila et al., 2001). The high light 
sensitivity indicates an efficient 
physiology enabling a considerable 
photosynthetic activity at low irra-
diance levels. A similar ratio be-
tween both vegetation classes was 
found utilising numerous quantum 
yields in the Arctic obtained during 
the peak season: 0.038 for Salix spp. 
and 0.03 for Carex spp. (Shaver et 
al., 2007). In Seida (Siberia), larger 
α values around 0.057 were found as 
well as the relationship between α 
and the leaf area index (Mbufong et 
al., 2014). For classification reasons, 
mean α values for forests, crops and 
grasslands amount to 0.04, 0.056 
and 0.025, respectively (Ruimy et 
al., 1995). 

The fitting parameters are in the range 
of anticipated values confirming the 
validity of the decomposed fluxes. They 
are further lower than the ecophysio-
logical parameters of ecosystems other 
than tundra. Despite the consequently 
low carbon turnover, massive quanti-
ties of carbon have been accumulated 
during the past millennia. 

4.4. Comparison of 

budgets 

4.4.1. Methane flux 

The estimated budgets offer two op-
tions for their comparison: budgets of
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different years at the same site, and 
budgets (of preferably the same years) 
at different sites. 

 

Interannual variability 

The footprint budget in 2015 was 
somewhat higher although soil temper-
atures were higher for the most part in 
2014. However, in 2015, the fetch more 
often coincided with the location of 
methane sources in the footprint during 
the emission peak period in late July 
and early August. The interannual var-
iability can thus be well explained by 
the source area composition, which in-
dicates the footprint budget’s sensor 
location bias. The flood plain budgets 
in 2014 and 2015 are similar in magni-
tude suggesting little interannual vari-
ability despite distinct differences in 
environmental conditions between both 
years.  

 

Balances of other Arctic sites 

For a general comparison with other 
tundra ecosystems, these budgets can-
not be utilised due to their potentially 
lacking representativeness, which must 
be anticipated as long as the deviation 
of the vegetation class composition of 
the flood plain of Samoylov Island from 
the mean vegetation class composition 
of all flood plains in the Lena River 
Delta remains unknown. Nevertheless, 
the budgets of the individual vegeta-
tion classes can be compared to other 
sites since these budgets derive from 
uniform vegetation with representative 
flux rates. 

On a flood plain of the Indigirka River 
(Siberia), methane fluxes were investi-
gated employing CC measurements on 
vegetation classes, which closely re-
semble the classes of this study (van 
Huissteden et al., 2009). While their 
backswamp class exhibits the four-fold 
emission of vegetation class 3, emis-
sions from vegetation classes 1 and 2 
quantitatively match their correspond-
ing levee and levee-backswamp transi-
tion classes, when late July as a coin-
ciding period of the year is viewed. On 
another flood plain of the Kolyma Riv-
er (Siberia), methane emissions were 
examined with the aid of CC measure-
ments (Kwon et al., 2017). When con-
sidering the peak season period in 2014 
at their (undrained) control site, their 
wet plot displays methane emissions 
being nearly four times the emission of 
vegetation class 3. At the same time, 
their dry plot exhibits a methane up-
take in the range of values close to zero 
as vegetation class 1. Methane sinks 
have also been found on a flood plain 
in the taiga area of Alaska (Whalen et 
al., 1991). Summarising, the budgets 
from the individual vegetation classes 
of the flood plain on Samoylov Island 
are alike in magnitude to budgets of 
similar Siberian flood plain microforms 
except the distinctly larger emissions 
from wet sedge patches at the compari-
son sites. 

The comparison with CC measure-
ments on the river terrace of Samoylov 
Island revealed the following similari-
ties, when the same summer periods in 
the years 2014 and 2015 were utilised
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(Eckhardt, 2017). The budgets of poly-
gon rims are slightly greater than the 
budgets of vegetation class 1, but both 
are in the same range of comparatively 
low emissions. The budgets of polygon 
centres are similar to the budgets of 
vegetation class 2. Thus, the emissions 
from vegetation class 3 are likely to 
constitute the largest methane fluxes 
rates on Samoylov Island, also exceed-
ing the emissions from the margins of 
open water bodies within the polygonal 
tundra (Knoblauch et al., 2015). 

Assuming representativeness for the 
footprint budgets of the other eddy co-
variance system, the flood plain releas-
es per square metre roughly 70 % more 
methane than the polygonal tundra on 
the river terrace (Table 6). This com-
parison is feasible, if the quantitative 
inferences remain restricted to 
Samoylov Island (and are not expanded 
on the Lena River Delta). The larger 
source strength of the flood plain can 
be attributed to the annual spring 
flood and the associated fluvial deposi-
tion of both fresh organic matter and 
nutrients (van Huissteden et al., 2005). 
The organic matter enhances methane 
fluxes by providing additional sub-
strate for methanogens. The nutrients 
constitute an extra supply for primary 
productivity, which is related to meth-
anogenesis through root exudation 
(Joabsson and Christensen, 2001). The 
methane of this enhanced formation is 
likely to be predominantly emitted via 
the plant-mediated transport through 
the abundant sedges preventing me-
thane oxidation. 

4.4.2. Carbon dioxide flux 

While the methane fluxes of the indi-
vidual vegetation classes followed simi-
lar courses in both years, the carbon 
dioxide fluxes of the individual vegeta-
tion classes took turns at dominating 
the total carbon dioxide budget. 

 

Interannual variability 

The differing flux dynamics between 
both vegetation classes and years, in 
particular during the first half of the 
growing season in 2014, are a result of 
differences in local features between 
both vegetation classes (site location, 
canopy size, physiological traits) and 
synoptic conditions between both years 
(temperature progression, snow melt 
timing). 

In 2015, the measurement period, 
which can be considered usual in terms 
of air temperatures and snow melt tim-
ing, displayed similar sink strengths for 
both vegetation classes (Figure 32). 
The snow melt was completed within a 
couple of days in early June coinciding 
with the spring flood, and thus ena-
bling a mutual start of canopy devel-
opment for both vegetation classes. 
The growing season was initialised by 
mosses, which are more abundant in 
vegetation class 2 & 3, in mid-June 
(Figure 31). Mosses are, in contrast to 
vascular plants, able to start assimilat-
ing right after snow melt since their 
photosynthetically active tissue can be 
maintained over winter (Oechel, 1976). 
From this point until late Septem-
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ber/early October, mosses formed a ba-
sal uptake. Considerable moss activity 
until late autumn has also been ob-
served on the nearby river terrace em-
ploying EC and CC measurements 
(Eckhardt, 2017; Kutzbach et al., 
2007b). Furthermore, mosses can ac-
count for distinctly more than half of 
total photosynthesis as demonstrated 
for graminoid areas with high moss 
cover (Douma et al., 2007; 
Sommerkorn et al., 1999). However, it 
is possible that mosses did not fully 
photosynthesise throughout the grow-
ing season due to their tendency to 
lower their photosynthetic capacity 
under high irradiance (Murray et al., 
1993). This light stress depends on 
cloudiness, sun angle, moss structure 
and shadowing by vascular plants, al-
together promoting a late-season activ-
ity of mosses while other plants went 
already dormant (Zona et al., 2011). 
On top of the basal moss activity, the 
shrubs of vegetation class 1 exhibited a 
larger net uptake until the growing 
season peak around late July/early Au-
gust, after which the sedges of vegeta-
tion class 2 & 3 dominated the carbon 
exchange. That fact that Carex spp. 
started growing earlier than Salix spp. 
has also been observed at other sites; 
however, considerable variation exists 
in the timing of phenological events 
both among and within species (Chapin 
III et al., 1992; Wielgolaski, 2012). The 
highest uptake and release of carbon 
dioxide exhibited vegetation class 1 in 
both years around the growing season 
peak, which can be attributed to both 

the large biomass of the bushes and the 
warmer, drier soil on the elevated 
ridge. 

In 2014, air temperatures were distinct-
ly higher than the long-term means 
throughout the measurement period 
(Figure 16). This deviation led to a 
prolonged slow snow melt in mid-May 
already. During this process, the low 
sedges and mosses remained buried in 
the depressions with accumulated snow 
longer than the large bushes on the el-
evated ridge with less snow. Thereby, 
the willow twigs were exposed to day-
time temperatures above freezing lead-
ing to the development of catkins in 
late May. Hence, vegetation class 1 was 
more advanced in its phenology than 
vegetation class 2 & 3 at the onset of 
the growing season. The consequences 
were the substantially larger fluxes of 
vegetation class 1 until the seasonal 
peak in early August. Apparently, the 
bushes largely benefitted from in-
creased early growing season tempera-
tures, an effect that has also been 
found favourable for shrub encroach-
ment in the Arctic (Myers-Smith et al., 
2011). Incidentally, shrubs have been 
growing on Samoylov Island only since 
the 1960s (Pfeiffer, E.-M., personal 
communication, 2017). After the grow-
ing season peak, vegetation class 1 re-
mained greater in TER while both 
class exhibited similar GPP rates, caus-
ing a greater net uptake of vegetation 
class 2 & 3. This greater net uptake 
towards the end of the growing, how-
ever, did not make up for the priorly 
higher sink strength of vegetation class
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1 in terms of seasonal budgets. The 
lower sink strength of vegetation class 
2 & 3 could be attributed to a temper-
ature-induced decline in net assimila-
tion of mosses as they are prone to des-
iccation due to both missing roots and 
the absent ability to actively regulate 
their internal water content (Turetsky 
et al., 2012). Furthermore, more pho-
toinhibition as a consequence of light 
stress due to more PPFD in this year 
can be anticipated (Murray et al., 
1993). Besides GPP, TER of vegetation 
class 2 & 3 was lower in magnitude 
during the warmer year compared to 
the cooler year. This apparent paradox 
can be explained by the larger contri-
bution of autotrophic respiration to 
TER at wet sites than at dry sites as 
demonstrated on the adjacent river ter-
race (Eckhardt, 2017). Hence, the lower 
(less negative) GPP of sedges and 
mosses was in conjunction with a lower 
(less positive) TER. This coupling of 
GPP and TER is, on the other hand, 
less pronounced in vegetation class 1 
since the bushes on the drier sites own 
a larger contribution of heterotrophic 
respiration to TER; hence, the higher 
temperatures probably caused a higher 
TER with less influence of GPP. 

The weather-induced differences in flux 
rates of the individual vegetation clas-
ses during spring 2014 (while a devia-
tion during the remaining measurement 
periods was absent) indicate a varying 
implication of the sensor location bias 
for carbon dioxide fluxes; i.e. climato-
logically unusual conditions adversely 
affected the representativeness of the 

footprint. This hidden aspect of differ-
ing sink strengths, which caused the 
interannual variability, was revealed 
with the flux decomposition routine 
further emphasising its utility. In gen-
eral, the differing flux rates indicate 
the potential need to regularly examine 
the representativeness of apparently 
homogeneous footprints, in particular 
during prolonged unusual weather con-
ditions as biased budgets may other-
wise be estimated. 

Lastly, the interannual variability of 
carbon dioxide fluxes is larger than for 
methane fluxes. However, the pro-
nounced small-scale variability of me-
thane fluxes is less prominent for car-
bon dioxide fluxes. 

 

Balances of other Arctic sites 

As the air temperatures in 2015 better 
correspond to long-term means than in 
2014, the 2015 budgets are better suit-
ed for an inter-site comparison. Hence, 
the more representative 2015 budget 
was generally utilised except for the 
rare case that the budget of the com-
parison site derived from 2014; then, 
the biased 2014 budget was applied. 

Across various Arctic flux sites, the 
flood plain of Samoylov Island exhibits 
a carbon dioxide sink strength being 
somewhat stronger than the average 
(Figure 36 and Table 9). While the 
flood plain sequesters per square metre 
roughly 20-60 % more carbon dioxide 
than the polygonal tundra on the adja-
cent river terrace, its net uptake is dis-
tinctly  lower  (less  negative)  compared
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to flood plains of the Siberian rivers 
Kolyma and Indigirka (Kittler et al., 
2017; Parmentier et al., 2011a). Other 
Siberian sites include Seida and La-
vrentiya compared to which the flood 
plain of Samoylov Island displays a 

similar and stronger sink strength, re-
spectively (Marushchak et al., 2013; 
Zamolodchikov et al., 2003). Further-
more, the flood plain’s sink strength is 
considerable stronger than budgets of 
high  Arctic  sites  in  Svalbard,  Green-

 

Figure 36 Location of sites utilised for comparison of carbon dioxide budgets with 
the budgets estimated on the flood plain (Table 9). The classification of the Arctic 
zones was based on vegetation occurrence (modified from AMAP, 1998). According-
ly, the treeline delimits the (terrestrial) Arctic, i.e. it corresponds with the boundary 
between sub-Arctic and low Arctic. 
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land and Canada (Lafleur et al., 2012; 
López-Blanco et al., 2017; Lüers et al., 
2014; Lund et al., 2012); one exception 
is the site close to Longyearbyen, 
which surprisingly exhibits the largest 
net uptake among all compiled sites 
(Pirk et al., 2017). In comparison to 
sites in either low Arctic or sub-Arctic, 
no general conclusions can be drawn, 
which is likely due to the ubiquitously 
high spatiotemporal flux variability in 
the Arctic region. Also, no uniform pic-
ture emerges in the comparison with 
Scandinavian peatlands (Aurela et al., 
2002, 2009; Fox et al., 2008). When 
comparing with sites in the northern 
part of the north slope of Alaska, the 
flood plain exhibits a substantially 
higher carbon dioxide sequestration 
(Oechel et al., 2014; Raz-Yaseef et al., 
2017); in the southern part, however, 
similar sink strengths seem to prevail 
(Euskirchen et al., 2016). In summary, 
the flood plain possess a robust carbon 
dioxide sink strength, which appears 
particularly noteworthy, when local 
conditions are taken into consideration: 
the mean net radiation during the 
growing season is lower than for most 
Arctic sites and the underlying perma-
frost displays one of the lowest ground 
temperatures in the world (Boike et al., 
2013; Obu et al., 2018; Romanovsky et 
al., 2010). These diminishing factors 
are counterbalanced by an annual dep-
osition of nutrients in the course of 
spring flooding (van Huissteden et al., 
2005). 

 

4.4.3. Greenhouse gas flux 

The two global warming potential con-
cepts are associated with uncertainties, 
but the relative uncertainty range is 
wider for GTP compared to GWP 
(Myhre et al., 2013). For example, the 
GTP values can be considerably affect-
ed by assumptions about the climate 
sensitivity and the heat uptake by the 
ocean. Hence, the rather conservative 
greenhouse gas budgets obtained with 
GWP as a conversion metric appear to 
be a more reasonable. Applying a time 
horizon longer than the chosen 
100 years reduces the impact of the 
methane budget on the greenhouse gas 
budget due to the limited atmospheric 
lifetime of methane. Thus, the sink 
strength becomes stronger.  

The methane emissions largely coun-
teracted the carbon dioxide net uptake 
during the comparison period, which is 
similar to the growing season. On the 
annual scale, the greenhouse gas sink 
strength is likely to be weaker. This 
assumption is based on the accumulat-
ing evidence that the release of me-
thane and carbon dioxide is not negli-
gible during the very cold winter – in 
contrast to the historic view of a win-
tertime inactivity in Arctic ecosystems 
(van der Molen et al., 2007). For in-
stance, at multiple sites in Alaska, the 
non-summertime release of carbon was 
found to equal 1-2 times the summer-
time uptake (Euskirchen et al., 2012; 
Oechel et al., 2014; Zona et al., 2016). 



4.4. Comparison of budgets 
 

 

 
 

92 
 

For a complete carbon balance, lateral 
fluxes of both particulate and dissolved 
organic and inorganic carbon also need 
to be taken into account (Chapin III et 
al., 2006). However, their magnitude 
can, in comparison to the observed ver-
tical fluxes, only be hypothesised due 
to missing measurements. The first out 
of two noteworthy lateral carbon fluxes 
constitutes the Lena River during 
spring flooding in June. Among the 
three great Siberian rivers draining into 
the Arctic Ocean (Ob, Yenisei, Lena), 
the Lena river ranks first in terms of 
both total suspended matter and total 
organic carbon export (Cauwet and 
Sidorov, 1996). A large portion of this 
discharge takes place in the course of 
the spring flood; however, the question 
on the quantity of the net import on 
the flood plain remains unanswered 
(Fedorova et al., 2015). The second 
noteworthy lateral carbon flux repre-
sents the backswamp in the eastern 
footprint, where water from a draining 
thermokarst lake on the river terrace is 
transferred to the outlet in the north of 
the flood plain. By way of contrast, the 
north-western trench in the footprint 
displays standing water, and lateral 
transport thus ought to be negligible. 
The lateral export of carbon, however, 
plays only a tangential role relative to 
the vertical fluxes as measurements 
have demonstrated: the water from a 
small catchment area on the river ter-
race draining onto the flood plain ex-
ported on average about 3.7 g m-2 of 
dissolved organic carbon during the 
growing season 2014 (Petersen, 2015). 

During the same period, the eddy co-
variance system on the river terrace, 
whose footprint overlaps with the small 
watershed, yielded a cumulative TER 
of 92.9 g C m-2 and a cumulative GPP 
of -138.6 g C m-2 (Wille, C., personal 
communication, 2018). 

Finally, scaling and balancing carbon 
fluxes in an tundra ecosystem with a 
high spatial heterogeneity requires a 
high temporal resolution such as the 
30-min flux interval; the application of 
daily flux means does not consider the 
whole spatial heterogeneity 
(Budishchev et al., 2014). Simultane-
ously, the application of fine-scale sur-
face imagery is essential; Landsat 
scenes for instance are likely to be too 
coarse (Schneider et al., 2009). The ne-
cessity of considering the surface heter-
ogeneity in the process of upscaling 
greenhouse gas fluxes, in particular me-
thane fluxes, became clearly evident 
through the considerable overestima-
tion of the sink strength, obtained 
through simply upscaling footprint 
budgets without the preceding 
downscaling procedure. 
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5. Synthesis 

5.1. Conclusion 

The flood plain on Samoylov Island 
constitutes an interesting tundra eco-
system that is characterised by both an 
annual spring flood that deposits flux-
enhancing nutrients, and a heterogene-
ous surface that causes a distinctive 
variability in carbon fluxes. This varia-
bility could be well explained by invok-
ing the distribution of vegetation clas-
ses. Although the eddy covariance 
method yielded fluxes that integrated 
across the heterogeneous surface, the 
partitioning of these mixed signals was 
successful in that individual fractions 
within the ecosystem could be viewed 
in isolation. 

This flux decomposition allowed in-
sights into the flux dynamics of indi-
vidual vegetation classes. Shrubby veg-
etation was found to exhibit negligible 
methane emissions, while scattered 
patches of graminoid vegetation likely 
displayed the largest methane emis-
sions on Samoylov Island. On account 
of these opposing source strengths dis-
tributed across the surface, the tem-
poral variability was very high in the 

observed fluxes on the daily scale. By 
contrast, the lower temporal variability 
in the carbon dioxide fluxes was rather 
driven by the diurnal cycle of both 
photosynthesis and meteorological pa-
rameters. However, during an unusual-
ly warm spring period, the shrubs fea-
tured a considerably greater net uptake 
than the sedges. This concealed devia-
tion, as both classes normally exhibited 
similar flux rates, could be revealed by 
means of the downscaling procedure. 
Accordingly, fluxes observed in a foot-
print, which is considered representa-
tive, may lack representativeness in re-
sponse to climate anomalies. This as-
pect may gain importance against the 
projected rise in weather extremes in 
the course of climate change. 

For investigating this small-scale flux 
variability, conducting a series of 
chamber measurements would be the 
typical approach. Chamber measure-
ments are, however, associated with 
several drawbacks that bias the flux 
determination. Circumventing these 
problems with the eddy covariance 
method on the mesoscale (whilst re-
solving the pronounced variability on 
the microscale) enabled the extrapola-



5.2. Outlook 
 

 

 
 

94 
 

tion of data from a point measurement 
beyond the footprint of the flux tower.  

The subsequently estimated carbon 
budgets of the entire flood plain consti-
tute robust balances that allow a relia-
ble assessment of its carbon 
sink/source strength by evading sensor 
location bias-related issues. Ignoring 
the lacking footprint representativeness 
by a direct upscaling of the footprint 
budgets was demonstrated to cause a 
misjudgements in the form of a consid-
erable overestimation of the greenhouse 
gas sink strength. In case of a further 
upscaling, such substantial biases 
would then propagate, e.g. into the re-
gional scale, causing spurious carbon 
balances. 

5.2. Outlook 

The eddy covariance method will re-
main one of the most accurate and de-
fensible approaches for determining 
carbon fluxes and budgets of ecosys-
tems in the (near) future. Thus, the 
further investigation of the effects of a 
heterogeneous surface on fluxes and 
budgets is as essential as the compen-
sation of this bias since most of the 
natural surfaces are not homogeneous 
(depending on the desired scale and the 
examined greenhouse gas). In this con-
text, the transferability of the hereby 
demonstrated methodology of flux de-
composition to other Arctic ecosystems 
is worth examining. It can be antici-
pated that the application of similar 
parameterisations, i.e. the recalibration 

of the proposed model functions with 
roughly the same flux drivers, is likely 
to yield satisfying results. Moreover, 
adopting the basics of this methodolo-
gy, i.e. fitting a set of area-weighted, 
surface class-specific flux models to the 
observed flux, in ecosystems outside 
the Arctic is certainly conceivable. Fol-
lowing this broad applicability beyond 
micrometeorological issues in perigla-
cial environments, this modelling ap-
proach may also be supportive in the 
fields of landscape ecology, experi-
mental agronomy, catchment hydrolo-
gy and biogeochemistry. 

Based on the close coupling between 
carbon fluxes and vegetation cover, the 
demand for regional carbon budgets 
could be addressed through extensive 
vegetation mapping. The required re-
mote sensing images therefore need to 
have a high resolution, preferably in 
the sub-metre range, in order to resolve 
small-scale changes in surface charac-
teristics that are ubiquitous in the Arc-
tic tundra. Such an approach would 
account for the sub-grid variability, 
which regional-scale models often ne-
glect. Precise carbon budgets are par-
ticularly important against the back-
ground of growing concern about the 
implications of climate change in the 
Arctic. Furthermore, investigating the 
vegetation composition of other flood 
plains in the Lena River Delta would 
also enable the assessment of the repre-
sentativeness of the vegetation compo-
sition, and thus the determined carbon 
fluxes, of the flood plain on Samoylov
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Island. Another method to directly 
evaluate the representativeness of the 
flood plain fluxes regarding other flood 
plains in the delta could be airborne 
eddy covariance measurements. 

Surface characteristics are also subject 
to a change, even in a rapid way in 
view of climate change. For instance, 
the northerly migrating shrubs own the 
potential to distinctly alter the sink 
strength of tundra ecosystems. Their 
interesting role became evident through 
the comparatively large net uptake 
during the high springtime tempera-
tures, which possibly constituted a 
window into the future. Further re-
search effort should also be devoted to 
both the link of the carbon turnover to 
nitrogen dynamics, and the qualitative 
and quantitative implications of the 
spring flood on the carbon fluxes of the 
flood plain on Samoylov Island in the 
Lena River Delta. 
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