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Abstract

The implications of the high repetition rate of the ANGUS 200 TW laser
system operated by the University of Hamburg and DESY are studied
within the framework of the laser wakefield accelerator LUX. Combined
with a non ideal spatial contrast in the focal plane, the repetition rate leads
to a fast degradation of the capillary target. We investigate the profile of the
far field distribution with a high dynamic range, as well as the source of the
discrepancies between the camera measurement and the expected profile
derived from the laser wavefront measurement. Furthermore, combined
with the high energy of the laser pulses, the repetition rate also leads to
a high average power absorbed by the in-vacuum gold coated diffraction
gratings used to compress the pulses after amplification. The increase
of the substrate temperature then deforms the surface and results in a
drastic degradation of the laser divergence and wavefront quality. A broad
range parameter scan allows us to define a power threshold above which
the deformations of the optics are no longer negligible. Different gratings
are finally compared in terms of surface deformation and coating damage
threshold.
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Zusammenfassung

Die Auswirkungen der hohen Wiederholrate des ANGUS 200 TW Lasersys-
tems bei die Hamburg Universität und DESY werden im Kontext des LUX
Laser-Plasma Beschleunigers untersucht. Kombiniert mit einem nicht ide-
alen räumlichen Kontrast in der Brennebene, führt die Wiederholungsrate
zu einer schnellen Degradation der Kapillar-Targets. Wir untersuchen das
Strahlprofil im Fernfeld mit einem hohen Dynamikbereich, sowie die Quelle
der Abweichungen zwischen der Kameramessung und dem erwarteten Profil,
das von der Laserwellenfrontmessung abgeleitet wurde. Darüber hinaus
führt die Wiederholrate in Kombination mit der hohen Energie der Laserim-
pulse zu einer hohen absorbierten mittleren Leistung in den goldbeschichteten
Beugungsgittern, die verwendet werden um die Impulse nach der Verstärkung
im Vakuum zu komprimieren. Die Erhöhung der Substrattemperatur ver-
formt dann die Oberfläche und führt zu einer drastischen Verschlechterung
der Laserdivergenz und der Wellenfrontqualität. Parameterscans über einem
breiten Bereich ermöglichen es uns, eine Leistungsschwelle zu definieren,
über der die Verformungen der Optik nicht mehr vernachlässigbar sind.
Unterschiedliche Gitter werden schließlich hinsichtlich der Oberflächenver-
formung und der Zerstörschwelle der Beschichtung verglichen.
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Chapter 1

Introduction

Since the development of the chirped pulse amplification technique in 1985 [1],
the energy contained in ultrashort laser pulses has been steadily increasing.
Nowadays, within tens of femtoseconds, laser systems can contain up to
100 J per pulse for large scale facilities such as the European Extreme
Light Infrastructure [2], or 1 J and above for projects at a more “rea-
sonable” scale [3]. Such beams can be focused down to reach intensities
well above 1018 W cm−2, which corresponds to the regime where electrons
accelerated by the laser electric field can reach relativistic energies [4], which
are interesting for relativistic electron acceleration [5] or high harmonic
generation [6], to name only a few. In parallel to the increase of peak
power, constant effort has been undertaken to increase the repetition rate,
for example by using diode-based pump lasers [7] or thin disks as amplifier
medium instead of rods [8]. The increase of repetition rate allows laborato-
ries to move from single-shot proof-of-principle experiments to systematic
studies and parameter scans backed up by statistical data, which enable a
deeper and more consistent analysis. Furthermore, with the development
of high-power laser systems as drivers for secondary sources such as laser-
plasma accelerators for instance, increasing the repetition rate is necessary
to obtain performances required for applications. Additionally, increasing
the repetition rate of laser systems allows for active feedback and therefore
a better control of the pulse properties [9].

However, the increase of pulse energy and repetition rate both lead to
an increase of average power, which results in a higher thermal expansion
of all optics absorbing a fraction of the laser energy. In particular, the gold
coated in-vacuum gratings typically used with such laser systems based on
titanium-sapphire technology absorb a few percents of the incident pulse
energy. Therefore, a few watts of power heats the grating substrate and
can only be evacuated by radiative cooling. Through thermal expansion,
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the surface of the optic will then be deformed, which acts back on the laser
pulses as it degrades the reflected wavefront. The deformation of the laser
wavefront itself has a direct negative impact on the focusability of the beam,
which heavily decreases the available peak intensity as well as the energy
contained within the central part of the focal spot. This fraction of the pulse
energy is typically a crucial parameter which determines the efficiency of
a process [10]. Furthermore, increasing the repetition rate of secondary
sources also means that this source should be able to resist against an
increasing number of focused high power laser shots. Such a requirement
becomes critical for capillary targets where the source characteristics are
defined by its geometry. Indeed, the energy of the laser that is not contained
within the main peak of its far field distribution would ablate material
from the target structure until it becomes unusable. Therefore, the spatial
contrast of the laser focused through such target has to be high enough to
ensure a reliable long term operation of these secondary sources.

The LUX beamline operated by the University of Hamburg and DESY
is such an experiment [11]. Driven by the 200 TW ANGUS laser system,
the gas-filled capillary target generates relativistic electron beam in a few
millimeters, which can then be sent to an undulator where their wiggling
motion generates soft X-rays as a tertiary source. The ANGUS laser is
a double CPA titanium-sapphire laser delivering up to 6 J pulses with a
repetition rate of 5 Hz. Because the laser has a maximum average power
of 30 W, and the beam is being focused in a sub-mm size capillary target,
assessing the degradation of the wavefront and the spatial contrast of the
focus becomes critical in order to ensure a stable operation of the LUX
beamline over several hours. Indeed, to improve the performance of the laser
wakefield accelerator, it is necessary to scan a large range of parameters due
to the highly non linear nature of this process. Therefore, a high repetition
rate is both a blessing and a curse as it allows for fast scans with enough
statistics to extract meaningful correlations, but a bad spatial contrast and
a large transient deformation of the wavefront drastically limit the lifetime
of the experiment. We therefore aim to quantify these two aspects, which
is the first step to keep the laser—and thus the electron beam—properties
under control.

First, we detail some key concepts of chirped pulse amplification and
titanium-sapphire lasers (chapter 2), in order to understand the typical
compressor geometry and the necessity of using gold coated gratings. We
also explain how to characterize, diagnose, and control the laser wavefront
as it is the main diagnostic used in this thesis. Then, we give an overview of
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the ANGUS laser and the LUX beamline (chapter 3). The ANGUS system
because it is the laser used throughout this work, and the LUX beamline
because it is the framework within which all the measurements reported
here took place. In fact, our results are not an end in themselves, but
a mean to optimize the electron production and the overall performances
and stability of the laser wakefield acceleration. We also detail the laser
diagnostics which have been extensively used, and use this opportunity
to emphasize the necessity of always referencing the measurements to the
actual laser beam used for experiments. Keeping this last point in mind,
we proceed to measure the intensity distribution of the laser beam in focus,
as well as its spatial contrast (chapter 4). We aim to understand the
discrepancies between the predictions based on the wavefront measurement
and the direct focal spot measurement, and the critical impact of the spatial
contrast on the usability of our high repetition rate system for the LUX
experiment. Finally, we investigate the transient wavefront degradation of
the laser beam due to the heat absorbed by the in-vacuum gold coated
gratings (chapter 5). We monitor and model the temperature increase of
the substrate itself before studying the effects on the beam divergence and
focusability. Nevertheless, our results on grating substrates and coatings
give hopes that high power ultrashort laser systems at high repetition rates
could use their full potential for the development of stable and reliable
secondary sources such as LUX.
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Chapter 2

Background

Since the first experimental demonstration of laser radiation in 1960 [12],
extensive research has allowed the pulse duration to decrease thanks to the
development of Q-switching in 1961 [13] shortly followed by mode locking
schemes in 1964 [14]. The first titanium-sapphire (Ti:sapphire) based laser
was reported in 1982 [15]. Its large emission bandwidth makes it especially
suitable to generate sub-100 fs pulses [16]. Three years later, the chirped
pulse amplification (CPA) technique [1] was a major breakthrough in the
field of short pulse high power lasers as it allowed femtosecond pulses to
be amplified without damaging the optical components by reducing the
peak intensity through temporal stretching. This technique is a critical and
essential part implemented in all short pulse high energy lasers. Ti:sapphire
CPA lasers are now widely used to generate several 100 TW and up to PW
pulses with duration below 50 fs at a few Hz repetition rate [3].

As this work is entirely based on a high-power Ti:sapphire system—
namely ANGUS—it seems appropriate to review a few key concepts neces-
sary to understand some design decisions. Therefore, after a description
of the CPA technique, we focus on the Ti:sapphire specifics. Then a
quick overview of the grating technologies gives an comparison between the
different processes used to manufacture these critical components. Finally,
the laser wavefront measurement and control is described as it is the focus
of this work, both in itself to improve the laser beam quality, and as a
diagnostic to study dynamic processes.
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2.1 Chirped pulse amplification

First described and used to improve radar transmission [17], the chirped
pulse amplification (CPA) technique has been successfully applied to optical
radiation to overcome the damage threshold of optics in the femtosecond
regime. Due to the short pulse duration, light pulses reach intensities high
enough to start self-focusing processes when propagating through material
like the laser gain medium. Eventually, the intensity is sufficient to perma-
nently damage the optics.

2.1.1 Principle

To avoid the aforementioned effect, the short pulses generated in an oscil-
lator are first stretched: they enter a dispersive device (stretcher) which
sends each wavelength on a path with different length before recombining
them in a single beam. It imprints on the pulses a linear chirp, meaning the
instantaneous frequency depends linearly with time (see figure 2.1). This
chirp increases the overall pulse duration, which in turn decreases the peak
intensity. For Ti:sapphire systems, the pulses are typically stretched from
tens of fs to a few 100 ps, which corresponds to a group delay dispersion
(GDD) of roughly 1 ps2. They are then amplified and finally re-compressed
in a compressor. The compressor is analogous to the stretcher and imprints
the opposite chirp to overlap all the wavelengths in time. We finally obtain
amplified short pulses while avoiding damage to optics and change to the
pulse properties through self-focusing. Figure 2.2 is a simplified schematic
of a typical CPA system.

The stretcher and compressor are both composed of dispersive optics
which are typically diffraction gratings. Prisms are also widely used as well
as chirped mirrors, but gratings are usually preferred for high-power system
as the high-intensity can lead to nonlinear effects when propagating through
a medium for instance. As the ANGUS laser uses a grating compressor
and stretcher, this section only focuses on their characteristics. Due to
practical considerations, the stretcher imprints a positive chirp (the lower
frequencies/longer wavelengths are in front of the higher frequencies/shorter
wavelengths), and the compressor a negative chirp. For high power systems,
the peak power of the pulse after amplification and compression is so high
that self-focusing processes would start simply by propagating the beam
through air, leading eventually to air breakdown which would spoil both
the temporal and spatial quality of the laser beam. Therefore, after ampli-
fication, the final compression is done in a vacuum environment.
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Figure 2.1: Electric field of an arbitrary positively chirped pulse (blue line).
The field oscillates more slowly at the front of the pulse (left) than at the
back (right). The compressed pulse (red line) has the same spectral content
and energy as the chirped pulse. The field amplitude is overlaid as a shaded
area.

2.1.2 Grating diffraction theory

For a single grating, the angle of propagation of the diffracted orders can
be predicted using the grating equation:

sin θm =
mλ

d
+ sin θi, (2.1)

with θm the angle between the direction of the diffracted order m and the
normal to the surface, θi the angle between the direction of the incident
wave and the normal to the surface, λ the wavelength and d the grating
period. The grating period is usually specified by its inverse, the groove
density in lines/mm. Obviously, this equation is only valid if∣∣∣∣mλd + sin θi

∣∣∣∣ ≤ 1. (2.2)

Ifm is such that this condition is not respected, then the associated diffracted
order cannot propagate and corresponds to an evanescent wave. Indeed, one
can derive the expression of the wave vector of an incident plane wave using
the periodic structure of the grating and extract its component along the
normal of the grating surface ky (see [18] for the complete derivation). For
a reflection grating in vacuum, we obtain:

ky =

√(
2π

λ

)2

− k2
m, (2.3)
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Oscillator

Amplifiers

Stretcher

Compressor

Figure 2.2: Schematic of chirped pulse amplification. The initial short pulse
coming from an oscillator is first stretched, then amplified and finally re-
compressed. We then obtain a high energy short pulse. To produce a positive
chirp in the stretcher (the long wavelengths travel a shorter distance than
the short wavelengths), it is necessary to use curved optics. Here the first
grating is in the object focal plane of two-lenses telescope and the second
grating is placed before the image focal plane. By placing it after the focal
plane, a negative chirp would have been added to the pulse.

with km = 2π
λ

sin θm the wave vector amplitude of the diffracted order m.
If the condition 2.2 is not met, ky is imaginary and therefore, the wave is
evanescent.

For m = 0, this condition is always met. This corresponds to the
specular or Fresnel reflection which is always propagating and where the
beam is not diffracted as it does not depends on the grooves density or the
wavelength at all. If the grating is such that d � λ, only the specular
propagates. On the other hand, if d � λ many orders will propagate.
Figure 2.3a shows a configuration where four orders are propagating, namely
from the −2nd up to the 1st order. Two incidence angle (5° and 7°) are
shown. From the condition 2.2, we can give an lower bound on the value of
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λ/d for a given order m to be evanescent. In fact if

λ

d
>

2

|m|
, (2.4)

then the diffracted order m is evanescent. This condition is sufficient but
not necessary. For instance with a Ti:sapphire compressor, λ/d = 1.2.
Therefore only the 1st and −1st orders could propagate. However, at least
one of them is evanescent as the condition 2.2 cannot be satisfied for both
orders.

An interesting configuration is such that the diffracted order (typically
the −1st) back propagates in the same direction as the incident beam θm =
−θi = arcsin (mλ/2d). This angle is called Littrow angle. Therefore, for
the −1st order, we obtain:

− θi = θ−1 = arcsin

(
λ

2d

)
. (2.5)

Close to this incidence, the angular deviation between the incident beam
and the diffracted beam is small so it allows one to build compact systems.
Furthermore, to have the highest compressor efficiencies for high power
systems, the gratings are designed to only have two propagating orders:
the specular which is always present, and the −1st. Using the condition 2.2
and the equation 2.5, we find that this configuration can be reached when
2/3 < λ/d < 2 in Littrow configuration.

2.1.3 Grating compressor

The first diffracted order imprints an angular chirp on the beam as the
wavelength depends on the angle of propagation of the beam. Using a
second grating parallel to the first transforms this angular chirp into a
spatial chirp: the wavelength depends on the transverse position. Finally,
using a roof mirror to back reflect the beam on itself (typically at a different
height) removes the spatial chirp. One can then tune the distance between
the gratings to adjust the amount of negative temporal chirp added to the
beam.

As explained earlier, a pulse with linear temporal chirp has its instan-
taneous frequency that depends linearly with time. It analogous to say
that the group delay of the pulse depends linearly with the frequency.
Furthermore, by writing the Taylor series of the spectral phase,

φ(ω − ω0) = φ0 + φ1 · (ω − ω0) +
1

2
φ2 · (ω − ω0)2 + · · · , (2.6)
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(a) Diffracted orders with λ/d = 0.5 and θi = 5° (solid line)
or θi = 7° (dashed line)
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(b) Configuration of a Ti:sapphire compressor, λ/d = 1.2 and
θi = 51.4°; The dotted lines represent a 40 nm bandwidth

Figure 2.3: Schematics of the diffracted orders with different gratings and
incidence angle. In (a), 3 orders are propagating due to a low groove density
and thus a small diffraction power. In (b), the typical configuration for a
Ti:sapphire compressor is represented. The incidence angle is 51.4° with a
groove density of 1480 lines/mm. Only the −1st order propagates, and the
incidence angle is larger than the Littrow angle.
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with ω0 the central angular frequency, and φn the nth derivative of the
spectral phase at ω = ω0. Therefore, as the group delay is the first derivative
of the spectral phase, we obtain to the first order tGD = φ1 + φ2 · (ω − ω0).
Thus, the group delay dispersion (GDD) φ2 naturally characterizes the
linear chirp of a pulse.

The GDD induced by a compressor composed of two parallel gratings
separated by a distance L (normal to the gratings surfaces) used in double
pass can be calculated according to the equation [19]:

φ2 = − λ3
0L

πc2d2 cos3(θ−1)
, (2.7)

with λ0 the center wavelength, c the speed of light, and θ−1 the angle of the
reflected first order calculated according to the equation 2.1. Furthermore,
assuming a Gaussian temporal envelope of the pulse, the pulse duration of
the chirped pulse τc can be calculated from the GDD and the Fourier-limited
pulse duration τ0:

τc = τ0

√
1 +

(
4 ln 2φ2

τ 2
0

)2

, (2.8)

which simplifies if φ2 � τ 2
0 into

τc =
4 ln 2φ2

τ0

= ∆ω φ2, (2.9)

using the Time Bandwidth Product (TBP) τ0 ∆ω = 4 ln 2 for a Gaussian
envelope, with ∆ω the angular frequency bandwidth.

A typical Ti:sapphire compressor operates at an incidence angle larger
than the Littrow angle (see figure 2.3b). For a wavelength of 800 nm
and a grating with 1480 lines/mm, the Littrow angle is 36.3° according
to equation 2.5. A usual operating incidence angle is close to 51° as it
is large enough to reduce significantly the fluence (< 65 % of the beam
normal fluence) and provides enough dispersion in a reasonable distance to
compensate for the pulse chirp [20]. This results in a diffracted angle of
23.7° (see equation 2.1). Using the equations 2.7 and 2.9, we can calculate
for these parameters the separation needed to compensate a given chirp
assuming a Fourier-limited pulse duration of 30 fs. We find out that τc [ps] =
0.48 · L [mm].
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Figure 2.4: Schematic of an Öffner stretcher. The position of the four passes
on the grating are indicated on the left. This configuration allows to stretch
a pulse with no chromatic and little geometric aberrations. The chirp can be
adjusted by changing the distance between the compressor and the center of
curvature.

Concerning the stretcher, It is necessary to use curved optics in order to
obtain a positive GDD. The schematic in figure 2.2 features a lens telescope
for this purpose. However, for very short pulses which have a large band-
width, transmissive optics can introduce chromatic aberrations as well as
adding additional uncontrolled dispersion to the beam. Thus the telescope
is usually built from reflective optics in a configuration called Öffner triplet
using two concentric spherical mirror with a radius of curvature ratio of −2
(as shown in figure 2.2), a single grating used four times and a roof mirror
to decouple the input and output beams [21]. The grating is placed before
the center of curvature of the two mirrors to obtain a positive chirp (see
figure 2.4). This configuration has the advantage of being free of chromatic
and geometric aberrations (except spherical aberration as the grating is not
placed at the center of curvature of the spherical mirrors, which increases
the fourth order dispersion). As the beam is spatially chirped inside the
stretcher, any geometric aberration would directly translate into spectral
phase distortions.
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2.2 Titanium-sapphire lasers

The first titanium-sapphire laser was built in 1982 by P. Moulton [15]. It
was first used as a tunable CW laser thanks to its broad emission bandwidth
(see figure 2.6). After the development of mode-locking [14], and especially
the Kerr-lens self-mode-locking [16], it became one of the most used sources
for femtosecond lasers. Most of the high energy femtosecond lasers systems
are nowadays based on this technology. We review here a few properties
which explain the interest of the laser community for this material. We also
introduce a few concepts of general laser amplification, using Ti:sapphire
as a practical example.

2.2.1 Ti:sapphire properties

A titanium-sapphire crystal (Ti3+:Al2O3) contains Ti3+ ions ([Ar] 3d1)
replacing the Al3+ ions in a sapphire (Al2O3) lattice. In the excited state
resulting from a photon absorption, the Ti3+ ion displaces itself with respect
to the lattice and excites vibrations which lowers the energy of the system.
The coupling of electronic energy levels of the titanium ion to the vibrational
energy levels of the surrounding lattice is the reason why the Ti:sapphire
laser is called a vibronic laser. Once in this lower excited state, the emission
of a photon brings the energy level of the system close to the ground state,
which is finally reached by another fast vibrational relaxation to bring the
titanium ion back to its original position in the lattice. The broadband
nature of Ti:sapphire laser comes from the broadening of the ground and
excited energy levels through the coupling to the vibrational levels of the
lattice. Furthermore, as this relaxation is much faster (in the order of 0.1 ps)
compared to the spontaneous lifetime of the upper laser level (3.2 µs at
room temperature), the system is usually approximated as a four-level laser.
Figure 2.5 shows a simplified schematic of the energy levels in a Ti:sapphire
laser. For more details on the spectroscopic properties of Ti:sapphire, we
refer to [22, 23].

The emission bandwidth spans from 650 nm to 1100 nm (see figure 2.6),
and the bandwidth that is usually amplified through the chain goes from
750 nm to 850 nm. Therefore such crystals inherently have the bandwidth
necessary to support very short pulses. In fact, we can estimate the pulse
duration through the Time Bandwidth Product:

τ0 = K
λ2

0

∆λ c
, (2.10)
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Figure 2.5: Diagram of Ti:sapphire energy levels, inspired from [22]. The
absorption and emission transitions both have a large bandwidth due to the
strong interaction of the electronic transitions with phonons. An electron
excited in the upper level relaxes to a lower energy when the Ti3+ ion
displaces itself and excites vibrations of the surrounding lattice. After
stimulated emission, another relaxation brings the ion back to its initial
position in the ground level. The relaxation time is very fast (on the order
of 0.1 ps) compared to the upper state lifetime of 3.2 µs. The numbers on the
energy scale correspond to an equivalent four-levels system for simplicity. In
this approximation, the pump level (3) and lower laser level (1) have a broad
energy distribution while the upper laser level (2) and the ground level (0)
are sharp.
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Figure 2.6: Absorption, fluorescence and gain (or emission) cross-section
of Ti:sapphire for a π-polarization, reproduced from [26, 27]. The gain
cross-section follows the fluorescence cross-section according to σgain ∝
λ5σfluorescence, which explains the shift towards the longer wavelengths and
the broadening of the gain cross-section.

with λ0 the center wavelength, ∆λ the full width at half maximum (FWHM)
bandwidth, c the speed of light, τ0 the FWHM pulse duration, and K
a coefficient which depends on the spectral envelope. For a bandwidth
of 40 nm centered around 800 nm, and a assuming Gaussian envelope for
simplicity (K = 2 ln 2/π = 0.441), we obtain a minimal pulse duration of
24 fs.

The absorption bandwidth is also quite broad and centered around
500 nm. Several methods can then be used to pump efficiently this crystal.
Due to the short lifetime of the upper state, flash lamps are usually avoided.
A common pump scheme uses a flash-pumped frequency-doubled Nd:YAG
or Nd:YLF laser which lies at 532 nm or 527 nm respectively. The well-
established Nd-based lasers helps to have access to commercially available
high quality pumps but limits the repetition rate of high energy Ti:sapphire
lasers. In fact, above 1 J output energy, the repetition rate hardly goes
above 10 Hz due to the heating of the Nd:YAG rods by the unused flash
lamp spectrum. However, thanks to the development of diode lasers, direct
diode pumping of Ti:sapphire oscillators and amplifiers have been demon-
strated [24, 25] with µJ energies at several 100 kHz repetition rates.

15



2.2.2 Amplifier gain

The emission cross-section σ is a key parameter to calculate the amplifi-
cation of a laser beam going through a gain medium with a population
inversion. For a small thickness of the crystal dz, one can write the lossless
variation of the laser fluence F :

dF

dz
= σ∆nF (z), (2.11)

with ∆n the population density difference between the two lasing energy
levels. We can easily integrate this equation if the gain is small enough
such that the variation of the inversion population can be ignored, meaning
dF/dz � hν ∆n with ν the laser frequency and h the Planck constant.
Using equation 2.11, we find a requirement on the laser fluence that satisfies
this condition:

F � hν

σ
= Fsat, (2.12)

with Fsat the saturation fluence which depends only on the crystal proper-
ties. If this condition is satisfied, we then calculate the output fluence of a
crystal of length L by integrating equation 2.11:

Fout = Fin · exp (σ∆nL) = Fin · exp (g0 L) , (2.13)

with g0 = σ∆n the small signal gain. This so-called linear regime, which is
only valid if the fluence is small (hence the name small signal gain), is quite
interesting as one can efficiently extract energy from the gain medium in
a single pass. For instance, with g0 L = 1.4, one can increase the output
energy by more than 1000 in five passes through the crystal.

On the other hand, if the fluence is high enough to extract all the energy
stored in the crystal, the amplification saturates and we have:

Fout = Fin + hν ∆nL = Fin + g0 L · Fsat. (2.14)

Using the same small signal gain as before g0 L = 1.4 with the same number
of passes but an input fluence of twice the saturation fluence, the increase
of the output fluence is then only by a factor of 4.5. In general, the change
of the population inversion should be considered. Then, the full behavior
of the amplifier is described by the Frantz-Nodvik formalism [28]:

exp(Fout/Fsat)− 1 = exp(g0 L) · (exp(Fin/Fsat)− 1) ,

gleft L = g0 L− (Fout − Fin)/Fsat,
(2.15)
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with gleft L the gain left in the crystal after the laser has propagated through
it. The two asymptotic behaviors can be retrieved from these equations
using the assumptions described earlier on the input fluence. Figure 2.7
gives a representation of these two formulas.

0 0.5 1 1.5 2 2.5 3
0

1

2

3

4
Fout = Fin · exp(g0 L)

Fout = Fin + g0 L · Fsat

Fin/Fsat

F
o
u

t/
F

sa
t,
g l

ef
t
L

Normalised output fluence
Gain left in the medium

Figure 2.7: Normalized fluence and gain after one pass through a gain
medium depending on the normalized input fluence with a small signal gain
of g0 L = 1. The output fluence can be approximated in two different
regimes: the linear regime (dashed line) if Fin � Fsat where the output
fluence depends linearly on the input, and the saturated regime (dotted line)
if Fin � Fsat, practically if Fin ≥ 2Fsat. The curves are calculated according
to the Frantz-Nodvik equations which describe the amplification process of
a pulse propagation in a laser amplifier [28].

It is interesting for a laser crystal to have a high saturation fluence in
order to operate more easily in the linear regime. However, the higher the
saturation fluence the smaller the small signal gain is for a given pump
fluence, so one has to find a compromise. Finally, when thinking of the
last amplifiers of a high power system, a lot of energy is stored within the
crystals, up to a few joules or tens of joules. It is therefore important
to extract as much energy from the crystal as possible to have an efficient
amplification. Moreover, as the beam size is large to stay below the damage
threshold of optics, only a few passes through the crystal are possible within
a reasonable footprint. Thus, the last amplifiers operate typically close to
the saturation fluence in order to extract all the available gain in a few
passes. This is practically possible only if the saturation fluence is below
the damage threshold of the optics used. For this purpose, Ti:sapphire is
especially well suited. Its saturation fluence is around 0.62 J cm−2, which
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means that the output fluence of the amplifiers can be close to this value as
the damage threshold of high reflectivity mirrors and anti-reflective coatings
at 800 nm is typically around 1 J cm−2. A second advantage of operating
the last amplifiers of a high power laser system in the saturation regime
is that it improves the relative energy stability as the output is no longer
linearly dependent on the input.

From figure 2.7, one can see that the gain can be significantly reduced
after one pass if the input fluence gets close to the saturation fluence.
This effect has a strong implication for chirped pulse amplifiers. In fact,
as the pulse is positively chirped in the amplifiers, the red part of the
spectrum which propagates earlier sees the largest gain in the crystal while
the blue part which lags behind sees an already depleted gain. Therefore,
through the amplification chain the spectrum is more amplified in the
red, which skews it and reduces the bandwidth. This effect enhances the
gain narrowing inherent to broadband lasers. In fact, as the emission
bandwidth is finite (see figure 2.6), the wavelengths close to the peak of
the cross-section will be more amplified than the other wavelengths of
the seed spectrum. The amplified spectrum will then be more peaked
and the bandwidth reduced. For the ANGUS laser, gain narrowing and
amplification of chirped spectrum have a relatively similar amplitude and
both should be considered to quantify the spectral narrowing.

Figure 2.8 illustrates these two effects using ANGUS parameters. The
spectrum of the multipass amplifiers is simulated with and without com-
pensation scheme. The simulation is written in Matlab and based on
the Frantz-Nodvik equations to calculate the spatial and spectral profiles
through the chirped pulse amplifiers. The spectral FWHM of the fully
amplified beam without compensation is then 34.4 nm instead of 46.3 nm
using a narrowing compensation device. Such a device therefore decreases
the Fourier limited pulse duration from 27.4 fs to 20.4 fs FWHM, which
corresponds to a decrease of 26 %.

The ANGUS system uses a device called Dazzler in order to compensate
for the spectral narrowing. It is an acousto-optic modulator which can
shape the spectral amplitude and phase of a chirped pulse [29]. Effectively,
it removes a part of the spectrum around 810 nm such that the spectrum is
skewed towards the short wavelengths before the multipass amplifiers (see
figure 2.8 middle plot). As the red part of the spectrum is more amplified,
the skew will be compensated and the output spectrum will be close to a
flat-top like profile with a large bandwidth.
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Figure 2.8: Simulation of the ANGUS laser spectrum through the last four
amplifiers (blue → green → red → purple) without gain narrowing compen-
sation (top), with compensation (middle), and the measured corresponding
spectra (bottom). The FWHM bandwidth is indicated in the legend. We
can see that the spectrum gets skewed towards the longer wavelengths
and the FWHM decreases without compensation. By decreasing the long
wavelengths part of the initial spectrum (blue, middle plot), the narrowing is
pre-compensated and a much broader spectrum is obtained at the end of the
amplification chain (purple). The simulations are done with a code based
on the Frantz-Nodvik formalism (see equations 2.15), and using an input
Gaussian spectrum.

19



2.3 Overview of different grating

technology

This section aims to give an overview of the different techniques used to
produce diffraction gratings for high-power laser systems. We first look
into the processes used to manufacture the grating shape, before comparing
metallic and dielectric coatings while keeping in mind that such gratings are
used with broadband lasers. We also try to understand the difficulties of
specifying damage threshold values. The goal is not to review in detail all
aspects of this topic, for instance we do not assess volume or transmission
gratings here. For such purpose we refer to appropriate handbooks and
reviews such as [18, 30].

2.3.1 Grating pattern production

The two key parameters of the grating pattern are the groove density, which
will define the diffracted angles based on the laser wavelength and the
incidence angle as explained in section 2.1, and the groove shape which
mainly defines the efficiency of the diffracted order. Typically, blazed
gratings are such that the specular reflection from a single groove has
the same angle as the diffracted order. Sinusoidal or trapezoidal groove
shapes are also typical as they are quite easy to produce with interference
lithography coupled with ion etching.

Ruled gratings

Ruled gratings are classically produced by coating the substrate with a
metal, typically gold. Then, the grooves are engraved using a precision
diamond tool. The shape of the grooves can be controlled by selecting
the proper shape of the tool. The groove density accessible with such a
technique ranges from less than 100 lines/mm up to over 10 000 lines/mm.
While very versatile, this process must be extremely controlled. The dia-
mond carriage has to follow an exact path on each pass over the grating.
Any lateral displacement would change the groove spacing and thus the
local diffraction process. Therefore, the lateral displacements are mon-
itored via interferometric measurements and corrected through feedback
loops. Furthermore, environment fluctuations such as air temperature and
pressure also have to be extremely well controlled as they could affect this
interferometric measurement and introduce errors in the process. As the
grooves are ruled one at a time, the wear of the ruling tool must be measured
and compensated as well, for example with an atomic force microscope.
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Finally, such gratings can take several weeks to rule. For example, for a
square grating of 100 mm× 100 mm dimensions with 1000 lines/mm, the
diamond tool has to travel 10 km.

Holomorphic gratings

Holographic gratings were first produced in the late 1960s [31, 32] thanks
to the development of laser technology. Using the interference pattern
produced by properly overlapping spatially two coherent beams (typically
coming from the same laser split in two), a sinusoidal grating pattern can
be recorded in a photoresist. The intermolecular bonds of such a material is
altered by exposure to light. After exposure, the photoresist is chemically
developed and the exposed material is removed (for a positive photoresist).
The leftover material forms sinusoidal or pseudo-sinusoidal grooves which
can be coated. Additionally, the grooves can be shaped using ion etching, for
instance to produce a sawtooth profile to enhance the diffraction efficiency.
The grooves can also be etched directly in the substrate itself to improve
the robustness of the optic. The range of accessible groove densities is
smaller than ruled gratings, typically above 100 lines/mm up to a few
1000 lines/mm. The production time of a holographic grating is much
shorter than ruled gratings as all the grooves are created simultaneously
and the exposition takes less than an hour. However, the optics and laser
used to produce the interference pattern have to be extremely stable, thus
environment also has to be clean and well controlled. In fact, every defect,
dust or scratch on the optics would create a diffraction pattern imprinted on
the photoresist. Furthermore, the laser beams have to be exactly collimated
as a curvature of the wavefront would result in aperiodic grooves. For the
production of large gratings, the high-quality optics used to collimate the
laser are usually the limitation. Scanning beam interference lithography
can overcome this issue to some extent [33].

Replicated gratings

As producing a grating is expensive and time-consuming, replicas of a
master grating which was manufactured following the previously described
methods can also be produced. The replica substrate is coated with a
layer of epoxy and pressed against the master grating. After curing and
separation, the epoxy layer attached to the replica is an exact copy of
the master grooves. The replica can then be coated and have the same
diffraction properties as the master grating. However, the epoxy layer is
typically not well suited for high power laser systems.
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2.3.2 Coating

The first reflective diffraction gratings used metal layers to reflect the light
due to their naturally high reflectivity for a broad range of wavelengths and
acceptance angles. However, for applications with high-power lasers, the
damage threshold of metal coated optics is typically lower than dielectric
mirrors. Therefore, extensive research developed the field of dielectric
gratings in the past 30 years in parallel to the development of said laser
systems [18]. We compared here a few key features of these different
coatings:

• The diffraction efficiency is a critical parameter as a typical com-
pressor needs four passes on diffraction gratings. Therefore to obtain
an overall compressor efficiency above 80 % for instance, the single
grating efficiency should be close to 95 %. Furthermore, this efficiency
depends on the laser polarization as first reported in 1902 [34].

• The spectral bandwidth will define whether the grating can be used
for ultra-short pulses (see equation 2.10). As the pulse duration is
typically in the order of tens of fs, the gratings need to reflect a
bandwidth as large as 100 nm, usually centered around 800 nm for
Ti:sapphire or 1053 nm for Nd:glass or Nd:YAG based lasers.

• The laser induced damage threshold (LIDT) has to be high for the
grating to hold under intense incident light. The laser beam size
and the incidence angle can be increased to reduce the fluence but
the grating has to be large enough. Large gratings up to metre-scale
can be manufactured but it is difficult to keep a high quality at the
groove scale which is then 6 orders of magnitude lower than the optic
dimensions [35].

Damage threshold measurement

Before looking into the different types of coatings and their properties, it
seems appropriate to review the damage threshold measurement procedures.
This value usually defines the laser design parameters such as beam size
which has a major impact on the overall design of the rest of the facility.
It is therefore crucial that the LIDT is well characterized. However, its
measurement is typically a difficult task, and might not always reflect the
actual operating conditions.

To reproduce the extreme conditions reached with high power systems,
a small beam is usually focused on a small portion of the optic in order to
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reach the same level of fluence with a more affordable laser. These tests
are done either on air or in vacuum, but the influence of the environment
is not clear. Some report an improvement in vacuum [36], while others
see little to no effects [37]. The resulting threshold also depends on the
type of exposition to the laser light. The 1-on-1 (one shot at a given
fluence per location) and the S-on-1 protocols (S shots at a given fluence per
location) are described by the ISO11254-1, the latter test provides insight
into potential fatigue effects. The R-on-1 protocol, when the fluence is
ramped up on a location until damage occurs, is also a common procedure
showing some conditioning effects. However, these three techniques do not
asses the overall coating quality as they are done only on a few spots. Thus,
raster scanning is also a common testing procedure, which typically results
in lower damage threshold, sometimes lower than 50 % compared to the 1-
on-1 test for instance (see [38] for a comparison of these different techniques
on multilayer coatings).

The LIDT is specified in the literature in terms of fluence in the beam
normal. Therefore, the incidence angle is often specified in order to calculate
the actual fluence hitting the optic. Furthermore, other parameters such as
the polarization or the pulse duration need to be considered. The damage
process can be completely different between a ns or a fs pulse, and depends
heavily on the structure of the coating [39].

Other aspects such as the damage detection method need to be con-
sidered. In fact, is a damage considered as such when there is an actual
degradation of the optic like ablation of the coating, or when the reflected
laser properties are changed? Is a LIDT specified for 1000 shots still valid
for 10 000 or 100 000 shots? Such questions are difficult to answer and often
depend on the specific usage of said optics, whether they are used for single
shot experiments or with a higher repetition rate, etc.

For this work, we will define the fluences related to damage threshold
considerations in the plane of the optic used (if not specified otherwise) in
order to account for the geometry of the setup. Furthermore, we consider
that an optic is damaged when the properties of the laser are permanently
altered afterwards. This includes for instance degradation of the beam
profile due to a damage to a coating or an overall efficiency decrease.

Metallic gratings

Typical metals used for coatings are gold and silver due to their good
reflectivity, typically above 95 % over a large bandwidth (from 700 nm up to
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more than 3 µm) [40]. However, as silver tends to tarnish when exposed to
air, gold is usually preferred. In order to help fix the gold to the substrate,
an adhesion layer of chrome is sometimes additionally used [41]. It is
interesting to note that for metallic gratings, both S- and P-polarization
can lead to high diffracted efficiency, with very different groove profiles in
each case [42]. For P-polarization (also called transverse magnetic (TM)
in the literature as the magnetic field is normal to the incidence plane),
shallow groove depth leads to high efficiencies, while for S-polarization (or
transverse electric, TE), deeper grooves are necessary. Therefore, metallic
gratings are typically used in P-polarization for high power systems as
shallow grooves are easier to manufacture.

The damage threshold for single-shot femtosecond pulses is on the order
of 100 mJ cm−2 but depends heavily on the coating shape. In fact, Poole
et al. reports in [43] that if the coating is not flat between the ridges of
the grating (for instance, if the gold accumulates more in the middle of the
valley), there is a magnetic field enhancement at the bottom of the ridge
on the opposite side of the incident beam. This field enhancement would
increase the absorbed energy, increase the Joule heating of the grating and
therefore decrease the LIDT by 15 % and the efficiency of the diffracted
order by 7 %.

The presence of photoresist also affects the LIDT. For completely etched
gratings, Poole obtains a value above 300 mJ cm−2 in the grating plane,
while Neauport et al. [44] reports 200 mJ cm−2 using a more standard grat-
ing with photoresist. Furthermore, Wang et al. [45] shows that the gold
deposition technique can decrease the LIDT by more than 25 %. Indeed,
by comparing magnetron sputtering and electron beam evaporation, they
observed two distinct damage morphologies. While magnetron sputtering
gold deposition presents the typical damage from thermal ablation of the
gold film, the e-beam evaporation deposited gold layer is peeling off from
the photoresist. Their numerical simulations show that the increased Joule
heating from the field enhancement induces a thermal stress concentrated
on the interface of the gold layer and the photoresist, which is sufficient to
overcome the adhesion strength with the latter deposition method.

Dielectric gratings

As dielectric materials feature higher damage thresholds than metals (up
to a few J cm−2) [46], they are of particular interest for diffraction gratings.
The typical geometry consists of a multilayer stack of alternating low and
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high refractive index material deposited on a substrate. The grating pat-
tern is then etched into the top layer. Contrary to metallic gratings, the
diffracted efficiency is only high in S-polarization [47].

The improvement of the bandwidth and damage threshold of dielectric
gratings has been growing over the last 20 years. We highlight here a
few important results. Martz et al. [48] produced a 229 mm× 114 mm
large dielectric grating, with a diffracted efficiency above 96 % for a 40 nm
bandwidth centered around 800 nm. They measured a damage threshold of
the grating of 180 mJ cm−2 at 120 fs, which is 55 % lower than the simple
dielectric stack. It is unclear if the LIDT is specified in the grating plane
or in the beam normal. This grating was used to compress a Ti:sapphire
pulse to the ps level. Another promising result is reported by Kong et
al. [49]. They produced a 50 mm× 50 mm large dielectric mirror with a
reflectivity above 99 % over a bandwidth of 160 nm around 800 nm. The
damage threshold was measured to be higher than 400 mJ cm−2 in the optic
plane at 40 fs. While this optic is a mirror and not a grating, it is still an
important step to improve the characteristic of multilayer coatings.

The damage processes of dielectric gratings has been studied and sim-
ulated as well [44, 50, 51]. The field enhancement at the edge of the ridge
opposite from the incident light is the cause of damage in such optics. The
damage threshold has been shown to scale with 1/|E|2, so the stronger the
field enhancement (which can be as high as a factor of 2), the lower the
damage threshold.

Hybrid designs

One of the inconveniences of dielectric coatings is that for a large number
of layers, mechanical stress builds up between the layers which forms a
weak point [52]. A way to mitigate this effect is to limit the number of
stack and compensate the loss of reflectivity by placing a metallic layer
between the substrate and the dielectric stacks [41]. Such coatings have
a damage threshold which is between metallic and dielectric coatings, but
the bandwidth is larger than just a dielectric coating. Therefore, this tech-
nique seems to be an interesting compromise between the two conventional
processes described above.
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2.4 On the laser wavefront

The wavefront of the laser beam corresponds to its spatial phase ϕ such
that the spatial dependencies of electric field can be written as (assum-
ing no spatio-temporal coupling) E(~r) =

√
I0(~r) · exp (i ϕ(~r)), with I0

the intensity profile and ~r the spatial coordinates. If we have access to
both the intensity and the wavefront profiles at a given position, we can
reconstruct the spatial electric field and therefore reproduce numerically its
evolution during propagation, especially the intensity profile of the beam
through the focus. Indeed, thanks to the Huygens-Fresnel principle, we can
calculate the electric field distribution in any plane from the knowledge of
this field in a single source plane under some conditions on the propagation
medium properties. In particular, to calculate the far field distribution, the
computation simplifies into a single Fourier transform of the source plane.
For further details on field propagation, we refer to [53] and references
therein, which also give practical examples in MATLAB language.

In order to describe the wavefront, it is customary to use a set of or-
thogonal polynomials on which the wavefront can be projected. It is in fact
easier to deal with a list of coefficients rather than the full 2D description
of the wavefront. For circular beam, the set of Zernike polynomials [54] is
especially well-suited, as explained below. For square or rectangular beams,
the Legendre polynomials are preferred as the horizontal and vertical axes
are decoupled.

2.4.1 Zernike polynomials

The Zernike polynomials are a set of polynomials that are orthogonal on
the unit disk. They can therefore be used to describe a circular (and by
extension elliptical) distribution using the coefficients of the projection of
the distribution on the polynomials. Furthermore, this set is particularly
suited to the description of wavefronts because the low-order polynomials
are close to standard geometric aberrations, namely defocus, astigmatism,
coma, spherical aberration, etc.

They are described by even and odd functions, respectively:

Zm
n (ρ, θ) =

{
α(n,m) ·Rm

n (ρ) · cos(mθ), if m ≥ 0,

α(n,m) ·R|m|n (ρ) · sin(|m|θ), if m < 0,
(2.16)

with ρ and θ the polar coordinates, n a positive integer is the radial order, m
an integer with the same parity as n such that −n ≤ m ≤ n is the azimuthal
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order, α a normalization constant such that α(n,m) =
√
n+ 1 if m =

0,
√

2(n+ 1) otherwise, and Rn
m the radial polynomial defined as:

Rm
n (ρ) =

(n−m)/2∑
k=0

(−1)k(n− k)!

k! ((n+m)/2− k)! ((n−m)/2− k)!
ρn−2k. (2.17)

The two orders n andm define the “shape” of the polynomial: the azimuthal
order m present in the sine and cosine functions tells how many axes of
symmetry the polynomial has (2 for astigmatism, 1 for coma and so on),
and the radial order n gives the maximal order of the radial polynomial
function. The normalization constant α is such that each polynomial has
an RMS amplitude of 1 over the unit disk.

This description seems rather complex but has a simple expression for
low-order polynomials, which are useful to represent geometric aberrations
as explained above. Table 2.1 gives the expression of the polynomials up to
the first spherical aberration (commonly associated with spherical lenses).
The sequential index given in the table is one way to map the two indices
n and m to a single index (typically j). The rules are the following: j is
increasing with n; at identical n, j is increasing with |m|; and at identical
|m| the positive m has a lower index than the negative. Other indexing
such as defined by Noll [54] ensure that an even polynomial has an even
index, or orders the polynomials with ascending n + m order. Finally, the
normalization constant α is sometimes ignored. Due to the diversity of the
conventions, we will only use the one described by table 2.1. Figure 2.9
shows the wavefront map of these first polynomials.

Even though they are well-suited to describe low order aberrations, the
Zernike polynomials have a drawback at high radial order: the oscillations
described by the radial polynomials (equation 2.17) get faster and with a
larger amplitude near the edge of the unit disk. For example, figure 2.10
shows a lineout of a high radial order tetrafoil 0°. One can see the increasing
radial frequency close to a radius of 1. Therefore, it is difficult to decompose
a wavefront with a high spatial frequency which is not at the edge of the
profile with a reasonable number of polynomials.
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(a) Piston (b) Tilt 0° (c) Tilt 90°

(d) Defocus (e)
Astigmatism 0°

(f)
Astigmatism 45°

(g) Coma 0° (h) Coma 90° (i) Trefoil 0°

(j) Trefoil 30° (k) First spheri-
cal aberration

Figure 2.9: First eleven Zernike polynomials map. The first three (a-c) are
not so to say optical aberrations as they do not model a curvature of the
wavefront. They are nevertheless useful for completeness of the orthogonal
polynomial set for the correction loop, and to measure the angular jitter.
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Table 2.1: Mathematical expression of the first Zernike polynomials in polar
coordinates.

Index j Name n m Expression

1 Piston 0 0 1
2 Tilt 0° 1 1 2ρ cos θ
3 Tilt 90° 1 −1 2ρ sin θ

4 Defocus 2 0
√

3(2ρ2 − 1)

5 Astigmatism 0° 2 2
√

6ρ2 cos 2θ

6 Astigmatism 45° 2 −2
√

6ρ2 sin 2θ

7 Coma 0° 3 1
√

8(3ρ3 − 2ρ) cos θ

8 Coma 90° 3 −1
√

8(3ρ3 − 2ρ) sin θ

9 Trefoil 0° 3 3
√

8ρ3 cos 3θ

10 Trefoil 30° 3 −3
√

8ρ3 sin 3θ

11 1st spherical aberration 4 0
√

5(6ρ4 − 6ρ2 + 1)
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Figure 2.10: Lineout of a high radial order tetrafoil 0° (Z4
20). The inset shows

the complete map of the polynomial. We can see that the radial frequency
increases as the position gets close to the edge of the unit disk.
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2.4.2 Wavefront measurement devices

Before using the Zernike polynomials, one has to first measure the wave-
front. We review in this section the two main techniques commercially
used for this purpose: The Shack-Hartmann mask and the four-wave lateral
shearing interferometry.

Shack-Hartmann mask

Aberrated wavefront Microlenses
array

CCD

Figure 2.11: Schematic of the Shack-Hartmann principle. The red foci are
displaced due to the local curvature over the area of the microlenses.

The Shack-Hartmann mask is an improvement of the Hartmann mask tech-
nique developed in 1900 for astronomical applications [55]. By using a
mask with several holes in front of a telescope, one could measure the
local curvature of the wavefront over the area of a hole by measuring the
difference between the position of the spots on the image and the position of
the holes on the mask. However, most of the signal is lost in the mask. This
drawback is overcome in 1971 by Shack with the introduction of an array
of microlenses instead of the mask [56]. Therefore, all the light is collected
by the device and the position of the focal spot of one microlens depends
on the local curvature over the area of this microlens (see figure 2.11).
By placing a CCD sensor in the focal plane of the microlenses, one can
record the position of the whole array and reconstruct the wavefront of the
beam. This technique is now widely used and commercial products can
be bought from several companies. The ANGUS lab owns such a device

30



from Imagine Optics1. However, the spatial resolution is limited by the
number of microlenses covered by the laser beam. A typical microlens
has a diameter of about 115 µm and the array has 30 by 40 microlenses.
We note that recent work [57] proposes modifications of the device and/or
focal spot detection software to measure the local tilt and curvature of the
wavefront over the sub-apertures of the microlenses, which increases the
largest resolvable spatial frequency.

Four-wave lateral shearing interferometer

Input
beam with
wavefront

Intensity
and phase

mask

Interferogram

Figure 2.12: Schematic of the four-wave lateral shearing interferometer with
an ideal mask. Actual devices use an approximated intensity mask, identical
to a Hartmann mask.

In order to improve the spatial resolution of wavefront sensors, Primot pro-
posed and implemented in 1993 [58] an interferometric technique using three
laterally sheared replicas of the beam to form a regular hexagonal array of
bright spots, similar to images produced by a (Shack-)Hartmann mask. It
was later improved [59, 60] by using a bidirectional diffraction grating to
generate several replicas of the beam. It consists of a intensity mask similar
to a Hartmann mask and chessboard phase mask. As explained in [61], the
Hartmann intensity mask can be described as a 2D diffraction grating. The
generated diffracted orders then interfere to produce the intensity pattern
from which the derivatives of the wavefront can be measured. By using
a chessboard phase mask, and carefully designing the duty cycle of the

1www.imagine-optic.com
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intensity mask, the 0th order can be suppressed and therefore improve the
resolution of the device [62]. The commercial device from Phasics2 uses four
replicas as it proves to be more compact and simple to implement than three
replicas even though there is a slight loss of transverse resolution. Such a
standard device has a spatial resolution four times higher than a typical
Shack-Hartmann based wavefront sensor for a similar accuracy. The LUX
team at ELI-Beamlines owns such a device and was generously lent to the
ANGUS lab. It has been extensively used for the work presented in this
thesis.

2.4.3 Wavefront control

Once the wavefront is measured, the next natural step is to act on it and
control the optical aberrations of the laser beam. It was first proposed in
1953 [63] to improve astronomical observations and especially to compen-
sate the aberrations coming from the Earth atmosphere. It was first applied
to a high power laser in 1998 [64]. From then, it became a necessary
device to reach high quality focal spots by correcting the aberrations of
the laser system and the transport beamline. It typically consists of a
thin reflective membrane, on which several actuators are attached on the
back. The actuators are pushing and pulling the membrane and therefore
deforming the reflective surface. For the ANGUS lab, the membrane is a
3 mm thick fused silica plate with a high reflectivity coating and a clear
aperture of 90 mm. The 52 mechanical actuators are positioned in four
rings (not including the single center actuator) such that there are about
nine actuators over the diameter. Having mechanical actuator instead of
piezo-based actuator means that the mirror shape stays the same even when
no electrical power is applied.

To operate it, the first step is to know how each actuator affects the
wavefront. Therefore, they are moved independently and the relative wave-
front change is measured (see figure 2.13 for an example with the ANGUS
deformable mirror). Each wavefront is then decomposed on the Zernike
polynomial basis to obtain a n×m matrix, n being the number of Zernike
polynomials used to describe the wavefront and m the number of actua-
tors. From this matrix, we can know the wavefront resulting from a linear
combination of the actuators. We therefore need to invert this matrix to
know what combination of actuator settings is necessary to obtain a given
wavefront.

2www.phasicscorp.com
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(a) Position of the actuators

(b) Actuator 01 (c) Actuator 04 (d) Actuator 15

(e) Actuator 23 (f) Actuator 33 (g) Actuator 52

Figure 2.13: Actuator positions for the ANGUS deformable mirror (a). The
blue and red dots show the position of the actuators over the 90 mm aperture
(black line). The dashed red line shows the 75 mm typical extension of the
laser FWHM. The size of the dots is only an indication and does not represent
the actual size of the actuators. The wavefront response from the movement
of a single actuators (red) are shown below (b-g). The outer ring of actuators
induces a larger wavefront deformation (g) than the other actuators by about
50 %.
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As the matrix is not square, it is not invertible (and in the case it were
square, we have no knowledge a priori whether it is invertible or not).
To circumvent this, the pseudo-inversion (or generalized inversion) can be
used, which is based on the singular value decomposition (generalizing the
eigenvalue decomposition).

Before actually doing the pseudo-inversion, decomposing the calibration
matrix into singular values allows us to filter the “weakest” modes (smallest
singular values). In fact, these modes typically correspond to very weak
aberrations with high spatial frequencies. They often require strong defor-
mations of the mirror with high order modulations which tend to increase
the risk of over-correcting the wavefront. Therefore, by filtering the singular
values, we restrict ourselves to a smaller range of correction but increase its
efficiency and stability on this range.

Once we obtain the filtered pseudo-inverse matrix, we know the actuator
settings required to obtain a specific wavefront. We can then measure the
current wavefront and with the Zernike decomposition, compute the mirror
shape that would generate this wavefront relative to a target wavefront
(typically a flat wavefront). By subtracting this shape to the actual mirror
shape we then add the opposite wavefront to the beam which results the-
oretically in the target wavefront. Practically, it is common to implement
a safety factor in order to reduce the amplitude of the actuator movement.
Therefore, several iterations are needed in order to converge to the target.
However, it ensures a safer operation if the corrected wavefront starts to
diverge from the target.

2.4.4 Point spread function and Strehl ratio

The measurement of a laser beam wavefront is often associated with the
calculation of the point spread function and the Strehl ratio, which give
an idea of the focusability of the beam. Originally defined to quantify the
quality of an optical system, the point spread function (PSF) is the image of
a point source through the studied optical system. The image is no longer
a point due to both diffraction by the aperture of the system and by the
wavefront aberrations of the optics. By comparing the peak intensity of
this PSF to the peak intensity of the diffraction limited image, we obtain
a simple metric for the quality of the system. This ratio is the so-called
Strehl ratio and ranges from 0 to 1 for a diffraction limited image.

For laser systems, the same concept applies to quantify how close to the
diffraction limit one can focus a beam. There, by measuring the wavefront
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ϕ and the near field intensity distribution I0, the best focal spot obtainable
If,best and the ideal focal spot If,ideal can be calculated using a Fourier
transform (which corresponds to Fraunhofer diffraction approximation):

If, best =
∣∣∣F (√I0 · exp (i ϕ)

)∣∣∣2 , (2.18)

If, ideal =
∣∣∣F (√I0

)∣∣∣2 . (2.19)

The intensity distribution If,best corresponds to the focus of the laser
beam using an aberration-free optical system and therefore the best focus
one can hope for with the measured wavefront. The ideal intensity distri-
bution corresponds to the diffraction limited focal spot, where the optical
system is perfect and the laser wavefront is flat. The ratio of the maximum
intensity of these two distributions is again the Strehl ratio. It is a good
indicator of the quality of the laser wavefront, and can be approximated
from the RMS amplitude σϕ by [65]:

S ' exp
(
−σ2

ϕ

)
(2.20)

with S the Strehl ratio and σϕ in wavelength units. However, this approx-
imation is mainly valid for low order aberrations such as astigmatism or
coma, but fails to capture the shape and therefore the intensity of the focal
spot for beams with high order wavefront aberrations. The figure 2.14 shows
different Strehl ratio for a given wavefront RMS amplitude by using up to
the 10th order Zernike polynomials, and one can see that this approximation
typically underestimates the actual Strehl ratio.
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Figure 2.14: Strehl ratio in function of the wavefront RMS amplitude. For
each wavefront amplitude, 1000 wavefronts are generated randomly using
Zernike polynomials up to the 10th radial order n. The Strehl ratio is then
calculated from the PSF. The histogram distribution is represented here for
each wavefront amplitude. The approximation given by equation 2.20 is
overlaid (dashed gray). For an amplitude of 0.15 λ, the wavefront maps
leading to the smallest (S = 0.43) and the largest Strehl ratio (S = 0.69) are
shown. One can see that the higher Strehl ratio are reached when the high
amplitude modulations are constrained to the edge of the profile, while the
lower Strehl ratio is due to high amplitude modulations of the center of the
wavefront profile. They correspond to lower aberration orders.
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Chapter 3

ANGUS system and LUX beamline

The ANGUS laser system is a titanium-sapphire based laser designed to
deliver ultrashort high energy pulses reaching peak powers of 200 TW in
25 fs at repetition rate of 5 Hz. Designed and built by THALES Op-
tronique S.A.1, and commissioned on DESY campus in 2013, significant
changes to the diagnostic and control systems have been undertaken in
the following years in order to improve its stability and availability for the
LUX experiment. We present here an overview of the laser system and its
key parameters, followed by its integration in the control system and the
advantages it provides. Finally, we quickly introduce the LUX experiment
before describing the laser beam spatial diagnostics used for the rest of this
work.

3.1 Overview and parameters of the

ANGUS laser

The ANGUS laser is based on the CPA technique as most of high-power
ultrashort laser systems. Figure 3.1 shows a diagram of its different com-
ponents. The laser is seeded by a Venteon2 oscillator pumped by a Laser
Quantum3 Finesse, which delivers a continuous 532 nm beam with 4.6 W
of power. The oscillator generates a pulse train at 83 MHz with an energy
of 6 nJ and a duration below 15 fs per pulse. They are then stretched to
more than 100 ps in order to be amplified. The stretcher also crops the
spectrum from 760 nm to 850 nm, simply by limiting the aperture of the
dispersed beam. This bandwidth is more than enough to seed the following
regenerative amplifier. The stretched pulses are coupled into the amplifier

1www.thales-laser.com
2www.venteon.com
3www.laserquantum.com
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Figure 3.1: Schematic of the ANGUS system. The laser oscillator and
amplifiers are indicated in red, the pump lasers in green and the pulse shaping
components in blue. The characteristic parameters of the pulses are indicated
between the different components
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cavity via a Pockels cell at a repetition rate of 1 kHz and they are amplified
in ∼ 20 passes through the crystal up to 500 µJ. The crystal itself is pumped
by a diode-pumped frequency doubled Nd:YLF called Jade which sends ns
pulses of 6.5 mJ at 1 kHz. It corresponds to 30 % of the Jade energy, the rest
is sent to the next amplifier. After the regenerative amplifier, the pulses
are compressed back to 30 fs in order to improve the contrast with an XPW
stage.

Indeed, while the regenerative amplifier provides a high gain in excess of
80 000, it also generates a significant amount of parasitic amplified sponta-
neous emission (ASE) which worsens the temporal contrast [66]. Therefore,
in order to improve this contrast, the pulses are sent to a filter based
on cross-polarized wave generation (XPW) [67]. This 3rd order nonlinear
process generates a crossed polarized beam with an efficiency proportional
to the incident pulse intensity. Thus, only the main pulse will efficiently
generate the crossed polarization and the pre-pulses and pedestal will be
greatly reduced. As the efficiency depends on the intensity, the pulses need
to be compressed. The input energy is controlled by tuning the polariza-
tion by means of a half-waveplate, coupled with a polarizing beamsplitter
cube, in order to generate enough output while staying below the damage
threshold of the XPW crystals.

Afterwards, the now 40 µJ pulses are stretched a second time and the
spectral properties are controlled with a Dazzler4 [29], which imprints a
hole in the red part of the spectrum to pre-compensate gain narrowing
of the later amplifiers, and allows to finely tune the spectral phase for a
compression close to the Fourier limit at the end of the amplification chain
(see section 2.2.2 and figure 2.8). A two-pass Booster amplifier pumped by
a 16 mJ beam coming from Jade brings the energy up to 50 µJ. Then,
the repetition rate of the laser is decreased from 1 kHz to 5 Hz with a
Pockels cell. In fact, as the following pump lasers are based on frequency
doubled flash-pumped Nd:YAG rods, the repetition rate is limited by the
heat extraction of the unused flash lamp spectrum stored in the rods. A
Pre-amplifier brings the pulse energy up to 30 mJ in five passes. A fraction
of a Saga pump laser is used for this purpose. The rest of this pump laser
as well as two additional Sagas send about 4.5 J of pump energy into the
Amplifier 1 which increases the pulse energy to 1.4 J in three passes. There,
the output beam profile becomes close to a flat-top-like profile. It is common
to describe such profiles as super-Gaussian, defined as

4www.fastlite.com
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I(r) = I0 exp

[
− ln(2) ·

(
2 r

wFWHM

)2N
]
, (3.1)

with I0 the on-axis intensity, wFWHM the full width at half maximum (FWHM)
and N the order of the super-Gaussian. The final amplifier stage, Ampli-
fier 2, is also a three-pass amplifier, pumped by the 14 J of two Gaia pump
lasers and brings the seed beam to its final energy of 6.5 J. It is followed
by an attenuator based on a half-waveplate and thin film polarizers which
can tune the energy down to 2 to 3 %. After a magnifying telescope which
sets the final beam size to 75 mm FWHM, a deformable mirror (see sec-
tion 2.4.3) allows to correct the wavefront RMS amplitude below λ/20 which
corresponds to a Strehl ratio above 0.95. Finally, the beam is sent to the
in-vacuum compressor where the bandwidth of 45 nm allows a compression
down to 25 fs and the overall efficiency leads to an output pulse energy of
5 J with a relative standard deviation below 1 % over a few minutes. The
pointing jitter out of the amplifier chain is below 2 µrad. The temporal
contrast measured by a third order autocorrelator after full amplification
and compression is < 10−6 and < 10−9 at 5 ps and 20 ps respectively in front
of the main pulse.

Additionally, the Amplifier 2 can be bypassed and the beam attenuated
in order to send 1 mJ into the compressor. Such an operation mode is
set to allow work in the experimental area with a laser beam close to the
design parameters in terms of pulse duration and beam profile but not
intense enough to generate harmful radiation when focused. The output
of Amplifier 1 can also be send to a different area of the laser lab for
experiments with the joule-level chirped beam, and the output of the Pre-
amplifier can be compressed with an on-air compressor to reach peak power
close to 1 TW. These last two outputs are not represented in figure 3.1.

3.2 Control system

In order to ensure the good performances of the laser system and an oper-
ation close to the design parameters, several diagnostics are implemented
between the different amplifiers. The output of each amplifiers is charac-
terized by measuring the average power or the energy, the spectrum (see
figure 2.8), the near field and far field profiles from which are extracted the
position and pointing of the pulses. Furthermore, to prevent any damage
to the amplifier crystals, the temperature of the holder is monitored to
detect any over-heating, and cameras are observing the fluorescence of the
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Booster, Amp. 1 and Amp. 2 to quickly identify if a damage occurs or
if the pump profile is changing. The energy levels of the pumps are also
measured to identify the source of an eventual change of an amplifier output
parameters. All diagnostics are implemented as online measurements using
the leakthroughs of mirrors, or beamsplitters.

By using the near field and far field data, coupled to motorized mirror
mounts, the output position and pointing of the amplifiers are corrected
for any long-term drift and fix the alignment while the laser starts and
thermalization settles down. Most of the laser diagnostics can be included
in the data acquisition system (DAQ) during an experiment in order to
have access to the laser parameters at every amplification stage for every
shot to track down the source of an eventual change. Some diagnostics like
the crystals temperature are saved at a lower repetition rate. Therefore, all
measurements (excluding the camera images but including the laser position
and diameter) are archived at a low acquisition rate and can be called back
to analyze a posteriori the whole status of the system.

The data measured is furthermore broadcast on the control system
network and accessible live from any work station. The diagnostics of every
laser sub-system are therefore constantly displayed in the laser lab, allowing
the users to immediately know the status of the system while keeping it
enclosed to limit perturbations of the environment and improve personal
safety. The display of the laser parameters and the automatic alignment
of the laser drastically reduce the necessity of any direct action by the
operators and allow the system to reach full amplification in less than an
hour. The full thermalization of the system typically needs another hour
but no external action is required.

In order to emphasize the importance of monitoring and archiving the
laser sub-systems, we report here a few studies on some key parameters.

3.2.1 Seed pointing into the multipass amplifier

To characterize the integration of the diagnostics in the control system
and to identify potential troubles, the laser system was run during the
summer 2015 for at least two hours every day. The resulting data set was
furthermore analyzed to identify key correlations within the system. One
of such correlation is related to the energy extracted from the Amplifier 1
while the pointing out of the Pre-amplifier was not yet stabilized. Therefore,
the influence of the laser pointing on the amplification process could be
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Figure 3.2: Measurement (gray dots) and simulation (solid black line) of
the Amp. 1 output energy in function of the input horizontal pointing. The
pointing was measured on the 04/08/2015, using the Pre-amp. far field
camera. The data is scaled by the magnification of 4.2 of the telescope
between the amplifiers. The simulation is done using the code mentioned in
the text and shows a good agreement with the measurement.

measured.

Knowing the focal length of the lens used to produce the Pre-amp.
far field, the pixel size, and considering the magnifying telescope between
the two amplifiers, one can calculate from the position of the focal spot on
the camera the angular pointing of the laser beam into the next amplifier.
Over the day, the Amp. 1 input pointing drifted by roughly 200 µrad and
the output energy decreased by more than 20 %. The figure 3.2 shows the
measured output energy against the input horizontal pointing. We can
observe that if the pointing stays below 100 µrad, the output energy stays
constant.

Using the simulation code based on the Frantz-Nodvik equations to
simulate the laser gain (see section 2.2.2), one can include a tilt of the laser
beam with respect to the crystal if the system is represented in 3-D. By
using the Amp. 1 parameters and setting the source of the tilt within the
Pre-amplifier, we simulate the decrease of the output energy as the pointing
is increased. The resulting curve is plotted on figure 3.2 and is in very good
agreement with the measurement. We note from this simulation that the
energy is not maximum when the beam is perfectly aligned. It is due to
a simplification of the pumping profile of the crystal which is assumed to
be a cylinder with a super-Gaussian profile transversely and uniform profile
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longitudinally. Therefore, it does not account for the fact that the actual
crystal is pumped by three beams which are incident with a slight angle.

This measurement helps to understand the acceptable range of the Pre-
amplifier pointing, which is useful to properly set the drift compensation
loop correctly. Furthermore, it helps to cross-check the accuracy of the
simulation code.

3.2.2 Long-term behaviour

The slow data collector can detect if a saved variable is changing or not
and automatically adjust the acquisition rate. For instance, if a measured
power stays rather constant over several hours, it will not be saved for every
shot. However, if there is a faster drift, it will adjust itself and save data
at its fastest rate. Therefore, it limits the amount of data saved but is still
able to keep track of the minute-scale variations. Using this data reduction
process, the long-term laser parameters are saved and can be analyzed.

To illustrate this capability, we display on figure 3.3 the daily average
power of the oscillator output since the installation of the control system
in 2015. Over this time span of almost three years, about 15 million data
points have been saved, which corresponds to an average acquisition rate
of a data point every 9.5 minutes. It means that the oscillator fluctuations
are slow enough and the data can safely be collected every 10 minutes.

One can see that the performances of the oscillator was rather good in
2016: the output power was typically well above 400 mW, and it had to be
tuned every 80 days on average. In 2015, the output power was a bit more
erratic and required more tuning. It seems that the oscillator is loosing the
long-term stability it had in 2016 over the past year as, again, it needs to
be tuned more often. This tuning can be simply cleaning the Ti:sapphire
crystal or can involve a slight realignment of the cavity itself. We also
notice that since 2016, the power is decreasing on average, at a rate of
0.11 mW/day. One has to investigate if this very slow trend can be related
to a decreasing pump power for instance or just a general degradation of
the oscillator itself.

3.2.3 Spectral stability over 24 hours

In November 2017, the laser and the LUX beamline (see section 3.3) have
been operated for 24 consecutive hours. While it is an outstanding achieve-
ment for a laser-plasma experiment and leads to numerous analyses, we
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Figure 3.3: Daily average of the oscillator output power since April 2015
(gray dots). The running average over a month is overlaid (solid black line).
A linear fit of the measurements since 2016 (dashed black line) shows that
the oscillator output power decreases with a rate of 0.11 mW/day. The
arrows indicate a few days when the oscillator was tuned to improve the
performances, which was on average every 80 days in 2016. We can also
notice that the oscillator was less stable in 2015 and operated at a lower
output power.

focus here on the laser performances themselves and especially the fully
amplified spectrum.

Figure 3.4 shows the evolution of the XPW and Amp. 2 output spectral
bandwidth over the 24 hours of the experimental run. The most noticeable
feature is that the spectral width decreases around midnight, at a rate of
about 1 nm in 2 hours. We could observe a similar decrease of the spectral
width back to the XPW output spectrum. Furthermore, we observed the
presence of white light in the XPW crystal at least after 1 a.m. Indeed, as
the XPW is a 3rd order nonlinear process, the crystals have to be operated
at a high intensity in order to feature a significant efficiency. Such intensity
can lead to undesirable side effects including self-phase modulation and
continuum generation [68], which in turns decreases the output spectral
bandwidth as the XPW efficiency is reduced.

From the change of the spectrum, we can estimate a lower limit for
the change of the pulse duration, using the time bandwidth product (see
equation 2.10). Over the 24 hours, the average Fourier limited temporal
FWHM is (20.8± 0.9) fs, which corresponds to a 4 % relative standard
deviation, mainly due to the drift of the spectral bandwidth in the second
half of the experiment. In the first half, the relative standard deviation
of the Fourier limited pulse duration is 1.5 %. As said, this uncertainty
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Figure 3.4: Full width at half-maximum (FWHM) of the XPW (top, blue)
and Amp. 2 spectrum (top, green) during the 24 hours run (01/11/2017 –
02/11/2017). The data is averaged over 10 minutes. The bottom plot shows
the width of the Fourier transform limited pulse duration for the Amp. 2
spectrum. We see that the laser bandwidth decreased around midnight.
This decrease could be tracked down to the XPW.

corresponds to a lower limit based only on the spectral intensity bandwidth,
and does not include the fluctuations of the spectral phase which were not
measured online. In fact, according to [69], the temporal FWHM of such a
laser system typically fluctuates by 5 %.

These examples show the benefits of implementing an online control
system to monitor the key laser parameters. Insights can be gained on the
very long term performances of the system—at the year scale—as well as
over a day to identify drifts and find their origin while the output is used for
experiments. It is additionally faster and easier for the operators to detect
potential troubles within the system and solve them before a damage occurs.
For instance, the observation of an increased temperature in the Amp. 1
crystal was later related to a blockage of the cooling circuit which could
have been detrimental to the performances of the amplifier if it was not
monitored. We refer to [70] for more details on this example and other case
studies related to the temperature monitoring of the amplifiers crystals.
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3.3 LUX beamline

While it is planned to couple the ANGUS laser to the REGAE accelera-
tor5 [71] in order to study external injection of laser plasma accelerators,
the beam has been so far mainly used as the driver for the LUX experiment.
The focus of the next chapter on the optimization of the laser wavefront
and the focal spot is based on this framework. It is therefore important to
understand the goals of the LUX beamline, as well as its requirements for
the laser properties. After describing the goals and achieved milestones of
the LUX beamline, we detail its general layout.

3.3.1 Goals and milestones

The main goal of the LUX experiment is to generate undulator-based X-ray
radiation using an electron beam accelerated via laser-plasma interaction [72,
73]. In order to do so, the laser beam is focused in a gas-filled capillary
target with a sub-mm diameter. The pressure within the capillary features a
plateau of constant density with a length of a few millimeters which roughly
corresponds to the acceleration length. Through the ponderomotive force of
the laser pulse, the electrons are repelled away from the laser axis, creating a
positively charged region behind the pulse. The Coulomb’s force brings the
electrons back on axis, which creates an oscillating electron density trailing
the laser called a plasma wakefield. Within this wake, the longitudinal
electric field can reach amplitudes of more than 10 GV/m which is sev-
eral orders of magnitude higher than conventional accelerators. Electrons
trapped in the high accelerating gradient region can be accelerated to more
than 100 MeV in just a few millimeters.

Such electron beams are then steered and focused through an undulator.
There, the periodic arrangement of magnets forces the beam to follow an
oscillatory trajectory. The electron therefore emits radiation at every turn
of the trajectory, at a wavelength defined by

λ =
λu
2γ2

(
1 +

K2

2

)
, (3.2)

with λu the period of the undulator structure, γ the Lorentz factor of the
electron beam and K the undulator strength [74]. For instance with the
BEAST II undulator used at LUX with a K parameter of 0.27 and a 5 mm
period, with an electron energy of 400 MeV (γ = 784) one can produce
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undulator radiation at 4.2 nm which is within the water window, interesting
to probe biologic samples [75].

The generation of relativistic electron beams has been demonstrated at
a repetition rate of 5 Hz in June 2016 [76], the generation of undulator
radiation in July 2017, water window radiation in November 2017 [77], and
acceleration of electron beams up to 1 GeV in April 2018.

3.3.2 Beamline layout

After the laser compressor, the beam is transported in vacuum towards
the experimental area which is represented in figure 3.5. This transport
beamline is composed by ten high reflectivity mirrors. Five of them are
motorized to be able to align the laser beam properly through the vacuum
pipes. Then, the laser is reflected by an off-axis parabola with an offset
angle of 15° and a focal length of 2.025 m, which corresponds to a F-number
of roughly 25. Afterwards, two ceramic laser screens (LSD) which have a
cross-shaped throughput can be inserted in order to define the laser axis.
One is placed immediately after the parabola, and the second one after the
focal spot and the first electron beam optics. Behind the first screen, a
mirror can also be driven in the beam to deflect the laser towards the pre-
target diagnostics (EVOC diagnostic) where the intensity profile through
the focus, the wavefront and the pulse duration can be measured. This
mirror can only be used in low power mode with a maximum pulse energy
of 1 mJ. At the focal position, the target is inserted by a 5-axis manipulator.
The alignment of the target on the electron axis is done automatically via
a Python script, which uses the total throughput of the capillary measured
on the second laser screen as a figure of merit. The target itself is a capillary
milled in a sapphire plate, with an additional ceramic plate on the front to
prevent laser damage. The capillary diameter is typically 300 µm to 500 µm
wide with a plateau length of up to 6 mm and the gas supplied is hydrogen.
A doping gas like nitrogen or argon can eventually be used to benefit from
ionization injection schemes.

After the target, the electron beam co-propagates with the laser beam.
As the electrons are divergent, the first element behind the target is an
electromagnet quadrupole pair in order to capture and focus the beam, and
a first pair of dipoles to steer it. Then, the second laser screen can be driven
in as explained above, and it is followed by the laser outcoupling section.
There, a holed wedge can be inserted which reflects around 1 % of the laser
energy out of vacuum without disturbing the electron beam. The rest of
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Figure 3.5: Schematic of the LUX beamline. The ANGUS laser beam is
focused in the capillary target where electrons are generated and copropagate
with the laser. After focusing and steering the electron beam, the laser is
outcoupled for diagnostics and dumped. The on-axis laser beam is later
blocked before the undulator by a thin metallic foil which lets the electron
beam through with little scattering. Then, the electrons generate an X-ray
beam in the undulator and are deflected by the electron spectrometer. The X-
rays are focused in the X-ray spectrometer to record their spectrum. OAP,
off-axis parabola; LSD, laser screen; EVOC, pre-target diagnostic section;
Quads, quadrupoles; BPM, beam position monitor cavity; YETI, scintillator
screen.

the laser energy is dumped in a glass plate designed to absorb the laser
wavelength and attached to the flange of the chamber. After this section,
the diameter of the vacuum pipe is no longer constrained by the divergence
of the laser beam. A second pair of dipoles is used to adjust the electron
pointing. Then the electron beam position and charge are monitored online
by using a beam position monitor cavity (BPM), and a scintillator screen
(YETI) positioned afterwards allows for an additional non-online position
and profile measurement. They can also be used to do a quadrupole scan
measurement in order to retrieve the electron beam emittance. They are
followed by the BEAST II undulator chamber and another pair of BPM and
scintillator screen. Afterwards, the electrons are dispersed downwards by
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a permanent magnet dipole inside the electron spectrometer. The on-axis
undulator radiation goes through the gap of the dipole and hits a cylindrical
gold-coated mirror at grazing incidence to deflect and focus the X-rays
towards the X-ray spectrometer where a transmission grating diffracts the
beam to measure the spectrum.

The pre-target laser diagnostics (EVOC) has been heavily relied on for
the measurements and analysis of the next chapter. Therefore, its design
and implementation will be described below, as well as the other laser
diagnostics available at ANGUS and LUX.

3.4 Laser beam spatial diagnostics

The accurate characterization of the laser properties is not always straight-
forward. Indeed, one should keep in mind that a measurement device
measures a property at the position where it is installed. Therefore, in
order to gain knowledge on the direct beam itself rather than on a sampled
beam, it is important to calibrate the measurement to the actual position
of the laser. A calibration is however not always possible. For instance, the
measurement of a near field profile using the leak through a high reflectivity
mirror can be affected by the spectral transmission of the mirror coupled
to the spatial dependencies of the laser spectrum. As such a diagnostic is
heavily coupling several properties of both the laser beam and the optics,
ensuring a calibration that stays valid over a long time and over a large
parameter range is challenging. Thus, when a calibration is lacking, it is
important to know how the diagnostic optics are affecting the measurement
in order to provide a meaningful analysis.

As an example to this statement, figure 3.6 shows the transmission
spectrum of a high reflectivity dielectric broadband mirror such as the ones
used in the ANGUS laser and most of the Ti:sapphire systems. Because the
reflectivity is very high (typically above 0.99), small variations of the reflec-
tivity on the order of 0.1 % will not affect the reflected pulse significantly.
However they correspond to a fluctuation of 10 % of the transmissivity which
has a visible impact on the transmitted leakthrough.

To avoid using high reflectivity mirror leakthroughs, one can also sample
the beam by inserting an optical element specifically for this purpose.
Typically, a thin glass window is used, which can be wedged in order to
avoid on-axis ghost reflections and post-pulses which can generate pre-
pulses after compression [78]. However, as glass is a dispersive medium,
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Figure 3.6: Spectral transmission of a high-reflectivity broadband dielectric
mirror (blue), measured using the oscillator output beam. The effect on the
spectrum of a transmitted beam (red) is simulated by assuming a flat-top-
like incident spectrum with a FWHM of 46 nm (green). We see that the
transmitted spectrum shows features that depend on the mirror itself (dip
around 800 nm) rather than the laser spectrum.

the wedged window acts as a prism and induces an angular chirp and a
pulse front tilt, which can be calculated by [79, 80]:

tan γ = λ0
dθ

dλ
, (3.3)

with γ the angle between the pulse front tilt and the normal to the prop-
agation direction, λ the wavelength and θ the refracted angle. Figure 3.7
represents the amount of pulse front tilt PFT = tan γ/c in fs/mm added
to the pulse by going through a fused silica wedge at a varying incidence
angle. While this amount stays acceptable with a small wedge angle (such
as 0.5°, which is typical for beam samplers) at 45° and a small beam size,
it can be significant for a high power laser where the beam diameter is
larger than 1 cm. For instance, the Amp. 1 beam properties are sampled by
such a 0.5° wedged window that adds 0.64 fs/mm, and the beam diameter
is about 13 mm. Therefore, the pulse front tilt added would lengthen the
pulse by � × PFT = 13 × 0.64 = 8.3 fs which corresponds to 20 % of the
pulse duration when the beam is loosely compressed at 40 fs. Therefore,
one should be careful to not improve a diagnostic by spoiling the actual
laser beam.
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Figure 3.7: Calculation of the increase of pulse front tilt (PFT) due to the
propagation of the beam through a fused silica wedge with a 0.5° (blue) or
1° (green) wedge angle α for varying incidence angle θ.

We review in this section the different laser diagnostics that have been
used for this work, with a focus on the diagnostics measuring the spatial
properties of the laser beam:

• The pre-compressor diagnostic which is used daily as the position and
pointing reference of the laser into the compressor,

• The post-compressor diagnostic bench, delivered with the laser sys-
tem in 2013 which can fully characterize the spatial and temporal
properties of the beam after compression,

• The pre-target diagnostics (EVOC) which measures the beam quality
through the focus,

• The post-target diagnostics which can be used online at full power
to monitor changes of the laser properties after interaction with the
plasma.

3.4.1 Pre-compressor diagnostics

The main purposes of the pre-compressor diagnostics are two-fold: establish
a reference for the laser position and pointing into the compressor and
measure the energy entering the compressor (i.e. including the attenuation).
Therefore, the leak through the last mirror before the compressor is used for
this purpose, in order to include as many optical components as possible.
While it changes the spectrum of the sampled beam as explained before (see

51



figure 3.6), the size of the optics (100 mm× 150 mm), the space available
and the constraint that it should be placed as late in the chain as possible
forces us to use this sampling method.

Energy
detector

Laser
amplifiers

Wedge Lens Mirror

Pre-compressor
diagnosticsNF

Compressor

FF

Iris

Figure 3.8: Schematic of the pre-compressor diagnostics. This setup is used
in everyday operation to monitor online the compressor input pointing and
position, and the energy, but it can also be used to virtually image the
near field profile in the transport beamline, or monitor the wavefront. FF,
far field camera; NF, near field camera.

The reference for the near field position is the iris positioned right
before the last mirror (see figure 3.8) and the far field is defined such
that the beam is centered for the four passes on the gratings and on the
first motorized mirror in the transport beamline. The corresponding beam
position and pointing on the near field—which images the plane of the iris—
and far field cameras are then recorded and used during daily operation
to ensure the proper alignment of the laser into the compressor and the
transport beamline.

The two telescopes are designed such that the beam is demagnified by
a factor 1/M = 30 and that the near field camera can image a broad
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Figure 3.9: Imaging for an afocal telescope with a magnification of 2/3.
The image A1 from the 1st lens and the dashed rays are virtual. This
ray construction allows to geometrically calculate the position of an image
through an optical setup.

range of object planes which covers the deformable mirror and the off-
axis parabola virtual plane (see figure 3.10). This magnification factor is
chosen in order to fill a reasonable amount of the standard ANGUS CCD
cameras6 which have a sensor size of 4.9 mm× 3.6 mm corresponding to a
resolution of 0.11 mm/pixel. Then, a 80 mm diameter beam demagnified
to 2.67 mm would fill 74 % of the image height, which leaves some margin
for misalignment. Furthermore, as the beam is demagnified, the imaging is
contracting the distances by 1/M2 = 900. Thus, the camera only needs to
travel 50 mm to cover the 40 to 45 m necessary to image the whole transport
beamline, which is well within the range of standard linear translation
stages.

Using the Newtonian form of the thin lens formula, we can calculate the
position of the image plane formed by an afocal telescope. For one lens L1

placed at O1, the image of the object at A0 is positioned at A1 defined by:

F ′1A1 · F1A0 = −f 2
1 , (3.4)

with F ′1A1 the distance from the image focal plane to the image position,
F1A0 the distance from the object focal plane to the object plane, and f1

the focal length of the lens. The distances are signed such that AB = −BA
and positive distances are in the direction of the laser propagation. For

6Basler acA1300-30gm, www.baslerweb.com
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an optical system with several lenses, the image position given by the first
lens defines the object plane of the second lens, and so on. In particular
for a two-lens afocal telescope such that the image focal plane of the first
lens coincide with the object focal plane of the second lens (F ′1 = F2), the
position of the image plane from the 2nd lens O2A2 is found to be

O2A2 = M (f1 + f2)−M2 · A0O1, (3.5)

with M = f2/f1 the telescope magnification. Figure 3.9 shows the ray
construction of such a telescope with a magnification of 2/3 using the same
naming convention, which can be used to geometrically calculate the image
position. Practically, it is easier to measure distances from the center of the
lenses.

For two consecutive afocal telescopes as used at the pre-compressor
diagnostics, we can calculate the position of the image by using equation 3.5
twice:

O4A4 =
[
M2 (f3 + f4) + (M2)2 · (M1 (f1 + f2)−O2O3)

]
− (M2M1)2A0O1,

(3.6)
with fi the focal lens of the ith lens, M1 = f2/f1 and M2 = f4/f3 the
magnifications of the two telescopes, and O2O3 the distance between the
two telescopes, i.e. between the 2nd and 3rd lens. One only need to ensure
that the imaged planes are not virtual or too close to the optics—as it would
be for a single telescope in this specific case—by adjusting the distanceO2O3

for O4A4 to be positive.

Moreover, a beamsplitter can be inserted after the telescopes to send
the beam to a wavefront sensor (not shown in figure 3.8) which images the
deformable mirror plane and can thus be used to optimize the wavefront.

Between the two telescopes, a thin 0.5° wedged AR coated beamsplitter
sends less than 1 % of the beam towards the far field diagnostic. There, a
300 mm lens focuses the beam onto a CCD camera mounted with a ×10
microscope objective which leads to an angular resolution of 62.5 nrad/pixel
for the beam into the compressor.

The energy is measured using the leak through the very first wedge of
the diagnostic optics. This measurement is heavily correlated to the actual
spectrum, as shown in figure 3.11. However, the fluctuations due to the
spectral changes stays in the few percents level. Therefore, larger changes
of the energy can be monitored to identify trends, but the absolute energy
cannot be retrieved from this setup.
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Figure 3.10: Optical layout of the pre-compressor diagnostics imaging
telescopes. The first telescope (f1 = 1000 mm and f2 = 50 mm) does
most of the demagnification and the main purpose of the second telescope
(f3 = 150 mm and f4 = 100 mm) is to relay image the relevant image planes
to a reasonable distance from the last lens. The object plane positions
(indicated in meters) are referenced from the first lens, and positive distances
correspond to virtual object planes.
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Figure 3.11: Comparison between the energy measured at the pre-compressor
diagnostics (blue) and the spectral width (green) of the pulses during
the 24 hours experiment averaged over 10 minutes. The spectral width
is a reproduction of figure 3.4. There is clear correlation between the
two measurements, which is due to the spectral transmission of the high
reflectivity mirror as shown in figure 3.6. In fact, the energy of the beam was
directly measured before and after the run at respectively 2.47 J and 2.48 J,
so we can assume that the energy did not change significantly during the run.
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3.4.2 Post-compressor diagnostics

After the compressor, the beam is sampled again using the leak through
a mirror within the compressor vacuum chamber, as shown in figure 3.12.
This leak is sent through a window on air and demagnified by 20 using
two spherical mirrors. As the pulse compression can be measured here, it
is important to limit the amount of material the pulse has to propagate
through. Indeed, as explained in section 2.1, propagation through material
introduces dispersion which stretches slightly the beam. Therefore the
measured pulse duration would not correspond to the in-vacuum pulse
duration. This effect happens already as the beam has to go through the
vacuum window in order to be diagnosed on air, but additional dispersion
should be kept to a minimum. It explains why the demagnifying telescope
is an all-reflective design.

However, the mirrors used are spherical, and mounted in an off-axis
configuration. Therefore, it adds 0.09 λ of astigmatism and 0.03 λ of coma
to the laser beam, which amount to a total added wavefront aberration
of 0.1 λ RMS and 0.5 λ peak-to-valley (PTV). Such a wavefront leads to a
point spread function (PSF) with a Strehl ratio of 0.7. Cylindrical lenses
are placed in the beam path to compensate the astigmatism for the spatial
diagnostics but any absolute measurement from the wavefront sensor or
the far field camera should not be fully relied on. Spherical lenses are
focusing the beam for the far field camera, and imaging the entrance of the
diagnostic setup for the near field camera and the deformable mirror plane
for the wavefront sensor.

The temporal diagnostic of the beam is done thanks to several devices.
The temporal profile and phase can be retrieved by either a Wizzler7 [81] or
a Grenouille8 [82]. The Wizzler has the advantage of being able to feedback
the measurement to the Dazzler and therefore actively correct the spectral
phase to obtain an ideal compression, akin to the wavefront correction using
a deformable mirror. Additionally, a 2nd order autocorrelator is available.
As its software is not proprietary, it is integrated in the control system
of the laser and can be included in the DAQ for an online pulse length
measurement. Finally, a scanning 3rd order autocorrelator can measure the
temporal contrast. The spectrum and the energy can also be measured at
the post-compressor diagnostics. However, the spectrum can be modified
compared to the laser beam due to the spectral transmission of the high
reflectivity mirror as already reported by figure 3.6.

7relying on Self-Referenced Spectral Interferometry (SRSI), www.fastlite.com
8relying on Frequency-Resolved Optical Gating (FROG), www.swampoptics.com
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Figure 3.12: Schematic of the compressor and the post-compressor diagnos-
tics. The leak from the in-vacuum mirror placed after the last pass on the
gratings is sent on air and demagnified using two spherical mirrors. The beam
is then split several times using beamsplitters, which are set in order to limit
the amount of material the pulse has to go through before the temporal shape
is retrieved. FF, far field; NF, near field; CxM, convex mirror; CcM, concave
mirror.
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3.4.3 Pre-target diagnostics

In order to monitor the beam properties as close to the target as possible,
the last vacuum chamber before the target features a mirror mounted on
a translation stage (see figure 3.13). It can be inserted in the low-power
beam, which has an energy of 1 mJ. It corresponds to either the “bypass
mode” when the Amp. 1 beam is attenuated and Amp. 2 is bypassed, or the
“full-attenuation mode” when the laser is fully amplified and attenuated to
1 mJ before the compressor. With this operation mode, the laser has all
the properties of the full power beam (i.e. the thermal lensing coming from
the last amplifier is included, the beam size is the same, etc.) except the
energy. It allows the pre-target diagnostics to be used and the laser to be
aligned in the beamline before the experiment.

With 1 mJ, the B-integral of the laser going through the window is below
0.3. It represents the nonlinear phase shift accumulated by the pulse when
passing through material and should typically stay below the unity to avoid
changing the temporal properties of the laser. It is defined as:

B =
2π

λ

∫
n2I(z)dz, (3.7)

with λ the wavelength, n2 the nonlinear index of refraction and I(z) the
peak intensity of the beam through the material, z being the propagation
direction. Therefore, the pulse profile should be close to the in-vacuum
profile, after accounting for the chromatic dispersion of the window and the
lenses, which increases the GDD by about 500 fs2.

After being outcoupled from the vacuum, the beam is collimated by a
f = 300 mm lens, and refocused by an identical lens onto a CCD cam-
era to measure the in-focus intensity profile. Furthermore, the camera is
mounted on a translation stage and can be remotely controlled to perform
an automatic z-scan measurement. Figure 3.14 shows an example of such
a measurement. From the images, one can calculate the RMS radius of the
beam (also called D4σ), which is the square root of the second centered
moment of the intensity distribution, w2

x ∝
s

(x− x0)2 I(x, y) dx dy for the
horizontal plane. From its evolution through the focus, we can calculate
the beam propagation factor M2 such that [83]:

w2(z) = w2
0 +M4

(
λ

πw0

)2

(z − z0)2, (3.8)
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Figure 3.13: Schematic of the pre-target diagnostics (EVOC). The low-power
beam (1 mJ) can be deflected out of vacuum before the target to be diagnosed.
The focal spot is in vacuum and the beam is divergent through the window
before being collimated, attenuated and re-imaged to be diagnosed. FF,
far field camera; WFS, wavefront sensor.

with w0 the beam waist and z0 its longitudinal position. From this relation,
we can calculate the Rayleigh length zR, defined as the distance from the
waist position where the intensity doubles. We obtain:

zR =
πw2

0

M2λ
. (3.9)

We note that whenM2 = 1, we end up with the usual definitions of the waist
and the Rayleigh length for a Gaussian beam as expected. Usual values of
the M-squared and the Rayleigh length for the ANGUS beam are indicated
in figure 3.14. We also remark on this figure that the FWHM stays rather
constant over the Rayleigh length, which is typical of flat-top-like profiles.
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Out of this range, the signal-to-noise ratio of the camera image decreases
and therefore, the FWHM calculations fails to accurately reproduce the
expected behavior (which explains the spikes below −6 mm in the top
plot). Moreover, as usual when calculating moments from measurements,
one should be careful about the background and the noise level which
artificially increase the measured beam radius and the resulting calculations.
Therefore, the measurements presented here have been processed using an
adaptive Wiener noise-removal filter [84]. The good agreement between the
fit and the measured data at high and low signal-to-noise ratio is a good
indicator that the filter does not modify significantly the relevant data and
thus allows us to retrieve accurately the beam radius.

Apart from sending the beam to the far field camera, two optics can be
flipped into the beam path to deflect the laser towards either a wavefront
sensor or a Grenouille to measure the pulse duration. The wavefront sensor
is placed in the image plane of the deformable mirror (thanks to the 2nd

collimating lens with a focal length of f = 100 mm) and is used before every
experiment to ensure the quality of the focal spot.

It is critical that the measured wavefront is an accurate representation of
the in-vacuum focal spot. The wavefront was then measured both right after
the vacuum window in the divergent beam and at the usual wavefront sensor
position with a 15 minutes interval between the two measurements in order
to calibrate the quality of the optics. However, as the beam is too large to be
entirely measured by the wavefront sensor at the entrance of the diagnostics
setup, only the center part of the laser wavefront could be retrieved. It
corresponds to a radius of 30 mm for the full scale beam. Nevertheless,
the wavefront difference (shown in figure 3.15) has an amplitude as low as
λ/50 RMS and 0.14 λ PTV, which is in the order of the optical quality
of the optics used. To assess the error due to the limited aperture of
the measurement, the full aperture and the limited aperture wavefronts
are compared using the EVOC wavefront sensor. The comparison shows
that the most prominent modes (which are astigmatism, trefoil and coma)
are identical and the amplitude of the full aperture wavefront is in slight
excess of twice the amplitude of the limited aperture wavefront. However,
the assumption that the amplitude doubles when comparing the reduced
aperture and the full aperture is only valid if the wavefront does not contain
high order modes. As represented in figure 2.10, their high frequency
oscillations have a rather constant amplitude over most of the aperture and
therefore do not drastically increase the RMS amplitude. For the wavefront
difference measured here, we cannot affirm that no high order mode would
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Figure 3.14: Example of a z-scan done at the pre-target diagnostics. A
far field image is recorded at every position of the translation stage. Each
image is then analyzed to retrieve the beam position, FWHM and RMS radius
in both axes. The top plot shows the horizontal slice with the FWHM (gray)
and RMS radius (light gray) overlaid. The bottom plot shows the horizontal
(blue dots) and vertical (green dots) RMS radius calculated and fitted by a
Gaussian waist (black lines). From this waist, the Rayleigh length, the waist
and the M2 are calculated.

be present within the non measured area of the laser beam. On the contrary,
an amplitude as low as 0.02 λ RMS, which is the order of magnitude of the
laser wavefront fluctuations, typically features such modes. Thus, for lack of
a more complete measurement, we consider the upper limit of the accuracy
of the wavefront measured at the pre-target diagnostic to be 0.02 λ RMS,
which would decrease the Strehl ratio of a perfect beam to 0.98.

The only optics not included in this calibration of the wavefront are
the in-vacuum mirror and the vacuum window. As they are both specified
to have laser grade optical quality, they should not deform the wavefront
significantly. The unknown is the deformation of the window due to the
pressure difference. According to [85], the displacement of the vacuum
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Figure 3.15: Wavefront difference between the entrance of the EVOC
diagnostics and the position of the wavefront sensor. The amplitude indicated
corresponds to the RMS amplitude. The first line is the measured difference,
which amounts to 0.02 λ RMS and 0.14 λ PTV. The bottom lines show
the amount of the most prominent Zernike mode and their wavefront map
oriented at the corresponding angle.

window ∆z can be calculated from the material constants, the window
dimensions and the pressure difference:

∆z(r) =
3

16

P (1− ν2)

E h3

(
R2 − r2

)2
, (3.10)

with P = 1 atm the pressure difference, ν = 0.17 and E = 71.7 GPa the
Poisson’s ratio and the Young’s modulus of fused silica, and h = 3 mm and
R = 8 mm the window thickness and radius, respectively. The maximum
window displacement is then ∆z(0) = 39 nm and the radius of curvature
of the window in the center is 410 m. Using the lensmaker equation, we
calculate the resulting focal lens of the now meniscus-like window to be
397 000 km. Therefore, the bending of the vacuum window can safely be
ignored, and we can consider that the EVOC diagnostics are good enough
for the purpose of measuring and optimizing the laser wavefront for the
laser-plasma experiment at LUX.
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3.4.4 Post-target diagnostics

In order to diagnose the laser interaction with the plasma, it is relevant to
measure the laser properties after the interaction in the target. For this
purpose, a wedge can be placed in the beam before it is dumped to reflect a
small fraction of the laser energy out of vacuum (see figure 3.16). A 20 mm
hole is drilled in the substrate to let the electron beam go through undis-
turbed, up to 6 mrad half-angle divergence. The electron beam divergence
is typically less than 1 mrad which leaves additional margin to account for
the pointing jitter of the beam and to steer it.

This wedge is placed at 80 % of the focal length while the full power
beam will be in the beamline. It is therefore in a dangerous position. To
estimate the risk, we calculate the B-integral using the maximum theoretical
available power, 200 TW. We obtain a value of 450, which is higher than
the typical limit set to avoid self-phase modulation, which is in the order
of 1. However, we are interested here in self-focusing which would locally
enhance the fluence and eventually lead to damage in the bulk of the optic
that happens at higher intensity than self-phase modulation. Furthermore,
the beam is divergent, against which self-focusing has to act. Finally, the
collapse dynamics of high-power super-Gaussian beam are fundamentally
different than Gaussian beams [86], which reduces the peak fluence of such
a self-focused beam. Finally, based on past experiences from different labs
using similar laser systems, it was estimated—and later on experimentally
proven—that the wedge is indeed safe from laser induced damage.

Afterwards, the beam goes through a vacuum window, with a B-integral
of 1.6 and hits a second holed wedge on air. The purpose of this hole is
to allow for an on-axis demagnifying telescope design. As the temporal
properties of the pulse have to be kept as close to the in-vacuum ones as
possible, an all-transmissive telescope for a large diameter beam would add
a significant amount of material and therefore change the laser dispersion.
Therefore, the laser beam is back-reflected and focused through the 2nd

wedge by a f = 825 mm spherical mirror. There, the largest beam size is
15 mm for a projected hole size of 20 mm. Behind the holed wedge, two
more wedges (not shown in figure 3.16) steer the beam and further decrease
the energy before the focus of the telescope to avoid air breakdown. They
can be replaced by mirrors with identical dimensions to align a low power
beam more easily. Finally a best-form lens collimates the beam at a 3 mm
diameter, in order to decrease the spherical aberration. In fact, after the
telescope, +0.016 λ RMS are added to the wavefront, mainly due to the
spherical mirror. The point spread function (PSF) of such a system reaches
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Figure 3.16: Schematic of the post-target diagnostics. A holed wedge in
vacuum outcouples about 1 % of the laser intensity. A second holed wedge
attenuates further the beam. An on-axis telescope composed of a spherical
mirror and a best-form lens demagnifies and collimates the beam through
the hole of the 2nd wedge. After collimation, the beam is split towards three
diagnostics: a far field camera to measure the mode quality out of the target,
a near field camera and a wavefront sensor which image the plane of the first
wedge. Most of the laser energy is dumped in vacuum on stacked layers of
tinted glass which absorb the laser wavelength. NF, near field camera; FF,
far field camera; WFS, wavefront sensor.

a Strehl ratio of 0.99. Thus, most of the aberrations measured by the
wavefront sensor will stem from either the laser beam itself or the interaction
with the plasma.

Once the beam is collimated, it is split between several diagnostics.
However, due to the hole in the beam profile, the near field measurements
(intensity profile and wavefront) need to image the plane of the 1st wedge
to avoid diffraction rings. The far field is also measured as it represents the
output mode of the capillary target. The added diffraction due to the hole
is changing the amplitude ratio between the main peak and the side lobes
of the far field profile, as shown in figure 3.17, but the main features are
similar to the in-vacuum focus.

Again, to ensure the accuracy of the measurements, the setup has to be
calibrated to account for misalignment of the optics. However, due to the
beam size at the entrance of the demagnifying telescope, such a calibration
is not as straightforward as for the pre-target diagnostics. Moreover, a
direct measurement after the target when the beamline is vented is difficult
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Figure 3.17: Influence of the holed wedge on the far field measurement. The
lineout of the simulated post-target far field with 0.1 λ RMS of coma (green)
is compared to the focus in vacuum (blue). The main peak is slightly smaller
(FWHM decreased by 6 %), and the first side lobes are about twice stronger
due to the hole in the wedge. Furthermore, the peak intensity of the far field
is reduced by 22 % as the beam contains less energy and is more diffracted
compared to the focus.

due to the small size of the vacuum chambers9. To circumvent this issue,
a fiber tip can be placed in the target chamber to create a point source
with a secondary fiber-coupled continuous laser. It would create a source
with a close-to-perfect spherical wavefront at the actual ANGUS laser focus
position. Measuring the wavefront of this laser at the post-target diagnos-
tics would then be a direct measurement of the setup aberrations. Such a
calibration is planned, but has not been implemented yet.

Apart from the spatial diagnostics mentioned above, a spectrometer
and an energy sensor can also be installed using the leaks from the two
additional wedges or using more beamsplitters in the collimated beam. In
the current version of the setup, no time diagnostic is implemented due to
strict constraints on the available space in the beamline tunnel. However,
it is possible to upgrade it, using an off-axis parabola to collimate the beam
instead of a lens. This would again ensure a more accurate measurement of
the temporal profile. Furthermore, the collimated beam can also be used
to synchronize the main laser to a pump and probe beam. Synchronization
measurements done by S. W. Jolly, T. Eichner and M. Schnepp have shown
a sub-10 fs jitter between the two beams in December 2017.

As it has been outlined through this chapter, the measurement of the
wavefront is critical and carefully considered. In fact, a bad quality of the

9designed as such for an efficient pumping, see [76]
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focal spot is not only detrimental to the electron acceleration because it
decreases the available energy in the FWHM [87], but it heavily worsens
the spatial contrast of the focus which increases the energy dumped in the
capillary target and drastically reduces its lifetime. A careful determination
of the focal spot quality and the spatial contrast is therefore necessary.
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Chapter 4

Focal spot quality measurement and control

Throughout this chapter, we will investigate and quantify the focal spot
quality, as well as the spatial contrast. As the target used for the LUX
experiment is a sapphire capillary, we have to be sure that the intensity
hitting the front side of the target is low enough to avoid fast damage to
the sapphire. The typical full width at half maximum (FWHM) size of
the focal spot is about 25 µm and the capillary dimensions used so far are
300 µm and 500 µm. Therefore, we are not only interested in the shape of
the main peak, but also on the intensity of the wings at a scale 20 times
larger than the FWHM. To study the spatial contrast, we first ensure the
good quality of the laser beam wavefront and the influence of the residual
aberrations on the focus. We then perform a high-dynamic-range focal spot
measurement to characterize the wings of the intensity profile and compare
the results to the wavefront measurement. Potential sources of discrepancy
are investigated before looking into the target lifetime.

4.1 Wavefront quality of the ANGUS beam

As explained in the previous chapters, the wavefront of the ANGUS beam
is controlled by a deformable mirror placed before the compressor. This
deformable mirror can correct the aberrations of the beam coming from the
amplifiers and compensate those coming from the compressor, the trans-
port beamline and the focusing off-axis parabolic mirror. Therefore, it is
not necessary to investigate the wavefront of the beam coming from the
amplifiers in order to obtain a good focal spot on target. However, it is
useful to ensure that the wavefront is not so degraded that it would modify
the near field while propagating until the deformable mirror. Such a sanity
check can easily be done by measuring the far field distribution.
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Figure 4.1: Far field measurement of the Amp. 2 beam (left) before the
last magnification. The horizontal and vertical projections (shaded area) are
shown next to their respective axes. Near field distribution (right) taken with
a photosensitive paper in front of the deformable mirror on the 26th of July
2016.

4.1.1 After amplification

Figure 4.1 shows the far field at the output of the Amplifier 2 and the near
field in front of the deformable mirror. The axes of the far field are scaled
to match the f-number of the LUX focusing parabola (f# ' 25), resulting
in a FWHM of 34 µm. While it is not perfect, the main peak is clearly
visible and the amplitude of the side lobes stays below 20 %. Therefore,
we can consider that the residual aberrations are low enough to propagate
safely the beam over a few meters in order to reach the deformable mirror
without degrading the near field profile. The near field measurement using
a photosensitive paper confirms our assumption. We now concentrate on
the laser beam after amplification and magnification.

4.1.2 Wavefront quality after correction

Using the pre-target diagnostics (see section 3.4.3) and the deformable
mirror, the wavefront is corrected to make it as flat as possible close to the
target. The residual wavefront, shown in figure 4.2, has an RMS amplitude
of 0.033 λ (or λ/30) with a PTV amplitude of 0.25 λ (or λ/4). Calculating
the point spread function, we obtain a pattern close to the diffraction limit
with a Strehl ratio of 0.96. Keeping in mind that the pre-target diagnostics
are not perfect, we can estimate the actual in-vacuum Strehl ratio to be at
most 0.94, which is still very close to the diffraction limit.
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Figure 4.2: Wavefront measured at the pre-target diagnostics after optimiza-
tion with the deformable mirror.

Using the pre-compressor diagnostics, we can furthermore observe the
wavefront aberrations coming from the compressor, the transport beamline,
and the off-axis parabola together in order to measure the magnitude that
the deformable mirror compensates for. The measured wavefront and the
main aberrations are reported in figure 4.3. A large amount of astigmatism
is present, which heavily degrades the wavefront. The total RMS amplitude
is 0.9 λ, and the calculated Strehl ratio is 0.03. The far field camera confirms
the presence of such a strong astigmatism (see figure 4.4), as we observe a
large cross-shaped far field pattern.

Even though this large wavefront aberration is compensated while prop-
agating through the beamline, it does affect the propagation of the beam
and thus alters the near field distribution. We therefore proceed to investi-
gate the magnitude of the near field deformation, and its impact on the far
field distribution.

4.2 Near field degradation through the

transport beamline

Because the compressor, the transport beamline, and the LUX experiment
all operate in a high-quality vacuum and the beam size is large compared to
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Figure 4.3: Wavefront measured at the pre-compressor diagnostics after
optimization at the target with the deformable mirror. The Strehl ratio
goes down to 0.03.
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Figure 4.4: Far field at the compressor input after on-target wavefront
optimization. The marginal distributions are overlaid (shaded areas). The
cross-shape profile is typical of astigmatism. The black circle shows the
expected FWHM of about 100 µm for an ideal far field.
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the typical CCD chip size, it is very difficult to access directly the near field
distribution of the laser beam once it is coupled into the vacuum system.
Therefore, the imaging setup built at the entrance of the compressor (see
section 3.4.1) allows us to monitor over several tens of meters of propagation
within the transport beamline. We remind that this diagnostic uses the
leaktrough of a high reflectivity mirror. Therefore some features present
within the measured profile might not reflect exactly the actual laser beam
itself.

4.2.1 Imaging into the beamline

Figure 4.5 shows the scaled near field distribution at the entrance plane of
the compressor (real imaging), and after a propagation length equivalent to
35 m (virtual imaging). One can see that the intensity distribution differs
within the overall profile, but the shape itself is rather similar as can be
seen from the marginal distributions. The profile at 35 m does extend over a
slightly larger area than the profile at the compressor entrance, especially in
the horizontal direction. It can be directly related to the large astigmatism
present in the wavefront, which tends to increase the ellipticity of the beam.

In order to further validate the imaging properties of the diagnostic
setup, we numerically simulate the in-vacuum propagation of the electric
field using the wavefront and near field measurements done by the wavefront
sensor. The resulting intensity pattern after 35 m is reported in figure 4.5
as well. We can see a very good agreement between the simulation and the
measurement. However, the very edges of the beam are not measured by the
wavefront sensor and therefore not accounted for with this simulation. The
limited measurement aperture also explains why diffraction rings appear
in the propagated profile. Nevertheless, from this good agreement, we
confirm that numerically propagating the electric field constructed from
the wavefront measurement is accurate enough to capture the evolution of
the laser beam.

As explained, the imaged beam profile corresponds to the intensity
distribution of the beam, assuming it would propagate in vacuum for 35 m
with no additional optics. However, thanks to the pre-target measurement,
we know that the wavefront does improve through the beamline. The
unknown parameter is at which position does it improve and therefore, for
how long does the beam propagate with an imperfect wavefront. Thus, these
imaged measurements give us an upper limit on the near field deformations
we can expect. The actual laser beam near field would reach this limit if
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Figure 4.5: Near field distribution imaged at the entrance of the compressor
(left) and after 35 m (right) which roughly corresponds to a plane at the end
of the transport beamline. The marginal distributions are overlaid (shaded
area). The top plots are measured directly using the compressor entrance
near field camera, while the middle plots are numerical simulations based
on the near field and wavefront measurements before the compressor. The
bottom plot reports the marginal distribution for the first two measurements
to highlight the similarity of the intensity distribution.
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all the aberrations come from the last optic, namely the off-axis parabolic
mirror.

4.2.2 Influence on the far field

Using the beam profile imaging the end of the transport beamline, we can
however assess the degradation of the focus caused by such a distorted
near field profile. For this purpose, we compare the PSF of the measured
near field at the compressor entrance assuming a perfectly flat wavefront,
and the imaged near field after 35 m of propagation in vacuum with the
wavefront measured before the target (see figure 4.2). The calculations
assume a wavelength of 800 nm and a focal length of 2 m as used at LUX.
The resulting point spread functions are very similar to each other and to
the diffraction limit. The FWHM of the propagated beam is 4 % smaller
than the FWHM at the compressor entrance (from 23.8 µm to 22.8 µm). As
explained above, the propagated profile is slightly larger, so the focalization
of this beam would be comparatively smaller. A critical parameter for
experiments such as laser-plasma acceleration is the fraction of the energy
contained within the full width at half maximum. In fact, the energy in the
wings of the focal spot distribution is wasted as it does not couple into the
wakefield [10, 87]. Therefore, knowing this fraction of energy in the FWHM
is an interesting metric for the LUX experiment and to assess the quality of
the focal spot using an integrated quantity (opposite to the Strehl ratio). In
this work, we refer to the fraction of the energy within the FWHM simply
as an encircled energy percentage. When no value is specified, it shall refer
to the actual function Ecirc(r) =

∫ 2π

0

∫ r
0
I(ρ, θ)ρdρdθ.

Figure 4.6 reports the encircled energy of the two PSF described above,
and of a Gaussian beam with the same FWHM as the PSF from the
compressor entrance near field for reference. For the compressor entrance,
the encircled energy adds up to 52.8 % as the wavefront is ignored. After the
35 m of propagation, it is decreased to 50.9 %. We note that if we also ignore
the wavefront after 35 m, the encircled energy is 52.2 % (not represented in
figure 4.6), so most of the degradation comes from the residual wavefront
measured before the target. We can see from the marginal distribution of
the two PSF that the second profile features slightly higher wings, which
explains the decrease in encircled energy. Therefore, the change of the near
field profile does not have a significant impact on the focal spot.

We remark as well that an encircled energy of 53 % corresponds to an
ideal super-Gaussian beam of the 4th order, as reported in figure 4.7. The
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Figure 4.6: Encircled energy of the PSF for the compressor entrance near field
with a flat wavefront (green), and the near field after 35 m of propagation
with the wavefront measured before the target (red). The encircled energy
of a Gaussian beam with the same FWHM is overlaid for reference (blue).
The inset shows the zoomed horizontal (top) and vertical (bottom) marginal
distributions of the two PSF.

best agreement between a lineout through the near field profile (figure 4.5)
and a super-Gaussian fit corresponds to an order of 4 as well.

Considerations on encircled energy

For a Gaussian beam, exactly 50 % of the energy is contained within the
FWHM, as the encircled energy of a Gaussian beam Ecirc, Gauss can be
calculated by:

Ecirc, Gauss(r) ∝
∫ r

0

ρe
− ln(2)

(
ρ

w1/2

)2

dρ, (4.1)

Ecirc, Gauss(r) = 1− e
− ln(2)

(
r

w1/2

)2

, (4.2)

with w1/2 the half width at half maximum of the intensity profile and r the
radial coordinate. For an Airy disk intensity pattern IAiry, the encircled
energy Ecirc, Airy can be calculated by [88]:

IAiry(r) =

(
2J1(r)

r

)2

, (4.3)

Ecirc, Airy(r) = 1− J2
0 (r)− J2

1 (r), (4.4)
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Figure 4.7: Encircled energy of a focused super-Gaussian beam EFWHM in
function of the super-Gaussian order N . For N = 1, the beam is a standard
Gaussian and the encircled energy is 50 %.

with Jn the Bessel functions of the first kind. We find that 47.4 % of the
energy is contained within the FWHM. For super-Gaussian beams, the
analytical description of the focal spot is not straightforward. We can
however numerically compute them through a Fourier transform of the near
field profile. The fraction of the energy contained in the FWHM depends
on the super-Gaussian order, as one would expect. Interestingly, it goes
above 53 % for a super-Gaussian order of 2 before decreasing asymptotically
towards the limit of 47 % for a flat-top beam (see figure 4.7).

From this analysis, we conclude that the degradation of the near field
profile due to the aberrated wavefront present before the compressor and
the residual wavefront aberrations—to the precision that we can measure—
at the pre-target diagnostic should not have a significant impact on the
focal spot quality (only a few percents decrease of the encircled energy). To
directly asses its quality, we proceed to measure with a high dynamic range
the far field distribution of the ANGUS beam right before the target.

4.3 High dynamic range far field

measurement

In order to measure the wings of the focal spot, i.e. the area of the intensity
distribution with a signal several orders of magnitude lower than the peak
intensity, it is important to investigate first the capabilities of the hardware
used at LUX.

4.3.1 High dynamic range intensity measurement

The camera used at the pre-target diagnostics to measure the focal spot
intensity distribution has a typical background level of 17 counts, for a
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peak signal of the focal spot that is usually around 1000 counts. Thanks to
the triggering of the camera, the exposure time is set at the lowest setting
of 16 µs, and the camera is isolated from the environment light by shielding
walls. Therefore, the background level measured by the camera is the lowest
possible with the current setup. One could take full advantage of the 12
bits depth of the camera (4096 counts) and increase the laser energy on the
camera by four, in order to reach the highest dynamic range, allowing us to
measure the wings above the 5× 10−3 level (with the peak intensity level
being 1). To improve this dynamic range, we first increase the laser signal in
order to saturate the main peak. Thus, the signal of the wings will rise above
the background level and can be analyzed. Then, by combining several
images with different intensity level, the saturated areas can be replaced
by non-saturated images and therefore the whole intensity profile can be
reconstructed. It is similar to the HDR (High Dynamic Range) techniques
used in photography which combine several images with different exposure
time. The limit of this technique is reached when the laser intensity is so
strong that the main peak generates too many electrons in the CCD, which
then overflow in the neighboring pixels. In such a situation, the pixel value
measured next to the saturated area would be incorrect.

In order to increase the laser signal on the camera, we installed a half-
wave plate before the wedge placed right before the camera (see figure 3.13).
As the reflectivity of the fused silica wedge depends on the light polarization
as shown in figure 4.8, the reflected signal can be increased from 0.66 % up
to 8.1 %, which is more than one order of magnitude. Furthermore, a couple
of neutral density (ND) filters are mounted directly on the camera to reduce
the laser intensity during everyday operation. One of them was removed
to access another order of magnitude. At the highest signal (highest wedge
reflectivity and ND filter removed), some of the saturated signal started to
leak on the neighboring pixels. Therefore, no additional ND filter could be
removed. For each setting, ten images were acquired and averaged in post-
processing to mitigate the fluctuations of the intensity distribution and the
pointing jitter.

While a ND filter with a bad surface quality could alter the beam,
they are mounted close to the focal plane which limits the impact of this
optic. Furthermore, even with the worst ND filter of the ANGUS lab with
a measured transmitted wavefront error of 0.4 λ RMS, the focal spot shape
stays similar, especially the characteristic features of the main peak and
the first side lobes. Significant discrepancies between the unaltered focal
spot and the beam going through the ND filter appear at the 10−5 level
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Figure 4.8: Polarization dependent reflectivity of a fused silica wedge for
different angles of incidence.

according to simulation based on measured data. However, the ND filters
are used to measure the main peak and not the side lobes. Therefore using
such optics—which wavefront error is not always quantified—close to the
focal plane should still results in accurate measurement of the focal spot.

To combine two images together, the signal level must be scaled such
that the same part of the beam corresponds to the same intensity. There-
fore, an area where the signal level is neither saturated nor too close to the
background level for both images is selected. Then, the intensity within
this area is compared between the two images and the ratio can be used
to scale them accordingly. Doing this operation for all the images, and
paying attention to an eventual position mismatch between the intensity
patterns, the saturated area of the image can be replaced by a less saturated
scaled image until the full focal spot is reconstructed. Figure 4.9 shows
schematically the whole process.

4.3.2 Measurement of the focal spot before the
target

At the pre-target diagnostics, five images were combined, up to the limit of
the CCD camera. The combined image is shown in figure 4.10 in logarithmic
scale to enhance the wings of the focal spot, and normalized to correspond
to a 35 fs pulse with 5 J. The peak intensity is then 1.0× 1019 W cm−2,
which corresponds to a normalized vector potential a0 of [72]:

a0 = 0.85 · λ [µm]
√
I0 [1018 W cm−2] = 2.1, (4.5)

with λ the wavelength and I0 the peak intensity. For the single non-
saturated image normalized to the peak intensity, the average background
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Figure 4.9: Schematic of the high dynamic range combination. Several
images with different saturation levels are scaled accordingly and combined
together to obtain a much larger dynamic range than with a single image.

level is at 2.0× 10−2. For the combined image, it is reduced to 2.9× 10−5,
which is almost three orders of magnitude lower. The relative standard devi-
ation of the background amounts to 9 % for both images. It could eventually
be further reduced by using noise-removal filtering schemes. Nevertheless,
thanks to the high dynamic range measurement, the far field distribution
of the ANGUS laser can be observed with a signal to noise ratio of 34 000.
We note that the wings extend further than the typical dimensions of the
capillary target, which can be troublesome if too much energy ends up in
the front surface of the target and damages it. Furthermore, it limits the
amount of energy contained in the FWHM, which then limits the available
energy for the experiment. The measured FWHM is 26.8 µm, which is
15 % larger than the ideal FWHM based on the measured near field profile.
However, the D4σ diameter is equal to 195 µm. Indeed, as this quantity is
an integrated quantity where the intensity is weighted by the square of the
distance from the center of mass, the wings heavily influence the calculated
diameter. From the lineouts, we can observe that the wings are about one
order of magnitude higher than expected from the wavefront measurement.
Furthermore, thanks to the high signal to noise ratio, the encircled energy
can be accurately calculated.

On figure 4.11, the encircled energy of the measure focal spot, of an
ideal super-Gaussian beam of the 4th order, and of the PSF from the
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Figure 4.10: Focal spot in logarithmic scale (top) assuming a 5 J 35 fs pulse.
The black rectangle represents a capillary target of 500 µm typically used
at LUX. The dots above and below the main peak correspond to ghost
reflections, most likely coming from ND filters. The horizontal and vertical
lineouts (bottom) are shown in logarithmic scale for a standard camera image
(blue) and for the combined image using the process described earlier (green).
The lineouts from the PSF of the near field propagated for 35 m is also shown
(red). The background level is reduced by more than two orders of magnitude
using the combined images, which unveils the features of the wings.
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measured near field already reported previously (figure 4.6) are displayed.
The measured focal spot is clearly worse than the ideal case. Within
the FWHM, only 32.7 % of the energy is present, compared to the 51 %
estimated from the near field and the measured wavefront. Only at a radius
of 20.4 µm is half of the energy contained. At 80.3 µm, 90 % of the energy
is encircled. It is more than three times larger than for the near field PSF.
Finally, a relevant parameter for the experiment is how much energy hits
the front surface of the target—assuming the focal spot is exactly centered
and placed at the entrance. Due to the target geometry, the ensquared
energy of the focal spot is more appropriate than the encircled energy, and
the definition is analogous but uses Cartesian coordinates instead of polar
coordinates. For a 500 µm target, 1.3 % of the energy is blocked. For a
300 µm target, it amounts to 3.8 %. These quantities correspond to an
ideal case so they are lower limits on the amount of energy blocked by the
target aperture. The usual position jitter of the focus is below 5 µm. Such
a jitter would increase the energy dumped in the target to 1.34 % of the
total energy. To reach 1.5 %, the focal spot has to be displaced by at least
one time the FWHM. On the other hand, the longitudinal position of the
focal spot in the target is more likely to increase significantly the amount
of energy hitting the target as the wings of a super-Gaussian focus spread
out faster than the main peak when moving away from the focal plane, as
represented in the z-scan on figure 3.14.

From the observation of the wings of the focal spot using the high
dynamic range measurement, we observe that the actual focal spot is much
wider than the simulation based on the wavefront and near field measure-
ment. Several reasons can be given to explain qualitatively why the direct
far field measurement deviates from the expected pattern. We therefore
try to quantify a few of these potential sources of discrepancies in order to
assess their relative impact on the focal spot degradation.
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Figure 4.11: Encircled energy of the measured focal spot with a high dynamic
range (red). An ideal super-Gaussian focus (blue) and the PSF of the
propagated near field (green) are shown for comparison The dashed lines
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represents the bottom half of their marginal distributions.

4.3.3 Potential reasons for discrepancies

Some assumptions have been made previously, on either the measurements
themselves or on the laser beam properties. Thus, the chromatic aberrations
of the pre-target diagnostics have been ignored. The setup is composed of
two to three lenses (depending on the specific diagnostic) and a vacuum
window placed in a divergent beam. Therefore, the refraction would slightly
affect each wavelength differently. Furthermore, as mentioned above, the
wavefront sensor does not measure the very edges of the near field profile
due to its dynamic range. We will asses the importance of this outer edge
for the far field distribution. Finally, the spatio-temporal couplings such as
angular chirp or pulse front tilt have been ignored, mainly due to the lack
of an accurate diagnostic to quantify these complex correlations.

Chromaticity of the pre-target diagnostics

The pre-target diagnostics has been reproduced using Zemax1 and the lens
models given by the manufacturer. Then, the point spread function of the
setup is simulated for several wavelengths ranging from 750 nm to 850 nm.

1www.zemax.com
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Figure 4.12: Decrease of the peak intensity in focus in function of the laser
bandwidth (top), and lineout of the far field distribution (bottom) for a
monochromatic beam (blue) or for a 45 nm bandwidth beam (green).

Using Parseval’s theorem, we can obtain the time-integrated fluence profile
F (x, y) of the PSF from the simulated frequency decomposition Ẽ(x, y, ω):

F (x, y) =

∫
|E(x, y, t)|2 dt =

1

2π

∫ ∣∣∣Ẽ(x, y, ω)
∣∣∣2 dω, (4.6)

which corresponds to the image recorded by a camera. We compare the
peak intensity of such a polychromatic image for several bandwidths to
a monochromatic image at 800 nm. We can therefore estimate by how
much the measured peak intensity is decreased compared to the in-vacuum
focus due to the imperfect optics. Figure 4.12 shows this decrease with
respect to the bandwidth. For a 45 nm bandwidth laser beam, the peak
intensity is decreased by 2 %. Furthermore, the lineout of the intensity
profile for a monochromatic beam and a 45 nm bandwidth beam are almost
identical. As the position of the monochromatic side lobes is proportional
to the wavelength, the polychromatic wings tend to average out these lobes.
However, the overall intensity level of the wings is independent of the
bandwidth. Therefore, the chromaticity of the diagnostics does not explain
the mismatch of the measured far field.
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Measurement mask of the wavefront sensor

To avoid measurement errors due to a bad signal to noise ratio, the wave-
front sensor software usually limits the measurement aperture. Therefore,
the wavefront at the edges of the beam profile are not measured. A standard
setting considers only the signal at a level above 50 % of the maximum
signal. Similar settings are used for the wavefront correction. Thus, the
wavefront is corrected only on the central area. After such a wavefront
correction using a HASO sensor from Imagine Optics, the wavefront was
measured by a SID4 from Phasics which allows more control on the dynamic
range. Two settings were used to measure the wavefront:

• a signal filtering set at 50 % of the range, which corresponds to a
measured diameter of 67 mm and encloses 90 % of the total energy,

• a filtering at 5 %, which corresponds to a diameter of 79 mm and
encloses 99.5 % of the total energy.

In the first case, the wavefront RMS amplitude is 0.04 λ with a Strehl of
0.94. The encircled energy (see figure 4.13) is close to ideal and amounts
to 51 %. In the second case however, we observe that higher amplitude
modulations are present in the ring not measured in the first case. The
wavefront RMS amplitude is then 0.16 λ (4 times larger), and the Strehl
ratio is 0.68. We observe a decrease of the encircled energy to 43 %, and
the lineouts of the PSF clearly show that the wings are several orders of
magnitude higher compared to the small measurement aperture.

We note that approximately the same amount of energy is included in
the main peak of the focal spot for both situations. The FWHM is larger
by 3 % for the full aperture. For the small aperture, the encircled energy
is 51 %, but only 90 % of the total pulse energy is considered. Therefore,
the main peak should contains about 45 % of the total energy, which is
similar to the full aperture measurement. Nevertheless, even considering
the reduced energy, simulations based on the smaller aperture do not give
a faithful representation of the full far field distribution.

Spatio-temporal couplings

So far, the temporal and spatial properties of the laser beam have been
considered independently. However, couplings such as angular chirp can
increase the focal spot size as each wavelength has a different propagation
direction and therefore is focused at a different transverse position, which
increases the dimension of the beam in the direction of the angular chirp.
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Figure 4.13: Influence of the wavefront measurement mask on the PSF. The
horizontal and vertical lineouts of the PSF (top) and the encircled energy
(bottom left) are shown for the wavefront measured on a 79 mm aperture
(blue) or a 67 mm aperture (green). The full aperture wavefront (bottom
right) and the 67 mm aperture (white dashed circle) show how flat the
wavefront is only within the corrected aperture. The outer ring features
aberrations which degrade the PSF quality. Therefore, the wings are several
orders of magnitude higher and the encircled energy is decreased by about
15 % (from 50.6 % to 43.3 %, dashed lines).
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To simulate such an effect, we assume that the beam has an angular chirp
in the horizontal plane, which could easily be introduced in practice by a
misalignment of the compressor grating. We note that a spatial chirp does
not change the fluence profile in the far field.

Figure 4.14 shows the horizontal and vertical lineout in logarithmic scale,
as well as the encircled energy for a PSF free of angular chirp and for a PSF
with an angular chirp ϕac of 0.35 µrad/nm. Apart from the angular chirp,
the simulated beams are ideal super-Gaussian beams with a flat wavefront.
According to [89], such an angular chirp could be obtain with the ANGUS
compressor if the gratings parallelism is off by 170 µrad. Due to the spatial
dispersion, the horizontal FWHM is increased by almost 50 %. Thus, the
peak intensity is decreased by the same factor. Furthermore, the dispersion
washes out the diffraction rings in the horizontal axis, as can be seen by
the smooth horizontal lineout in figure 4.14. However, the amplitude of the
wings stays at the same average value and therefore, the encircled energy in
the FWHM is unchanged. We do observe that the encircled energy curve is
slightly different, and in general more smooth because the diffraction rings
are washed out by the dispersion.

From these three simulations, we can first conclude that the chromatic
aberrations of the pre-target diagnostics are too little to significantly affect
the measurements and therefore cannot explain the large mismatch between
the wavefront measurement and the focal spot measurement. On the other
hand, the wavefront aberrations seem to reproduce the increase of the
focal spot wings and thus the decrease of the encircled energy, but does
not explain the increase of the main peak size. The presence of spatio-
temporal coupling could be an explanation for this larger spot. However,
angular chirp only increases the beam in one direction, so only higher order
couplings could lead to a symmetrical widening of the beam as we observe.
To improve the focal spot quality, one would need to first improve the
wavefront correction loop in order to include as much of the beam profile as
reasonably possible. The accuracy of the wavefront measurement with a bad
signal to noise ratio needs to be considered. Concerning spatio-temporal
couplings, a retrieval of the spatio-temporal electric field is possible [90], but
it is difficult to implement and therefore needs careful planning. However,
the angular chirp can be rather easily tuned by adjusting the angle of the
compressor gratings in order to optimize the focal spot FWHM.
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Figure 4.14: Influence of the angular chirp on the PSF. The horizontal and
vertical lineouts of the PSF (top) and the encircled energy (bottom left) are
shown for a beam without angular chirp (blue) and with an angular chirp
ϕac of 0.35 µrad/nm (green).

4.4 Phase retrieval: an alternative

wavefront measurement

As seen previously, the measured wavefront and near field are not sufficient
to properly reproduce the far field intensity distribution. An alternative
method to obtain an information of the laser wavefront is to used a phase
retrieval algorithm. From two intensity measurements, one in the object
domain (near field) and one in the Fourier domain (far field), and by using
iterative Fourier transformations back and forth between the two domains,
the phase information of the complex field can be retrieved. Furthermore,
it can be shown that the error between the intensity measurement and the
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retrieved field converges [91].

One of the simplest phase retrieval method to implement is probably
the Gerchberg-Saxton algorithm that consists of four steps:

1. Fourier transform an estimate of the near field (at the first iteration,
we simply take the square-root of the intensity measurement),

2. replace the modulus of the resulting computed Fourier transform with
the measured modulus of the far field (again, the square-root of the
intensity measurement),

3. inverse Fourier transform this estimate of the far field,

4. replace the modulus of the resulting computed near field with the
measured modulus to form a new estimate of the object.

Figure 4.15 shows a schematic of this algorithm, as well as an example of
its convergence for a simulated beam. After a few hundreds iterations, the
far field distribution is well reproduced as can be seen from the evolution
of the far field pedestal.

By using this algorithm with the near field imaged at 35 m (figure 4.5),
and the high dynamic range far field measurement (figure 4.10), we could
retrieve a wavefront such that the RMS error of the calculated far field is
2.5× 10−3 after 300 iterations, which takes about 10 seconds on a standard
desktop computer. We observed that the error was not improving signifi-
cantly, even after 100 000 iterations. The retrieved wavefront is shown in
figure 4.16. The RMS and PTV wavefront amplitudes are respectively 0.15 λ
and 1.3 λ, which leads to a Strehl ratio of 0.60, significantly worse than the
results given by the wavefront sensor. Indeed, we notice that most of the
wavefront deformations are contained in the bottom right part of the beam,
similar to the observations on the measurement mask (figure 4.13). If the
aperture of the retrieved wavefront is reduced to an approximate diameter
of 70 mm, the amplitude is 0.06 λ RMS and 0.55 λ PTV. The Strehl ratio
is then 0.87, which is closer to the measured values reported previously.
Therefore, the phase retrieval algorithm tends to confirm the conclusion
from the analysis of the mismatch between focal spot and direct wavefront
measurement on the importance of correcting the full aperture laser beam.

Finally, we observe that the position of the higher wavefront amplitude
corresponds to the extended wing of the far field, as can be seen in fig-
ure 4.10. Furthermore, the wings cover an area that is larger than the
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Figure 4.15: Schematic of the phase retrieval algorithm (top) with the four
steps described, and example of the algorithm convergence (bottom) that
shows the pedestal of the far field distribution at different iterations for a
simulated beam (insets in the schematic). After 100 iterations, the retrieved
field is very close to the measurement.

capillary aperture. It is thus relevant for the target lifetime to correlate the
far field distribution to the degradation of the capillary.

4.5 Spatial contrast and target lifetime

During operation of the LUX experiment, we observed that the sapphire
capillary target gets slowly larger to an extend such that the gas pressure is
no longer sufficient to generate electrons (see P. Messner’s thesis for more
details on the LUX target [92]). The current design is a 500 µm square
capillary over a length of 10 mm with 2 gas inlets at the bottom, and placed
2 mm away from each end. The focal plane is positioned at the first inlet
and the Rayleigh range is in the order of 3 mm (see figure 3.14), such that
the entrance of the capillary is still within the Rayleigh range.
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Figure 4.16: Retrieved wavefront from near and far field measurements
using a phase retrieval algorithm. The RMS and peak-to-valley wavefront
amplitudes are respectively 0.15 λ and 1.3 λ, which leads to a Strehl ratio
of 0.60. Most of the wavefront deformations are contained in the bottom
right part of the beam, which explains why many Zernike polynomials have
a similar amplitude.

4.5.1 Characteristic damage of the target

In November 2017, the LUX beamline was operated for 24 consecutive
hours, and a side view of the target was recorded every 5 minutes. Fig-
ure 4.17 shows the target profile at the beginning of the run, after 10 hours,
and after 20 hours. We can see that the bottom edge of the capillary is
damaged by the laser, such that after 20 hours, the entrance is 50 % larger.
Furthermore, after 10 hours, only the first half of the target is widened. On
the other hand, the top edge of the capillary stays identical. Therefore, the
target degradation could be related to the extended wing at the bottom of
the intensity distribution.

However, the standard z-scan does not have enough dynamic range
to measure the evolution of this wing through the focus. Therefore, to
reconstruct the intensity at the entrance plane of the target, we use the
retrieved wavefront (see section 4.4) in order to accurately simulate the z-
scan with a good dynamic range. Figure 4.18 shows the intensity profile
in logarithmic scale for five planes around the focal plane. We see that
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Figure 4.17: Capillary channel degradation during the 24 hours run. The
pictures show a side view of the capillary at the beginning of the run (top,
blue), after 10 hours (middle, green), and after 20 hours (bottom, red). The
bottom plot shows the capillary dimensions retrieved from the camera images.
The shaded area correspond to the inlets position.

the extended wing at the bottom is indeed present over a distance much
larger than the Rayleigh length. Moreover, according to [93], the single-
shot laser induced damage threshold (LIDT) for a femtosecond pulse on
a non-polished sapphire plate is 5 J cm−2. By comparing the maximum
fluence and the mean fluence at the edge of the capillary, we see that the
mean fluence is higher than twice the LIDT, and the maximum fluence is
in excess of 100 J cm−2, especially within this bottom wing. Furthermore,
the wing extends to a distance larger than 600 µm from the central spot,
which corresponds to the characteristic size of the damage according to
figure 4.17. Therefore, we can conclude that the edge of the wavefront—
which is not corrected by the deformable mirror—is likely to be responsible
for the degradation of the capillary target. This is reinforced from the
fact that the focal spot drifted upwards during the 24 hours by 50 µm, and
therefore away from the damaged edge.
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Figure 4.18: Fluence distribution around the focal spot plane (top). The
logarithmic color scale only shows the fluence above the damage threshold of
sapphire, and the gray box represents the capillary dimensions. The average
and maximum fluence at the edge of the 500 µm capillary is plotted for
a propagation distance of ±10 mm around the focal plane (bottom). The
damage threshold is indicated as a reference.

4.5.2 Workaround solutions

The solution to increase the target lifetime is of course to include the
whole beam profile in the wavefront correction. However, a workaround
solution would be to either remove the problematic area of the beam profile,
or to increase the target dimensions. While this latter option can be
troublesome to reach the needed pressure in the capillary, the first option
is here considered.

Hard aperture

The easiest implementation is simply to reduce the aperture of the beam
such that it does not include the edge of the near field. An iris such as
the one installed before the compressor provides a tunable aperture as
long as its material holds against the full power laser fluence. Figure 4.19
shows the logarithmic scale intensity pattern of the far field with the iris
closed at a diameter of 70 mm, measured using the high dynamic range
measurement described before. We can see that the problematic wing has
indeed disappeared. However, the overall laser energy is decreased to 87 %
due to the reduced aperture. Finally, while this hard aperture technique
can already be used with the ANGUS laser, the diffraction from the iris
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Figure 4.19: Far field intensity distribution in logarithmic scale with a 70 mm
aperture before the compressor. The rectangle represents the capillary target
dimensions. We notice the absence of the large wing present in the original
far field due to the high wavefront amplitude at the edge of the beam profile.

should be considered and studied to ensure that it does not lead to a higher
fluence on the optics such as the compressor gratings.

Gaussian mirror

Gaussian mirrors are designed to have a radially Gaussian or super-Gaussian
shaped reflectivity. Therefore, by using such mirrors instead of the standard
uniform high-reflectivity mirrors, it is possible to reflect only the center part
of the beam, with a smooth edge that does not diffract like a hard aperture.
Furthermore, by using such a mirror close to the focusing optic, it would
help to reduce the position jitter of the beam on the parabola, and therefore
limit the angular jitter of the focal spot. However, the maximum reflectivity
of such a coating hardly goes above 90 % (according to Laser Components2)
so the amount of such mirrors should be limited to avoid loosing too much
pulse energy. Moreover, one should ensure that the coating is efficient
for the whole laser bandwidth, and that its damage threshold allows it to
be used with a high-power laser. Finally, as some energy will propagate

2www.lasercomponents.com
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through the mirror, an efficient way to block or absorb the transmitted
beam should be considered, as well as nonlinear effects.

Spatial filter

Finally, by spatially filtering the beam using a pinhole with a size similar to
the target dimensions, the damage to the target can be drastically reduced.
However, the spatial filter itself would then have to block the high intensity
of the wings. An option to mitigate the intensity in the focal plane is to use
two slits instead of one pinhole in combination with cylindrical or astigmatic
lenses [94]. Furthermore, using long focal lengths would also reduce the
intensity in the focal plane. However, in order to properly focus the beam
through the spatial filter, the wavefront has to be mostly flat over the area
that should go through the filter. Therefore, if the wavefront measured
before the compressor (see figure 4.3) is due to a parabola misalignment,
such a technique cannot be used as the focal spot would then be far too
large for any efficient filter.

While using a wavefront sensor is critical for high power lasers in order to
use an adaptive optics loop and to obtain a single-shot information, we have
seen through this chapter that in order to obtain a high-quality focal spot,
and to accurately use the Strehl ratio values computed from the measured
wavefront, it is equally critical to ensure that the full beam aperture is
measured. Furthermore, a non-ideal wavefront would not only decrease the
usable energy which is contained in the main peak, but it also decreases the
capillary target lifetime. Indeed, from the observation of the LUX target
after more than 40 000 shots, the top edge is so far unaltered. Therefore, we
believe that by improving the spatial contrast of the focal spot, the target
could be conserved for several experiments over an extended period of time.
As the current targets were damaged after a couple of days, it is however
still difficult to quantify for how long such a statement would be valid.
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Chapter 5

Heat-induced grating deformation

In the previous chapter, we investigated the quality of the focal spot for
the LUX experiment, using the pre-target diagnostics, available only with
a low power beam. For this purpose, the ANGUS beam is attenuated
after the full amplification. Indeed, keeping the amplification identical in
both operating modes also keeps thermal effects such as thermal lensing
of the amplifiers [95] identical. Therefore, the low power beam has the
same properties as the high power beam (apart from the energy obviously)
and can be used to diagnose the laser before an experiment. However,
if any change occurs due to the optics placed after the attenuator (see
figure 3.1) while switching between low and high power, this diagnostic is
no longer accurate and does not faithfully represent the high power laser
parameters. The most critical elements susceptible to thermal effects are
the two in-vacuum gold-coated compressor gratings. As the gold coating
absorbs some of the incident laser energy (as will be shown later on), the
grating substrate heats up. Then, the thermal expansion of the substrate
material will deform the surface of the grating and thus change the reflected
laser wavefront. The thermal expansion due to the absorbed laser energy is
present for any optic, but its effects are strengthened for the gratings due to
the vacuum environment that negates convective heat transfer, and to the
gold coating that absorbs a much higher amount of laser energy compared
to dielectric coatings commonly used for high-reflectivity mirrors.

We investigate the heat-induced grating deformation and its effects on
the transient degradation of the laser wavefront to ensure that the focal spot
quality measured previously is an accurate depiction of the high intensity
transverse profile used in the LUX capillary target to generate electrons.
We add that the lifetime of the target can be drastically shortened if the
wavefront is degraded over time by the diffraction gratings. Quantifying
this effect is therefore critical for a stable and reliable operation of the LUX
experiment.
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5.1 Increase of in-vacuum grating

temperature

5.1.1 Absorption coefficient of gold

The absorption of gold can be estimated from the reflectivity based on the
Fresnel equations. As the typical gold coating layer is thicker than the skin
depth (δ800 nm = 26 nm compared to a typical layer thickness > 100 nm),
no energy is transmitted through it. Therefore, neglecting scattering, the
absorbed energy is simply the incident energy minus the reflected energy.
Using tabulated values of the complex index of refraction of gold [96, 97],
we can calculate the reflectivity for an incidence angle of 51.4°, and deduce
the absorption as a function of the wavelength (see figure 5.1). For the
wavelengths of interest here (between 700 nm and 900 nm), the absorption
of gold ranges from 3 % to 4.5 %. While these values are only estimates
that neglect aspects such as scattering, they show that gold absorbs a few
percents of near infrared light.
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Figure 5.1: Absorption of gold as a function of the wavelength for an incidence
angle of 51.4°, according to the Fresnel reflection calculated from the complex
index of refraction.

Therefore, considering ANGUS parameters, the maximum average power
absorbed by the first grating Pabs due to the first and fourth passes is given
by:

Pabs = Epulse · frep. rate · αAu ·
(
1 + η3

d

)
= 2.0 W, (5.1)

with Epulse = 6 J the pulse energy, frep. rate = 5 Hz the repetition rate,
αAu = 3.76 % the average absorption coefficient over the laser bandwidth
and ηd = 0.92 the grating diffraction efficiency raised to the power of 3 to
account for the energy loss of the first three passes. The absorbed average
power on the second grating only differs from the first grating by less than
1 %.
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5.1.2 Grating temperature measurement

Using a thermal camera sensitive to the wavelengths from 7.5 µm to 14 µm
through a ZnSe vacuum window, we can monitor remotely the temperature
of the first grating (as represented in figure 5.2). Figure 5.3 shows the evolu-
tion of the maximum temperature measured with the thermal camera while
the laser was sent in the compressor during 4 hours with an average power
of 30 W (6 J at 5 Hz). The camera continued to record the temperature for
about 60 hours after the laser was turned off.

Grating 1

Grating 2

Roof mirrors

← Input

→ Output

Figure 5.2: 3D model of the compressor optics, viewed from thermal camera.
The camera is below the incidence plane of the gratings and is pointed at the
1st grating.

We observe that the time necessary for the grating to cool down to room
temperature is very long: the half-time of the temperature exponential
decrease is 7 hours. This long half-time explains why the temperature
at the beginning of the run is already at 25 ◦C. We first had an 8 hour
run which brought the grating temperature to 32 ◦C. The grating then
cooled down over night to 25 ◦C when we started the next run reported here.
Furthermore, while the laser heats the grating, the temperature increases
linearly, with a rate of 3.2 ◦C/h. In fact, as the grating is in contact with
the optomechanics only via small nylon-tipped screws (two are visible in
the picture in figure 5.3 as white thin disks above the grating) that have a
low thermal conductivity of 0.25 W/(m K), it can mainly be cooled through
thermal radiation, which usually has a rather poor efficiency. Therefore, the
heat transfered by the laser stays in the substrate and needs several hours
until it can be radiated towards the environment. As the emissivity of gold
is very low—down to 0.01 [40]—, only the heat radiated from the side of
the substrate is visible. We also notice that the mount itself stays at room
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Figure 5.3: Evolution of the grating substrate temperature with 30 W average
input power (top). The laser was sent during 4 hours, and the temperature
measured over several days afterwards. The data (gray dots) is fitted (blue
line) by a linear increase a = 3.2 ◦C/h followed by an exponential decay with a
half-time τ1/2 = 7.0 hours. The inset shows the thermal camera image at the
end of the run. A picture of the grating (bottom) shows that the measured
heat comes from the side of the substrate. The turquoise line indicates the
visible edges of the grating substrate for both pictures.
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temperature, but seems to reflect the heat radiated from the glass substrate
as visible on the trapezoidal pieces on each sides of the grating. Both the
reflections and the temperature of the mount indicate a low emissivity of
the material.

5.1.3 Modeling the grating temperature

Model description

We can model the grating substrate temperature by listing the heat trans-
fers from and to the grating, and considering the laser as a source term
defined by the absorbed power described above. As the grating has very
little contact to the mount, and only through plastic surfaces, we ignore
the temperature decrease due to conduction. However, we do include the
temperature of the mount in the model, in order to consider its effect on
the thermal radiation of the grating substrate. Therefore, the heat transfers
considered are the following:

• radiation from the grating gold coated and uncoated surfaces to the
compressor chamber,

• radiation between the grating and the mount,

• radiation from the mount to the compressor chamber,

• and the laser itself as a source term.

We assume that the compressor chamber is kept by the air conditioning to
a stable temperature of T0 = 20 ◦C and that it acts as a perfect black body.
Furthermore, the grating and mount surfaces are considered opaque and
diffuse, which means that the thermal radiation is not transmitted through
these surfaces but either absorbed or reflected, and independent of direction.

The heat transfer Q1→2 between two parallel plates through a surface A
considering the multiple absorptions and reflections is given by:

dQ1→2

dt
= σA

ε1ε2

ε1 + ε2 − ε1ε2

(
T 4

1 − T 4
2

)
= σA ε1−2

(
T 4

1 − T 4
2

)
, (5.2)

with εi and Ti the emissivity and temperature of the body i, and σ the
Stefan-Boltzmann constant. We define ε1−2 the effective emissivity between
two bodies for bookkeeping such that:

ε1−2 =
ε1ε2

ε1 + ε2 − ε1ε2

. (5.3)
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If the body 2 is black (ε2 = 1), we obtain ε1−2 = ε1 and equation 5.2 gives
the total power radiated by body 1 through the surface A as described by
the Stefan-Boltzmann law.

Furthermore, the temperature of a system is linked to the heat transfer
through the heat capacity C:

C =
δQ

dT
, (5.4)

with dT the variation of temperature due to the transfered heat δQ. The
heat capacity is an extensive property and is usually specified as a specific
heat capacity c = C/(ρV ) in J kg−1 K−1, with ρ and V the density and
volume of the body considered.

Combining equations 5.2 and 5.4, we can establish two differential equa-
tions for the grating substrate and the mount. The subscript 0 refers to the
vacuum chamber, 1 to the grating substrate, Au to the gold coating and 2
to the grating mount. We obtain for the grating substrate temperature T1:

C1
dT1

dt
=σ (

edges︷ ︸︸ ︷
ε1A1−0 +

front︷ ︸︸ ︷
εAuAAu ) ·

(
T 4

0 − T 4
1

)︸ ︷︷ ︸
chamber

+ σ ε1−2A1−2 ·
(
T 4

2 − T 4
1

)︸ ︷︷ ︸
edges & back – mount

+ Pabs︸︷︷︸
source

,

(5.5)

with C1 = 3.4× 103 J K−1 the heat capacity of the grating, σ the Stefan-
Boltzmann constant, ε1 ' 0.73 the emissivity of the glass with a frosted
surface, A1−0 the grating substrate surface that does not face the aluminium
mount, εAu the emissivity of the gold coating [40], AAu the surface of the
gold coating, ε1−2 the effective emissivity between the glass substrate and
the mount, A1−2 the grating substrate surface that does face the mount,
and Pabs the laser power absorbed by the grating. Similarly for the grating
mount temperature T2, we have:

C2
dT2

dt
= σ ε2A2−0

(
T 4

0 − T 4
2

)︸ ︷︷ ︸
mount – chamber

− σ ε1−2A1−2

(
T 4

2 − T 4
1

)︸ ︷︷ ︸
mount – grating

, (5.6)

with C2 ' 5.2× 103 J K−1 the heat capacity of the aluminium mount, ε2 '
0.17 the emissivity of rough aluminium, and A2−0 the surface of the mount
facing the vacuum chamber. Due to the temperatures raised to the power of
4, an analytical solution is difficult—if possible—to calculate and not within
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the scope of this work. However, as it only involves a single time derivative
of the first order for each equation, it can be easily solved numerically using
a very simple explicit finite difference method such that:

dTi
dt
≡ Ti[k + 1]− Ti[k]

∆t
, (5.7)

with Ti[k] the discrete temperature at the iteration k, and ∆t a constant
time step. Therefore, the equations 5.5 and 5.6 can be easily computed by:

Ti[k + 1] = Ti[k] + fi (T1[k], T2[k]) ·∆t, (5.8)

with fi the appropriate function given by the equations 5.5 and 5.6. We
can then iteratively calculate the evolution of the temperature of both the
mount and the grating.

Comparison to measured data

Figure 5.4 compares this model to the grating temperature measured during
an experiment campaign where several input laser energy where scanned
from 0.6 J to 6.0 J. The second half of the data is identical to the data
reported in figure 5.3. The modeled temperature of the grating agrees well
with the measurement, including both the increase due to the laser beam
and the cooling of the substrate when no laser is present in the vacuum
chamber. Furthermore, we notice that if the mount is ignored from the
model, the calculated temperature differs heavily in intensity and behavior
from the measurement. Indeed, the back of the grating is facing the mount,
which has a low emissivity and therefore absorption coefficient. Thus, a
significant area of the total grating surface has a poor radiative cooling.

However, the simulation only agrees with the data if near field enhance-
ment is considered. Indeed, according to Wang et al. [45], the grooves of
the gold-coated grating enhance the amplitude of the electric field on the
grating surface. Therefore, the fluence amplitude that should be considered
to calculate the absorbed energy by the grating surface is about twice the
incident fluence. The exact value of the near field enhancement factor
depends on the grating groove shape as well [43]. Thus, in the equation 5.1,
an additional factor of 2 is added to include the near field enhancement:

Pabs = 2Epulse · frep. rate · εAu ·
(
1 + η3

d

)
. (5.9)

Once this factor is included in the model, the RMS error between the
measured data and the prediction is 0.75 %. We can further estimate the
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2nd grating temperature using the same model but adjusting the absorbed
power and the dimensions of the grating. We find out that the 2nd grating
temperature is up to 10 % lower than the 1st grating. As it has a larger
surface—40 % wider than the 1st grating—it emits more radiation and is
therefore more efficient at evacuating heat from the substrate. Moreover,
the incident power is 1 % lower than for the 1st grating due to the diffraction
efficiency.
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Figure 5.4: Grating temperature during an experiment campaign where
several input laser energy where scanned from 0.6 J to 6.0 J. The grating
temperature was measured (gray dots) only for the last three settings and
for several days afterwards, as reported in figure 5.3. The model (blue line)
agrees well with the measured temperature with a mean RMS error below
1 %. The temperature of the mount is reported as well (green line). The
grating temperature calculated while ignoring the mount (red line) shows
a severe mismatch with the data, and hence strengthens the necessity of
including the optomechanics in the model. The red shaded areas are scaled
according to the input laser energy.

Equilibrium temperature

Apart from estimating the grating temperature during operation, we can
use the model to predict the steady-state temperature of the grating, as
well as the time when this equilibrium is reached. These predictions are
reported in figure 5.5 in function of the laser input power. We see that the
equilibrium temperature evolves quasi-linearly with a slope of 1.16 ◦C/W.
Furthermore, above a 5 W laser input power, the time necessary to reach
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99 % of this temperature is between 40 to 45 hours. In particular for the
ANGUS nominal average power of 30 W, the equilibrium temperature is
58.7 ◦C and it is reached after τ99 % = 43 h. The mount temperature also
increases and reaches 33.4 ◦C for the same laser parameters.
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Figure 5.5: Steady-state temperature Teq (blue) of the grating and time nec-
essary to reach 90 % and 99 % of this steady-state temperature (respectively
dashed and solid green) in function of the laser input power.

From this model, we conclude that the gratings can be safely operated
for a long time as the steaty-state temperature is below the melting temper-
ature of the gold coating (Tm = 1064 ◦C) or the glass-transition temperature
of either Pyrex, fused silica, or photoresists such as SU-8 (Tg, Pyrex = 500 ◦C,
Tg, fused silica = 1200 ◦C, and Tg, SU-8 > 200 ◦C [98]). However, as more than
40 hours of constant laser operation are necessary to reach this state, it
is not practical to rely on this regime. Therefore, the gratings have to be
operated in a transient state where their temperature is increasing.

Finally, we note that this model assumes a homogeneous temperature of
the grating. However, the mechanism for energy absorption of femtosecond
pulses can be described by the two-temperature model [99]. Using this
model, one can calculate the surface temperature at the time scale of
the laser pulse. Extrapolating Wang et al. calculations [45], the surface
temperature 30 ps after the pulse would be 216 ◦C for an input fluence of
100 mJ cm−2, which corresponds to an energy of 6 J for ANGUS beam size.
Therefore, the temperature distribution is not reconstructed at the scale of
the pulse duration by our simple radiative model.
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On the other hand, one can estimate the characteristic time of the heat
diffusion through the substrate tc from Fourier’s law [100]:

tc =
L2
c

4α
, (5.10)

with Lc a characteristic length of the substrate, and α the thermal diffusivity
(see table 5.1 below). Using the grating thickness as the characteristic
length, we obtain a characteristic time of 22 minutes for a Pyrex substrate
and 12 minutes for a fused silica substrate. Thus, for time scales of several
hours or days, the heat absorbed at the surface has diffused through the
grating and we can then neglect the local heat distribution for an initial
estimate on the grating temperature.

An important conclusion of the measurements and the simulation is that
the temperature of the grating is constantly increasing while the compressor
is used with an input power higher than a few watts. Therefore, as the
heat deforms the grating through thermal expansion, the wavefront of the
reflected beam will be degraded as well.

5.2 Output wavefront measurement

As explained in the previous section, a fraction of the laser energy incident
on the gratings is absorbed and increases the temperature of the grating
substrate. It deforms the grating surface due to thermal expansion and thus
deforms the reflected laser wavefront. Moreover, as the beam is spatially
dispersed after the first pass, the changes of the wavefront can couple into
the temporal properties of the pulse and be detrimental to the overall com-
pression [101]. The deformation of the laser wavefront has a direct negative
impact on the laser focusability of the beam, which heavily decreases the
available peak intensity as well as the energy contained within the central
part of the focal spot.

Previous work has reported this issue at different pulse energies [102,
103, 104] and proposed solutions to mitigate or compensate the thermal
expansion. Fourmaux et al. [103] propose to adjust the position of the
off-axis parabola to compensate the defocusing of the 110 mJ 100 Hz laser
used. On the contrary, Alessi et al. [104] tackle the source of the problem
by actively cooling the grating substrate to efficiently extract heat and
therefore reduce the surface deformation for a PW-class grating compressor,
measured using a diode array with equivalent average power. We propose to
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directly measure the heat-induced distortion in gold-coated gratings of our
100 TW class vacuum compressor using the actual high-energy ultrashort
laser to both heat up the gratings and diagnose their deformations. The
observed deformations could therefore be used to predict the grating behav-
ior during an experiment without relying on assumptions on the influence
of vacuum, beam size or pulse duration for instance. We reported these
measurements in Optics Express in May 2018 [105].

5.2.1 Experimental setup

In order to measure the influence of the input power on the compressor
output wavefront, we scan both the pulse energy and the laser repetition
rate. Using the thin film polarizer based attenuator, we tune the energy
from 0.6 J to 6.0 J at the compressor entrance. Considering the projected
beam area on the grating of Sproj. = 62 cm2, it corresponds to average
fluences ranging from approximately 10 mJ cm−2 to 100 mJ cm−2. For each
energy step, the laser was run for a duration of 30 minutes for the low
energy steps, up to 90 minutes for the high energy steps. Additionally, after
selected tests, the laser energy was tuned down to 150 mJ for 20 minutes
to measure the cooling behavior of the gratings while still being able to
measure the laser parameters. The repetition rate was scanned by changing
the laser internal trigger to allow only every other or every third pulse to be
sent to the multipass power amplifiers. We therefore scanned the repetition
rates of 0.5 Hz, 1.0 Hz, 1.67 Hz, 2.5 Hz, and 5.0 Hz.

To monitor the laser parameters, the pre-compressor and post-compressor
diagnostics are used (see sections 3.4.1 and 3.4.2). The wavefront is mea-
sured after the compressor using a four-wave lateral shearing interferome-
ter wavefront sensor [60]. The post-compressor diagnostics have inherent
astigmatism as already explained, therefore the wavefront measurements
presented in the following sections show relative results. This has the
advantage of ignoring the aberrations of the setup and the laser itself, and
only focus on the transient deformations of the optics. Thanks to these
diagnostics, we can ensure that the laser beam does not change before the
compressor and thus rely on the post-compressor diagnostics. All the data
reported here was acquired for every individual shot.

As the full energy of the ANGUS laser was used, the compressor was
operated at a pressure below 10−6 mbar, the quality of the vacuum was
continuously monitored by a residual gas analyzer to ensure that no con-
tamination could disturb the experiment by increasing the absorption or
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lowering the damage threshold of the gratings. We measure the quality of
the vacuum by ensuring that the partial pressure of masses above 45 u
is less than 10−3 of the total pressure [106]. The data was saved and
archived into the control system and post-analysis revealed that the vacuum
environment did not change during the experiment. The full power laser
beam was then sent through the transport beamline towards the LUX
experimental area to be dumped, as only a fraction is sampled for the post-
compressor diagnostics. Therefore, the parameter scans reported here are
done in realistic conditions: the vacuum system, the laser beam size, energy,
and pulse duration are similar to those used for the LUX experiment and
thus reflect the actual behavior of the grating compressor during everyday
operation.

5.2.2 Effects on the laser divergence

We first investigate the change of the beam divergence as it directly relates
to a shift of the longitudinal focus position. The impact of the input beam
fluence in the grating plane is studied at a fixed repetition rate of 5 Hz, and
then the repetition rate is varied while the fluence is set to a fixed value of
50 mJ cm−2.

Energy scan

Figure 5.6 shows the relative change of the beam divergence over time in the
horizontal (top) and vertical plane (bottom) for five fluence steps measured
with the wavefront sensor, which correspond to input energies ranging from
0.6 J to 4.2 J. A clear positive correlation between the input fluence and
the increase of divergence can be observed. As expected, as more energy is
absorbed by the substrate, the higher thermal load leads to a higher defor-
mation of the grating surface. Moreover, the horizontal divergence increases
at a much higher rate than the vertical divergence, leading to an increase
of astigmatism of the beam. Furthermore, the horizontal divergence seems
to keep increasing linearly after an exponential growth while the vertical
divergence saturates or even decreases after a similar exponential behavior.

The temporal evolution of the beam divergence is fitted with the sum
of an exponential increase and a linear curve f(t) = a(1− exp(−t/τ)) + bt,
based on the observed pattern. All fits show a very good agreement with
the measured data and we could then retrieve two time constants: the
exponential time constant τ and a linear growth rate b which are plotted in
figure 5.7. While the exponential time constant increases similarly in both
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Figure 5.6: Evolution of the laser beam horizontal (top) and vertical (bottom)
relative divergence measured after the grating compressor for different fluence
level from 10 mJ cm−2 to 70 mJ cm−2 at a repetition rate of 5 Hz. The data
(gray dots) is overlaid by a fit (colored solid line) in a good agreement with
the measurements.
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Figure 5.7: Exponential constant (left) and linear growth rate (right) of
the fitted curves (solid lines on Figure 5.6) for the different measured input
fluences in the horizontal (blue circles) and vertical (green squares) planes.
A linear fit (solid line) highlights the behavior of the scan.

107



planes with the input fluence, the linear growth rate is only significant in
the horizontal plane. The horizontal divergence does not show saturation
for higher input fluences.

In an attempt to reach such a regime, an additional 4 hour run was
measured with an input energy of 6 J at 5 Hz (see figure 5.8). After the
exponential growth happening in the first 10 to 20 minutes, the horizontal
divergence increases quasi-linearly for two hours before saturating around
190 µrad. In the last two hours of the run, it then decreased with a rate
on the order of 10 µrad/h. The vertical divergence, on the other hand, was
linearly increasing with a rate of 3 µrad/h after the exponential growth.
It should be noted that the grating used for this run had a heightened
absorption of the incident laser energy due to a damage of the coating. The
absolute value of the divergence and the time constants reported here is
then higher than for an undamaged grating.
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Figure 5.8: Evolution of the laser beam horizontal (top, blue) and vertical
(bottom, green) relative divergence measured after the grating compressor
for a 30 W average power (6 J at 5 Hz).

Nevertheless, a possible explanation of such an asymmetric behavior
between horizontal and vertical divergence could be the dispersion of the
beam on the second grating. Indeed, as the surface of the second grating is
altered and the beam is horizontally dispersed, an additional angular chirp
would be imprinted on the beam. However, this angular chirp would be
seen by the wavefront sensor as an increase in divergence but only in the
horizontal plane, which could explain the larger measured divergence.

One can also notice on figure 5.6 that the increase in divergence between
two different energy levels is not constant. This can be explained by
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a drawback in our experimental procedure. Due to the amount of laser
time required, the data sets presented here were acquired over the course
of several days. Therefore, the time between two runs has not always
been long enough to allow the gratings temperature to go back to the
initial temperature of 20 ◦C, as can be seen in the quasi-continuous rise
of the temperature in figure 5.4 for the first day of experiment. Thus,
the exponential curve on figure 5.6 would start with a higher offset which
is not visible in these results showing only the relative changes during a run.

Finally, we report that for the three highest input fluence levels, we
observed a deterioration of the first grating coating, which most likely
increased the absorbed laser energy by the grating. Thus, the results at a
repetition rate lower than 5 Hz or an input energy higher than 80 mJ cm−2

have been measured on the deteriorated coating. While it affects the
amplitude of the wavefront deformations, the overall trends reported here
would stay valid as long as the coating quality stays identical for a given
set of measurements.

Repetition rate scan

The repetition rate has a direct influence on the divergence evolution as
can be seen on figure 5.9, where it is varied from 1 Hz to 5 Hz at a constant
input fluence of 50 mJ cm−2.

As the repetition rate increases at a constant input energy, the aver-
age power and thus the heat absorbed by the gratings increases as well.
Therefore, the thermal expansion deforms more and more the substrate.
Furthermore, by fitting the curves with the same function described in the
energy scan analysis, we observe that the linear growth rate of both the
horizontal and vertical divergences is increasing with the repetition rate
(see figure 5.10). However, a clear behavior cannot be extracted from the
exponential constant, due to the low number of data points. Indeed, as the
repetition rate is changed by rejecting a given number of pulses, we could
not access repetition rates between 2.5 Hz and 5 Hz.

We observed that the heat-induced deformation of the gratings leads
to an important increase of the divergence and astigmatism due to the
asymmetry in the vertical and horizontal planes. Therefore, it appears
necessary to investigate the evolution of the focal spot quality.
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Figure 5.9: Evolution of the laser beam horizontal (top) and vertical (bottom)
relative divergence measured after the grating compressor for different
repetition rates from 1 Hz to 5 Hz at a fluence of 50 mJ cm−2. The data
(gray dots) is again overlaid by a fit (colored solid line).
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Figure 5.10: Exponential constant (left) and linear growth rate (right) of the
fitted curves (solid lines on Figure 5.9) for the different repetition rates in
the horizontal (blue circles) and vertical (green squares) planes. A linear fit
(solid line) highlights the behavior of the scan, as previously shown.
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5.2.3 Effects on the beam focusability

Using the wavefront sensor, we monitor the evolution of the relative RMS
amplitude of the wavefront as well as the relative Strehl ratio, calculated
from the point spread function (PSF) using the measured wavefront map.
The tilts and the defocus are excluded from the analysis in order to restrict
the observations to the quality of the focal spot rather than its longitudinal
or transverse position. While the relative Strehl ratio does not indicate the
quality of the laser beam directly, it captures the change of its focusability
due to the deformation of the grating surface.

Figure 5.11 shows these two measurements for three different input
fluences at 5 Hz. At 10 mJ cm−2, the wavefront and the Strehl ratio stay
almost constant to an average value of 0.05 λ and 0.9 respectively. Over
30 minutes, the wavefront amplitude increases by 0.01 λ and the Strehl
ratio decreases by 0.05. At 50 mJ cm−2 and 80 mJ cm−2, we observe a
behavior similar to the divergence evolution: after an exponential growth
of the wavefront deformations with a time constant of about 5 minutes,
they increase linearly. Especially for the 80 mJ cm−2 case, which is close
to the designed operating parameters of the compressor, the Strehl ratio is
reduced to 0.5 in less than 2 minutes and to 0.16 after 10 minutes. This fast
degradation of the laser beam spatial quality heavily reduces its usability
as a driver for experiments relying on parameter scans.

Seeing how fast the wavefront degrades due to the gratings surface
deformation, it is also of interest to investigate how long the gratings need
to recover their initial shape. Thus, after a 90 minutes run at a fluence
of 80 mJ cm−2 at 5 Hz, the laser energy was decreased to 150 mJ for 30
minutes in order to significantly reduce the absorbed power but still be able
to measure the wavefront deformations (see figure 5.12). After 15 minutes,
the Strehl ratio reaches the 0.5 level, and according to the exponential plus
linear fit, it would reach the 0.9 level after 50 minutes as the linear slope
corresponds to an improvement of 80 %/h. These results coincide with the
long half-time of the grating substrate temperature decrease reported in
section 5.1.2.

However, the wavefront changes significantly in only a few minutes after
the input laser energy is reduced. Therefore, a mitigation of the reported
degradations using a deformable mirror can only be operated while the full
power laser beam is heating the gratings. Such an online adaptive optics
loop can be practically difficult as one need to ensure that the beam is
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Figure 5.11: Evolution of the wavefront RMS amplitude (top) and the Strehl
ratio of the point spread function (bottom) for fluences of 10 mJ cm−2 (blue),
50 mJ cm−2 (green) and 80 mJ cm−2 (red) into the compressor at 5 Hz, which
corresponds to average power of 3 W, 15 W, and 24 W. The data (gray
dots) is fitted similarly to the divergence (solid color line). The insets show
respectively the wavefront map and the normalized PSF spatial profile for
the three fluence levels after 10 minutes with the corresponding wavefront
RMS amplitude and Strehl ratio value.
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Figure 5.12: Evolution of the wavefront RMS amplitude (left) and the Strehl
ratio of the point spread function (right) after a 90 minutes run at 80 mJ cm−2

at 5 Hz. The insets show respectively the wavefront and the point spread
function profile after 30 minutes.

properly sampled at high power, and that no intermediate foci are created
while the deformable mirror moves the different actuators, which could
increase the fluence on optics past their damage threshold.

From the previous scans, we observed an increase of the divergence
and wavefront deformation for an increase of either pulse energy or laser
repetition rate. It would indicate that the grating deformations are indeed
correlated to the average power, as assumed previously.

5.3 Average power threshold

By combining the two scans, we can study the change of divergence depend-
ing on the average power into the compressor which is varied by changing
the input energy and the repetition rate. Figure 5.13 shows the average
divergence of the horizontal and vertical planes after 30 minutes for all
different average power scanned. We further distinguish the data sets
acquired before or after the coating deterioration. Nevertheless, the data is
in good agreement with the fitted linear slope, which tends to validate the
use of continuous diode lasers to reproduce the behavior observed with a
compressed pulse [104].

However, we do observe with the thermal camera that the first grating
temperature is significantly higher at the output beam height where the
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Figure 5.13: Average divergence measured after 30 minutes in function of
the laser input average power, ranging from 1.2 W to 30 W. The data (dots)
agrees well with the linear fit (solid line), which equation is given in the
legend.

beam is compressed. It would indicate that more energy is absorbed in the
substrate where the laser pulse is short, even though the pulse energy is
already decreased by at least 85 % due to the grating efficiency of the first
three passes.

Additionally, we use the Strehl ratio value calculated after 30 minutes
as a metric in order to estimate an average power threshold above which
the wavefront is too degraded to use the output compressed laser beam for
experiments. We still distinguish whether the coating was deteriorated or
not. The data represented in Figure 5.14 features two regions with rather
constant Strehl ratio: at low input power (typically below 5 W), the defor-
mations of the gratings are negligible and the Strehl ratio stays above 0.9.
On the other hand at high average power (above 15 W), the PSF is already
so degraded that an additional deformation of the gratings surface will
not change significantly the Strehl ratio. From these two observation, the

data is fitted by a high order Gaussian curve ∝ exp
(

ln (Slim) · (P/Plim)2N
)

,

to obtain two plateau-like regions at low and high average power, with a
smooth transition in-between. From this fit, the order of the Gaussian is
N = 1.2 and we can retrieve the average power limit for a given Strehl ratio
value Slim. For instance, at Slim = 0.9, Plim = 5.6 W and at Slim = 0.8,
Plim = 7.7 W. We emphasize that this curve is only a tool to extract a
threshold value from the data, and that it depends on the specific compres-
sor design and thermal properties of the setup (i.e. grating mounts, ...).
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Figure 5.14: Strehl ratio calculated from the PSF after 30 minutes in function
of the laser input average power, ranging from 1.2 W to 30 W. The data (dots)
is fitted by a high order Gaussian curve (solid line).

Finally, from Figure 5.11, we could observe that the most prominent
mode of the wavefront degradation is the astigmatism. Therefore, in com-
bination with the divergence increase, it will shift the longitudinal position
of the focal spot. Using the wavefront measured after 30 minutes for all the
average power scanned, we can simulate the evolution of the focused beam
for the LUX experiment (2 m focal length). We then calculate the change
of the laser waist through the focus in the horizontal and vertical planes.
These waists are reported in figure 5.15 for the different average power
measured, where we highlight the location of the focus in both axis. We
observe that above an average power of 10 W, the horizontal focus is already
in the middle of the accelerating section of the target (plateau of constant
gas density between the two inlets), and above 20 W, it is completely behind
the target. As shown previously, the vertical divergence is not degraded as
much as the horizontal one, and the location of the vertical focus stays
within the target after 30 minutes. Furthermore, the wavefront aberrations
increase the minimum waist of the laser, from 25 µm when the gratings are
not deformed, and up to 120 µm for an input average power of 30 W.

The investigation of the wavefront degradation due to the in-vacuum
deformation shows that the laser cannot be used at its full capacity. Indeed,
the focal spot quality is heavily decreased, and its position displaced by
more than a target length for the specific case of the LUX experiment.
While an online wavefront correction loop is possible in theory, the de-
formable mirror used in the ANGUS lab does create intermediate foci,
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Figure 5.15: Shift of the focus waist position after 30 minutes in function
of the laser input average power for the horizontal (left) and vertical (right)
axis. The location of the focal planes is indicated by the white solid line. The
focal plane in the vertical axis is shifted downstream by up to 4.5 mm and
the horizontal axis by up to 11 mm for a laser power of 30 W, which is after
the LUX capillary target (the dashed lines represent the inlets for a 10 mm
target).

which would dramatically increase the risk of optics damage in the transport
beamline or in the compressor.

5.4 Influence of the grating substrate

In order to limit the deformation of the wavefront, the easy and straight-
forward solution is to limit the average power of the laser, which reduces
the heat absorbed by the grating. However, limiting the energy is not
always possible as several experiments rely on threshold processes, which
require a lower limit to the energy or the peak intensity such as self-injection
in laser plasma accelerator [107]. On the other hand, the repetition rate
can be decreased in order to keep the laser energy high enough. While it
does not affect the physics studied, it heavily hinders parameter scans and
statistical analysis, which rely on a high number of shots to be meaningful.
For example, an experiment that requires an afternoon at 5 Hz would need
one full day at 1 Hz, where the laser parameters should not vary in the best
situation (see figure 3.4 for a counterexample).

Another approach would try to reduce the deformation of the grating
for a given absorbed heat. As this coupling happens due to the thermal ex-
pansion coefficient of the substrate, carefully choosing the grating material
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Table 5.1: Thermal properties of some glass material commonly used for laser
optics, reproduced from [108].

Glass material
Heat

capacity
J/(kg K)

Coefficient of
thermal expansion

10−6 K−1

Thermal
conductivity

W/(m K)

Thermal
diffusivity

10−6 m2 s−1

BK7 858 7.1 1.11 0.52
Fused silica 746 0.52 1.38 0.84
Pyrex 1050 3.25 1.13 0.48
ULE (Corning) 767 0.00± 0.03 1.31 0.77
Zerodur (Schott) 821 0.00± 0.10 1.64 0.79

could limit the deformation of the surface to an acceptable or even negligible
level. Table 5.1 summarizes the thermal properties of three common optics
materials (BK7, Fused silica, and Pyrex), as well as two glass tailored to
have a very low thermal expansion (ULE from Corning1 and Zerodur from
Schott2).

We partially investigated the effects of exchanging the substrate material
at ANGUS. Indeed, we replaced the 1st grating only using a fused silica sub-
strate, as a larger optic was not available to replace the 2nd grating. Fused
silica having a coefficient of thermal expansion more than 6 times smaller
than Pyrex, we expect that most of the deformations of the wavefront would
come from the 2nd grating and therefore their amplitude would be halved
compared to the full Pyrex grating compressor measured previously. Fig-
ure 5.16 compares these two situations using an input average laser power
of 18 W. We indeed observe that the wavefront amplitude is more than
50 % smaller for the compressor using a fused silica grating. Furthermore,
the amplitude is actually very similar to the full Pyrex compressor with a
laser average power reduced by half.

Using the same metric as in the previous section, we can compare the
average divergence and the relative Strehl ratio of the output laser beam
after 30 minutes for different average power. Concerning the compressor
with one fused silica grating, only the laser energy was scanned while the
repetition rate stayed at 5 Hz. Figures 5.17 and 5.18 show respectively the
divergence and the Strehl ratio mentioned. The divergence indicates again

1www.corning.com
2www.schott.com
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Figure 5.16: Evolution of the wavefront RMS amplitude for an input laser
energy of 3.6 J at 5 Hz (solid line) or 2.5 Hz (dashed line), with a full Pyrex
grating substrate (blue) or by replacing the 1st grating with a fused silica
substrate (green). The amplitude of the wavefront deformation using a fused
silica substrate is similar to the full Pyrex situation, but with half the input
average power.

that the substrate replacement is decreasing the grating surface deformation
by half. Moreover, from figure 5.18, the average power limit for a Strehl
ratio of 0.9 is increased from 5.6 W to 12.8 W, which is 2.3 times higher.
For a Strehl ratio of 0.8, it increases from 7.7 W to 16.3 W.

These results using a mixed substrate configuration are very promising
and could be a very effective solution to drastically mitigate the grating
deformation and the spoilage of the focal spot. The procurement of a 2nd

grating with a fused silica substrate is currently considered in order to
directly and accurately compare the effect of the substrate on the wavefront
degradation. Based on figures 5.17 and 5.18, there is a good hope that a
full fused silica grating compressor could actually handle the full available
average power of the ANGUS laser. Furthermore, it would be interesting to
investigate whether any wavefront degradation would be measurable using
a glass material specially tailored to have close to no thermal expansion at
room temperature. However, the substrate is only half of the story. To be
used at full power, the coating of the grating should not be damaged.
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Figure 5.17: Average divergence measured after 30 minutes in function of the
laser input average power, for two different substrates of the 1st grating. The
Pyrex grating (green) data is identical to figure 5.13. The compressor with
one fused silica grating (blue) induces half the divergence of the full Pyrex
compressor. The equations of the fits (solid lines) are reported in the plot.
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Figure 5.18: Strehl ratio calculated from the PSF after 30 minutes in function
of the laser input average power, for two different substrates of the 1st

grating. Again, the Pyrex data (green) is reproduced from figure 5.14. The
deformation is less severe if one grating is replaced by a fused silica substrate
(blue), and the average power threshold defined from the fit (solid line) is
more than twice higher.
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5.5 Coating deterioration

As already reported in section 5.2.2, we observed a deterioration of the gold
coating where the 4th pass hits the grating surface. It has the characteristic
shape of the laser near field profile and looks like a veil or an imprint on
the coating. For the four gratings tested (see table 5.2), this damage was
present for two of them with different substrates (A and B, with respectively
Pyrex and fused silica substrates). Therefore, it appears that the damage
we observed is mainly due to the coating characteristics (shape of the
grooves, with or without of photoresist, etc.) rather than the substrate
used. However, due to a lack of knowledge on the specific manufacturing
process of the grating providers, we cannot look into the specifics of the
damaging process, but mainly study the features left on the grating and on
the diffracted beam profile.

Table 5.2: Basic characteristics of the different gratings tested.

Grating Substrate Groove material Damage observed?

A Pyrex Photoresist Yes
B Fused silica Photoresist Yes
C Fused silica Etched in substrate Yes, but unrelated
D Fused silica Photoresist No

However, the fact that the 1st pass was not damaged even though the
laser energy is higher than the 4th pass suggests that the pulse duration
of the laser plays a critical role in the damaging mechanism, and that
the damage threshold would scale with the intensity (or the electric field
amplitude) rather than the typical fluence, which is a time integrated
quantity. For gratings with dielectric coating, the damage threshold scales
as 1/E2

max [50], due to the field enhancement within the deep grooves. While
Wang et al. [45] report a damage threshold of gold coated gratings above
400 mJ cm−2, they do emphasize that the field enhancement affects the
local temperature of the surface and therefore the thermal stress at the
interface of the gold film and the photoresist, which could eventually result
in blistering or peeling off of the gold film. Without observing the damaged
area with a microscope, we cannot be sure that this process is responsible
for our damage, but at least it emphasizes the importance of the pulse
duration in the determination of the damage threshold.
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5.5.1 Damage threshold determination

Through the sections 5.2 to 5.4, we reported on several measurements where
the high power laser was sent into the compressor with different pulse
energies using gratings A and B. During these tests, we observed visually
the grating surface and saw an imprint of the laser profile appearing on
the last pass when the input laser fluence was at 80 mJ cm−2. However, we
could not detect this effect on the output laser energy. In fact, the beam
used for diagnostics is the leakthrough of the last mirror in the compressor
chamber (see figure 3.12). As the high reflectivity coating does not fully
cover the mirror substrate, a small fraction of the very top edge of the beam
was going through the uncoated part of the substrate and had a significantly
higher energy than the rest of the beam attenuated by the high reflectivity
coating. Therefore, to identify the moment when the damage appears, we
used a camera looking at the grating surface with an objective. In fact,
the scattering of the laser beam is visible for both the 1st and 4th passes.
As the scattering is proportional to the laser fluence, we use the 1st pass to
normalize the signal from the 4th pass and therefore account for the different
pulse energy or camera filter settings used.

60

80

100
F

lu
en

ce
[m

J
cm
−

2
]

0 2 4 6 8 10
0.8

1

1.2

1.4

1.6

1.8

2

Signal increase
at 80 mJ cm−2

Time [hour]

S
ca

tt
er

ed
si

gn
al

[a
rb

.
u
n
it

s.
]

Figure 5.19: Increase of the 4th pass normalized scattering signal (blue line
with 2σ shaded area) during an energy scan (red area) at constant repetition
rate of 5 Hz with grating B. The increase of the scattering signal can be clearly
identified at the beginning of the 80 mJ cm−2 run. While the signal increased,
the camera was saturating and the filter levels were changed, explaining the
jumps in the trend.
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We can see from figure 5.19 that the normalized scattering signal of the
4th pass is constant up to an input fluence of 70 mJ cm−2, but it is constantly
increasing for a continued exposure to fluences above 80 mJ cm−2. We can
thus identify that the damage threshold is within these two values. Knowing
that the compressed pulse duration was 40 fs, we can further estimate the
boundaries of the intensity and the field strength required to damage the
grating coating. Considering the efficiency of the grating, the intensity
threshold is then between 1.4 TW/cm2 and 1.6 TW/cm2, and the field
strength threshold is between 3.2 GV/m and 3.4 GV/m in the plane of the
grating.

Furthermore, because the grating was under laser exposure before the
first shots at 80 mJ cm−2, we cannot be certain that the coating had not
been worn down by the previous 90 000 shots at an increasing laser energy.
Nevertheless, as the scattering signal increases right at the beginning of
the run above the threshold, this effect could very well be small enough to
be neglected. However, to test this assumption, an S-on-1 damage test (S
shots at a given fluence) would be required.

5.5.2 Deterioration increase under continued
exposure

After the observation of the coating damage, we decided to continue shoot-
ing on grating A for several hours over a few days at an average fluence
of 100 mJ cm−2 at 5 Hz. We could therefore monitor the evolution of the
damaged area. Figure 5.20 shows pictures of the damaged surface after 4,
8, 12, and 18 hours of exposure to the ANGUS laser. We observe that
an increasing area of the grating surface shows a decrease in reflectivity
and has a matte appearance. This damage affecting the reflectivity of the
surface implies that it degrades the gold film. However, we cannot conclude
on the groove profile. If it remains unaffected, the grating could eventually
be recoated to recover its original reflective properties.

In addition to the pictures, we also recorded the scattering signal while
the laser was sent in the compressor as previously. The scattered light was
intense enough to saturate the CCD chip. Therefore, by measuring the
saturated area in the camera images, we can monitor the increase of the
damaged area. Figure 5.21 shows this increase, normalized to the projected
beam area. The saturated area corresponds in first approximation to the
matte area of the surface which no longer reflects light. After 100 000 shots
(roughly 5 1⁄2 hours), 5 % of the scattered signal is saturated, 15 % after
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Figure 5.20: Evolution of the grating A coating deterioration after (from left
to right) 4 hours, 8 hours, 12 hours and 18 hours of exposure to a 100 mJ cm−2

beam at 5 Hz.

200 000 shots, and more than 30 % after 300 000 shots (17 hours). As this
area corresponds to the part of the grating with a decreased reflectivity, this
fraction of the beam profile will be missing from the output beam, which
therefore decreases the laser energy and spoils the near field quality.
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Figure 5.21: Evolution of the scattering area of grating A over 18 hours of
exposure to a 100 mJ cm−2 beam at 5 Hz, in percent of the full beam area
(blue dots). It corresponds to the saturated signal retrieved by the camera
(uniform light green area on insets). The insets show the camera signal at
the beginning and end of each run, with the beam size overlaid (white dashed
line). The jumps of the signal between the runs are due to a small shift of
the beam position on the grating which changes the scattered signal.

123



5.5.3 Influence on the beam profile

Using a monochromatic continuous laser beam—called pilot beam—which is
collinear to the ANGUS laser in order to pre-align optics down the beamline,
we measured inside the vented compressor chamber the gratings efficiency
in three places after the 4 runs presented above (after the 1st pass, before
the 3rd pass, and after the 4th pass). Such a measurement is difficult with
a broadband source due to the angular dispersion after the first grating.
Knowing the mirrors reflectivity in the two polarizations, and assuming an
equal efficiency for the 2nd and 3rd passes (second grating), we can calculate
the efficiency of the gratings. We find out that the second grating efficiency
is 92.5 % and the undamaged area of the first grating (1st pass) is 93.8 %,
which is above the specified efficiency of 90 %. However, the damaged area
of the first grating (4th pass) has an efficiency of 48.3 %, which is 1.9 times
lower than the undamaged area.

Furthermore, we measured the near field of the pilot beam after the
compressor with the damaged grating and with a new grating. Figure 5.22
shows the difference between the two measurements. The shadow of the
damage can be clearly seen. The bottom pictures show a direct comparison
of the damage features and the holes in the near field profile. They clearly
show that the damaged grating is no longer usable to compress high power
laser beams.

As explained at the beginning of this section, the damages were observed
for two gratings with different substrates (A and B). The grating D with a
fused silica substrate but with a different design of the grooves shape and
coating has been tested successfully up to a fluence of 80 mJ cm−2 for 2
hours, and another fused silica grating, which uses no photoresist (grating
C) has also been tested up to 100 mJ cm−2. A damage appeared at the
last energy level, but it was due to a bad cleanliness of the surface, the
damage was only present on a single spot at the edge of the laser beam
profile and is therefore not related to our previous observations. These two
additional tests show encouraging prospects for the usability of gold coated
gratings for such ultrashort laser system at high repetition rates, as the
fused silica substrate deformations could be small enough to be neglected
and the coating can hold under such exposure for at least several hundred
thousand shots. However, they show that the damage threshold of the gold-
coated diffraction gratings can be different between optics with the same
specifications, even within the products of the same company. It is the
reason why damage threshold determination is difficult, but at the same
time critical.
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Figure 5.22: Near field profile of the pilot beam measured at the post-
compressor diagnostics with an undamaged grating (top left) and with the
grating after the 18 hours exposure (top right). The damaged area of the
coating is outlined on the picture (bottom left) and reported on the near field
(bottom right), after compensation for the perspective.
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Chapter 6

Conclusion

In this work, we have outlined two critical aspects of high power laser
systems that become prominent due to the high repetition rate of the
ANGUS laser: the target deterioration by the spatial contrast, and the
transient degradation of the laser wavefront due to the high average power
absorbed by the gratings.

On the first point, we reported the measurements of the wavefront
including all the aberrations of the transport beamline and focusing optic.
We could conclude from this measurement that the focal spot quality was
high enough to safely operate the electron source. However, a careful mea-
surement of the far field pattern with a high dynamic range revealed features
at the 10−4 level that were not explained by the measured wavefront. An
analysis of the discrepancies showed that the most likely culprit for this
difference was a reduced aperture in the measurement which limits the
beam aperture where the wavefront is corrected by the deformable mirror.
It was recently found that an iris in the pre-target diagnostics was indeed
limiting the aperture to 82 % of the aperture measurable by the wavefront
sensor. While the corrected wavefront has now a higher amplitude and
thus the computed Strehl ratio is lower, they are more representative of
the actual laser focus. However, a new high dynamic range measurement
is still required to quantify the change in spatial contrast and to verify if
the calculations from the wavefront measurement can be trusted. Finally,
this measurement would also allow us to compare the direct wavefront mea-
surement to the phase retrieval algorithm, which should give comparable
results. Nevertheless, recent results of the LUX beamline showed a long-
term operation of the capilary target, which was not degraded after more
than 100 000 shots using a hard aperture as a workaround solution.

However, because of the deformation of the gratings, all the efforts put
into the wavefront optimization using a low energy beam are wasted if
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the average power of the laser is too high. Indeed, by performing a large
parameter scan of the laser energy and repetition rate on several gratings—
resulting in more than one million shots over a total of 62 hours—we could
observe that the laser wavefront becomes to degraded if the input power is
above 5.6 W with Pyrex based gratings. However, preliminary results on
fused silica substrate show encouraging prospects towards a high average
power operation of the ANGUS system. Additionally, we could observe
a damage appearing on the grating where the compressed pulse hits the
surface, which seems related to the specific design of the groove structure
and geometry. Nevertheless, some of the tested optics showed a high enough
damage threshold, which could again ensure that the compressor can be
used at the full laser energy. To completely compare the influence of the
substrate material, the second grating of the compressor should be replaced
by a grating with a fused silica substrate, and then repeat the parameter
scans.

Thanks to these two measurements, we now have a better understanding
of the practical limitations to the repetition rate of the current ANGUS laser
and the LUX beamline, as well as the next steps necessary to take in order
to reach the full potential of our driver laser. Implementing these steps,
namely having a full fused silica based compressor and ensuring the high
spatial contrast for long term operation of the capillary target with the full
aperture wavefront correction, would help to bridge the gap between a laser
plasma acceleration experiment and a laser plasma accelerator producing
GeV-range, reliable and reproducible electrons beams at 5 Hz for several
hours. The LUX beamline has already taken the first steps towards that
goal with several 24 hours operation at up to 1 Hz.
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[74] P. Schmüser, M. Dohlus, J. Rossbach, and C. Behrens, Free-Electron
Lasers in the Ultraviolet and X-Ray Regime: Physical Principles, Ex-
perimental Results, Technical Realization (Springer Tracts in Modern
Physics). Springer, 2014.

[75] G. D. Stasio, B. Gilbert, T. Nelson, R. Hansen, J. Wallace, D. Mer-
canti, M. Capozi, P. A. Baudat, P. Perfetti, G. Margaritondo, and
B. P. Tonner, “Feasibility tests of transmission x-ray photoelectron
emission microscopy of wet samples,” Review of Scientific Instru-
ments, vol. 71, no. 1, pp. 11–14, 2000.

[76] N. Delbos, High Repetition Rate Laser-Plasma Accelerator: 5 Hz
Electron Beam Generation and Advanced Target Design. PhD thesis,
Universität Hamburg, 2017.

[77] C. Werle, First Undulator Experiments at the LUX Beamline: To-
wards a Plasma-Based Accelerator as a Soft X-ray Source. PhD thesis,
Universität Hamburg, 2018.

[78] N. Didenko, A. Konyashchenko, A. Lutsenko, and S. Tenyakov,
“Contrast degradation in a chirped-pulse amplifier due to generation
of prepulses by postpulses,” Opt. Express, vol. 16, no. 5, pp. 3178–
3190, 2008.
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