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Abstract

Computational Analysis of Writing Style in Digitised Manuscripts

The goal of this dissertation is to develop a novel computational met-

hod capable of analysing the handwriting styles in digitised manuscripts in

order to provide supporting information for the task of handwriting style

identification.

We collected and analysed the requirements from selected sub-projects

within the Sonderforschungsbereich SFB 950 “Manuscript Cultures in Asia,

Africa and Europe” regarding the problem of handwriting style identifica-

tion. Then we analysed the state-of-the-art methods to find a starting point

for the development of a novel method in order to fulfil these requirements.

In order to analyse the handwriting styles in digitised manuscripts, we

developed a classifier for offline, text-independent, and segmentation-free

writer identification based on the Local Naı̈ve Bayes Nearest-Neighbour

(Local NBNN) classifier. Due to scarce data, our proposed method is a

learning-free approach, which takes into consideration the particularity of

handwriting patterns by adding a constraint to prevent the matching of irre-

levant keypoints. Furthermore, a normalisation factor is proposed to cope

with the prevalent problem of unbalanced data in our case of writing style

analysis of digitised manuscripts.

The performance of our proposed method has been evaluated using se-

veral public datasets, both contemporary and historical, of different writing
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systems including musical scores. State-of-the-art results were obtained in

all experiments with a fixed parameter set. This evaluation helps to measure

the discriminative power of our proposed method w.r.t. different handwri-

ting styles in the datasets. Furthermore, some of these standard datasets

offer handwriting styles from a large number of writers and/or in many dif-

ferent writing systems and script types.

Furthermore, the performance of the proposed method is analysed w.r.t.

typical degradation found in digitised manuscripts using samples relevant

to the data used by the selected sub-projects within the SFB. Historical ma-

nuscripts from a public dataset have been used in this analysis and have

been selected jointly with scholars from Humanities within the SFB 950.

The selection of degradation types was based on their prevalence in digi-

tised manuscripts and their direct influence on parameter selection of the

proposed method.

Finally, an easy-to-use implementation of the proposed method has been

realised as a software tool with a user-friendly GUI (graphical user inter-

face). It presents the results in an intuitive way so that it can be easily used

by scholars from manuscript research in Humanities without the aid of ex-

perts from computer science. Our software tool implementation has been

used by scholars from Humanities within the SFB 950 for their research

yielding very satisfying results. Several experiments and tests have been

carried out in order to address their actual research problems with regards

to handwritings in digitised manuscripts.
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Chapter 1

Introduction

Based on the work of the DFG Research Group 963 “Manuscript Cultures in

Asia and Afrika” (2008-2011) [1], the Centre for the Studies of Manuscript

Cultures (CSMC) at Universität Hamburg is engaged in a fundamental re-

search under the Sonderforschungsbereich (SFB 950) “Manuscript Cultures

in Asia, Africa and Europe” [2], investigating from both a historical and

comparative perspective, based on material artefacts, the empirical diversity

of manuscript cultures.

As a part of the scientific services in the SFB, the Z03 Scientific Service

Project “Image Processing Methods for Determining Visual Manuscript and

Character Features” [3] aims to provide computer vision tools to various

sub-projects of the SFB 950. Image processing methods are to be develo-

ped for determining the visual features in historical manuscripts. Further-

more, a research on the computational analysis of writing styles in digital

manuscripts needs to be carried out.

The goal of this dissertation is to develop and experimentally evaluate a
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novel classification method and implement a software tool in order to tackle

the problem of writing style analysis in digitised manuscripts and to fulfil

the requirements of selected sub-projects of the SFB 950 at the CSMC. The

developed method is required to cope with the problems of the lack of suf-

ficiently large training datasets of known scribes and of the prevalence of

unbalanced data in classes of scribes or writing styles. A dataset is consi-

dered as unbalanced when at least one class is represented by only a small

number of samples (here, manuscripts of a particular known scribe). This

work is part of the Scientific Service Project Z03 [3] of the SFB 950 [2].

1.1 Concepts and Terminologies

We use the term writer to refer to the person who generates the handwriting

instances (samples). Scholars from manuscript research in Humanities may

use different terms such as scribe; therefore, we use the term scribe in ad-

dition to the term writer when the context is related to a research problem

within the Humanities. These two terms are used interchangeably in this

dissertation.

The basic assumption behind all writer identification methods is that

handwriting samples produced by a given writer have common patterns in

the sense of visual features and the similarity between these handwriting

samples is higher than the similarity to any handwriting sample produced

by another writer; except for the case of forgery. This assumption holds un-

der various conditions which can cause variations in the handwriting pattern
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of a given writer, such as ageing, physical conditions, and the context of the

handwriting itself (e.g. formal script, personal letter).

In this dissertation, we refer to the intrinsic characteristics such as vi-

sual features shared by all the handwriting instances (samples) generated by

the same writer as the “handwriting style” of that writer. Therefore, when

we compare between handwritings of different writers to identify a specific

writer, we compare their handwriting styles. We can use these characteris-

tics to recognise and identify a given writer from her/his handwriting style.

Therefore, we use the term handwriting style identification interchangeably

with the term writer identification in the cases where the task is to identify

a specific writer from her/his style.

A computational analysis of writing styles in digitised manuscripts con-

sequently requires both the detection and description of visual features and

the feature-based classification in order to achieve the task of handwriting

style identification.

Different samples of handwritings may share similar features due to many

reasons such as being produced during a certain period of time, by the same

school of writing, or by the same person. These similar features set the

handwriting samples apart from other handwriting samples as one group of

unique handwriting style. We refer to the characteristic features of such

group of handwriting samples as a handwriting style regardless of the rea-

sons for this similarity.

The task of identifying a specific handwriting style (which belongs to a
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specific writer) is called writer identification in the scientific community of

computational document analysis; see e.g. the International Conference on

Document Analysis and Recognition (ICDAR) [4]. This task is typically

formulated in publications and benchmarking competitions in two forms:

Writer identification and writer retrieval. The task of writer identification is

the process of assigning a writer with known reference handwriting samples

to an unknown handwriting sample, while writer retrieval is the task of fin-

ding all relevant handwriting samples of a specific writer in a given dataset

from e.g. a manuscript repository.

Identifying a handwriting style in a historical manuscript involves many

aspects to be considered such as the historical background of the manuscript

production, the philological evidence, and even the semantic meaning of the

handwritten text. Therefore, the numerical measurements of e.g. visual fe-

atures or manuscript similarity produced by computational methods should

be only considered as a supporting information for scholars rather than as a

decision. The numerical measurements produced by the proposed method

in this dissertation are referred to as similarity scores or similarity measure-

ments.

We refer to all the processes of extracting discriminative features from

handwriting samples, comparing these features, and generating similarity

measurements as handwriting style analysis. These measurements may be

used by scholars as a supporting information for the task of handwriting

style identification.
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Computational methods for writer identification extract features relevant

to the intrinsic characteristics of the handwriting style for a given writer.

These features need to be as discriminative as possible such that they can be

used for a classification-based identification. The same features can be used

to discriminate between different schools of writing or even for the task

of dating a given manuscript if the general style of handwriting changes

through time for all writers within certain periods of time.

The focus of this dissertation is on analysing the handwriting samples of

digitised manuscripts to generate similarity scores which can be used as a

supporting information for the task of handwriting style identification.

One of the main goals for writing style analysis is to identify the writer

of a given handwriting sample. In this dissertation, we focus on this goal.

The identification of a given writer from his handwriting sample is based on

a measure of confidence. This is true both for computational methods and

for palaeographers who examine manuscripts visually. A confirmation of

this concept is also provided by Hilton, the sixth president of the American

Society of Questioned Document Examiners, who stated that “Any conclu-

sion of identification derives from statistical inference, and is an expression

of probability having an arithmetic value somewhere between 0 and 1.” [5].

Therefore, the computational method we develop in this dissertation does

not identify writers by “yes” or “no” results, but rather it analyses handwri-

tings by providing a measure of confidence so that the scholars from Hu-

manities may use the results as supporting information for answering their
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research questions related to writer/scribe identification.

The computational method we propose in this dissertation analyses diffe-

rent handwriting styles and measures the similarities between them regard-

less of whether they belong to the same writer/scribe or to different wri-

ters/scribes. Therefore, we assume that it can also be used to discriminate

between different schools of writing or even for the task of dating a given

manuscript. However, no experiments are presented in this dissertation to

substantiate this assumption, and the topic has to be left open, for time-out

reasons, for future research.

1.2 Motivation

Analysing the style of handwriting is still a challenging task for e.g. law en-

forcement agencies and forensic documents analysis. Addressing this pro-

blem in digitised historical manuscripts poses additional challenges due to

the nature of these documents, e.g. the different kinds of degradation. Most

computational methods for the task of writer identification have been eva-

luated using contemporary datasets which consist of high quality images,

namely high contrast, high resolution and low noise. Although some of

these datasets are challenging in terms of the number of classes (writers)

or even the amount of text provided per writer, they do not suffer from the

typical degradation in digitised historical manuscripts. Furthermore, rather

easy background-foreground separation is possible in most cases of con-

temporary documents. On the other hand, digitised historical manuscripts
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typically suffer from several kinds of degradation such as low resolution,

low contrast, an arbitrary orientation of text, bleed through, textured back-

ground, varying background intensity, stains, water damage, etc. Moreover,

the existence of information that is irrelevant to the handwriting of interest -

such as layouts, illustration images and commentaries - can have a negative

impact on computational methods.

Furthermore, the currently proposed methods for the task of writer iden-

tification are beyond the reach of the scholars from manuscript research in

Humanities: Either because of the impracticality of the developed methods

themselves for routine use, or because no easy-to-use implementations have

been provided for them as non-experts in digital image processing and ana-

lysis.

In addition, the technological advances in terms of manuscript digitisa-

tion have given access to a large amount of digitised historical manuscripts

and subsequently increased the demand for computational analysis for these

manuscript collections. Evidently, manual analysis of such an increasing

number of digitised manuscripts requires a significant amount of time and

effort in order to provide answers to the research questions of manuscript

scholars from Humanities.

Therefore, a novel computational method capable of tackling the pro-

blem of handwriting style analysis in digitised manuscripts can offer a great

help and provide supporting information to scholars from Humanities. Furt-

hermore, analysing the impact of manuscript-related degradation types is
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needed to better define the required quality of the images in order for the

method to provide reliable results and to better understand the performance

of the method. Finally, providing an easy-to-use implementation as a soft-

ware tool with intuitively comprehensible GUI and results presentation can

encourage, or even enable, the scholars from Humanities to integrate it into

their research-driven workflow.

1.3 Problem Statement

The task of writer identification is one of the main goals for writing style

analysis, and it can be defined as the process of assigning a writer with

known reference handwriting samples to an unknown handwriting sample,

while writer retrieval is the task of finding all relevant handwriting samples

of a specific writer.

Both writer identification and retrieval methods try to explore the vari-

ations between different handwritings and use them as characteristics for

writers’ styles. The information on writer’s general writing style can offer

a valuable contribution to handwritten text recognition systems, e.g. Opti-

cal Character Recognition (OCR), by providing the ability to create writer-

specific models to recognise the characters and words within a handwritten

text of a certain writing style.

Generally speaking, writer identification is possible as far as the inter-

variation in the handwriting of different writers exceeds the intra-variation

within the handwriting of the same writer [6]. Nevertheless, similarities
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in the styling of writing elements (e.g. grams, bi-grams, letters, words or

parts of any of these items), even when produced by different scribes, may

indicate that they were written at a similar time and/or place; therefore, they

can serve as a starting point for further research [7]. This is particularly

important in the study of historical manuscripts in order to either date the

handwriting or to identify a particular school of writing.

Writer identification methods can be classified into the following catego-

risations:

• Online and offline: Online writer identification methods use temporal,

speed and acceleration data as additional features which are gathered

while a text is written. This kind of data must be captured by input

devices like touch screens and pen pads. Although such additional fe-

atures can carry useful information like the sequence of strokes, this

class of methods is not applicable when the text to be investigated is

already written and/or the writer of the text is no more available. The-

refore, offline writer identification methods are the class of choice when

dealing with digitised historical manuscripts.

• Text-dependent and text-independent: A given method is conside-

red to be text-dependent when it uses the transcription of the handwri-

ting as an additional source of information. Such a transcription can

be generated either manually or by using Optical Character Recogni-

tion (OCR) systems. In the case of digitised historical manuscripts, it
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is rarely possible to have access to the transcription of a handwritten

text; on the other hand, the state-of-the-art OCR systems are not reli-

able in regards to coping with all of the above-mentioned degradation

types of the digitised historical manuscripts. Text-dependent methods

are comparable to the work of forensic examiners and palaeographers

with respect to comparing similar texts/words/characters from diffe-

rent handwriting styles. Hence text-independent methods are the first

choice for our domain of application.

• Segmentation-based and Segmentation-free: Segmentation-based met-

hods segment the page of a manuscript into lines and/or words, some

methods even attempt to segment words into individual letters as well.

Although this preprocessing step can enhance the performance of wri-

ter identification methods in many cases, even segmentation of con-

temporary documents can be both challenging and unreliable in many

cases, whereas segmentation can be even impossible in our case of de-

aling with historical manuscripts for above reasons. Therefore, the pro-

posed method in this dissertation is segmentation-free and deals with

the digitised manuscripts as images with patterns formed by pixel in-

tensities.
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1.4 Methodology and Workflow

This dissertation is a part of the Scientific Service Project Z03 within the

SFB 950. As a consequence, the developed method should be tailored to

the requirements of scholars in Humanities, having participated in a requi-

rements analysis, and should provide solutions for their research problems;

therefore, we need to take into consideration the practicality and usability

of the developed method [8].

The workflow as presented in this dissertation starts by collecting and

analysing the requirements from selected sub-projects within the SFB re-

garding the problem of handwriting style identification; see Section 1.5.

Based on these requirements, we analyse the state-of-the-art computational

methods in Chapter 2 in order to find the best starting point for the deve-

lopment of a novel method. Then we present a novel computational method

in Chapter 3 that is capable of fulfilling the requirements of the selected

sub-projects within the SFB 950.

In order to compare the performance of our proposed method with the

state-of-the-art methods for writer identification, we evaluate it on standard

and public datasets of both contemporary and historical handwriting. The

evaluation results are presented in Chapter 4. However, these standard data-

sets neither cover the typical degradation nor the unbalance and scarcity of

handwriting samples of digitised manuscripts from the selected sub-projects

within the SFB 950. Nevertheless, this evaluation helps in measuring the

11



discriminative power of the proposed method w.r.t. different handwriting

styles in the datasets. Furthermore, some of these standard datasets offer

handwriting styles from a large number of writers and/or in many different

writing systems and script types. Having a high performance for such va-

rying datasets will demonstrate the generality as well as the scalability of

the method.

The final step of this dissertation is to provide scholars from Humanities

within the SFB with a software tool that can support them in the task of

handwriting style identification by providing similarity scores as a suppor-

ting information for their research. Therefore, the performance of the pro-

posed method is again evaluated and presented in Chapter 5 w.r.t. typical

degradation types found in digitised historical manuscripts while using sam-

ples relevant to the manuscripts used by the selected sub-projects within the

SFB. The selection of degradation types to be used in the analysis within this

dissertation is based on their prevalence in digitised historical manuscripts

and their direct influence on parameter selection of the proposed method.

Finally, we develop an easy-to-use implementation of the proposed met-

hod as a software tool which is presented in Chapter 6. This software tool is

implemented with a user-friendly GUI (graphical user interface) and it pre-

sents the similarity scores in an intuitive way so that it can be used by the

scholars without the aid of experts from computational document analysis.

The workflow of this dissertation is summarised as follows; see also

Fig. 1.1:
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• Collecting and analysing the requirements of selected SFB 950 sub-

projects by Z03 team with regards to the problem of handwriting style

identification.

• Developing a novel method to fulfil the collected requirements.

• Evaluating the developed method using standard datasets and compa-

ring the performance with state-of-the-art methods.

• Analysing the developed method w.r.t. the influence of typical degra-

dation types in digitised manuscripts.

• Implementing an easy-to-use software tool based on the developed met-

hod for scholars from manuscript research in Humanities.

• Iterative and incremental enhancements of the developed software tool

based on feedback from the Humanities’ participating scholars within

the SFB 950.

Figure 1.1: Flowchart illustrating the workflow of this dissertation.
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1.5 Requirements from Sub-Projects in SFB 950

As in many interdisciplinary collaborations, having both different under-

standing of the scientific problems at both sides and different interpretations

of the used terminology can form obstacles that researchers from both dis-

ciplines need to overcome. Therefore, one of the first steps in the Scientific

Service Project Z03 was to analyse the requirements of participating scho-

lars from Humanities and to make sure that a mutual understanding and a

common language could have been established. The overall results of the

requirements analysis served as a basis for deriving specific requirements

for handwriting style analysis and collaborating with sub-projects to pro-

vide supporting information for their research questions.

Two effort-full requirement analysis phases took place during the second

funding phase of the SFB 950 in 2016 [9]. These two phases aimed at pro-

viding a clearer understanding of the tasks and needs of the sub-projects and

how the Z03 Scientific Service Project may meet the needs in an appropriate

way given limited resources. These two phases were followed by personal

interviews and joint discussion sessions in order to focus on detailed requi-

rements of selected sub-projects with respect to handwriting style analysis

only.

One of the outcomes from the requirements analysis process is the se-

lection of sub-projects (see below) based on the demonstrated interest in

computational methods, the availability of test data, and the ability of scho-
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lars to explain the potential role of software tools in their research. Notwit-

hstanding the few pilot sub-projects, many of the SFB 950 sub-projects can

directly benefit from a computational method to support their research with

regards to handwriting style analysis and writer/scribe identification.

Some samples from the sub-projects within the SFB950 are presented in

Figures 1.3, 1.4, 1.5 and 1.2. The requirements of these sub-projects can

be divided into general requirements and project-specific requirements, and

summarised as follows:

The general requirements for all selected sub-projects demand a method

that can:

• Provide supporting information that can help to identify the scribe of a

given handwritten text.

• Be applied to different types of scripts and character sets of different

writing systems.

• Cope with a limited amount of handwritten text.

• Handle unbalanced and scarce sample data.

In the light of the mentioned problems of interdisciplinary collaboration,

sub-project C08 [10] managed to clearly describe how a computational met-

hod can play a role in their tasks related to handwriting style analysis. More-

over, the scholars in this sub-project were able to provide sufficient amount

of data for testing and evaluation. Therefore, this sub-project was selected

as a pilot project with a realistic use case in this dissertation.
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The project-specific requirements for sub-project C08 aim at a method

that allows to:

• Sort handwriting samples by similarity to a given query.

• Provide a user-intuitive measure of similarity between the samples in

question.

Thus, in general we conclude that for a method to be feasible, applica-

ble, and reliable in real-life scenarios (especially in case of historical ma-

nuscripts), it needs to be offline, text-independent and segmentation-free.

Specifically, a method meeting demands from pilot sub-project C08 has

to furnish similarity measures resulting from feature-based classification of

scarce and unbalanced sample data representing unknown/known scribes.

Figure 1.2: Three samples of different scribes from sub-project C08 [10] “East Frankish manuscripts
with collections of formulas”.

16



Figure 1.3: Three samples from sub-project C04 [11] “Reading, memorizing and recording: Ma-
nuscripts in Alevi village communities in Anatolia”.

Figure 1.4: Three samples written by several scribes from sub-project B05 [12] “The handling of
Qur’an manuscripts in Islamic-Arabic culture using the example of small and rolling Koran”.
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Figure 1.5: Three samples of different scribes from sub-project C06 [13] “Greek Aristotle ma-
nuscripts in teaching and interpretation practice”.

1.6 Challenges in Computational Analysis of Digitised Manuscripts

1.6.1 Standard and Public Datasets

A wide range of methods has been developed for the task of writer iden-

tification; see Chapter 2 for details. Nevertheless, the vast majority of the

methods has been developed and optimised to achieve high performance for

synthesised contemporary datasets; furthermore, these datasets are mostly

designed and created by researchers from the computational document ana-

lysis community rather than scholars from manuscript research in Humani-

ties. Therefore, these standard datasets neither cover the typical degradation

nor the unbalance and scarcity of handwriting samples of digitised histori-

cal manuscripts. In addition, there is no easy-to-use software tool currently

available for handwriting style analysis in digitised manuscripts.
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1.6.2 Degradation in Digitised Manuscripts

Digitised manuscripts typically contain a large amount of information that is

irrelevant to the main handwriting (textual information), such as illustration

images, para-texts and layout specifics. The presence of these pieces of

irrelevant information can degrade the ability of any image processing and

recognition task to achieve the desired results of analysing the handwriting

and identifying the writing style. Even though page layout segmentation and

analysis can help to extract the main text to a certain extent, other kinds of

irrelevant information are much harder to deal with, such as stains and para-

text in between text lines. In addition, digitised manuscripts typically suffer

from different kinds of degradation such as low resolution, low contrast,

high noise, and irregular orientation of text lines, etc.

Degradation in digitised manuscripts can result from e.g. poor preserva-

tion conditions, the used materials (e.g. paper or parchment), or even from

the digitisation process itself. Clearly, degradation has a negative impact

on the quality of the results of computational methods. This degradation

can not be always attenuated or even eliminated using some semi-automatic

preprocessing algorithms. Therefore, apart from selecting appropriate met-

hods, a thorough analysis of computational methods should be carried out

w.r.t. the typical degradation in digitised manuscripts in order to measure

the impact of such degradation on their performance.
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1.7 Contributions of the Dissertation

The main contributions in this dissertation are:

• The justified application of the Local Naı̈ve Bayes Nearest-Neighbour

(NBNN classifier) [14] with a novel descriptor matching constraint to

the problem of writer analysis/identification.

• The introduction of a normalisation factor in order to cope with the

problem of unbalanced data.

• The detailed analysis of the proposed method for the purpose of para-

meter optimisation and performance enhancement.

• The thorough analysis of the proposed method w.r.t. common degrada-

tion types in historical manuscripts.

• The implementation of the method as a software tool with an easy-to-

use user interface and an intuitive presentation of results.

1.8 Organisation of the Dissertation

The rest of this dissertation is structured in chapters as follows:

- Chapter 2: The related work in the field of offline writer identification

and retrieval is presented and discussed with respect to the require-

ments of selected sub-projects within the SFB 950.

- Chapter 3: The proposed method for handwriting style analysis is in-

troduced in detail.
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- Chapter 4: This chapter is dedicated to the experimental evaluation of

the method on standard datasets, both contemporary and historical.

- Chapter 5: A detailed performance analysis of the method w.r.t. to

some of the typical degradation in digitised manuscripts is provided.

- Chapter 6: An implementation of the developed method is presented

along with a description of the GUI and the presentation of results. In

addition, two use cases are given to demonstrate the applicability and

usefulness of the implementation in actual scholars’ research.

- Chapter 7: Conclusions of the presented research and possible future

work are provided.
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Chapter 2

Related Work

As mentioned in Chapter 1, the focus of this dissertation is on analysing

handwriting samples of digitised manuscripts in order to generate simila-

rity scores which can be used as a supporting information to scholars from

manuscript research in Humanities for the task of handwriting style identi-

fication. We use the term handwriting style identification interchangeably

with the term writer identification in the cases where the task is to identify a

specific writer from her/his style; see Section 1.1. But in the computational

document analysis community, the term writer identification is predomi-

nantly used to describe the task of identifying a specific handwriting style

which belongs to a specific writer. Therefore, this term will be used in this

chapter unless we refer to some other concepts.

Since the 1970s, the focus of computational document analysis research

has been increased on the task of writer identification and retrieval. Several

methods have been proposed and most are summarised until 1989 in a sur-

vey by [15]. A comprehensive review of a large number of publications in
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the last 20 years can be found in ([6, 16, 17]). Few recent works considered

other related tasks such as handwriting style clustering [18] which invol-

ves defining groups of handwriting styles based on their similarities, ma-

nuscripts dating [19] which is the process of assigning a manuscript sample

to a certain predefined period of production time and handwriting style clas-

sification [20–22] which is the process of assigning a manuscript sample to

a predefined group of handwriting style. Nevertheless, the features used for

writer identification (see Section 2.1) can be used for the other mentioned

tasks, because of their discrimination power regarding different handwriting

styles as demonstrated in [19].

Although we focus in this dissertation on digitised historical manuscripts,

reviewing methods developed both for contemporary and historical hand-

writings can be useful. The discriminative power of a proposed method

w.r.t. different contemporary handwriting styles can be useful for historical

handwritings as well, because features describing the intrinsic characteris-

tics and visual aspects shared by samples of the same handwriting style are

assumed to be discriminative for both contemporary and historical handwri-

tings.

In order to fulfil the requirements from the selected sub-projects within

the SFB 950 (see Section 1.5), we need to take into account the problems

of typical degradation, scarcity, and unbalance of data found in digitised

manuscripts. Most of the state-of-the-art methods evaluate the performance

on standard public datasets of contemporary handwritings with sufficient
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amount of balanced data for training; see Chapter 4. Furthermore, most of

the state-of-the-art methods do not provide any analysis w.r.t. degradation,

scarcity, and unbalance of data.

In this chapter, we review the used visual features in state-of-the-art met-

hods for the task of writer identification, as well as their possible applicabi-

lity to our problem at hand. Then we review the classifiers typically used in

the field of writer identification. Since most of the state-of-the-art methods

use learning-based classifiers in this field of research, which are not sui-

ted in our case (see Section 1.5), and in order to cope with the problem of

data scarcity, we also review the state-of-the-art of learning-free classifiers

from the field of image classification for natural scenes. Finally, we draw a

conclusion which will be the basis for our proposed method.

2.1 Features Used for Writer Identification

As yet, the focus in writer identification research was mainly on feature se-

lection and design rather than on classifiers. A wide variety of features has

been used for the task of writer identification, such as forensic examiners’

features like Quill features [23] as well as several categories of texture-based

features [24, 25] such as run-length-based features [26–28], gradient- and

contour-based features [29, 30]. Other researchers used allographic featu-

res [7, 31] and a mixture of texture-based and allographic features [6, 32].

On the other hand, some researchers used auto-derived features as an alter-

native to the manually designed features [33, 34].
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2.1.1 Forensic Examiners’ Features

Forensic document examiners attempt to visually extract discriminative ele-

ments of handwritings. Such elements are assumed to have the potential of

distinguishing the handwriting of one writer from other writers [35]. In or-

der to emulate this approach, the work in [36] combined features extracted

from the gradients of letters’ contours with character-level segmentation.

For each sample of handwriting, a pseudo-alphabet is created by loosely

segmenting the text into fragments of contours that consists of letters, part

of letters, or parts of more than one letter. Then the distance is measured

between elements of these alphabets by calculating the minimum distance

required to transform one alphabet element into another alphabet element.

They suggested a writer identification scheme as a possible application of

their method by using the concept of inverse document frequency (IDF) to

increase the significance of query letters that occur less frequently.

Another approach considered the relation between the direction of ink

trace and its width as a probability distribution to construct the Quill fea-

ture [23]. Such features are particularly applicable to historical manuscripts

written by using a quill.

Computational methods that extract such visually intuitive features and

use a classification procedure that is comparable to the manual examination

procedure are appealing to palaeographers. Nevertheless, such computati-

onal methods tend to provide poor performance when dealing with typical
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types of degradation in digitised manuscripts. In addition, visual features

being distinctive to human vision are not necessarily distinctive for compu-

tational methods. Therefore, forensic examiners’ approach is not a prefera-

ble candidate for the work in this dissertation.

2.1.2 Texture-Based Features

Instead of extracting visually intuitive features, other researchers used a

quantitative description of the handwriting style in terms of pixels, gra-

dients, and contour fragments distributions, and even the distribution of spa-

ces within and between the letters.

A mixture of discriminative texture-based features has been extracted

from text lines and paragraphs in [24] such that five categories of features

are used for the writer identification task: slant and slant energy, skew, pixel

distribution, curvature, and entropy.

Alternatively, a variant of Local Binary Patterns (LBP) has been used by

[25]: Standard LBP is adapted and extended by applying a Sparse Radial

Sampling (SRS-LBP) to cope with the particularities of handwritten texts.

Other types of texture-based features have been applied to the task of

writer identification such as run-length, gradient-based and contour-based

features. A brief review of these texture-based features is presented in the

following sections.
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Run-Length Features

The idea of calculating a run-length histogram from handwritten texts and

using it in order to discriminate between two different writers has been first

explored by [37]. The run-length of the background intensity value has been

recorded and showed that similarity between the histograms of two samples

of the same person’s handwriting is greater than that between samples of

two different person’s handwriting. Quantitative measurements are shown

for some characteristics of handwritings. Horizontal and vertical run-length

are considered in that study. In a later work by the same researcher [38],

additional properties have been extracted from the external structure of the

handwriting, such as the outer margins of the text blocks, using horizontal

and vertical run-length.

Local pixel intensity features like the second moment, variance, and en-

tropy are extracted from separated characters of ancient Hebraic handwri-

tings and used to identify the writers in [26]. These features are based on

horizontal and vertical run-length histograms.

In order to validate the hypothesis that the writing style of an individual

scribe remains constant across different scripts, handwritten texts in Greek

and English are considered in [27]. Histograms of horizontal, vertical and

diagonal run-length of the background and the foreground are used as featu-

res. It’s worth noting here that the considered languages in that study share

a large portion of their alphabets.
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The General Pattern Run-Length Transform (GPRLT) is proposed in [28]

as a modification to the standard run-length histogram. Their proposed al-

gorithm can be applied to grey value images without the need for prior bi-

narisation, but at the expense of having an additional free parameter to set

the pixel intensity threshold in order to separate between the background

(non-text) and the foreground (text) pixels within a given image.

Run-length features are the first category of features to be explored for

the task of writer identification; nevertheless, these features proved to be

not a practical choice for images with heavily textured background. Such

features can only work with binarised or contemporary images where it is

possible to easily and precisely separate the text from the background. The

results of our preliminary experiments confirmed that run-length-based fea-

tures are very sensitive to typical degradation in digitised manuscripts.

Gradient- and Contour-Based Features

Both gradient- and contour-based features try to capture the individuality

of handwriting directly from the ink-trace in the image. This can be ac-

complished in many different ways, like describing the distribution of the

intensity gradients around the ink-trace or the curvature of the segmented

contour fragments.

Several gradient- and contour-based features were extracted and tested

in [29], such as the contour-based features (CON) [39], the oriented basic

image features (OBI) [40], the histogram of gradients (HOGs) [41] and the
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scale-invariant feature transform (SIFT) [42]. These features were used to

identify writers of multi-page historical Arabic manuscripts [29] and resul-

ted in high identification rates, particularly when using SIFT features. A

learning-based rejection strategy is added later so that a classification deci-

sion can be rejected if no matching writer can be found [43].

A two stages method is suggested by [44]. In the coarse stage, a code-

book is constructed by clustering SIFT descriptors extracted from handwri-

ting images (while SIFT keypoints that lie on the background were elimina-

ted). Then occurrence histograms of codebook vocabularies are calculated

and used to measure the distance between images. In the fine stage, the

candidate list is refined using both contour directional features and SIFT

descriptors. Their method achieved state-of-the-art results in two contem-

porary datasets.

Writer’s style has been encoded as a deviation from the mean encoding

for a population of writers in [45] and an oriented Basic Image Feature Co-

lumns (oBIF) descriptor is used to encode the texture-based features. Both

segmentation-based and segmentation-free implementations have been eva-

luated on contemporary datasets with state-of-the-art results.

In order to bridge the gap between methods based on image statistics and

manual character-based methods, the writer is considered to be characteri-

zed by a stochastic pattern generator in [46], producing character fragments

(Fraglets). A codebook of these fragmented Connected Components Con-

tours (CO3) is constructed and used to compute a probability distribution
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for each writer.

Wahlberg et al.[30] proposed an unsupervised feature learning approach

based on a dense contour descriptor sampling using Shape Context descrip-

tors [47], combined with a learning-based approach for clustering hand-

writing samples from different writers, in a forensic setting. The mixed-

Gaussian distribution is used to estimate the distribution of features across

the different handwriting styles, and then to learn the metrics needed for

the classification. The metric learning inference was based on multi-class

Gaussian process classification.

Contour extraction from handwriting samples is highly sensitive to se-

veral degradation types such as noise and low resolution images. Therefore,

in our case contour-based features are not a suitable candidate for digiti-

sed manuscripts. This is confirmed by our preliminary experimentations as

well.

On the other hand, gradient-based features such as SIFT descriptors des-

cribe visual features in local regions of handwritings without the need for

contour extraction or character segmentation. Moreover, methods with gradient-

based features demonstrated state-of-the-art results on digitised manuscripts [29,

43,45]. Therefore, we use gradient-based features in this dissertation for our

problem at hand.
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2.1.3 Allographic Features

The extraction of allographic features is possible from images with no or

little degradation because it requires character segmentation first. On the ot-

her hand, extracting parts of letters is possible in images with a low level of

degradation using over-segmentation algorithms. These extracted contour

fragments are used to construct a writer-specific codebook or models to be

used in the classification. Such algorithms can be applied with relatively

simple segmentation methods as long as they can extract repeatable (and

similar) segments (contour fragments) from both training and test samples

of handwriting [36].

An automatic retrieval system is developed by [7] for ancient Syriac ma-

nuscripts. A so called congealing algorithm is applied to create represen-

tative models of characters, and then an affine transformation is estimated

of the actual observed characters as compared to the corresponding models.

Experiments on seventy-six pages from nineteen Syriac manuscripts show

that their method can identify pages written by the same hand with high

precision. Nevertheless, the characters in the manuscripts are allocated and

extracted manually by a human.

The work in [48] extends the idea of codebook-based writer recognition

by generating two codebooks, a primary and a secondary. The text-lines are

divided into small windows, four smaller adjacent windows are considered

for each window. Features extracted from the main and adjacent windows
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are clustered separately. Their method achieved a state-of-the-art result on

a contemporary dataset.

Instead of extracting graphemes from training data, the work in [49] synt-

hesizes graphemes using the beta-elliptic model, while the work in [31] pro-

poses the extraction of junctions instead of graphemes and the generation

of a codebook from these junctions, a representation which is referred to

as Junclets. A local descriptor is calculated at each junction by using the

stroke-length distribution in every direction around a reference point inside

the ink trace.

The task of writer identification in handwritten musical scores is tackled

in [50] by adapting the bag of visual words framework using Blurred Shape

Model (BSM). A Support Vector Machine (SVM) classifier is used to pro-

vide the final classification of musical scores.

Extracting characters from a handwritten text needs a character segmen-

tation step to be done first. This process is not possible to be done automa-

tically, or at least not reliable (see discussion in the previous sections), for

the cases where handwriting is cursive (characters are connected and even

overlapping) and/or suffer from degradation such as most of the digitised

manuscripts from sub-projects within the SFB 950; see Figs 1.2, 1.3, 1.4

and 1.5.
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2.1.4 Mixture of Texture-Based and Allographic Features

Several publications focused on combining texture-based and allographic

features to obtain enhanced performance either by extracting and concate-

nating both types of features or by aggregating the classification results from

both feature types.

Ball et al. [51] propose the combination of macro features for the task of

writer identification, such as the number of interior and exterior contours,

along with the gradient, structural and concavity bigrams attributes (GSC)

which are first introduced in [52].

Bulacu et al. [39] proposed to combine texture features, namely contour-

direction, contour-hinge and co-occurrence Probability Distribution Functi-

ons (PDFs), with grapheme emission PDF and shape codebook as allo-

graphic features for the task of writer identification. The performance of

their method is evaluated on Arabic handwritings showing clearly the supe-

riority of texture-based features over allographic features.

A thorough evaluation of both texture-based and allograph-based featu-

res for writer identification is found in [6]. Features extracted from con-

tours, contour-hinges, and run-length histograms are used as texture featu-

res, while writer-specific grapheme emission PDF is used as an allographic

feature, where the writer is characterised by a stochastic pattern generator

producing graphemes. A detailed analysis of the performance of feature

combinations is also included in [6]. The aforementioned comparison sho-
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wed that the contribution of texture-based features to the final identification

results is higher than the contribution of the allographic features.

Dondi et al.[32] proposed a method for short historical documents based

on both allographic and texture features. Palaeographic data were used as a

reference during the development of their method. Tests were conducted on

Antonio Stradivari‘s relics, a collection of technical drawings and artefacts

of the famous violin maker. Templates of allographic features have been

created as well as augmented by resizing the templates, then matched using

the normalised cross-correlation technique.

2.1.5 Auto-Derived Features

As an alternative to manually designed (or hand-crafted) features, Christlein

et al. [33] used the activations from the penultimate deep residual network

layer as features for the subsequent writing style classification task. A con-

volutional neural network (CNN) is trained using surrogate classes. These

classes are created by clustering the training dataset, where each clustered

index represents one surrogate class. Finally, the learned features are clas-

sified using Support Vector Machines (SVMs). Each SVM corresponds to

a query sample, and is trained using external datasets as negative samples.

Their method achieved a state-of-the-art result on a historical dataset (the

samples of this dataset have been selected randomly using an automated

algorithm rather than by scholars from the Humanities). Nevertheless, the

validation set of the used dataset (which is provided for performance esti-
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mation) has been used and labelled as negative samples.

In a later work, Christlein et al. [53] compared Vector of Locally Aggre-

gated Descriptors (VLAD) encoding with triangulation embedding. Furt-

hermore, they investigated generalized max pooling as an alternative to sum

pooling and the impact of decorrelation and SVMs.

The proposed method in [34] calculated the Probability Distribution Functi-

ons (PDFs) of some hand-crafted features from the handwritten samples and

used these features as input to a convolutional neural network (CNN). The

hand-crafted feature PDFs are hybridized with auto-derived CNN features.

Such hybrid features are then fed into a Siamese neural network for writer

verification. The experiments are carried out on an in-house Bengali offline

handwritten dataset of 100 writers.

The main drawbacks of these methods are the excessive need for large

amount of training data from the same domain as the test data and the need

for class labels of the training data, or at least the positive/negative labelling

for each sample in the data as in the case of the method in [33]. There-

fore, auto-derived features are not a suitable choice in our case given the

aforementioned requirements in Section 1.5.

2.2 Classifiers

Both writer identification and retrieval tasks can be viewed as an image

classification problem, where the images are samples of digitised handwri-

tings and all samples of the same writer represent a class in feature space.
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Typically, there are two kinds of classifiers that can be applied to the pro-

blem of writer identification: parametric (learning-based) classifiers and

non-parametric (learning-free) classifiers.

Parametric classifiers construct a model from the training data and try

to estimate the parameters for that model, while non-parametric classifiers

attempt to classify by comparing test data directly to the labelled data. Each

method has its advantages and disadvantages. Obviously, parametric classi-

fiers require a training phase to determine the parameters of the underlying

model. Also, learning a new class typically requires re-training the entire

classifier. Furthermore, parametric classifiers are usually resource-hungry

and slow during training. On the other hand, the main problem with non-

parametric classifiers is the inferior performance they provide. This pro-

blem of performance in non-parametric classifiers is addressed by Boiman

et al. [54] as it will be explained in Section 2.2.2.

2.2.1 Learning-Based Classifiers

Most of the recent methods for writer identification use learning-based clas-

sifiers like Support Vector Machine (SVM) [27,33,43,50,55], CNN [56], or

Gaussian Process Classification [30] and a wide range of distance measu-

res or norms is used like Euclidean, Hamming, Chi-Square and the absolute

difference.

Although this category of classifiers can provide a high identification

rate, it typically requires a large amount of labelled training data. This re-
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quirement renders these classifiers useless and impractical for most of the

real-life problems when dealing with historical manuscripts with small and

unbalanced sets of writer class samples.

In addition, deep learning methods automatically derive and extract fea-

tures that can discriminate between the labelled classes in the training da-

tasets. Then they use these learned features to classify the unknown sam-

ples. This approach is no problem as long as class labels (or in other words

ground-truth) are not subject to opinions and they are agreed upon. In the

case of digitised manuscripts, it is often the case that the labels of handwri-

ting styles or of respective writers are not necessarily agreed upon by scho-

lars from manuscript research in Humanities, and hence the labels (e.g. wri-

ter name or style category) are subject to opinions like a school of thought or

experience. Using such deep learning methods in these cases may provide

results that only reinforce the opinion of the scholar or group of scholars

being responsible for labelling the training data in the first place.

On the other hand, hand-crafted features are manually designed before

hand; therefore, the calculated features for a given unknown sample are

independent of the datasets and the labels for the known reference samples.

2.2.2 Learning-Free Classifiers

Given the task of writer identification, the number of samples per writer is

usually rather small in most of the public datasets as well as in manuscript

research within the SFB 950. This is especially true in the case of digitised
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manuscripts from sub-projects within the SFB 950 where the amount of

handwritings text can be as little as only a couple of text lines per writer in

some of the cases. Therefore, a learning-free classifier is better suited for

our task.

The main problem with learning-free classifiers is the poor performance

compared to learning-based classifiers. Since many learning-free classifiers

are based on nearest-neighbour (NN) distance estimation, they inherited the

bad reputation due to low classification rate. This assumption has been pro-

ved wrong and addressed by Boiman et al. [54].

Boiman et al. [54] proposed a learning-free classifier, called Naı̈ve Bayes

Nearest-Neighbour (NBNN). This classifier has demonstrated state-of-the-

art results for the task of classification of natural scene images. Boiman et

al. argued that two practices can lead to a significant degradation of perfor-

mance for methods based on nearest-neighbour distance estimation; thus,

these practices should be avoided. These two practices are discussed as

follows:

• Descriptor quantisation: Reducing the number of image descriptors

by keeping representative descriptors and removing all the other des-

criptors can cause a large loss of information for non-parametric and

learning-free classifiers; such classifiers do not have a training phase to

compensate for this loss.

The quantisation error (caused by removing the non-representative des-
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criptors) is especially outspoken for the more informative features found

in less dense areas of feature space. This practice has a larger impact

when the discriminative power of features of handwriting styles is in-

versely proportional to the frequency of occurrence of these features in

a given manuscript.

• Image-to-image distance: In contrast to Image-to-image distance, me-

asuring image-to-class (in our case class means handwriting style) dis-

tance will generalise the nearest-neighbour (NN) search to class-matching

instead of image-matching; thus, learning-free classifiers can cope bet-

ter with intra-class variations. This is particularly important for hand-

writing style with variations even within the same handwriting style/writer.

Moreover, avoiding this practice enables a good generalisation beyond

the provided labelled images. The NBNN classifier combines bits and

pieces of information from different example images of each class.

This is especially valuable in our case of digitised manuscripts because

it is frequent that only a limited number of labelled samples is available.

The aforementioned attributes, namely avoiding descriptor quantisation

and calculating image-to-class distance, represent the core strength of the

NBNN classifier. Timofte et al. [57] demonstrated the importance of these

attributes by replacing the NN part with several alternative representati-

ons (e.g. Local Linear Embedding (LLE) and Iterative Nearest Neighbours

(INN) solving a constrained least squares (LS) problem) while keeping the
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good performance or even improving upon it sometimes on the expense of

testing time and memory space requirements.

The NBNN classifier demonstrated state-of-the-art results on classifica-

tion tasks of natural scenes [54]. However, the NBNN framework also has

its requirements and limitations, which we discuss as follows:

• The good performance of this classifier relies on dense features

sampling: The state-of-the-art performance reported in [54] is achie-

ved by densely sampling large redundant local features for both label-

led and test images, which seems necessary for good image-to-class

distance estimation. This dense sampling resulted in about 15000 to

20000 features per image. Therefore, dense keypoints detectors such

as the Scale-Invariant Feature Transform (SIFT) [42] and Features from

Accelerated Segment Test (FAST) [58] are essential for the NBNN

classifier to provide high classification rates.

• The assumption of features independence: Each feature is conside-

red independently from other features within the same image in the

NBNN algorithm; therefore, information concerning the overall image

composition such as spatial relations is ignored. As a result, distinguis-

hing between different objects with similar parts is likely to be diffi-

cult for the NBNN classifier [59]. Moreover, localising objects using

NBNN results in much smaller detection windows than the object in-

stance to be detected [60]. In our case of handwriting style analysis,
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there are no objects to localise. Therefore, this drawback poses no pro-

blem for our task.

In addition, it has been demonstrated in [61] that the NBNN classifier

is applicable even in domains where the independence assumption is

violated. They showed by performing extensive evaluations on many

challenging datasets that the NBNN classifier can perform well even

when the assumption does not hold.

• The high computational cost during the testing time: The nearest

neighbour (NN) search of the NBNN classifier is computationally ex-

pensive when classifying a test image. This limits the scalability to

high number of classes in real-world applications, which is one of the

requirements from the sub-projects within the SFB 950 (see Section

1.5), due to the required dense sampling of features and to the need for

NN search in every class for every query descriptor.

Several solutions have been proposed to speed up the classification

time [59, 62]. Most of these attempts are based on adding a learning

phase. On the other hand, McCann and Lowe [14] proposed an im-

provement of the NBNN classifier without any training phase in order

to speed up the classification time by even more than 100 times. Ad-

ditionally, this improvement increased the classification accuracy and

even better scaled to a large number of classes (viz. run-time of im-

proved NBNN grows with the log of the number of classes rather than
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linearly).

• Bias towards classes represented by a large number of features:

The NBNN classifier assumes similar densities for all classes in fea-

ture space. In practice, this assumption is often violated, resulting in a

strong bias towards one or a few classes with high densities [59]. This

is a very critical limitation in our case of digitised manuscripts due to

the prevalence of unbalanced data from the sub-projects within the SFB

950.

Several methods have been proposed to adapt the NBNN classifier to

work with unbalanced datasets [59,60,62]. However, all these methods

proposed a learning phase to address the problem of unbalanced data.

In this dissertation, we propose a normalisation factor to correct for the

unbalanced data without any training phase.

2.3 Conclusion

The focus of computational methods for writer identification was mainly on

feature selection and design rather than on classifiers. Several types of fea-

tures have been used by researchers to capture the individuality of handwri-

ting. While most of these features are selected and used for contemporary

handwriting samples, some of them can be used for digitised manuscripts

despite the typical degradation of such data.

Although methods using texture-based features can provide a good per-
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formance in general, run-length and contour-based features are very sensi-

tive to typical degradation in digitised manuscripts. This is confirmed by

our preliminary experimentations using data samples from sub-projects in

the SFB 950.

On the other hand, methods using gradient-based features demonstrated

state-of-the-art results for digitised manuscripts [29, 43, 45]. These featu-

res describe properties of local pixel intensities within handwriting samples

without the need for contour extraction or character segmentation; therefore,

they can cope better with typical degradation in digitised manuscripts.

Methods based on auto-derived features suffer from the need for a large

amount of training data from the same domain of the test data. Moreover,

such methods require prior class labelling of the training data, or at least the

positive/negative labelling for each sample in the data. While this draw-back

poses no problem in large datasets with a big amount of training samples, it

is a major problem in our case of digitised manuscripts with scarce samples

of data.

Learning-based classifiers can provide a high identification rate; nevert-

heless, it typically requires labelled training data. This requirement ren-

ders these classifiers useless and impractical for most of our real-life pro-

blems when dealing with historical manuscripts with small and unbalanced

sets of samples per writer. In addition, learning-based classifiers based on

deep learning approaches need confirmed and potentially subjective label-

ling of training data in order to avoid a biased classification; see discussion
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in Section 2.2.1.

As we mentioned earlier, image data in historical manuscript research is

often sparse, unbalanced and without labels (lack of ground truth). There-

fore, learning-free classifiers are a better choice to use in our case. Neverthe-

less, learning-free classifiers generally provide poor performance compared

to learning-based classifiers. Since many learning-free classifiers are based

on nearest-neighbour (NN) distance estimation, they inherited the bad repu-

tation due to low classification rate. This assumption proved to be wrong by

Boiman et al. [54].

As already pointed out, Boiman et al. [54] proposed the Naı̈ve Bayes

Nearest-Neighbour (NBNN) classifier which has demonstrated state-of-the-

art results for the task of image classification for natural scenes . Nevert-

heless, the NBNN classifier also has its limitations which need to be ad-

dressed in order for the classifier to fulfil the requirements from the selected

sub-projects within the SFB 950; see Section 1.5.

In general, the good performance of the NBNN classifier relies on dense

features sampling. Both the Scale Invariant Feature Transform (SIFT) [42]

and Features from Accelerated Segment Test (FAST) [58] are such dense

keypoints detection algorithms. Furthermore, these two algorithms detect

local changes in pixel intensity in images and do not depend on colour in-

formation in the images which thus will be ignored. Therefore, these two

keypoint detection algorithms are suitable choices for our problem at hand.

Also, the NBNN classifier is computationally expensive during testing
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time thus limiting the usability of any practical solution that we want to

provide for the mentioned scholars from Humanities. However, the Local

NBNN classifier [14] addressed this problem and has been shown to provide

a high classification rate with a large improvement in both run-time and

scalability to a large number of classes as compared to the original NBNN

classifier.

Finally, the NBNN classifier has a strong bias towards classes represen-

ted by a large number of features. Since the problem of unbalanced data is

prevalent in digitised manuscripts, this limitation needs also to be addres-

sed. All proposed methods to address this problem had to add a training

phase, which requires several labelled samples from each writer as a trai-

ning set. Therefore, in order to fulfil this requirement, we propose a novel

learning-free solution to this problem in this dissertation.

45



Chapter 3

Proposed Method

As justified in the previous chapters, we propose an offline, text-independent,

and segmentation-free writer identification method based on the Local NBNN

classifier [14]. Since colour is not a characteristic property of the handwri-

ting style (see discussion in Section 2.3), both query and labelled sample

images of handwritten pages of manuscripts are converted to grey scale

using the weighted sum of RGB channels, whereas binary images are kept

as they are. Then keypoints are detected in all images and descriptors are

calculated for each keypoint. In order to match the calculated descriptors

from a query image with the ones calculated from the labelled images, a

learning-free classifier is used due to the fact that in many practical cases

(as well as in many public datasets) the number of samples per writer is very

small. A non-parametric learning-free classifier is proposed by Boiman et

al. [54] and they demonstrated state-of-the-art results for image classifica-

tion tasks of natural scenes. The two main limitations of this approach are:

The need to search for a nearest neighbour in each class, and the bias toward
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classes with more descriptors than others. While the first problem is tackled

by McCann et al. [14], we propose a normalisation step in order to cope

with the second problem. Details are presented in the following sections.

3.1 Keypoints Detection and Feature Extraction

Keypoints simply are spatial locations, or points in the image that con-

tain interesting and discriminative features. Dense keypoints detection al-

gorithms, namely SIFT [42] and Features from Accelerated Segment Test

(FAST) [58], are used within our proposed method in order to provide a

sufficient number of keypoints for reliable nearest-neighbour search. We

experimented with SIFT and FAST keypoints separately and the respective

results for each type of keypoints are presented in Chapter 4.

3.1.1 SIFT Keypoints Detection

Though the SIFT keypoints detection algorithm has been designed and op-

timised originally for images of natural scenes, we will show that it can

perform well in the context of writer identification if we take the particula-

rity of handwritings into consideration. The SIFT keypoints detection algo-

rithm [42] consists of three main steps:

1. Scale-space extrema detection using difference-of-Gaussian:

The scale-space of an image is defined as a function L(x, y, σ) that can

be generated by convolving a Gaussian kernel G(x, y, σ) of varying
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scale σ with an input image I(x, y); see Fig. 3.1:

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (3.1)

where G(x, y, σ) =
1

2πσ2
exp− (x2+y2)

2σ2 .

In order to detect scale-space extrema, the difference-of-Gaussian is

computed as an approximation of the scale-normalised Laplacian of

Gaussian, which is presented in [63], as follows:

D(x, y, σ) = L(x, y, kσ)− L(x, y, σ), (3.2)

where k is a constant multiplicative factor that separates consecutive

scales. Each octave of scale-space is divided into an integer number, s,

of intervals, so k = 21/s; see Fig. 3.1.
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Figure 3.1: The original image is iteratively convolved with Gaussian filters G(x, y, σ) to provide
a set of scale-space images (on the left) for each octave of scale-space. Each pair of adjacent scale
space images is subtracted to provide a difference-of-Gaussian result (on the right). The Gaussian
images are down-sampled by a factor of 2 after each octave. Reproduced from [42].

2. Keypoint localisation:

In order to detect the local maxima and minima of D(x, y, σ), each

sample point is compared to its eight neighbours in the current image

and nine neighbours in the scale above and below, which results in a

total of 26 neighbours to compare with; see Fig. 3.2. The sample point

is selected as a candidate keypoint only if it is larger than all of these

neighbours or smaller than all of them.
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Figure 3.2: The pixel marked with X is compared to its 26 neighbours marked in circles in 3x3
local neighbourhoods at the current and adjacent scales to detect the maxima and minima in the
Difference-of-Gaussian results. Reproduced from [42].

In order to enhance the accuracy of calculated localisation for the de-

tected keypoints, a Taylor expansion ofD(x, y, σ) is applied to the local

sample points, which are the candidate keypoints, to determine the in-

terpolated location of the maximum (this approach has been proposed

first in [64]), and thus improves the accuracy of localisation.

3. Edge-response elimination:
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The difference-of-Gaussian function D(x, y, σ) has a strong response

for edges, this response can have a poorly determined location along

an edge, and thus can be unstable even in case of small amounts of

noise. In general, such poorly determined edge-responses have a large

principal curvature across the edge but a small one in the perpendicu-

lar direction. The principal curvatures can be computed from a 2x2

Hessian matrix H at the location and scale of the keypoint:

H =

Dxx Dxy

Dxy Dyy

 ,
where the derivatives D can be estimated by taking differences of neig-

hbouring sample points.

Since we are only concerned with the ratio of the principal curvatu-

res of D, we can avoid computing the eigenvalues of H by using the

approach proposed by Harris and Stephens in [65]. Thus, we can di-

rectly compute the ratio between the larger magnitude eigenvalue and

the smaller one. In order to check that the ratio of principal curvatu-

res is below some threshold, we need only to check for the following

condition:

Tr(H)2

Det(H)
<

(r + 1)2

r
(3.3)

where Tr andDet are the trace and determinant operators respectively.
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r is the ratio between the larger and the smaller magnitude eigenvalue.

Eliminating edge responses by the SIFT algorithm has a big yet positive

impact on both the number and the quality of keypoints. In the original

publication [42], the ratio of principal curvature is set to 10. The same

ratio is used in this work as it yielded better results in our preliminary

experiments. Generally speaking, the higher the ratio is, the better the

quality of keypoints is, but the final number of keypoints will be less.

4. Orientation assignment:

Each keypoint is assigned an orientation based on the distribution of

local gradient vectors so that it can be represented relative to this orien-

tation thus achieving invariance to image rotation. For each sample

image at a given scale L(x, y), the gradient magnitude m(x, y) and

orientation of gradient vector θ(x, y) are approximated using numeri-

cal differences:

m(x, y) =
√

(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2,

(3.4)

θ(x, y) = tan−1
[
L(x, y + 1)− L(x, y − 1)

L(x+ 1, y)− L(x− 1, y)

]
. (3.5)

An orientation histogram is then computed from the gradient orientati-
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ons of sample points within a region around the keypoint. The orien-

tation histogram has 36 bins covering the 360-degree range of orienta-

tions. Each sample added to the histogram is weighted by its gradient

magnitude and by a Gaussian-weighted circular window with a σ that

is 1.5 times that of the scale of the keypoint. The highest peak in the

histogram is detected, and then any other local peak that is within 80%

of the highest peak is used to also create a new keypoint with that orien-

tation. Then, a parabola is fit to the 3 histogram values closest to each

peak and the interpolated peak position is used as an orientation esti-

mate of the dominant directions of local gradients.

Objects in natural scenes are subject to any amount of rotation within

an image, while in handwriting images, the text usually has a limited

range of differences in orientation within the same script type or alpha-

bet. Furthermore, the handwriting orientation is a characteristic of the

writing style of specific writers, and thus a discriminative property of

its features.

For SIFT keypoints detection, we used the default parameters as propo-

sed in the original publication [42]. The used number of image octaves is 3,

and the used number of scales per octave is 5, the σ of the Gaussian applied

to the original image is 1.6 and the edge-response threshold is 10.
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3.1.2 FAST Keypoints Detection

For FAST keypoints, a circular neighbourhood of 16 pixels around every

pixel p in the image has been used as proposed in [58]; see Fig. 3.3. p is

classified as a keypoint if there are n contiguous pixels, where n = 9, in the

surrounding discrete circle satisfying one of the following conditions:

Figure 3.3: FAST keypoint detection (Reproduced from [58]).

• ∀i ∈ n : Ii > Ip + t

• ∀i ∈ n : Ii < Ip − t

Ip is the intensity of the candidate pixel and Ii is the intensity of any pixel

that belongs to n. t is a threshold to be selected manually.

The corner strength is defined in [58] as the maximum value of t for

which the segment test of that corner point is passed. In our experiments,

we could show that only a small percentage of the detected keypoints (yet

sufficient number of keypoints) is needed to achieve high identification rates
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and an even smaller percentage for historical manuscripts.

We set t = 0 in all of our experiments so that we can detect all the

keypoints in the image, then we sort the keypoints by their corner strength

value. Finally, we only consider the keypoints with the highest strength

values. Setting t = 0 does not affect the calculation of the corner strength

values, because the algorithm iterates over all the possible values of t until

the segment test passes, then it stores the strength value for that keypoint.

Let PCK be the percentage of considered FAST keypoints with the hig-

hest strength value. It can be noticed that the needed value of PCK to

achieve the highest identification rate possible is related to the number of

keypoints detected on non-textual parts of the sample images; see Table 3.1.
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Table 3.1: FAST keypoints detected with different values of PCK. The first column contains part
of an image from contemporary ICFHR-2016 dataset [66], while the second column contains part
of an image from historical St. Gall dataset [67].

PCK

= 1

PCK

= 0.5

PCK

= 0.1

The impact of PCK on the identification rate, which is the ratio of cor-

rectly identified writers over all identifications in a given dataset, is presen-

ted in Fig. 3.4 and Fig. 3.5 using contemporary and historical documents,

respectively. It can be noticed that much smaller values of PCK, and thus
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lesser number of keypoints, are needed for historical manuscripts to elimi-

nate keypoints on non-textual information due to the complex and noisy

background of the historical manuscripts. This means that a smaller num-

ber of Nearest-Neighbour (NN) searches are needed, and fewer descriptors

are stored in the memory; therefore, a significant improvement can be achie-

ved in terms of classification time and memory requirements compared with

using all the detected FAST keypoints. These two aspects are important for

our software tool implementation. In addition, the performance can be en-

hanced by selecting a suitable experimentally determined value of PCK for

both contemporary and historical manuscripts as shown in Figs. 3.4 and 3.5.

Figure 3.4: PCK vs. the identification rate using a subset of the historical manuscripts of St. Gall
dataset [67].
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Figure 3.5: PCK vs. the identification rate using the contemporary datasets of the validation set
from ICFHR-2016 competition of writer identification, task 1A [66].

3.1.3 SIFT Descriptor

After detecting keypoints by SIFT and FAST algorithms, we compute a

descriptor for the local image region around each of the detected keypoints.

The image descriptors present local visual features of an image and their

elementary visual characteristics as a unique set of numeric values which

can be used by computational methods, e.g. to calculate similarities between

two images.

Following the justification in Chapter 2, we use SIFT descriptor [42]

to describe the local image gradients in digitised manuscripts. The SIFT

descriptor is calculated as follows:

The gradient magnitudes and orientations are sampled around the local
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neighbourhood of each keypoint, which is the centre of the image array

where the descriptor is calculated. Then the magnitudes are weighted by

a Gaussian window to give less emphasis to gradients that are far from the

centre of the descriptor. These samples are then accumulated into orienta-

tion histograms; see Fig 3.6. The descriptor used in this dissertation consists

of a 4x4 array of histograms with 8 orientation bins in each, which results in

a 4x4x8 = 128 numerical value as a feature vector for each keypoint. This

SIFT descriptor is used for both SIFT and FAST keypoints representation.

In the case of SIFT keypoints, the SIFT descriptor is calculated relative

to the SIFT keypoint orientation (see Section 3.1.1), thus achieving inva-

riance to image rotation. In the case of FAST keypoints, no orientation is

calculated (see Section 3.1.2); therefore, the SIFT descriptor is not relative

to the keypoint orientation.
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Figure 3.6: The gradient magnitude and orientation is computed at each sample point in the local
neighbourhood around the keypoint, as shown on the left. Then they are weighted by a Gaussian
window, indicated by the overlaid circle. These samples are then accumulated into orientation
histograms summarizing the contents over 4x4 subregions, as shown on the right, with the length
of each arrow corresponding to the sum of the gradient magnitudes near that direction within the
region. This figure shows a 4x4 descriptor array computed from a 16x16 set of samples. Reproduced
from [42].

3.2 Matching

A state-of-the-art Naı̈ve Bayes Nearest-Neighbour (NBNN) classifier has

been proposed by Boiman et al. [54] for the task of classification of na-

tural scenes. They showed that conditional class probabilities can be well

approximated by the squared Euclidean distance of the query descriptor to

the nearest feature vector belonging to the correct class. Their mathematical

derivation presented in [54] is shown below:

Given a query image q represented by a set of local features d and a set

of classes C, q can be classified as belonging to class c ∈ C according to
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the conditional probability

c = argmax
C

p(C|q). (3.6)

By applying Bayes’ theorem and assuming a uniform (equal) prior probabi-

lity over classes we obtain

c = argmax
C

p(q|C). (3.7)

If the n descriptors di, extracted from image q, are assumed to be indepen-

dent, the equation can be re-written as

c = argmax
C

[
log(

n∏
i=1

p(di|C))

]
(3.8)

= argmax
C

[
n∑
i=1

log p(di|C)

]
. (3.9)

The probability p(di|C) in Eqn. 3.9 can be approximated using a Parzen

window estimator, with kernel K, i.e.,

p̂(di|C) =
1

L

L∑
j=1

K(di − dcj), (3.10)

whereL is the number of descriptors that belong to class c in the labelled set,

and dcj is the j-th nearest descriptor to di in class c. A further approximation
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can be done by using only the r nearest-neighbours,

p̂r(di|C) =
1

L

r∑
j=1

K(di − dcj). (3.11)

It can be approximated further by considering only the single nearest-neigh-

bour (NNc(di)) by setting r to 1:

p̂1(di|C) =
1

L
K(di − NNc(di)). (3.12)

Substituting Eqn. 3.12 into Eqn. 3.9 and using a Gaussian kernel forK gives

c = argmax
C

[
n∑
i=1

log
1

L
e−

1
2σ2
‖di−NNc(di)‖2

]
(3.13)

= argmin
C

[
n∑
i=1

‖ di − NNc(di) ‖2
]
, (3.14)

where (log) is the natural logarithm.

The last Equation 3.14 shows that conditional class probabilities can be

approximated by the squared Euclidean distance of query descriptor to the

nearest feature belonging to the correct class. In other words, it suffices to

find the class with the minimum Euclidean distance of its features to those

of the query image.

An illustration of NBNN algorithm using images of digitised manuscripts

is presented as a simplified example in Fig. 3.7. The NBNN algorithm se-

arches for the nearest neighbour of each descriptor in the query Q (only 3

62



descriptors are shown in this illustration) in all the classes (writers), namely

W1,W2,W3. Then the algorithm accumulates the distances to each class

separately. The query sample finally assigned the label of the class with the

smallest total distance, which is W1 in this case.

Figure 3.7: Illustration of NBNN classifier using images of digitised manuscripts.

An NBNN algorithm can be summarised as follows:

1. Compute n descriptors d1, ..., dn of the query image q.

2. ∀di ∀c ∈ C compute the NN of di in c: NNc(di), where NNc is the

Nearest-Neighbour in class c.

3. Ĉ = argmin
C

∑n
i=1 ‖ di −NNc(di) ‖2, where Ĉ is the class with mini-

mum total distance.

Later, McCann et al. [14] presented the Local Naı̈ve Bayes Nearest-

Neighbour (Local NBNN) algorithm as an improvement to the NBNN algo-
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rithm. This improvement involved increasing both the classification accu-

racy and the classification speed for images of natural scenes; therefore it

can also better scale to a large number of classes.

The basic idea of Local NBNN is eliminating the need to search for a

nearest-neighbour match in all classes; instead, only the classes within a

certain neighbourhood of the query descriptor in feature space are consi-

dered. Fig. 3.8 illustrates the main difference between NBNN and Local

NBNN.

Figure 3.8: The difference between NBNN and Local NBNN. NBNN forces a query descriptor di to
search for its closest neighbour in every class (given as filled icons). Local NBNN requires the query
descriptor to search for its closest neighbour only from the closest classes, where the neighbourhood
is defined by the number of nearest neighbours to the query descriptor (also given as filled icons).
Reproduced from [14].

McCann et al. [14] went one step further and showed that the effect of

each descriptor in a query image Q can be expressed as a log-odds update.

This formulation allows us to be selective about which log-odds updates to

apply. The proposed classification rule by [14] is:

Ĉ = argmax
C

[
n∑
i=1

log
p(C|di)P (C̄)

p(C̄|di)P (C)
+ log

P (C)

P (C̄)

]
, (3.15)
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where C is any given class and C̄ is the set of all other classes. The prior

term can be dropped if one assumes equal class priors. Significant log-odds

updates can be used to adjust the class posteriors for which the descriptor

gives a positive contribution to the sum [14].

For the selected increments where the posterior odds are greater than the

prior odds, the NBNN classification rule is applied [14] as in equation 3.14.

The proposed method in this work is based on the Local NBNN Algo-

rithm (2) in [14], which, by ignoring priors as explained above, we refor-

mulate in equations as follows:

Distclocal =
n∑
i=1

[
( ‖ di − φ(NNc(di)) ‖2 − ‖ di − Nk+1(di) ‖2 )

]
, (3.16)

Ĉ = argmin
C

(
Distclocal

)
, (3.17)

where

φ(NNc(di)) =


NNc(di) if NNc(di) ≤ Nk+1(di)

Nk+1(di) if NNc(di) > Nk+1(di),

and Nk+1(di) is the neighbour (k + 1) of di.

One search index is created for all the classes using the kd-trees imple-

mentation provided by the FLANN (Fast Library for Approximate Nearest
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Neighbours) library [68] to have efficient nearest-neighbour search. Then

the closest 10 neighbours (the parameter value is determined experimentally

by [14] and confirmed by all of our experiments with handwriting images)

are retrieved for each descriptor in the query handwriting image. As in [14],

we used the distance to the k + 1 nearest neighbours (k = 10) as a ”back-

ground distance” to estimate the distances of classes which were not found

in the k nearest neighbours.

In order to avoid the matching of descriptors with different keypoint

orientations, we neglected any match between descriptors with a keypoint

orientation difference larger than a pre-defined threshold by adding a ma-

tching condition; see Subsection 3.3. Then we normalise the total class

distance by using the number of keypoints for each class in order to cope

with the problem of unbalanced data; see Subsection 3.4.

3.3 Orientation Threshold

Typically, handwriting patterns yield many keypoints with similar features

but different orientations. As the keypoint orientation of features is a cha-

racteristic of the writing style of specific writers, the orientation is a discri-

minative property of these features. In order to match only features with

similar orientation, we propose the following matching condition:

|Ortkpt1 −Ortkpt2|≤ Tr, (3.18)
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where Ortkpt1 and Ortkpt2 are the orientations of two keypoints (in degrees)

which features to be matched, and Tr is the orientation-difference threshold.

In other words, features with orientation differences larger than a pre-

defined threshold are not considered as valid for a match. The orientation-

difference threshold can be estimated from the amount of rotation in hand-

writing due to line-skew or image rotation, which can be calculated automa-

tically using run-length (or any other) skew-estimation method. From both

considerations and the result of the tests with a challenging dataset shown

in Fig 3.9, where the best identification rate can be obtained from a 10 to

13 degrees difference, we were able to fix the value of this parameter to 10

degrees in all of our experiments.

Note that this matching condition is not used for FAST keypoints, as the

original work in [58], that we use, does not calculate any orientations for

the detected keypoints. Therefore, the SIFT descriptor is calculated for the

detected FAST keypoints without any rotation for the described local region.

The plot in Fig. 3.9 shows the impact of our matching condition in Eq. 3.18

on the identification rate. The identification rate is defined as the ratio of

correctly identified samples over the total number of samples.
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Figure 3.9: The identification rate versus orientation-difference threshold using SIFT keypoints.
The validation set from ICFHR-2016 competition of writer identification, task 1A [66] is used for
this test. Details and Sample images of this dataset are provided in Chapter 4, Fig. 4.6.

3.4 Class Distance Normalisation

Data sets like samples of different handwriting styles are considered as un-

balanced when at least one class is represented by only a small number of

samples. Typically in the case of writer identification, the labelled samples

are not equally distributed among the writers (classes) in many practical

scenarios. One of the main limitations of NBNN-based methods is the bias

towards classes with a large number of keypoints; this limitation can reduce

the identification rate significantly in the case of unbalanced data. There-

fore, we normalise the final distance of each class Distclocal in equation 3.17
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by the number of keypoints in the respective class:

Ĉ = argmin
C

(
Distclocal
Kc

)
, (3.19)

where Kc is the number of keypoints for each class c.

In order to demonstrate the impact of the proposed normalisation, we

measured the identification rate while we reduce the number of samples

per writer for half of the dataset. We used the ICDAR-2011 dataset for

musical scores [69] due to the fact that this dataset has a large number of

samples (10 samples) per writer for testing; see Chapter 4, Section 4.3.1 for

details. Sample images of this dataset are shown in Fig. 4.2. The graphs

of these experiments in Fig. 3.10 markedly show the positive effect of the

normalisation: The identification rate drops much slower with normalised

class distance as the difference between the number of samples per writer

increases.
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Figure 3.10: Comparison between the identification rate with and without normalisation using SIFT
keypoints. 10 samples for each of 50 writers are used for the test from the ICDAR-2011 dataset for
musical scores [69]. The number of samples for the randomised half of the writers is fixed, while we
decrement the number of samples for the other half from 10 to 1. The x-axis represents the number
of samples per writer for the second half of writers.

The superiority in performance of the Local NBNN classifier over the

NBNN classifier is confirmed in this work using handwriting images as well

for both SIFT and FAST keypoints. The orientation-difference threshold

and the normalisation are applied to both classifiers; see Table 3.2.
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Table 3.2: Comparison between the identification rate of Normalised NBNN and Normalised Local
NBNN with the orientation-difference threshold using SIFT and FAST keypoints detection algo-
rithms. The dataset from ICFHR-2016 competition of writer identification, task 1A [66] is used for
this test; see Section 4.3.1 for details of this dataset. Sample images of this dataset are shown in
Chapter 4, Fig. 4.6.

Classifier SIFT FAST

Normalised NBNN with orientation-difference threshold 85% 97%

Normalised Local NBNN with orientation-difference threshold 97% 100%

3.5 Conclusion

We present an improved Local NBNN classification method for the task

of writer identification given small sets of unbalanced sample data. The

orientations of SIFT keypoints are used to restrict the matching between

descriptors to only those with similar orientations. Distances to classes are

normalised by the number of keypoints for each class. The method has

been tested with several public datasets of different writing systems inclu-

ding musical scores as will be presented in Chapter 4, and state-of-the-art

results were obtained in all experiments with a fixed parameter set [70]. The

key parameter PCK of FAST keypoint detection algorithm has been analy-

sed and optimised to enhance the performance for historical manuscripts in

Section 3.1.2.
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Chapter 4

Performance Evaluation and

Experimental Results

In this chapter, we evaluate the performance of the proposed method on

standard and public datasets of both contemporary and historical handwri-

ting in order to compare it with the state-of-the-art methods for the task

of writer identification. These standard datasets neither represent the typi-

cal degradation nor the unbalance and scarcity of handwriting samples in

digitised manuscripts of the selected sub-projects within the SFB 950. Ne-

vertheless, this evaluation helps in assessing the discriminative power of the

proposed method w.r.t. different handwriting styles in the datasets. Moreo-

ver, some of these datasets offer handwriting styles from a large number of

writers and/or in many different writing systems and script types. Having

a high performance for such datasets demonstrates the generality and the

scalability (to a large number of classes) of our proposed method.
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4.1 Standard and Public Datasets

Several public datasets have been proposed by the community of compu-

tational documents analysis for the task of writer identification in recent

years, each with its own evaluation procedure and performance measures;

see Section 4.2 for details. These datasets contain different character sets,

languages, and even musical scores. In Table 4.1 we provide a summary of

recent public datasets for the task of writer identification in the last seven

years. Some of them are provided through international competitions for

the task of writer identification.
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Table 4.1: Summary of the used datasets in the evaluation of our proposed method for the task of
writer identification. Sample images for these datasets can be found in the corresponding references
and in the following sections as well.

Datasets
No. of

writers

Total no.

of pages

Pages per

writer

Offered

presentation

Pages per language

per writer

ICDAR-2011 [71] 26 208 8 Binary

2 English

2 French

2 German

2 Greek

ICDAR 2011 [69]

Musical Scores
50 1000 20 Binary Musical scores

ICFHR-2012 [72] 100 400 4 Binary
2 English

2 Greek

ICDAR-2013 [73] 250 1000 4 Binary
2 English

2 Greek

CVL [74] 310 1550 5 RGB Colour
4 English

1 German

ICFHR-2016 [66]

Task 1A
400 800 2 RGB Colour 2 Arabic

ICFHR-2016 [66]

Task 1B
400 800 2 RGB Colour 2 English

ICDAR-2017

Historical-WI [75]
720 3600 5

2 RGB Colour

and Binary
5 (Mostly) English

The first international writer identification contest ICDAR-2011 [71] con-

sists of 208 samples written by 26 writers in 4 different languages, the wri-

ters are asked to copy the same fixed text. Another dataset has been created

from the same samples by keeping only two lines of text from each sample.;

see sample images in Fig. 4.1.
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The ICDAR 2011 competition for musical scores [69] used sample ima-

ges from CVC-MUSCIMA database [76], all the 50 writers in this compe-

tition dataset are selected to be adult musicians in order to ensure that they

have their own characteristic handwriting music style. Furthermore, the pro-

vided sample images in this dataset for the task of writer identification are

without the staff lines (the straight horizontal lines) in order to ensure that

the published results are not dependent on the performance of a particular

staff removal technique.

The contest of ICFHR-2012 [72] was created for the task of writer iden-

tification with the help of 100 writers that were asked to copy four parts of

the text in two languages (English and Greek). These parts of the text were

the same for all users. Only the Greek documents were written in the native

language of the writer. Following the same criteria of ICFHR-2012 dataset,

the competition dataset of ICDAR-2013 has been created with the help of

250 writers.

In contrast to the aforementioned datasets, CVL dataset [74] consists of

RGB colour images of 300 dpi instead of binary images. Moreover, 310

writers were asked to copy German and English texts which have been cho-

sen from literary works. This dataset offers ground-truth for word spotting

as well.

The dataset of ICFHR-2016 competition [66] is based on the QUWI da-

tabase [77] for Arabic and English offline handwritings. This handwriting

database consists of RGB colour images of 300 dpi. This competition com-
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prises twelve different tasks, only two of them are relevant to our research in

this dissertation, namely Task 1B and Task 1A: Task 1A is writer identifica-

tion on Arabic handwritings, and Task 1B is writer identification on English

handwriting.

Only recently, the ICDAR-2017 Historical-WI [75] dataset has been pu-

blished using handwritten historical manuscripts. The image samples of this

dataset have been taken from the digital archive of the Universitätsbibliothek

Basel (http://www.e-manuscripta.ch/) which contains manuscript

samples originating from the 13th to the 20th century. This dataset consists

of colour as well as binary images of 300 dpi.

4.2 Evaluation Criteria

Evaluation procedures w.r.t. the task of writer identification used in compe-

titions from 2011 to 2017 for public datasets are:

• Leave-one-out: Each image in the dataset searches for the best match

within the other images in the dataset.

• Training set and test set: The dataset is divided into two sets, a

training set and a test set. For each image in the test set, the best match

is searched within the images of the training set.

The used performance measures for writer identification methods are:

• Identification rate: the ratio of correctly identified writers over all
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identifications in a given dataset. This value is typically calculated in

the following ways:

– Soft TopN: An identification is considered as correct when at least

one document image of the same writer is included in the N most

similar document images.

– Hard TopN: An identification is considered as correct when all N

most similar document images are written by the same writer.

– Training set and test set - Top1: An identification is considered

as correct when the most similar document image in the test set is

from the same writer of the query document image in the training

set.

• mean Average Precision (mAP): It is one of the standard evaluation

metrics for information retrieval which takes into account both the pre-

cision measure and the ranking of retrieved samples as follows: Let

P (k) be the precision of the method in retrieving samples relevant to a

query sample from k samples in a dataset, and Relk is the number of

samples relevant to the query from k retrieved samples, then

P (k) =
Relk
k

. (4.1)

If n is the total number of retrieved samples and Reltotal is the total

number of samples relevant to a query in a dataset, then the average
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precision AveP can be calculated as follows:

AveP =

∑n
k=1 [P (k)Relk]

Reltotal
, (4.2)

and the mean average precision mAP is calculated as follows:

mAP =

∑Q
q=1 [AveP (q)]

Q
, (4.3)

where q is the current query sample and Q is the total number of que-

ries.

The proposed method in this dissertation is a learning-free method that

does not require training data; therefore, we can carry out tests under the

aforementioned evaluation procedures.

4.3 Experimental Results

We evaluated our method on several public datasets with different character

sets, languages, and even musical scores to demonstrate the generality of the

proposed approach. The samples of ICDAR-2011 [71], ICDAR-2011 for

musical scores [69], ICFHR-2012 [72] and ICDAR-2013 [73] datasets are

binarised, while the samples in CVL [74], ICFHR-2016 [66] and ICDAR-

2017 Historical-WI [75] datasets are given in RGB format. Important pro-

perties of these datasets are the variation of the number of writers (from

26 to 720), the variation of the number of pages per writer (from 2 to 20),

and the variation of the amount of handwritten text per page (from only two
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lines to a full page).

4.3.1 Contemporary Datasets

A comparison with the state-of-the-art results is presented for each dataset

separately. It is important to note that the method’s parameters were kept

constant for all experiments as follows: For SIFT keypoints, the orientation-

difference threshold is 10 and all other parameters are as described in Section 3.1.1;

for FAST keypoints, PCK is set to 5%; see Section 3.1.2 for details.

We followed the exact evaluation criteria for each dataset to provide a

fair comparison (each evaluation criteria is mentioned in the table of the

corresponding dataset). Results with different evaluation criteria are not

considered; for example, the parse radial sampling of Local Binary Pat-

terns (SRS-LBP) method [25] partitioned the datasets and used the average

performance of the cross-validation for each partition, whereas the contour-

Zernike method [78] partitions ICDAR-2013 and CVL datasets into training

and test sets.

Although we propose a segmentation-free method (see the justification in

Chapter 2), we considered segmentation-based methods (e.g. Fisher Vector

method [50]) for the comparison as well (the methods are denoted in the

tables); see Tables 4.2, 4.1, 4.3, 4.4, 4.5, 4.6 and 4.7. All the results we

present in these tables are for the Normalised Local NBNN with orientation

threshold, unless stated otherwise.

In Table 4.7, we present the official result of our participation in the
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ICFHR-2016 competition [66] with SIFT keypoints but without normalisa-

tion, because this part of our method was then not developed; see Section 3.4.

The results of our method using SIFT keypoints and FAST keypoints with

normalisation are presented in the table as well.

Since a large number of keypoints per writer (class) is needed for relia-

ble nearest neighbour search in our method (see details in Chapter 2), it is

expected that identifying writers (classes) represented by a small number of

keypoints will be less accurate.

Although the number of samples is the same for all writers in ICFHR-

2016 competition, the amount of handwritten text varies significantly bet-

ween the samples; see Fig. 4.6. This results in a varying number of detected

keypoints between different samples, and leads to an unbalanced represen-

tation of classes in feature space. Therefore, the normalisation step has a

larger positive impact in such cases. Furthermore, a very high identifica-

tion rate is obtained for the CVL dataset despite the large number of classes

(writers) which clearly shows the scalability of our method to a high number

of classes.
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Method
Identification Rate

Full / Two lines
Dataset details

Proposed Method

using SIFT keypoints
100/96.6 26 writer

208 pages

8 pages per writer

(2 English, 2 French,

2 German, 2 Greek)

Leave-one-out

Top-1

Proposed Method

using FAST keypoints
100/98.6

TSINGHUA [71]

1st in competition
99.5/90.9

CS-UMD [71]

2nd in competition
99.5/66.8

MCS-NUST [71]

3nd in competition
99.0/82.2

Lehigh [24] 97.1/—

Table 4.2: ICDAR-2011 [71], using full text / using only two lines per image. See Fig. 4.1 for
sample images.

(a) First sample, full text.

(b) Second sample, full text.

(c) Third sample, two lines. (d) Fourth sample, two lines.

Figure 4.1: Samples from ICDAR-2011 dataset.
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Method Identification Rate Dataset details

Proposed Method

using SIFT keypoints
98.2 50 writer

1000 pages

20 pages per writer

Musical scores

Training and Test sets

Top1

Proposed Method

using FAST keypoints
99.4

PRIP02-

combination [69]

1st in competition

77

TUA03-

SVMOAA [69]

2nd in competition

76.6

Fisher Vector [50]
99.5

Segmentation-based

Table 4.3: ICDAR-2011 for musical scores [69], see Fig. 4.2 for sample image.

(a) First sample.
(b) Second sample.

(c) Third sample.
(d) Fourth sample.

Figure 4.2: Sample from ICDAR-2011, musical scores.
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Method Identification Rate Dataset details

Proposed Method

using SIFT keypoints
96 100 writer

400 pages

4 pages per writer

(2 English, 2 Greek)

Leave-one-out

Top-1

Proposed Method

using FAST keypoints
98.8

TEBESSA-c

1st in competition [72]
94.5

TSINGHUA

2nd in competition [72]
92.8

SIFT+Contour-directional [44] 96.8

Table 4.4: ICFHR-2012 [72], see Fig. 4.3 for sample image.

(a) First sample. (b) Second sample.

(c) Third sample.
(d) Fourth sample.

Figure 4.3: Sample from ICFHR-2012.
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Method Identification Rate Dataset details

Proposed Method

using SIFT keypoints
92.4 250 writer

1000 pages

4 pages per writer

(2 English, 2 Greek)

Leave-one-out

Top-1

Proposed Method

using FAST keypoints
97.9

CS-UMD-a

1st in competition [73]
95.1

CS-UMD-b

2nd in competition [73]
95

SIFT+Contour-directional [44] 96.2

SRS-LBP metric [25] 96.9

Table 4.5: ICDAR-2013 [73], see Fig. 4.4 for sample image.

(a) First sample.

(b) Second sample.

(c) Third sample. (d) Fourth sample.

Figure 4.4: Sample from ICDAR-2013.
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Method Identification Rate Dataset details

Proposed Method

using SIFT keypoints
99.3 311 writer

1609 pages

5 pages per writer

English

Leave-one-out

Top-1

Proposed Method

using FAST keypoints
99.8

CS-UMD

1st in competition [74]
97.9

TSINGHUA

2nd in competition [74]
97.7

SRS-LBP metric [25] 98.6

Table 4.6: CVL [74], see Fig. 4.5 for sample image.

(a) First sample. (b) Second sample.

(c) Third sample. (d) Fourth sample.

Figure 4.5: Sample from CVL.
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Method
Identification Rate

1A/1B
Dataset details

Proposed Method

using SIFT keypoints [66]

but without normalisation

90.33/87.67 400 writer

800 pages

2 pages per writer

(2 Arabic / 2 English)

Training and Test sets

Top1

Proposed Method

using SIFT keypoints

with normalisation

91.67/87.67

Proposed Method

using FAST keypoints
99.7/97.7

Nuremberg [66] 89.33/84.67

CVC [66] 80.67/80.33

Table 4.7: ICFHR-2016 competition, tasks 1A and 1B [66], see Fig. 4.6 for sample images.

Figure 4.6: These four samples show that the amount of handwritten text varies significantly bet-
ween the samples in ICFHR-2016 dataset.
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4.3.2 Historical Dataset

As shown in the previous section, several public datasets for contemporary

handwritings have been made available. Hence we were forced to use them

for our first set of experiments. However, there was no public dataset for

historical manuscripts available until recently, when the dataset for the wri-

ter identification Historical-WI competition [75] was published in ICDAR-

2017 conference.

This dataset mostly contains samples of English language, but also some

of other languages (e.g. Greek and Latin) because it has been selected rand-

omly (was created from the digital archive of the Universitätsbibliothek Ba-

sel from 13th to 20th century https://www.e-manuscripta.ch/)

using an automated algorithm [75] rather than by scholars from the Hu-

manities. Hence no research problems and no work-flow of scholars are

reflected in this dataset. Nevertheless, we evaluated our method (the Nor-

malised Local NBNN classifier) on this dataset using FAST keypoints with

PCK = 0.05 and submitted our results’ file to the competition server. It can

be seen from the results in Table 4.8 that the Normalised Local NBNN met-

hod significantly outperforms the winner method of the competition. Only

the methods that follow the criteria of the competition [75] are mentioned

in the comparison table.

Though only the recently published method in [33] achieved better re-

sults (Top-1: 88.9, mAP: 76.2), these results have been obtained by using
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the validation set of the competition (which is provided for performance

estimation only) and labelled as negative samples to train SVM classifier.

Therefore, it is not considered in our state-of-the-art results comparison as

it used these data samples for training purposes. Furthermore, their method

incorporates a complicated procedure which requires preprocessing steps

and training of a deep residual net. Therefore, it is not a practical candi-

date for an efficient (in terms of processing power and memory space) and

easy-to-use software tool, especially if there were only a few lines of hand-

writings per writer available with no additional training samples from the

same data domain like the case in many research questions of scholars of

manuscript research from Humanities within the SFB 950.

Method Identification Rate mAP Dataset details

Proposed Method

using FAST keypoints
85.6 68.3

720 writers

3600 pages, 5 pages per writer

(Mostly English)

Leave-one-out, mAP and Top-1

Tebessa II [75]

1st in competition
76.4 55.6

Groningen [75]

2nd in competition
76.1 54.2

Tebessa I [75]

3rd in competition
74.4 52.5

Table 4.8: ICDAR-2017 WI-Historical competition [75], see Fig. 4.8 for sample images.

88



(a) First sample.

(b) Second sample.

(c) Third sample.

(d) Fourth sample.

Figure 4.7: Samples from ICDAR-2017, historical dataset.
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4.4 Conclusion

Our proposed method has been tested with several public datasets of diffe-

rent writing systems including musical scores. State-of-the-art results were

obtained in all experiments with a fixed parameter set [70]. This evaluation

demonstrated the discriminative power of the proposed method w.r.t. diffe-

rent handwriting styles (or respectively writers) in the standard and public

datasets, both contemporary and historical.

In addition, some of these standard datasets offer handwriting styles from

a large number of writers and/or in many different writing systems and script

types. Therefore, the high performance of our proposed method in all these

datasets demonstrated the generality over several writing systems and the

scalability to a high number of classes (writers). In the following chapter,

we analyse the proposed method w.r.t. typical degradation in digitised ma-

nuscripts.
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Chapter 5

Performance Analysis w.r.t. Degradation

Types in Digitised Manuscripts

Degradation in digitised manuscripts results from e.g. the poor preserva-

tion conditions, the used materials, or even from the digitisation process

itself. Such degradation has a negative impact on the performance of com-

putational methods. In addition, the amount of available handwritten text in

historical manuscripts vary greatly between different scribes from a couple

of lines via few pages up to several manuscripts.

In order to measure the impact of some degradation types on the identifi-

cation rate, we analyse the proposed method using systematically generated

degradation on digitised manuscripts. The selection of degradation types

used in this analysis is based on their prevalence in digitised manuscripts

from sub-projects within the SFB 950 and their direct influence on parame-

ter selection of the proposed method. The results of this analysis can be used

to better define the required quality of the images in order for the method to

91



provide reliable results.

5.1 Data Selection for the Analysis

Acquiring confirmed ground truth for historical manuscripts is a critical is-

sue, because in many cases the name of the scribes (which are given in

the so-called “colophons”) are missing, incomplete, or doubtful. Therefore,

preparing an evaluation dataset should be done jointly with scholars from

manuscript research in Humanities. After having prepared a validation da-

taset with confirmed ground truth, we can better tune the proposed method

to work best with a certain domain-specific dataset (e.g. a certain writing

school, writing style, writing material, etc.), and we will have a clear indi-

cation for the performance of the proposed method within that domain. In

this chapter, we focus on the Carolingian Minuscule script because of its

relevance to the digitised manuscripts of sub-project C08 [10] in the SFB

950.

In addition, selecting representative data samples from a certain domain

is an important decision to be made when creating an evaluation dataset;

otherwise, it will be hard to provide a realistic and quantitative estimation

of the method’s performance using data samples from that given domain.

Therefore, sample pages are selected from different parts of the same ma-

nuscripts and scribe (e.g. begin, middle and end section). In addition, sam-

ples with different visual features are selected; these differences include e.g.

ink, writing material, digitisation process, and degradation level.
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5.2 St. Gall Sub-Set

Taking into account the aforementioned considerations, 100 pages from the

“Stiftsbibliothek” library of St. Gall collection [67] have been selected for

the analysis in this chapter: 10 scribes, 10 pages per scribe; see Table 5.1.

The selection has been done jointly with the scholars in the SFB sub-project

C08 [10] “East Frankish manuscripts with collections of formulas”, namely

Philippe Depreux and Till Hennings. This selection is based on the follo-

wing reasons:
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Table 5.1: Samples from St. Gall dataset [67].

• Both the manuscripts under research in the sub-project and the St. Gall

sub-set share the same script type, writing material, and production

period. They are both Latin script, more specifically the Carolingian

Minuscule script type from the 9th century using ink on a parchment.

• All handwritings in the selected sub-set share the same script type of

Carolingian Minuscule. This makes it more interesting and challenging
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than distinguishing between different script types like Anglo-Saxon

and Gothic script.

• The scribe identity of each hand has been already confirmed previously

by palaeographers and cataloguers; furthermore, the samples of diffe-

rent scribes are set apart in time (ca. 750 - 950 B.C.E.). Hence ground

truth is available.

• The St. Gall library collection contains high-quality images (RGB co-

lour images, 300 DPI, the spatial resolution ranges from 1875 x 3290

to 3833 x 5055 pixels (with an average of 2896 x 4192)). This high

resolution is required to allow us to analyse the impact of reducing the

resolution systematically.

• The images in this library collection are under a free license of access

and usage for research and education purposes.

5.3 Analysis Procedure

The matching algorithm of the proposed method (Normalised Local NBNN)

performs a one direction NN search, meaning that each descriptor from the

query sample image searches for nearest neighbours in the labelled sample

images. In other words, the descriptors from the labelled sample images do

not search in the opposite direction for nearest neighbours in the query sam-

ple image. This means also that query descriptors from image parts which

are irrelevant to the handwritings in question are forced to have matches
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(nearest neighbours) in the labelled images; this can have a negative impact

on the identification rate. Furthermore, more than one query descriptor may

be matched to the same labelled descriptor as a nearest neighbour (NN).

On the other hand, the descriptors of labelled images are matched only

to query descriptors if they are the nearest neighbours of a given query des-

criptor; otherwise, they will never be considered.

In addition, the computational description of keypoints in local image

regions is different in many cases under different resolution and contrast.

This implies that the overall difference in contrast or resolution between the

query images and the labelled images can have a large negative impact on

the performance of our method.

In order to consider the aforementioned issues, the dataset (100 pages of

10 scribes) is split into an unlabelled set and a labelled set; 50 pages are

assigned to each set. Degradation types have been applied in three diffe-

rent scenarios for both resolution and contrast analysis: to all 100 samples

(pages), to 50 test samples only, and to 50 labelled samples only. Finally,

identification rates are compared between the mentioned scenarios. Since

the goal of these tests is to compare the results for different degradation

levels, randomised image selection is avoided to ensure valid comparison.

The images have been selected, jointly with the aforementioned scholars, so

that both sets contain as similar quality and degradation level as possible to

avoid getting biased results.
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5.4 The Selected Degradation Types

The considered degradation types in this analysis were selected based on

their prevalence in digitised manuscripts and their direct influence on para-

meter selection of our proposed method. In our experiments, these degra-

dation types, namely varying image resolution, sample rotation and image

contrast, and impact of irrelevant information in samples, are systematically

produced and controlled, and they are selected to be relevant to the pos-

sible degradation types found in historical manuscripts from the selected

sub-projects within the SFB 950; see Figs. 1.2, 1.3, 1.4, and 1.5.

5.4.1 Resolution

The resolution in historical manuscripts differs between samples due to the

different settings of the digitisation process and acquisition equipments.

Although it does not necessarily impose any difficulties for palaeographers

in most cases, the resulting image resolution can have a significant impact

on computational methods.

In order to investigate the impact of resolution on the identification rate,

we systematically reduce the resolution of the images and recalculate the

identification rate as follows:

Let IN,M be the image with the original resolution (N x M ) and ĪK,L the

image with reduced resolution (K x L), where K = N x r and L = M

x r. The value of the decimation factor r starts with 1.0 and is decremen-
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ted iteratively by 0.1 until no more keypoints can be detected. The case of

r = 0.05 is selected manually to investigate the performance limits of our

method. The pixel intensities of the resulting image are determined by sim-

ply averaging the pixel intensities of the neighbouring pixels; see the figures

in Table. 5.2.

For this test, we set PCK (Percentage of Considered Keypoints) to 1

for the keypoints detected in the original resolution of the images. In order

to prevent the influence of resolution reduction on the number of detected

keypoints, the number of considered keypoints in the original resolution for

every image is stored and used for all values of r.

Table 5.2: A sample from St. Gall dataset with different values of the decimation factor r.

r = 1.0

Resolution = 691 x 130

r = 0.5

Resolution = 347 x 66

r = 0.1

Resolution = 70 x 15

r = 0.05 (manually selected)

Resolution = 37 x 9

The results in Fig. 5.1 and Fig. 5.2 show that whether we use SIFT or

FAST keypoints, the identification rate drops much slower with respect to r

if the resolution of both test and labelled images is decimated by the same

amount (same value of r). As yet, given our experimental data, the reason
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is assumed to be due to the fact that the calculated descriptor of the same

local image region varies under different resolutions. In addition, the iden-

tification rate drops slower in all scenarios when using SIFT keypoints, a

possible reason for this is the scale-invariance property of SIFT keypoints.

Figure 5.1: Resolution vs. Identification Rate using FAST keypoints.
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Figure 5.2: Resolution vs. Identification Rate using SIFT keypoints.

5.4.2 Contrast

The contrast in a digital image can be perceived in a small local area from

the difference between the parts with high- and low-intensity values, where

less contrast gives a ”flatter” image, and more contrast gives a ”deeper”

image. There are many other definitions of contrast in literature, such as

the difference in visual properties that makes an object distinguishable or

simply the difference in intensities from pixel to pixel [79], e.g. at edges. In

this dissertation, contrast refers to the global difference between the maxi-

mum and minimum pixel intensity in an image. Therefore, we use the term

contrast in this chapter to refer to the global contrast defined above.

Having a low contrast is a very common problem in historical manuscripts
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due to degradation factors like the preservation conditions and the type of

writing materials. The following test has been conducted to analyse the

impact of reducing the contrast on the identification rate:

1. The selected image samples of St. Gall library are converted to grey

values as described in Chapter 3.

2. Given an image I , let the lowest grey value of that image be Ilow.

3. All image grey values are shifted so that the minimum value equals zero

(for better visualisation, for easier visual inspection, and for simpler

mathematical formulation). This can be accomplished by setting the

value of Iv to Iv − Ilow, where Iv is any given grey value in the image

I .

4. The highest grey value of all the images is determined to be used as the

starting Maximum Contrast Threshold (MCT ).

5. In each iteration, MCT is systematically reduced as follows: If the

highest grey value IM in any image is smaller than the MCT , then

nothing is done; otherwise, grey values in that image are normalised to

the range between zero and the current MCT as follows: Īv = Iv x
MCT

IM
; see Table 5.3.

6. Finally, the identification rate is calculated.
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Table 5.3: A sample from St. Gall dataset with different values of the contrast threshold (MCT).
For better visualisation, we used the intensity value of zero for white and 255 for black.

MCT = 234 MCT = 100

MCT = 50 MCT = 15
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Figure 5.3: Contrast vs. Identification Rate using FAST keypoints.

Figure 5.4: Contrast vs. Identification Rate using SIFT keypoints.
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FAST keypoints are evidently very robust against contrast reduction; see

Fig. 5.3. High identification rates can be obtained in all scenarios with an as

low value of MCT as 15. On the other hand, using SIFT keypoints results

in a much faster drop of the identification rate; see Fig. 5.4. From these

results, it follows that using FAST keypoints is recommended in case of

having low contrast images.

5.4.3 Rotation

This kind of degradation usually occurs during the digitisation process of

the manuscript pages. Although handwriting orientation itself depends on

the script type, it is compared to handwritings of the same script type for

the task of writer identification. Therefore, what matters when applying the

proposed method is the relative rotation between different samples.

In order to understand the effect of having a relative rotation between

samples with different orientations, we rotate the test samples and increase

the rotation angle in each iteration while fixing the orientation of the labelled

samples; see the figures in Table 5.4.
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Table 5.4: A sample from St. Gall dataset with rotation around their centres.

0 Degrees Rotation 5 Degrees Rotation

10 Degrees Rotation 45 Degrees Rotation

Each test image is rotated around its centre by following the steps below:

1. A rotation matrix is calculated for each test image using the centre

coordinate of that image and the current rotation angle as follows:
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Let M be a 2x3 rotation matrix of six elements as follows:

M =

a00 a01 a02

a10 a11 a12

 .
For an image with centre coordinate pcentre at (xc, yc) and a rotation

angle θr, the rotation matrix is:

Mpcentre =

 α β (1− α) · xc − β · yc

−β α β · xc + (1− α) · yc

 ,
where

α = cos θr and β = sin θr

2. A linear transformation is applied to the coordinate (x, y) of each pixel

p in the test image to obtain the rotated position Tp by simply mul-

tiplying the rotation matrix M by the (x, y) coordinate of pixel p as

follows:

Let the coordinates of the current pixel be a 2x1 matrix:

P =

x
y

 .
Then

TP = M · [x, y, 1]T =⇒ TP =

a00x+ a01y + a02

a10x+ a11y + a12

 ,
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where TP is the linear transformation.

3. The process is repeated for each test image in each iteration, and the

rotation angle is incremented by 5 degrees in each iteration within a

range of degrees from 0 to 45.

The experimental results of rotating the test images show a graceful de-

cline of the identification rate as the rotation angle is increased. The beha-

viour of the method is very similar in both cases of using SIFT or FAST

keypoints as can be seen in Fig. 5.5. High identification rate is achievable

within a maximum rotation of 5 to 10 degrees.

Typically, the main text in historical manuscripts is digitised with no or

very little rotation that imposes no problem for the proposed method. Howe-

ver, in some cases, para-texts and comments are the handwritings in ques-

tion. Para-text does not necessarily have the normal orientation of the script.

In fact, some para-texts can have any orientation such as commentaries in

Arabic manuscripts. In those cases, correcting the orientation of para-text

handwritings to horizontal is a necessary step before applying our method.
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Figure 5.5: Rotation vs. Identification Rate.

5.4.4 Irrelevant Information

Our proposed method is a segmentation-free method that classifies the image

as a whole with all what it might contain. This means that any additio-

nal text, illustration images, or layouts existing in the image are used in

the classification and have an influence on the performance of our method.

Therefore, it is important to keep only the desired text written by the scribe

in question, in other words, only information relevant to the handwriting

style of a specific scribe should be kept, all other information is considered

irrelevant and should be removed (cropped out) as much as possible.

In order to quantify the effect of having irrelevant information on the

identification rate, a test has been conducted to compare the results with
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and without the existence of irrelevant information. Two datasets have been

created for this test: The first one contains the originally selected 100 sample

images with all the layouts, para-texts and other irrelevant information (see

Section 5.1), while the second one contains the same sample images but

with the main text region only (relevant information); three examples of

cropped images are presented in Tables 5.5, 5.6, and 5.7. This has been

accomplished simply by manually cropping the region of the main text in

the image. Everything within this region is kept as it is, including para-texts

and commentaries in between lines. The test results on the two datasets can

be found in Table 5.8.

Table 5.5: First sample from St. Gall dataset. Sample image before and after cropping.

Original Image Cropped Image
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Table 5.6: Second sample from St. Gall dataset. Sample image before and after cropping.

Original Image Cropped Image

Table 5.7: Third sample from St. Gall dataset. Sample image before and after cropping.

Original Image Cropped Image
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Table 5.8: Comparison between the identification rates of our proposed method before and after
image cropping.

Before and after cropping SIFT FAST

Original images 86% 96%

cropped images 96% 100%

In many cases, para-texts, commentaries, and corrections can be found in

between the lines of the main text. Although such text is usually written by

another scribe, it has not been removed in the analysis to keep the procedure

as simple as possible.

Theoretically, the number of descriptors that describe the handwriting

of a given scribe needs to be larger than the number of descriptors of irre-

levant information, in order for the method to classify the style correctly;

otherwise, the layout and para-text will be classified instead, leading to un-

intended classification results.

5.5 Conclusion

The proposed method (Normalised Local NBNN) has been analysed w.r.t.

some of the common degradation types in digitised manuscripts in order to

define the required quality of images and to evaluate the performance of our

method w.r.t. the selected degradation types.

Images from a public historical dataset have been selected jointly with

the scholars in the SFB sub-project C08 [10] as an evaluation dataset with

confirmed ground truth. This dataset is relevant to the data used in the sub-
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project C08 and representative for the typical degradation types they have.

Our analysis shows that having a similar degradation level of image reso-

lution, contrast, and rotation in both the query and the labelled images pro-

vides higher identification rates. Nevertheless, our experiments have shown

that SIFT keypoints can cope better with samples of different resolutions.

On the other hand, FAST keypoints can cope better with samples of a very

low contrast or a very low resolution.

In addition, the impact of the relative rotations between query and label-

led samples is analysed and the experimental outcomes indicate that the ty-

pical range (from 0 to 10 degrees) of rotation found in digitised manuscripts

does not have any significant impact on the identification rate.

Finally, removing any information that is not relevant to the handwriting

in question can improve the identification rate regardless of which keypoint

detection algorithm is used.
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Chapter 6

Implementation as a Software Tool

A software tool has been developed and implemented based on the pro-

posed method in this work with the option to change the main parameters

according to the quality of the images as we will explain in the following

sections. An intuitive graphical user interface (see Fig. 6.1) has been imple-

mented in order for the scholars from Humanities within the SFB 950 and

beyond to be able to integrate the results from our computational method

in their research work flow without the aid of experts from the community

of computational document analysis. The recommendations and guidelines

in the user manual are based on the conclusions drawn from our analysis

in this dissertation; see Chapters 3 and 5. The installation and the usage

procedure is kept as simple as possible so that the tool can be used by users

with limited technical experience.

The implementation of the proposed method has been developed iterati-

vely and incrementally based on feedback from Humanities’ scholars in the

CSMC within the SFB 950, mainly from sub-project [10]. The first imple-
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mentation of the proposed method was a command line interface without

the feature of parameter change. The second implementation was a simple

GUI that can handle a single sample per query and it was without the fea-

ture of parameter change as well. Eventually, the third implementation is

HAT-2 [80], which has been made public on the website of the Centre of the

Study of Manuscript Cultures (CSMC).

6.1 Design Criteria

In order to develop a practical and easy-to-use software tool for the scholars

from manuscript research within the SFB 950, several points need to be

taken into account. The main criteria which have been considered in the

development and design of our software tool are:

• The installation of the software tool should be straight-forward and

easy. No additional libraries should be required.

• The sample images of manuscripts should be processed locally to avoid

copyrights and ownership issues.

• The overall downloadable package size should be small enough for a

typical connection speed and local storage systems.

• The developed software tool should be compatible with the operating

systems used by the scholars within the SFB 950 in the CSMC. The

operating systems installed in the PCs of the centre are Windows x64

and Windows x32.
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• The users should interact with the software tool through an easy-to-use

Graphical User Interface (GUI).

In order to develop an easy-to-use GUI, the following design criteria have

been considered:

• All GUI elements should be accessible from the main window of the

software tool for simplicity.

• The GUI elements should be distributed according to the usage proce-

dure which the user follows.

• The control elements of the GUI, such as buttons, should be disabled

whenever not needed to avoid any unintended action by the user.

• In the case of wrong usage or invalidity of data, messages should be

provided for the user with easy-to-understand descriptions.

6.2 Handwriting Analysis Tool v2.0 (HAT-2)

Our implementation of the proposed method in this dissertation can be in-

stalled as a standalone software without the need to install additional soft-

ware packages and libraries; furthermore, it can be used by the scholars

from Humanities without the aid of experts from the community of compu-

tational document analysis as a decision support tool. Therefore, we refer

to this implementation as a software tool in this dissertation.
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The Handwriting Analysis Tool v2.0 [80] (HAT-2) is developed as a Win-

dows Forms project using C# within the .NET framework from Microsoft.

It is an open source project that is licensed under the Creative Commons

Attribution-NonCommercial 4.0 International Public License. This soft-

ware tool has been tested using manuscripts from sub-projects within the

SFB 950, namely C08 [10], B05 [12] and C06 [13], and it has been used for

the tasks related to writer/scribe identification by scholars from Humanities.

In Section 6.3, we will present two use cases to demonstrate the applicabi-

lity of this tool to research questions of scholars in Humanities within the

SFB 950.

The Handwriting Analysis Tool v2.0 (HAT-2) can be used to analyse

handwritings of known scribes and sort them according to their similarity

to unknown handwritings. A similarity score is produced for each style

(scribe) so that the user can have a relative comparison between the styles

with respect to a given unknown handwriting. A description of this simila-

rity score will be presented in Section 6.2.3.

The main goal of this tool is to provide supporting information for the

scholars from Humanities within the SFB 950 regarding their research que-

stions related to writer/scribe identification and handwriting style analysis.
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Figure 6.1: HAT-2 Graphical User Interface (GUI).

6.2.1 Required Directory Structure

The handwriting images need to be structured in a certain way so that the

tool can process them correctly; an example of the needed directory struc-

ture is presented in Fig 6.2. The following guidelines need to be considered

when the directory structure is created:
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Figure 6.2: Example of the required directory structure in order for the software tool to process the
images correctly.

• The (Known) folder must contain at least 2 sub-folders for handwri-

tings from different styles (scribes).

• The name of the folders can be any valid string under the Windows

operating system, as far as it is distinguishable by the user.

• There is no upper limit neither for the number of sub-directories nor

for the number of images inside them.

• Several unknown handwritings (queries) can be tested simultaneously.

• In the directory of unknown handwritings, all images within the same

sub-folder are treated as one query (one image). This is particularly

useful when dealing with a heavily degraded or fragmented piece of

handwriting; parts with clear handwritings can be cropped and saved as

individual images in the same sub-folder as one unknown handwriting

(query). The same procedure is applicable to the known handwritings.
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6.2.2 Parameter Settings

The default settings of the HAT-2 software tool applies the proposed met-

hod using SIFT keypoints detection algorithm with an orientation-difference

threshold of 10 degrees. The user can apply these default settings whenever

she/he clicks the button Default. By clicking the button Settings, the user

can choose between two different keypoints detection algorithms and can

modify the corresponding parameters of the chosen algorithm; see Fig. 6.3.

The user can choose the suitable settings for her/his sample images based

on the recommendations we offer in the manual of HAT-2 [80], as well as in

the following sections. The recommendations mentioned in the following

sections are based on the method analysis presented in Chapters 5 and 3,

and in [81] as well.

Figure 6.3: The Windows Dialog Box from which the settings of HAT-2 can be modified.
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Scale Invariant Feature Transform (SIFT)

This keypoint detection algorithm can cope better with images of large diffe-

rence in resolution; see Chapter 5. Furthermore, one can specify the amount

of rotation that can be tolerated between images; see Chapter 3. A rotation-

difference threshold of 10 degrees is typically enough. The allowed values

are integers between 0 and 90.

Features from Accelerated Segment Test (FAST)

This keypoint detection algorithm can cope better with very low-contrast or

very low-resolution images; see Chapter 5. Furthermore, one can specify

the percentage of keypoints to be considered in the analysis; see Chapter 3.

Only the specified top percentage of keypoints with the highest response

is considered. This parameter selection can greatly speed up the proces-

sing time, which could be of high importance when dealing with a large

collection of manuscripts. The recommended value for this parameter de-

pends on the ratio of the relevant information to the irrelevant information

with respect to the targeted handwriting. For handwritings on heavily de-

graded non-contemporary material such as parchments, the parameter value

of which the best results can be obtained can be as low as 5%. In general, a

percentage of 10% or less was suitable for all of the manuscript images we

tested within the SFB 950 sub-projects. The allowed values are decimals

between 0.01 and 100.

120



6.2.3 Results Presentation

The calculated similarity scores by HAT-2 software tool are measures of

relative similarity, the tool calculates how similar an unknown style is to a

given known style relative to the other known styles. These similarity scores

should be used by scholars in Humanities as indicators of handwriting style

similarity and as a supporting information for their research questions. The

similarity scores are calculated as follows:

LetDs be the absolute value of the distance to the handwriting style s cal-

culated by the proposed method in Chapter 3, equ. 3.19: Ds = |Dist
c
local

Kc
|,

and SumD =
∑n

s=1Ds, where n is the number of known styles. The rela-

tive score S for a given style s is Ss =
Ds

SumD
100.

A brief version of the results is displayed automatically as a summary

table. This summary table shows only the best handwriting style match

for every unknown handwriting style, while in the results file, all the styles

are ranked according to their similarity to the unknown handwriting as full

results; see Fig. 6.4 for details.
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Figure 6.4: Illustrative example of the two versions of results produced by the software tool HAT-2.

An illustration of a possible scenario is presented in Fig. 6.4. The simi-

larity scores of three known (labelled) handwriting styles (writers), namely

Fischer, Schmidt and Schneider, are calculated by the HAT-2 software tool

w.r.t. three unknown (query) handwriting styles (Unknown1, Unknown2 and

Unknown3). The summary results only provide the name and the similarity

score of the most similar known handwriting style to each unknown hand-

writing style. On the other hand, the full results file provides the similarity

scores of all the known handwriting styles to each of the unknown handwri-

ting styles in a separate table.

For example, we can see from the summary results that the known hand-
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writing style Fischer is the most similar handwriting style to Unknown1

with a similarity score of 71.3. In order to have more detailed results and

better understanding for the meaning of this numerical value, we refer to

the full results file. In the full results file, we can see that the similarity sco-

res of the known handwriting styles w.r.t. Unknown1 are given as follows:

Fischer 71.3, Schneider 15.3 and Schmidt 13.2. One can have an indica-

tion from these numerical values for the similarity of Fischer handwriting

style to Unknown1 relative to Schneider and Schmidt handwriting styles,

for which they both have much smaller similarity values than Fischer to

Unknown1.

The HAT-2 software tool produces two versions of the generated simila-

rity scores:

• Summary: a brief version of the similarity scores is displayed automa-

tically as a table in the tool window. This summary shows only the best

match for every unknown handwriting along with their relative simila-

rity score S.

• Full: a complete version of the results can be obtained by saving the

results to a file. One can save it in a (.csv) or (.txt) format. In the

saved file, one can find all the styles ranked according to their relative

similarity to the unknown handwriting.

In order to avoid any possible confusion by the presented result values,

it is worth mentioning that the results can vary slightly for a repeated test.
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The typical variation range is less than 1% due to the application of the Fast

Library for Approximate Nearest Neighbours (FLANN)[68].

6.2.4 Usage Procedure

Creating a user-friendly graphical user interface that is easy to use was one

of the main goals for creating this tool. Therefore, the procedure that the

scholars need to follow has been kept simple in the user manual [80]. It can

be summarised in the form of a user guide as follows:

1. If the user wants to change the default settings, she/he can select the

desired keypoints detection algorithm and enter the corresponding pa-

rameter from the Settings; see Section 6.2.2 for details. If this step is

skipped, the default settings will be applied; see Section 6.2.2.

2. The user can browse to the folder that contains unknown handwriting

styles (each style must be stored in a separated sub-folder).

3. The user can browse to the folder that contains known handwriting

styles (each style must be stored in a separated sub-folder).

4. The user can click the button Analyse to analyse the known and unknown

handwriting styles and produce the similarity scores.

5. The user can check the summary version of the results in the Results

table to see the best match for every unknown handwriting. She/he

can save the full version of the results to a file to see the full results
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with all the similarity scores produced by the HAT-2 software tool; see

Section 6.2.3 for details.

6.2.5 Technical Considerations

The main technical requirements to install and use the tool are:

• The required target system (platform) is Windows (x64 and x32).

• The supported file extensions for input images are: .jpg/.jpeg, .tif/.tiff,

.png and .bmp.

• The possible formats for results file are: (.csv) file, which can be ope-

ned by any spreadsheet application like Microsoft Excel, and (.txt) file,

which is a plain text format.

6.2.6 Additional Considerations

In general, the following remarks are important to be considered when using

this software tool:

• In the directory of Known handwriting styles, the name of the sub-

folder will be used as the name of the style for the images in that sub-

folder.

• The Reset button deletes any stored information and prepares the soft-

ware tool to start a new test. The previous test results will be deleted;

therefore, the full version of results should be saved to a file before

resetting.
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• Any information that is irrelevant to the targeted handwriting should

be removed as much as possible. As yet, this can be done by simply

cropping the image region(s) with the targeted handwritings parts only;

see the discussion in Section 5.4.4.

6.3 Application to Research Questions of Scholars within the SFB

The design of HAT-2 software tool allows for several usage scenarios depen-

ding on the scholar’s approach and the problem at hand. Moreover, there is

no distinction internally between the labelled samples in the “Known” sub-

folders and the unlabelled samples in the “Unknown” sub-folders. There-

fore, all the writers/scribes of the sample images can be unknown in a given

test, it is only needed to add labels (distinctive names) to the samples in

the “Known” sub-folders to discriminate between the different writing sty-

les. The similarity scores then can be interpreted in a meaningful and useful

way.

For the cases when only two handwriting styles (S1 and S2) need to be

compared, samples from one of the styles can be split into two parts (S1.1

and S1.2), then the problem can be formulated as follows:

The “Unknown” sub-folder (query) contains S1.1 samples, while the

“Known” sub-folders contain S1.2 samples and S2 samples, each with a

different label. The higher the difference in the score between the two sty-

les, the more they are different.

The results produced by this software tool should be considered as a
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supporting information to the palaeographers rather than a final scribe iden-

tification result. Furthermore, the HAT-2 design allows the user to interact

by modifying the set of handwriting style to compare with, the settings, and

the parts of handwritings that they are interested in. Therefore, this software

tool is a research tool that provides supporting information related to hand-

writing style analysis for the scholars from Humanities. This supporting

information can be used in the process of identifying (or hypothesising) the

scribe of a given manuscript.

In summary, this software is designed as a useful tool to be used by scho-

lars with sufficient knowledge about the handwritings in question. The re-

search questions (see the following sections) need to be formulated by the

scholars in order for the tests to make any scientific sense. Furthermore,

the results need to be used by experts from manuscript research in Huma-

nities to ensure the careful considerations of the textual, philological, and

historical context of the handwriting materials.

Some of the usage possibilities (options) for this software tool are:

• Validating proposed hypotheses by the scholars related to handwriting

style analysis and scribe identification.

• Indicating similarities between handwritings in a collection of questio-

ned manuscripts to be further investigated by the scholars.

• Providing similarity values between questioned handwritings in ma-

nuscripts which can lead to further investigations.
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• Providing a ranked list of similarities which can be used to help tracking

gradual changes in a handwriting style (e.g. due to the ageing of a gi-

ven scribe or the increasing physical fatigue from the begin to the end

of a manuscript).

In the following sections, use cases from two sub-projects in the SFB

950 are presented. In order to demonstrate the generality and applicability

of our proposed method, we selected these two use cases based on their

orthogonality in terms of script types and research questions.

6.3.1 Use Case: Sub-Project C08

The sub-project C08 [10] “East Frankish manuscripts with collections of

formulas”, led by Philippe Depreux, investigates manuscripts written in

the Eastern regions of the Frankish Empire during the 9th and 10th cen-

tury which contain collections of formulae, i.e. sample letters and charters.

A collaboration has been established with this sub-project [3] in order to

carry out handwriting style analyses of these manuscripts in order to pro-

vide supporting information for the task of scribe identification and hand-

writing style comparison. The intention is not only to assign manuscripts

(or parts of manuscripts) to a specific scribe or scriptorium but to document

the compilation and growth of the manuscripts.

A scholar in this sub-project, namely Till Hennings, isolated each hand-

writing style hypothesized to be different in a separate sub-folder and gave a

label for each sub-folder. After that, the formulation of the questions (tests)
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refer only to the labels they assigned. The scholars formulated the tests to

measure the similarity between these handwriting styles. One of their rese-

arch questions was the following:

Do the handwriting samples in B, E and P sub-folders belong to the same

style/scribe? Handwriting samples from the mentioned sub-folders are gi-

ven in Fig. 6.5 along with their assigned labels.
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(a) Sample from sub-folder B.

(b) Sample from sub-folder E.

(c) Sample from sub-folder P. (d) Sample from sub-folder C.

(e) Sample from sub-folder F.

(f) Sample from sub-folder O.

(g) Sample from sub-folder Q.

Figure 6.5: Handwriting samples from sub-folders B,E,P,C,F,O and Q. Paris BNF. Latin 763
(http://www.bnf.fr/fr/acc/x.accueil.html)

In order to answer this question, the scholars in sub-project C08 perfor-

med three tests: The first one measures the similarity between B and all the
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other styles including E and P, the second one measures the similarity be-

tween E and all the other styles including B and P, the third test measures

the similarity between P and all the other styles including B and E. HAT-2 is

used to perform these tests using FAST keypoints with PCK = 10%. The

FAST keypoints detection algorithm has been selected because all the sam-

ples in this test have similar image resolution, and the global image contrast

is very low in some images. The full results are shown in Figs. 6.6, 6.7 and

6.8.

Figure 6.6: The test result for query B obtained by scholars from sub-project C08 using HAT-2.

Figure 6.7: The test results for query E obtained by scholars from sub-project C08 using HAT-2.
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Figure 6.8: The test results for query P obtained by scholars from sub-project C08 using HAT-2.

The test results for query B in Fig. 6.6 show that the similarity scores

of handwriting styles P and E (42.3% and 32.4% respectively) are clearly

higher than the following similarity score of handwriting style O (13.7%) in

the ordered list of results. These similarity scores are relative to the simi-

larity scores of the other handwriting styles, namely Q, C, and F. The test

results for queries E and P also demonstrate clearly the similarities between

the handwriting styles of B, E, and P.

In conclusion, test results of the queries B, E and P show that the most

similar pair of handwritings for any given query is the other two queries.

These results confirm the preliminary hypothesis stated by the scholars in

the sub-project based on palaeographical pieces of evidence.

6.3.2 Use Case: Sub-Project B05

Tilman Seidensticker from sub-project B05 [12] presented an investiga-

tion [82] of a case study of Arabic audience certificates contained in the
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manuscript Ms. orient. A-627 from the Forschungsbibliothek Gotha, Ger-

many. He provided in his research a hypothesis about the different hands

of audience certificates based on manual examination of text by comparison

of similar text contents across different handwriting styles in addition to the

textual context and content.

In order to validate the hypothesis presented in [82], we jointly carried

out a test to measure the similarities of handwriting styles between the diffe-

rent audience certificates. Each handwritten paragraph is cropped and con-

sidered to be written by a unique writer and is given a numerical label from

writer 1 to writer 13; the samples used in the tests are shown in Fig. 6.9.

Then we measured the similarity between all the writing styles using HAT-2

to see if some styles are indeed more similar to each other which indicate

that they may belong to the same scribe. The FAST keypoints detector was

used with PCK = 10%. The FAST keypoints detection algorithm has been

selected because all the samples in this test have the same image resolution,

and the contrast is very low in some parts of the sample images.
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(a) First sample. (b) Second sample. (c) Third sample.

(d) Fourth sample. (e) Fifth sample. (f) Sixth sample.

Figure 6.9: Samples used in the test from Arabic audience certificates from manuscript Ms. orient.
A-627.

The results of the test confirmed the hypothesis presented in [82]. Furt-

hermore, the similarity scores provided additional information to the rese-

arch and paved the way for further investigation. Three examples of the

confirmed hypotheses using HAT-2 are presented in figures 6.10, 6.11 and

6.12. For example, the test results in Fig. 6.10 clearly show that the simila-
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rity between the handwriting pairs (writer 2 and writer 8) as queries, which

are hypothesised to be written by the same hand, is indeed much higher

compared to the other handwritten paragraphs in the same test by a large

margin. The same is also true for the other two pairs of handwritten para-

graphs (writer 4, writer 10) as queries and (writer 5, writer 12) as queries.

Figure 6.10: Results generated by HAT-2 using the cropped Arabic audience certificates from the
research in [82]. The results shown in this figure are for the handwriting pairs (writer 2 and writer
8).

135



Figure 6.11: Results generated by HAT-2 using the cropped Arabic audience certificates from the
research in [82]. The results shown in this figure are for the handwriting pairs (writer 4 and writer
10).
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Figure 6.12: Results generated by HAT-2 using the cropped Arabic audience certificates from the
research in [82]. The results shown in this figure are for the handwriting pairs (writer 5 and writer
12).

6.4 HAT-2 within the Community of Manuscript Research in Huma-

nities

Our developed software tool HAT-2 has been perceived as a useful tool and

used by the community of manuscript research in Humanities. An invited

talk has been given in Universität Heidelberg to present the HAT-2 due to

the interest shown by the scholars in the Text-Object-Person (T-O-P) re-

search group (https://www.uni-heidelberg.de/forschung/

profil/field_of_focus_3/forschung/). In addition, an invited

lecture will be given in Universität Basel to present our work on handwri-
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ting style analysis and the HAT-2 due to the interest shown by the scholars

in the SNSF Ambizione project: “Reuniting fragments, identifying scri-

bes and characterizing scripts: the Digital paleography of Greek and Cop-

tic papyri” (https://altegeschichte.philhist.unibas.ch/

de/digpaleo/).

In addition to the use cases presented in Sections 6.3.1 and 6.3.2, other

scholars from manuscript research in Humanities reported an independent

(without aid from experts) application of the HAT-2 to their manuscript sam-

ples such as Marco Heiles from RWTH Aachen University (Latin script),

and Isabelle Marthot-Santaniello from Universität Basel (Greek script).

6.5 Conclusion

We developed an easy-to-use implementation of our proposed method as

a software tool. This software tool is developed with a user-friendly GUI

and it produces similarity scores in an intuitive presentation so that it can be

used by the scholars from Humanities without the aid of experts from the

community of computational document analysis. Our software tool has been

used by scholars from Humanities for their research yielding very satisfying

results for as yet two use cases from two sub-projects within the SFB 950.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

The main goal of this dissertation is to develop a computational method ca-

pable of analysing the handwriting samples of digitised manuscripts in order

to generate similarity scores which can be used as a supporting information

for the task of handwriting style identification.

This dissertation is a part of the Scientific Service Project Z03 “Image

Processing Methods for Determining Visual Manuscript and Character Fea-

tures” [3] within the Sonderforschungsbereich (SFB 950) “Manuscript Cul-

tures in Asia, Africa and Europe” [2] at Universität Hamburg.

Requirements have been gathered and analysed from selected sub-projects

within the SFB 950 with regards to the task of handwriting style identifica-

tion. Then we analysed the related state-of-the-art of computational met-

hods based on these requirements in order to find the best starting point for

the development of an improved, thus novel method.

139



The focus of the state-of-the-art computational methods for writer iden-

tification was mainly on feature selection and design rather than on classi-

fiers. Several types of features have been used by researchers to capture

the individuality of handwriting. Methods using gradient-based features

like SIFT descriptors demonstrated state-of-the-art results on digitised ma-

nuscripts. These features describe visual features in local regions of hand-

writings without the need of prior contour extraction or character segmenta-

tion which is difficult and unreliable preprocessing in digitised manuscripts

of sub-projects within the SFB 950 given the typical degradation of their

handwriting samples.

The handwriting samples of historical manuscripts are often sparse and

without labels or even ground-truth, which do not render possible the appli-

cation of learning-based methods. This is also true in the case of the selected

sub-projects within the SFB 950. Therefore, we developed a learning-free

method based on the Local Naı̈ve Bayes Nearest-Neighbour (NBNN) clas-

sifier. This classifier requires dense keypoints detection algorithms such as

SIFT and FAST keypoints detectors in order to provide high classification

rates.

This dissertation presented a novel method for the task of handwriting

style identification based on the Local NBNN classifier given small sets of

unbalanced sample data. The orientations of SIFT keypoints are used to

restrict the matching between descriptors to only those with similar orien-

tation. Distances to classes are normalised by the number of keypoints for
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each class to cope with the prevalent problem of unbalanced data in digitised

manuscripts of the selected sub-projects within the SFB 950.

The performance of our proposed method has been evaluated on several

public datasets of different writing systems including musical scores and

state-of-the-art results were obtained in all experiments with a fixed parame-

ter set. This performance evaluation demonstrated the discriminative power

of the proposed method w.r.t. different handwriting styles in the standard

datasets. Moreover, some of these standard datasets offer handwriting sty-

les in many different script types from a large number of writers. Therefore,

the performance evaluation results also demonstrated the generality of our

proposed method and the scalability to a large number of classes.

Degradation in digitised manuscripts can result e.g. from the poor pre-

servation conditions, from the used materials, and even from the digitisa-

tion process itself. These degradation factors have a negative impact on the

performance of computational methods and they cannot be always elimi-

nated. Therefore, the proposed method has been analysed w.r.t. some of

the common degradation types in digitised manuscripts in order to define

the required quality of images and thus provide guidelines for the scholars

on what parameters to choose according to the image quality of their hand-

writing samples. Images from a public historical dataset have been used in

this analysis and have been selected jointly with scholars from the SFB 950.

This dataset is selected to be relevant to the data used in the sub-project C08

of the SFB 950 and representative w.r.t. the typical degradation their data
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have.

Our analysis in this dissertation showed that having a similar degradation

level in both the query and the labelled images provides higher identifica-

tion rates. Nevertheless, SIFT keypoints can cope better with samples of

different resolutions. On the other hand, FAST keypoints can cope better

with samples of a very low contrast or a very low resolution. In addition,

the impact of the relative rotations between query and labelled samples is

analysed and the outcomes indicated that the typical range of rotation found

in digitised manuscripts does not have any significant impact on the identifi-

cation rate of the proposed method. Finally, our analysis showed that remo-

ving the elements that are not relevant to the handwriting in question from

the images can improve the identification rate regardless of which keypoint

detection algorithm is used.

The currently proposed methods of handwriting style analysis are beyond

the reach of scholars from manuscript research in Humanities: either be-

cause of the required computational resources of the method itself or be-

cause of the lack of easy-to-use implementations. Therefore, we developed

an easy-to-use software tool of our proposed method. The HAT-2 software

tool is implemented with a user-friendly GUI and it produces similarity sco-

res with an intuitive presentation so that it can be used by the scholars from

Humanities without the aid of experts from the community of computatio-

nal document analysis. Our software tool implementation has been made

public via the website of the SFB 950 and has been used by pilot scholars
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from Humanities within the SFB 950 for their research yielding very sa-

tisfying results. As of today, two use cases from the sub-projects within the

SFB 950 have been presented and discussed in this dissertation in order to

demonstrate the applicability of the developed method as an software tool

to research problems from Humanities‘ scholars.

7.2 Future Work

The performance of the proposed method can be enhanced by considering

only keypoints detected on textual parts of the images. This can be accom-

plished either by prior detection of text regions via layout analysis or by

determining the optimal Percentage of Considered Keypoints (PCK) value

for each image. In addition, a possible drop in the performance can be avoi-

ded by estimation and correction of image rotation.

Furthermore, post-processing steps can be added to the proposed method

in order to enhance the workflow of scholars from the Humanities for their

tasks related to handwriting style analysis. For example, after the proposed

method is used to rank the labelled images according to their similarity to

a query image, the most visually similar local regions in the top-ranked

images can be detected and located for further investigation by the scholars.

In addition to writer identification, the application range of the proposed

approach may also be extended to other related problems, such as the clus-

tering of handwriting styles, the dating of manuscripts based on handwriting

style and the automatic comparison and classification of manuscript pages
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based on the differences in handwriting style.

The current implementation of the software tool HAT-2 can be impro-

ved by providing interaction-based functionalities, like text region selection.

Furthermore, visualising the detected keypoints can be helpful in selecting

the optimal PCK value for FAST keypoints. In addition, the software tool

can be re-implemented as a web application in order to provide a platform-

independent implementation.

The research group in the iXMan Lab in the Department of Informa-

tics, Universität Hamburg, developed an integration architecture and re-

implemented HAT-2 as a web application with the feature of text region se-

lection through an interaction-based functionality. Furthermore, this group

is currently working on the visualisation of the detected keypoints on hand-

written manuscript samples.
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