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Abstract

Abstract

This thesis deals with a systematic study of magnetic properties, i.e. saturation magnetization, ex-
change stiffness, anisotropy, interlayer exchange coupling, and average domains size, of ultrathin
Co-based multilayer systems. The multilayers were prepared by DC-magnetron sputtering and the
Co-layers are sandwiched either symmetrically or antisymmetrically between nonmagnetic spacer

layers of Pt or Ir.

Various experimental techniques were employed to study the different properties and their Co-
thickness-driven evolution. The saturation magnetization was measured using ferromagnetic reso-
nance spectroscopy (FMR), while anisotropies and interlayer exchange coupling were determined
from measurements of the magneto-optic Kerr effect (MOKE). The exchange stiffness is extracted
from domain wall profiles acquired with X-ray holographic microscopy (XHM). To this end, the
fabrication scheme of the X-ray optics used in the microscope was improved and a lateral resolu-
tion of sub-12nm experimentally proven. The average domain size was obtained from intensity
profiles acquired via X-ray resonant magnetic scattering (XRMS). From the comparison of meas-
ured domain sizes to ones calculated from domain spacing models, the strength of the
Dzyaloshinskii-Moriya interaction (DMI) can be estimated. It is shown that this method, which is
frequently applied in literature, is prone to problems, such as the strong dependence on all other
magnetic parameters, as well as on the geometry of the domain pattern, the influence of domain
wall pinning, and the various models producing differing results. This aggravates the comparison

of values between different groups and strongly limits the applicability.

Unlike in recent publications concerning similar multilayer systems, the values measured for the
saturation magnetization down to layer thicknesses of 2nm are in line with the literature value for
bulk Co. MOKE data suggest that bulk-like values persist down to = 1 nm. The exchange stiffness
was found to be considerably reduced in ultrathin layers compared to the bulk value of fcc Co. The
reduction is attributed to interdiffusion at the interfaces and a model is developed that describes

the reduction in dependence of the Co thickness and thewidth of the interdiffusion zone.

A spin reorientation transition (SRT) from perpendicular to easy-plane magnetization was ob-
served, which is driven by the Co thickness. The transition, however, is strongly influenced by the
number of repetitions N and the thickness of the non-magnetic spacer layers. Perpendicular mag-
netization was observed far beyond the zero crossing of the effective anisotropy for N = 6, which
is attributed to the formation of a three-dimensional magnetic microstructure, the so-called vortex

state.




Abstract

In the antisymmetric systems, the stacking sequence plays a crucial role. Both, anisotropy and in-
terlayer exchange coupling are altered by inversion of the sequence. The interlayer exchange cou-
pling changes from a strictly ferromagnetic to an oscillatory behavior, like it is found for a pure Ir
spacer layer, but with a longer period length, which is dependent on the thickness of both spacer
layers. Finally, perpendicular domains were observed also in antiferromagnetically coupled multi-
layers, starting from a specific Co-layer thickness, and extending far beyond the zero crossing of
the effective anisotropy. While such domains were proposed and observed in such systems for
weak effective anisotropies favoring perpendicular magnetization, their presence beyond the zero

crossing has not been described before.




Zusammenfassung

Zusammenfassung

Diese Doktorarbeit befasst sich mit der systematischen Untersuchung von sehr dinnen
kobaltbasierten Multilagensystemen im Hinblick auf ihre magnetischen Eigenschaften, d.h.
Sittigungsmagnetisierung, Austauschsteiffigkeit, magnetische Anisotropie, Zwischenlagenaus-
tauschkopplung und mittlere Dominengrofle. Die Kobaltlagen sind symmetrisch oder
antisymmetrisch von nichtmagnetischen Zwischenlagen aus Platin oder Iridium eingefasst und

wurden mittels Gleichspannungs-Kathodenzerstaubung pripariert.

Die verschiedenen Eigenschaften wurden mittels unterschiedlicher experimenteller Techniken auf
ihre kobaltschichtdickenabhingige Entwicklung untersucht. Fur die Untersuchung der
Sattigungsmagnetisierung wurde ferromagnetische Resonanzspektroskopie eingesetzt, wiahrend
Anisotropie und Zwischenlagenkopplung durch Messung des magnetooptischen Kerr-Effektes
(MOKE) untersucht wurden. Die Austauschsteiffigkeit wurde aus Dominenwandprofilen
extrahiert, welche mit rontgenholographischer Mikroskopie (XHM) aufgenommen wurden. Um
dies zu ermdglichen wurde der Herstellungsprozess eines fir dieses Mikroskop essentiellen
rontgenoptischen Bauteils verbessert und eine raumliche Auflésung von unter 12 nm experimentell
nachgewiesen. Die Bestimmung der mittleren Dominengrof3e erfolgte aus Intensititsprofilen,
welche mittels resonanter Rontgen-Kleinwinkelstreuung (XRMS) gemessen wurden. Aus dem
Vergleich der experimentell bestimmten und mit Modellen berechneten Dominengrof3en kann die
Stirke der Dzyaloshinskii-Moriya Wechselwirkung (DMI) bestimmt werden. Es wird gezeigt, dass
diese hiufig in der Literatur verwendete Methode sehr problemanfillig ist, was den Vergleich von
Werten zwischen verschidenen Arbeitsgruppen erschwert und die Verlidsslichkeit so gewonnener
Ergebnisse in Frage stellt. Diese Anfilligkeit ist der starken Abhingigkeit von den ibrigen
magnetischen Parametern sowie dem Einfluss von Pinning, der Geometrie des Domanenmusters,

sowie abweichenden Vorhersagen der unterschiedlichen verwendeten Modelle geschuldet.

Im Gegensatz zu mehreren kiirzlich erschienen Publikationen zu dhnlichen Multilagensystemen,
wurden fiir Kobaltschichtdicken bis zu 2nm Sittigungsmagnetisierungswerte gemessen die in
Ubereinstimmung mit dem Literaturwert fiir Kobaltvolumenkristalle sind. Aus MOKE Messungen
wurde abgeschitzt, dass volumenartige Werte bis Schichtdicken von 1nm vorherschen. Fur die
Austauschsteiffigkeit wurde ein im Vergleich zu fcc Volumenkobalt stark verringerter Wert
gemessen. Die Reduktion wird auf Durchmischung an den Grenzflichen zuriickgefithrt und ein
Modell entwickelt, welches die Reduktion in Abhangigkeit der Kobaltschichtdicke und der Breite

der Durchmischungszone an der Grenzfliche beschreibt.




Zusammenfassung

Es wurde ein kobaltdickengetriebener Spinreorientierungsubergang (SRT) beobachtet, bei
welchem sich die Vorzugsrichtung der Magnetisierung von senkrecht zu in der Ebene verindert.
Die Art des Ubergangs ist allerdings stark von der Anzahl der Multilagen N und der Dicke der
nichtmagnetischen Zwischenlagen abhingig. Auch noch in Bereichen jenseits des Null-durchgangs
der effektiven Anisotropiewurden fiir N = 6 senkrechte Dominen beobachtet, welche der

Entstehung einer dreidimensionalen Magnetisierungsverteilung zugeschrieben wird.

Es hat sich gezeigt, dass in den antisymmetrischen Systemen die Reihenfolge der Schichten eine
entscheidende Rolle fiir die resultierenden Eigenschaften spielt. Sowohl die Anisotropie wie auch
die Zwischenlagenaustauschkopplung werden davon entscheidend beeinflusst. Durch die
Umbkehrung der Schichtenfolge wird ein Wechsel von ausschlief3lich ferromagnetischer Kopplung
zu einem periodisch zwischen ferro- und antiferromagnetisch oszillierenden Verhalten
hervorgerufen — ein Verhalten, welches bereitsvon Zwischenlagen aus reinem Iridium bekannt ist.
Die Ostzillation erfolgt jedoch mit einer lingeren Periodenlinge welche sowohl von der Dicke wie
auch der Zusammensetzung der Zwischenlagen abhingig ist. Des Weiteren wurden senkrecht
magnetisierte Domiénen auch in antiferromagnetisch gekoppelten Multilagen oberhalb einer
spezifischen Kobaltschichtdicke beobachtet, die sich bis weit tiber den Nulldurchgang der
effektiven Anisotropie hinaus beobachteten lieBen. Wihrend derartige Dominen fir solche
Systeme im Bereich von schwacher senkrechter Anisotropie vorhergesagt und bereits beobachtet

wurden, ist deren Prisenz jenseits des Nulldurchgangs bisher nicht berichtet worden.
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Figure 1-2: (a) Representation of the Fermi surface of Cu. The necks in (111) direction are
indicated in gray. (b) Periodically repeated rectangular slice through the
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represent the Fermi surface; the white arrow shows a one-dimensional
reciprocal lattice vector in the interface direction. Two critical spanning

vectors are indicated as light and dark gray arrows. (772).....ccccvvvcrvivinnnne.

Figure 1-3: Theoretical remagnetization curves for identical antiferromagnetically coupled
ferromagnetic layers for the cases (a) perpendicular anisotropy is larger
than the coupling, (b) the sample has easy-plane anisotropy, and (c) the
perpendicular anisotropy is smaller than the coupling. The arrows
schematically indicate the orientations of the layers and the field is
applied along the easy axis (perpendicular for (a, c) and longitudinal for
(b)). Additionally in (a), the case for four identical layers is depicted.

(T8T) weeeeeeeeeeeeeeee e eeeeeeeee e smeessee e semsssse e esssees e s essesses e

Figure 1-4: The width éw and the profile of the domain wall transition §(x) result from a
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Figure 1-5: XMCD effect at the L edges of iron. a) Excitation of spin-polarized
photoelectrons into the exchange-splitted d-bands of iron using X-rays
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polarized X-rays in the soft X-ray regime using a ferromagnetic iron
sample with magnetization direction aligned with respect to the direction
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Figure 1-6: (a) Sketch of the X-ray holographic microscope. The key components are the
holography mask, the sample in form of a second SisaN4 membrane, and
a CCD camera. The holography masks, consisting of an object and
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visualization). The waves emitted from object and reference hole
interfere on the CCD camera, where the hologram is recorded. (b) Eight
reconstructed images of the domain structure of a DyCo alloy sample at
the Co L.3-edge are stitched together to increase the field of view. The
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Figure 1-8: In the XHM geometry, the separation of the holography mask from the object
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Figure 2-3: M(H) curves are shown measured by MOKE in a Pt\Co1.1nm\Pt sample. In (a)
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beam path (black and red dots) for the longitudinal ellipticity € are
shown that include parasitic contributions of the polar ellipticity. Due to
the inversed beam path, the longitudinal £ changes sign while the polar £
remains unchanged. The blue curve, free of the parasitic signal, is
obtained by subtracting the black and red curve and dividing by two............... 61

Figure 2-4: Photograph of the FIB/SEM dual-beam setup with the vertically mounted FIB
column (1), the SEM column (2), which is tilted by 58° with respect to
the FIB column, the motorized five-axis samples stage and the transfer
ChamDbBer (4). oo s 62

Figure 2-5: (a) Photograph of the X-ray holographic microscope designed for the P04
beamline at Petra III (DESY) in Hamburg. The endstation consists of
three chambers that are connected via 2 mm wide apertures, serving as
differential pumping stations. The X-ray beam enters the XHM from the
left and passes in the first chamber through a pinhole that selects the
center part of the beam to ensure a high coherent volume. Pinholes with
variable diameters are available. In the second chamber, a fast shutter is
used to set the exposure time for the experiments. 55 cm downstream of
the pinhole, in the third chamber, is the sample stage located. The
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diameters of 30— 90 nm are evenly distributed on a circle with 5pm
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radius around the OH. In the inset, a cross section of a RH is shown.
The RH is structured from above and has a diameter of 50 nm. Due to
the Gaussian intensity distribution of the FIB beam, material is also
removed in the tail regions on the incidence site. This results in walls

tilted by 6° with respect to the surface normal (709).....c.ccccvevuvivinivniernecnnne

Figure 3-2: (a) Cross-sectional sketch of the measuring principle for the stage alignment.

The black and blue bars both have the same width and distance in-
between their inner edges. The blue bars are rotated by an angle of y
with respect to the black bars. When imaged, this distance is projected
into the image plane, indicated by the arrows, and follows a cos
behavior with the maximum when the bars and the image plane are
aligned in parallel. (b) FIB image of two bars milled into an AuPd alloy
film. The dark regions are damaged by repeated imaging with the FIB.
Within the bars, the dark and bright spots are the consequence of locally
varying milling rates due to the grains and the channeling effect. (c)
Projected distances are plotted over the angle x. The measured points are
indicated by black triangles and the cosine fit by the red dashed line. The
fit has a maximum at y = (9.56 £ 0.18) nm, which is the angle for parallel
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Figure 3-3: (a) Cross-section sketch of the FIB sample holder. The holder is made of

aluminum (grey) and has two grooves. In the first and more shallow one,
the mask is placed and electrically entangled with the holder to prevent
charging effects. In the second and deeper groove, a wire (black) is
fixated with non-conductive glue to isolate it electrically from the sample
holder. Once the FIB breaches the mask, ions reach the wire and a
current is measured. (b) A typical current graph measured during the
milling of a RH. The FIB mills the mask material for ~50s and no
current is measured. Once the mask is breached, the current increases
rapidly. To achieve small RH diameter of around 20 nm, the milling
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Figure 3-4: Determining a lateral resolution of 12nm. The graph shows a line profile along

the red line indicated in the inset. The black squares are the experimental
values for the dichroic contrast in the reconstruction; the dashed red line
is the fit of a Gaussian error function. Shown in the inset is an XHM
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Figure 4-1: Sketch of the sample build-up for symmetric Pt\Co\Pt (a, b) and Ir\Co\Ir (c,

d) samples. All samples are deposited by DC magnetron sputtering on
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top of SisaN4 with a 4 nm Ptgcr seed layer and capped by a 3nm layer of

the corresponding material to prevent oxidation. (a, ¢) A single cobalt

layer of thickness X is sandwiched between two layers of Pt (a) and Ir (c).

(b, d) On top of a 1 nm Pt (b) or 1.1 nm Ir (d) layers, N Co layers of

thickness X are separated by (N-1) spacer layers of Ynm Pt (b) or Znm Ir

(d). The Nth spacer layer is 3nm thick to prevent oxidation........cceeeeeereereennne. 79

Figure 4-2: Sketch of the sample build-up for antisymmetric Pt\Co\Ir (a, b) and Ir\Co\Pt
(c, d) samples. All samples are deposited by DC magnetron sputtering on
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by 3nm Ir (Pt). (b, d) The sample consists Ynm Pt (Znm Ir), Xnm Co,
and Znm Ir (Ynm Pt) repeated N times. The Nth Ir (Pt) layer is 3nm
thick tO prevent OXIdatiON. ....c.cvuvieueiriiecieiriieeireec e seeseees 81

Figure 4-3: (a) FMR frequency sweep at goH = 50mT for Ir\ (Coznm\Ir1.75nm)8. The
transmission exhibits a broad minimum, revealing the resonance
trequency vr(50mT) = 5.07 GHz. (b) FMR spectrum of the same sample,
consisting of 120 frequency sweeps. Light gray indicates transmission
through the coplanar waveguide, while dark indicates absorption by the
sample. The dark trace shows the square-root-like dependence of vr on
| woH |. Indicated by the red dashed line is a fit of Eq. 4-2 to vr(uoH),
yielding Meff = 0.417 MA /ML c..cocuiiririeieineirieiereineeeieeseie e ssesesans 83

Figure 4-4: (a) FMR spectrum for (Ir1.1nm\Coznm\Pt1nm)s with AFM intetlayer coupling.
For |poH| < 50,mT adjacent Co layers are antiparallel aligned, resulting
in zero absorption. For |puoH| > 50mT, the interlayer exchange is
overcome and the Co layers aligned parallel. ........ccccovieeirnicninniceniiciceen 85

Figure 4-5: Saturation Kerr rotation Bsat plotted over tco for the four systems obtained by
MOKE. Samples below a system-dependent, specific thickness ton are
paramagnetic. In Ir\Co\Pt ton = 0.4 nm, Pt\Co\Ir ton = 0.58 nm, and
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Figure 4-6: Summaries of values found in literature for Ms at RT for ultrathin Co-layers in
single and multilayer samples for the four systems. The values were
acquired using (SQUID-)VSM and neutron scattering. (a) Pt\Co\Pt:
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Figure 4-7: Saturation Kerr rotation BOsat plotted over tco for (Ptinm\Cor\Ir1.1nm)n for
N = 1- 8 with linear fits to N = 1 (black dashed line) and N > 1 (red
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dashed line). The values for Bsat with N = 1 exhibit a linear dependency
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Figure 4-10: Polar remagnetization cutve of Pt\Co1.1nm\Pt with the field plotted over the

normalized magnetization. The curve exhibits typical hard-axis behavior

with a coherent rotation of the magnetization. The green dashed line
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Figure 4-11: Remagnetization curve of Pt\(Co1.7nm\Pt2nm)s with the field plotted over the

normalized magnetization. (a) shows the polar remagnetization and (b)

the longitudinal. The grey areas represent the integrated area in Eq. 4-7
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Figure 4-12: Comparison of the two methods for the determination of Ktot for

(Ptinm\Cor\Ir1.1nm)n samples with N = 1 in (a) and N = 8 in (b). The
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represent fits to the longitudinal curve, while open circles are fits to the
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Figure 4-17: Summary of experimental values for Aex at RT in ultrathin Co-layers for single
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Introduction

Introduction

Magnetism is a quantum physical phenomenon that can be directly experienced in our everyday
life. Thus by attaching our latest travel-souvenir magnet to the fridge, we directly observe the work-
ings of quantum physics. Magnetism is a highly worthwhile field for research from both a funda-
mental point of view as well as for technological application, of which magnetism has many. E.g.,
magnetic nanoparticles are used as contrast agent in magnetic resonance imaging or for the pin-
point delivery of drugs into tumors in medicine (7). Even more strongly, magnetism is linked to

applications in sensors, actuators and data storage (2—9).

Magnetic data storage has come a long way since the pioneering works of Oberlin Smith in 1878
and Valdemar Poulsen in 1898 (70). Smith envisioned an apparatus to store and read sound as
electrical information in magnetic wires. Twenty years later, the so-called telegraphone was realized
by Poulsen, which was capable of storing 30 minutes of sound on a steel wire. Due to the lack of
electronic amplification, the reproduced sounds were very faint and noisy, thus magnetic data stor-
age lay dormant for almost three decades to follow. This changed with the invention of magnetic
tapes by J.A. O’Neill in 1927(77), the introduction of biasing recording techniques and electronic
amplification (70). From that point on, magnetic recording thrived and found many other applica-

tions besides the recording of sounds, especially in the storage of digital data.

In 1956, IBM released the first magnetic hard disk drive (HDD) with a capacity of 5 MB and a data
density of 2kb/in? the information was stored in homogenously magnetized in-plane regions
(bits). Since then, an incredible increase in both storage capacity and density was enabled by ever-
growing understanding of the magnetic systems and their properties, discovery of new effects and
improved preparation techniques. One important milestone was the discovery of oscillatory inter-
layer exchange coupling (IEC) and the resulting giant magnetoresistance effect (GMR), which oc-
curred independently in the working groups of Peter Grinberg (72) and Albert Fert (73) in 1988.
They observed a giant change in the electrical resistance of two magnetic layers dependent on
whether the relative alignhment of the magnetization in both layers was parallel or antiparallel. The
discovery was enabled by new technologies making the preparation of thin films of few atomic
layers with high-quality interfaces feasible (74, 75) and in 2007 was awarded with the Nobel Prize
in physics. The GMR was subsequently used in the read/write heads of HDDs where it enabled
the miniaturization of the bits. Furthermore, it sparked intense research in the field of “spintron-
ics”(16—19) and “spin-orbitronics” (20, 27), which deal with the role of the spin magnetic moment

of electrons on the electrical transport.
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Nowadays, most large-scale data storage is based on HDDs and state of the art devices achieve
data densities of 1 Tb/in? The information is stored in granular thin-film systems with perpendic-
ular magnetization anisotropy (PMA), so-called perpendicular recording media, where several
grains form a sub-100 nm-sized magnetic region (bit). The bits are written and read by magnetic
thin-film heads making use of the tunneling magnetoresistance (TMR), where two magnetic layers
are separated by an insulator. The probability for electrons to tunnel through the nanometer thick

layer is dependent on the relative alignhment of the magnetization in the layers (22-25).

In order to keep up with the vastly growing demand for data storage, e.g. driven by the ubiquity of
smartphones, cameras, social media and cloud storage, new generations of devices have to further
increase the areal storage density, access speed and energy efficiency. The main issue limiting fur-
ther miniaturization of the bits in conventional HDDs is the superparamagnetic limit, where the
thermal energy is sufficient to initiate an uncontrolled switching of the bits, thus corrupting the
stored information. For general application, a ratio of the energy barrier KV, with the anisotropy K
and the volume V, to thermal energy ksT, with the Boltzmann constant kg and the temperature T,
has to be larger than 60. In order to maintain this ratio while decreasing the volume, the anisotropy
has to increase. Subsequently, the writing fields of the bits, linked to K, increases to an extent that
current writing heads cannot produce the spatially localized fields of required strength (26). One
proposed solution is the heat-assisted magnetic recording (HAMR), where a laser heats up a bit to
lower its writing field (27). Other new concepts required a two- or even three dimensional struc-
turing of the recording media, e.g. bit patterned media, magnetic random access memory (MRAM)

(28) or the racetrack memory (29, 30).

In a racetrack memory, the information is stored in the form of domain walls (DWs) in arbitrarily
shaped ferromagnetic nanowires (29). Using an electric current, the DWs can be moved along the
wire by spin-transfer torque (STT) (37—35) to a stationary reading head. Thus, no movable parts
are required. Usually, magnetic materials with PMA, e.g. Pt\Co\Pt layers, are used in these devices
as they host narrower Bloch walls compared to easy-plane systems, thus the STT can act more
effectively (36). Furthermore, the narrower walls enable a higher DW density. Three major im-
provements have been proposed in recent years: (i) in 2012, it was shown that in ultrathin films the
interfacial Dzyaloshinkii-Motiya interaction (.IDMI) can stabilize narrow Néel DWs with fixed ro-
tational sense that can be moved even more efficiently with currents by STT (37). (i) only one year
later, in 2013, followed the suggestion of replacing DWs for skyrmions stabilized by iDMI (36) for
their various advantages, e.g. theoretically requiring 105- 106 lower current densities to move them,

having lower depinning currents and being repelled by each other, defects and edges. (iii) in 2015
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it was observed that DWs can be moved with up to 1000m/s and five time more efficiently in

racetracks formed of two magnetic layers with antiferromagnetic IEC (39).

The DMI, the effect at the heart of the first two propositions, is an asymmetric exchange interac-
tion that favors non-collinear spin-alignments with fixed rotational sense and arises due to the lack
or breaking of symmetry in crystal lattices (bulk DMI) or at interfaces iDMI). Dzyaloshinkii pro-
posed it in 1957 (40) for bulk oxides and Moriya derived the interaction in 1960 analytically (47).
Its interfacial counterpart was predicted thirty years later, in 1990 (42) and the first experimental
observation of the resulting Néel DWs with fixed rotational sense occurred in 2007 using spin-

polarized scanning tunneling microscopy (SP-STM) (43).

The key to the second proposal, skyrmions, are named after nuclear physicist Tony Skyrme for his
development of a non-linear field theory of interacting pions in 1960 (44) that showed that topo-
logically stable field configurations occur as particle-like solutions. The term is used nowadays in
various contexts. Magnetic skyrmions were first proposed in 1989 by A.N. Bogdanov as the small-
est conceivable micromagnetic spin configuration (45) and are currently topic of intense research
activities. They are topologically protected, chiral spin structures with whitling configurations of
fixed rotational sense that are usually stabilized by DMI' (38, 52, 53). In 2009, they were first ob-
served in bulk MnSi where they form lattices with six-fold symmetry (54). Two years later, in 2011,
atomic scale skyrmions stabilized by iDMI were found in a monolayer Fe on Ir(111) at high fields
(2T) and low temperature (11K) using SP-STM (55). And in 2015, micron-sized so-called “skyr-
mionic bubbles” with iDMI stabilized Néel DWs were reported at RT (56). For the application in
racetrack memory devices more relevant sub-100nm RT skyrmions were first observed in 2016 in
Ir\Co\ Pt multilayers at RT, stabilized by small fields, and their current-induced mobility demon-

strated.

Many experimental reports of skyrmions followed thereafter (57-62), confirming the predicted
velocity component perpendicular to the current direction, the so-called skyrmion Hall effect (63).
Two possibilities to evade this adverse effect for application have been proposed: (a) it was shown
in 2018 that using ferrimagnetic alloys, like GdFeCo, with compounds that have opposite skyrmion
Hall angles inhibits the undesired sideward motion (64). (b) in 2016 it was proposed that in two

magnetic layers with antiferromagnetic IEC the skyrmion Hall effect of each layer cancels with the

! Other mechanisms for the stabilizations involve RKKY interactions (46), dipole stabilization (47), anisotropic frus-
tration (48), interlayer exchange coupling (49), or confinement through patterning (50, 57).
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other (65). Thus, we have come full circle to the third proposed improvement for the racetrack

memory. However, skyrmions in such systems have yet to be experimentally confirmed.

With the surging activity in the research on the racetrack memory and skyrmions, many new ma-
terial systems are proposed and tested for their applicability. Yet systematic studies on their mag-
netic properties are rare, despite their tremendous influence on features like the average domain
size, width of DWs, and diameter of skyrmions. The most frequently used method to determine
the strength of the DMI” in multilayer samples relies on the comparison of expetimentally observed
domain patterns to domain spacing models (70, 77). For accurate results, the magnetic properties
of the investigated system need to be very well understood. Furthermore, static and dynamic in-
vestigations of the magnetic microstructure in these complex thin-film systems, elementally re-
solved and with sufficient spatial and temporal resolution are still a non-trivial task. The relevant
length scales are the widths of domain walls and the diameter of skyrmions, both of which are

typically in the range of few tens of nanometers.

Several well-established techniques exist to study nanometer-sized magnetic nanostructure. Mag-
netic force microscopy (MFM) is one of these techniques, where a few-nm-sized magnetic tip scans
closely over the sample surface and interacts with the stray field generated by the domain structure
(72—74). Typically, spatial resolutions of around 30nm are achieved (73), with extensive effort
10nm can be reached (74, 75). The time resolution is limited by the duration of the scanning pro-
cess (several minutes). The technique is highly susceptible to external fields, the domain structure
can be altered by the magnetic tip and neither depth nor element-selective information can be
obtained. A previously mentioned scanning probe technique is the spin-polarized scanning tunnel-
ing microscope (SP-STM), which is capable of atomic resolution (76). The technique measures the
current caused by electrons tunneling between tip and sample surface to obtain information on the
local magnetization on the sample and is sensitive only to the top-most atomic layer. Furthermore,

only samples with high quality, ordered surfaces can be investigated.

Another scanning technique is scanning electron microscopy with polarization analysis (SEMPA)
which probes the spin-polarization of the low-energy secondary electrons (SE) (77, 7§). Spatial
resolutions down to 3nm are reported (79) and a time resolution of 700 ps is feasible (§0). A major
advantage of this technique is its capability of measuring two components of the magnetization

simultaneously, thus the rotational sense of DWs is accessible (§7). Due to measuring low-energy

2 Other techniques involve Brillouin light scattering (BLS) (66), asymmetric DW creep (67, 68), and asymmetric hys-
teresis in patterned structures (69).
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SEs, only information from near-surface layers (< 2nm) is accessible and the technique is not
suited for studies requiring strong magnetic fields. A related technique is transmission electron
microscopy in Lorentz mode (Lorentz TEM). The illuminating electrons are deflected by the Lo-
rentz force of the samples magnetic field while transmitting through the sample (§2, §3). Due to
the high-energy electrons used, it can be performed in the presence of magnetic fields and on
samples with thicknesses of several tens to hundreds of nanometer. Spatial resolutions below 1 nm

(84) and temporal resolutions of 10ns (§5) are feasible.

A photon based technique is the full-field Kerr microscopy, based on the magneto-optic Kerr-
effect MOKE) (82, 8§6—88). The effect occurs when light is reflected on a ferromagnetic sample,
changing the polarization of the light. The spin-orbit coupling causes a dependence of the dielectric
tensor on the orientation of the magnetization (86). The resolution is diffraction limited (89), thus
with blue light (A = 460 nm) around 250 nm is achievable. Using ultra-short intense laser pulses in
pump-probe geometry, magnetization dynamics in the fs-regime are accessible, where the time

resolution is limited by the pulse length (90).

Of special interest in this thesis are synchrotron-based techniques utilizing the X-ray circular di-
chroism (XMCD) that occurs at element-specific photon energies. As the energy of the X-rays is
adjustable, this enables element-specific imaging. Full-field X-ray transmission microscopy (TXM)
uses Fresnel zone plates (FZP) as lenses for the image projection and resolutions of (12— 20) nm
were achieved (97-93). A closely related technique is the scanning TXM (STXM) (94), where the
beam is focused with a FZP onto the sample and the image is obtained by scanning the sample’.
Here, resolutions down to 7nm at 700eV are reported (95). Both, TXM and STXM, achieve time
resolutions of 70 ps (96, 97). Unlike for visible light, X-ray lenses cannot be produced aberration
free, thus the resolution is aberration limited. In X-ray photoelectron emission microscopy
(X-PEEM), the intensity of X-ray induced photoelectrons is measured which depends on the local
X-ray absorption. This surface sensitive technique achieves a spatial resolution of 20 nm and 15ps

time resolution (98, 99) and is highly susceptible to magnetic fields.

Promising techniques based on coherent X-ray scattering are X-ray resonant magnetic scattering
(XRMS), coherent diffraction imaging (CDI) and Fourier transform holography (FTH). XRMS is
used to acquire ensemble-averaged information from a magnetic microstructure in Fourier-space,
where the magnetic diffraction pattern caused by scattering from magnetic domains is detected by

a charge-coupled device (CCD). The technique requires no special optics, thus the spatial resolution

3 Unlike other scanning techniques, the probe (X-ray beam) is fixed in space and the sample is moved in STXM.
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is solely limited by the wavelength and detectable maximum momentum transfer q. Using free
electron laser (FEL) sources and pump-probe geometry, magnetization dynamics in the fs-regime
are accessible, where the time resolution is limited by the pulse length (700—704). CDI faces the
problem that the phase information required to reconstruct the real-space information is lost in a
scattering image. However, by acquiring several spatially overlapping scattering patterns
(ptychography) and employing complex phase-retrieval algorithms, the real space image can be
reconstructed. Spatial resolutions of 10 nm have been achieved (705, 706). A major advantage of
CDI is the capability of using it for tomography, thus obtaining three-dimensional information
where resolutions below 20 nm were demonstrated (707). Using hard X-rays, a resolution of 100 nm
was achieved on a few-micron-sized sample (708). However, CDI is quite time consuming and the

time resolution is limited by the time it takes to acquire a whole set of scattering patterns.

One way to circumvent the phase problem is FTH, where a reference wave is superimposed onto
the scattering pattern and the phase is encoded in the resulting interference pattern, the so-called
hologram. It is recorded with a CCD and the real-space information can be retrieved using a simple
two-dimensional Fourier transformation. This technique requires one optical component, the hol-
ographic mask. The mask is opaque and contains an object hole, defining the field of view, and a
reference hole, which provides the reference wave. The experimental resolution is defined by the
diameter of the reference hole and the detectable maximum momentum transfer g. With reference
holes of 30nm diameter, a resolution of 20nm was demonstrated(709). In pump-probe experi-

ments at FEL sources, a time resolution of 15 ps was achieved (770, 777).

This thesis addresses the lack of systematic studies of magnetic properties in some of the most
frequently used Co-based multilayer systems within the research on racetrack memory and skyrmi-
ons. The ultrathin Co layers are sandwiched symmetrically or antisymmetrically between Pt and/or

Ir layers and both, single and multilayers are investigated.

Chapter 1 briefly introduces the basics of micromagnetism that are relevant for this thesis, the
formation of magnetic domains, and the image formation in soft X-ray holographic microscopy
Chapter 2 describes the main experimental setups used for the fabrication of the samples and

holographic masks, as well as for the investigation of the magnetic properties.

In order to guarantee sufficient spatial resolution to resolve the relevant length scales with X-ray
holographic microscopy, an optimized fabrication scheme of the holographic masks is introduced
in chapter 3. The improved masks are experimentally tested and a magnetic resolution of < 12nm

is demonstrated.
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In chapter 4, the sample systems are investigated regarding their saturation magnetization (Ms),
anisotropy, exchange stiffness, and interlayer exchange coupling. The saturation magnetization in
Co-layers of moderate thickness is investigated by ferromagnetic resonance (FMR). The anisotropy
and interlayer exchange coupling are studied by MOKE, which is also used to extrapolate Ms to
ultrathin layers. It is shown that the IEC depends on the stacking order of the sample and exhibits
peculiar features in the antisymmetric systems. The exchange stiffness is extracted from domain
wall widths imaged by X-ray holographic microscopy. Furthermore, a model is developed to ex-

plain the observed reduction in ultrathin Co-layers with structural disorder at the interfaces.

The average domain size is studied by XRMS in chapter 5 and domain spacing models are em-
ployed to extract the strength of the DMI. It is shown that the domain spacing models are insuffi-
cient to describe the observed behavior of the domain sizes, especially close to and after the tran-
sition from perpendicular magnetization anisotropy to easy-plane behavior. In this region, a three-

dimensional magnetic microstructure forms.
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1 Fundamentals

The first chapter deals with the theoretical principles and terminology of the thesis. First in section
1.1, the basic concepts of micromagnetism are discussed. The magnetic energy terms, which deter-
mine the magnetic properties of ferromagnetic materials and thus are responsible for the formation
of the magnetic microstructure, are briefly introduced. Subsequently in section 1.2, the most prom-
inent of these distributions are introduced, namely magnetic domains with their transition region
in-between individual domains, the domain walls. Finally, in section 1.3, the X-ray techniques used
to study nanometer-sized magnetic domain structures and domain walls are presented. These are
X-ray magnetic X-ray resonant magnetic scattering (XRMS) (section 1.3.2), and X-ray holographic
microscopy (XHM) (section 1.3.3).

1.1  Micromagnetism

The theory of micromagnetism is a continuum theory and defines the gap between quantum the-
oty, dealing with atomic dimensions, and the Maxwell theory dealing with macroscopic dimensions.
Micromagnetism has developed to an indispensable theory to describe and understand fundamen-
tal aspects of magnetic domain configuration, interplay between microstructure and magnetization
as well as magnetization processes. The main principles of the theory originate from Landau and
Lifshitz (772) and the variational principle. Under certain assumptions, it allows for an accurate
description of the magnetic system in the range of the nano- and microscale. Hence, it involves
typical dimensions of domain structures and domain walls found in ultrathin magnetic layers. The
main idea of micromagnetism is to present a formalism where the macroscopic properties are de-
scribed with the best approximation to the fundamental atomic behavior. In this way, the discrete
magnetic moments in the atomistic theory are replaced by an averaged quantity and a continuous
vector field, the magnetization M. Thus, the atomistic summations are replaced by volume inte-
grals. Consequently, the resulting micromagnetic equations can be solved numerically even for rel-
atively large systems in comparison to atomistic approaches. In static micromagnetism, the mag-
netization distribution at equilibrium is calculated via minimizing the total magnetic energy of the

system given by:

E =Ec + Enc + Ez + Eq + Epmy + Egc. Eq. 1-1

Some of the energy terms of the total energy are described classically, e.g., the Zeeman energy Ez
and the demagnetization energy Ed. Other energy terms like the exchange Eex, Dzyialoshinkii-

Moriya Epwmi, anisotropy Emc or interlayer exchange energy Eiec have a quantum mechanical origin.
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The local or global minimum of the total energy functional of the magnetic system gives rise to a
stable magnetic microstructure, also called magnetic domain pattern. Thus, the magnetic behavior
and structure are mainly determined by the balance between the aforementioned energy terms. In

the following, the magnetic energy terms are introduced and discussed in detail.

1.1.1 Exchange energy
The exchange interaction between electrons is the origin of long-range magnetic order. It does not
result from a direct electron-electron coupling; phenomenologically it can be expressed by the at-

omistic Heisenberg Hamiltonian (773, 774):

Hey = — zjijsi °S;. Eq. 1-2

i%)

Jij is the so-called exchange integral and has its quantum-mechanical origin in the Pauli principle.

Si and Sj are the spins of atom i and j. For Jij # 0, a collective spin arrangement is preferred with

cither parallel (ferromagnetic, FM) alignment of neighboring spins (Jij > 0) or antiparallel (antifer-

romagnetic, AFM) alignment (Jij < 0). The short-range exchange interaction prevents strong inho-

mogeinities as non-parallel alignment of spins creating an excess energy. In the micromagnetic

approximation, individual spins and sums are replaced by an average magnetization and integrals.

The exchange energy is obtained by expanding Eq. 1-2 into a Taylor series for small-angle devia-
tions (78, 115—117) and given by

2

Eex = Aex j(vMﬂs) av. Eq. 1-3

Aex is the material specific exchange constant and M/Ms the magnetization unit vector with the

saturation magnetization Ms. Aex can be expressed as a function of Ms and the second spatial mo-

ment of the exchange integral ) via the spin wave stiffness Dspin .For fcc lattices the exchange

constant is described by (778) follows

M. Ms /1 2sM. @
S S( )=a55] ) Eq. 1-4

Ay =——Dc,i, = ——|— ZZ(Z)S

== Saup P~ 2gup 6 ¢ 12gup
With a, the lattice constant (for hep a? is replaced by the basal lattice constant 2a?), the coordina-
tion number Z (number of next-neighbors), the Landé-Factor g and the Bohr magneton us. The

nth spatial moment of the exchange integral is given by (778):
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Jm =%Z](r) <gr> . Eq. 1-5

It should be noted that Ms and Dspin are in general temperature dependent. Thus, Aex is also im-

plicitly dependent on the temperature T (779, 120).

1.1.2 Magnetic field energy
The magnetic field (or magnetostatic) energy Ems can be expressed as the sum of the Zeeman
energy E7 and the stray field energy Ed. The former originates from the interaction of the magnet-

ization M with an applied field Ha and is given by

E; = —yofM-Ha dav. Eq. 16

The stray field energy is caused by the magnetization itself as each magnetic moment represents a
magnetic dipole contributing to a total magnetic field Hd inside the sample. Hd is called the demag-
netization or magnetic dipolar field and arises from the long-range magnetostatic interaction be-
tween magnetic moments. Starting from Maxwell’s second equation div B = po div (M + Hd) = 0,
we define the stray field as div Ha = - po div M. The sinks and sources of the magnetization act
like magnetic charges for the stray field. Thus, the field can be calculated like a field in electrostatics
with the difference that magnetic charges never appear isolated). The stray field energy of a ferro-

magnetic sample is given by

Thus, while E7 is associated with the interaction of M with an external field, Ed is the self-energy
of the interaction of M with the field created by the magnetization distribution itself. It should be
noted that since M vanishes outside a sample, the integrals of Eq. 1-6 and 1-7 are only carried out
over the volume V. Nevertheless, Ed implicitly includes the energy outside of the ferromagnet as-

sociated with Ha.

The stray field can be calculated from the magnetostatic potential generated by surface charges
ps = M - n and volume charge pv = - div M, with n the outward oriented surface normal (777,
1217). The determination is quite complicated and can only be carried out analytically in a few cases.
In the case of homogenously magnetized ellipsoids, however, Hd is uniform and depends linearly

on its origin, M (777, 127):
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Hy=-N-M. Eq. 1-8

=l
The second-rank tensor N is called demagnetization factor. It can be diagonalized when its coor-

dinate system is in accordance with the main axes (a, b, ¢) of the ellipsoid. For thin films

b

(a=Db =, ¢ K a), it takes the form (722):

. 0 0 O

N=|0 0 0]. Eq. 1-9
0 0 1

The stray field energy density (E/V)d can thus be calculated for thin films by inserting Eq. 1-8 and

1-9 into Eq. 1-7:

E Ho (< Ho Ho
(V)d =7(N-M)-M=7MZZ =7M52-c0520, Eq. 1-10

with @, the angle between film normal and M. (E/V)d is anisotropic as it is at its maximum for
0 = 0° and minimum for @ = 90°. The difference in energy density between the direction of easiest

and hardest magnetizability is called the shape anisotropy Kd

K, = %Mg_ Eq. 1-11

For Co films with Ms = 1.4MA/m (723), a shape anisotropy of Ka = 1.23M]/m? is obtained.

1.1.3 Magnetocrystalline and surface anisotropy energy

While the shape of a ferromagnet causes the shape anisotropy, the magnetocrystalline (or volume)
anisotropy originates from the lattice structure. It arises due to the spin-orbit interaction (SOI),
which couples the electron spin S to the orbital angular momentum L. The latter is strongly linked
to the crystal lattice (774). The SOI is expressed as the Hamiltonian Hsor = Asor L - S, with the
constant Asor indicating the strength of the interaction (777). For crystal lattices with a single pre-
ferred direction of magnetization (uniaxial), the energy density is only a function of the angle &
between this axis and M. For fcc Co this is the (111) direction (724). The uniaxial energy density
can then be expanded into a power seties (774):

E
(—) = K,y sin?0 + K,y sin*0 + ---. Eq. 1-12
V/imeyv

For K(i+1)v < Kiv, the power series is usually terminated after the first or second order. The coet-
ficients K1v and K2v are the magnetocrystalline anisotropy constants of the respective order. Values

reported in literature are usually expressed as the sum Kv = Kiv + Kav, because both quantities
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cannot be distinguished by the area method, which is the most widely used experimental method
(see chapter 4.3.2.2). For bulk fcc Co (111), Kv is in the order of single-digit k] /m?, so one order
of magnitude smaller than for hep Co with Kv = 0.53M]/m? (725). For thin films, however, the
reported values cover a wide range Kv = 0— 0.9M]/m? (726). Few studies attempted to separate
the first and second order contribution and found a constant value of Kzv = (0.07 + 0.03) MJ/m?

(127-137).

The crystal lattice is interrupted at surfaces and interfaces, causing a breaking of the translational
symmetry. Compared to a bulk atom, a surface or interface atom has less next-neighbors of the
same kind. This causes a surface or interface anisotropy, first formulated in Néel’s pair interaction

model (732, 133):

E 2K sin?@
(V) =25 Eq. 1-13

MCS t
Due to the 1/t dependence, for ultrathin films the surface and interface contribution can become
of equal magnitude and even surpass the shape anisotropy, resulting in a preferred orientantion of
magnetization (easy axis) perpendicular to the surface plane (perpendicular magnetization anisot-
ropy (PMA)). Since the theoretical description, Kis has first been experimentally observed
for CoNi films on Cu(111) (734) resulting in PMA for ¢ < 1.8ML (monolayers). Some
Co-based systems exhibiting PMA are Pd\Co\Pd (735), Pt\Co\Pt (736), Au\Co\Au (737),
Ru\Co\Ru (726), and Ir\Co\lr (726). In these systems Kis is typically in the order of
Kis = 0.07— 1.29m]/m?(726, 138) or about 1 meV per interface atom. Néel’s model fails in the
attempt to produce accurate values for Kis (739). Latest improvements (740—742, 142) enabled the

calculation for Pd\Co\Pd and Pt\Co\Pt, further predicting a strong influence of strain on Kis.

Strain acts on the lattice. In the case of an elastic and isotropic crystal, this results in the magneto-

elastic energy density (743)

E\ 3 ,
(V)ME - ﬂ  cos”(Ome), Eq. 1-14

KME
with the dimensionless magnetostriction coefficient Am, the elasticity module E, the strain &, the
angle OME between M and €, and the magnetoelastic anisotropy constant Kmg. In layered structures
£mostly stems from the lattice mismatch 1 of the materials. For Co on Pt(111) nis 11%, on Ir(111)
8% (128, 129, 144). There are two distinct thickness or growth regimes in which the strain acts

differently (726, 137, 145, 146), with a transition from one regime to the other at a critical thickness
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tc. In the coherent regime (t < tc), 1) is relaxed by strain on both sides of the interface, altering the

lattice constant, and thus effectively changing the volume term

KS = KMC,S ) KV = KMC,V + KME' Eq 1-15

In the second so-called incoherent regime (t > tc), 1 is relaxed by incorporating lattice misfit dis-
locations at the interfaces, altering the symmetry at the interfaces and thus acting as an interface

term:

Ks = Kmcs + Kme, Kv = Kmcy - Eq. 1-16

In order to experimentally disentangle the individual anisotropy contributions (chapter 1.1.3.1, Eq.
1-18), the sum of all anisotropy contributions multiplied by thickness of the magnetic layer is plot-

ted over the magnetic layer-thickness. In this kind of plot, a distinctive kink is expected at £c.

All contributions are uniaxial with respect to the stacking order in polycrystalline fcc Co (111) and

sum up to the henceforth-called total anisotropy Kot

2K
Lt Ky

Kot = Kiv — Kq + feo Eq. 1-17

K1 eff
There are no higher orders to the shape anisotropy and Kas was experimentally found to be negli-
gible, at least for Pt\Co\Pt samples (737, 7147). Therefore, the second order contribution consists
only of a volume-like term K2v. A method to disentangle the individual contributions is presented

in the following.

1.1.31 Experimentally disentangling the total magnetic anisotropy

There are several contributions to the magnetic anisotropy as described above. Experimentally,
only the superposition of the individual contributions is accessible. For the samples investigated in
this thesis, each anisotropy term can be treated as uniaxial with respect to the stacking order (pol-
yerystalline fcc Co (111) layers) and hence sum up to a total anisotropy Ktot. No higher orders of
the shape anisotropy Kd exist. Additionally, K2s was experimentally found to be negligible, at least
for Pt\Co\Ptlayers (7317, 7147). Therefore, the second order contribution consists only of a volume-

like term Kav.

By varying the thickness tco, the surface term 2K1s can be disentangled from Kiot. This is commonly

done by plotting Ktot - tco versus tco:
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Kiot * tco = (Kiv + Koy — Kq) * teo + 2Kis.

Ky eff

Eq. 1-18

With Ms = 1.4 MA/m being constant for tco = 1 nm (this is discussed in chapter 4.2), and assuming
a constant K2v = (0.07 £ 0.03) MJ/m? for Pt\Co\Pt layered structures (727, 129), Kiv and Kis can
be determined from the linear behavior of measured data plotted according to Eq. 1-18. 2Kis cor-
responds to the intersection with the ordinate and Kv.eff resembles the slope. The shape anisotropy
dominates Kv.eff, thus the slope is, in this case, always negative. For the other systems investigated
in this thesis, however, K2v is unknown and its determination is beyond the scope of this thesis.
While it might be equal in all systems due to the fact that it is a volume term, the distinction between

K1v and K2v is avoided if possible by using the sum Kv = K1v + K2v instead.

If tco is small enough, Kieff = 0kJ/m? is fulfilled as Kis dominates in this case. This results in an
easy axis of magnetization perpendicular to the sample plane. For thicker samples, K1,eff is domi-
nated by the shape anisotropy, changes sign and the easy axis is parallel to the sample plane (easy
plane). The transition from one regime to another is called spin-reorientation transition (SRT). In
systems with K2v > 0kJ/m?, like Pt\Co\P¢, the SRT takes place via a gradual canting of the easy
axis from perpendicular to parallel to the sample plane (747—-757). The angle between easy axis and

sample normal Oc is given by

1| K efr

. Eq. 1-19
2Ky 9

BC = sin~

The “easy axis” is then lying on two cones with the opening angle @c, which is why this region is
frequently called cone state region. The cone state region (Kav > 0, -2K2v < Kieff < 0) is usually
limited to a narrow thickness range of approximately 0.1 nm. For Co based systems, the region
appears for tco < 2nm (739). This two-dimensional description (co-linear orientation of magneti-
zation along z-direction), however, is not valid for multilayers with number of layers N = 4. This
is due to the formation of three-dimensional magnetic microstructures (see chapter 5.2). For
Kov < 0 and -2K2v > Kieft > 0, e.g. Au\Co\Au (111) the SRT proceeds via a phase of coexistence
of easy-plane and perpendicularly magnetized domains (752—754).

114 Dzyaloshinskii-Moriya interaction
The breaking or lack of inversion symmetry in crystal lattices combined with SOI gives rise to the

chiral Dzyaloshinskii-Moriya interaction (DMI). DMI favors the canting of adjacent spins and is
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the interaction at the heart of the stabilization of magnetic skyrmions (45, 50, 53-55, 70).
Dzyaloshinskii first proposed the antisymmetric exchange interaction in 1957 to explain weak fer-
romagnetism in antiferromagnetic bulk oxides (40). In 1960, Moriya derived the interaction analyt-
ically from the relativistic SOI Hamiltonian (47). In atomistic description, the corresponding Ham-

iltonian is given by (40, 47)

Hpmp = —D12(S1 X S,), Eq. 1-20

with the two ferromagnetic spins S1 and S2, and the DMI vector D124 In 1980, interfacial DMI
was predicted for interfaces of a ferromagnetic material to one with strong SOI, such as Pt or Ir
(7155). Fig. 1-1 shows the three-site indirect super-exchange mechanism between to atomic interface
spins S1 and S2 mediated via a neighboring atom having a large SOI. The resulting D12 vector is
perpendicular to the plane defined by the triangle, and favors a canting or spiraling of the spins

around D12 with fixed rotational sense (38).

Within the micromagnetic formalism the IDMI energy is given by (756)

oM, oM, oM, oM,
Epmr = Dpmi (Mz — My W) +| M M , Eq. 1-21

0x Z 0y Y oy
with the magnetization components Mi, and the continuous effective DMI constant Dpmi. The

latter is proportional to 1/, due to its intetface character.

1.1.5 Interlayer exchange coupling
The coupling of two ferromagnetic layers through a non-magnetic spacer layer is called the inter-
layer exchange coupling (IEC). It was first observed in 1986 in Dy and Gd films separated by Y
and Fe films separated by Cr (757-759). In its simplest form

(;)IEC = —Jiec My - M, Eq. 1-22
the energy per area of the IEC is called bilinear, as it is linear with respect to the directions of both
magnetizations Mi. Positive values of the coupling constant Jiec’ favor parallel alignment or ferro-
magnetic IEC (FIC), while negative values favor an antiparallel one or antiferromagnetic IEC

(AIC). In literature the latter case is also called synthetic or artificial antiferromagnetic (sSAFM or

4 In literature, the DMI vector is often also defined without the minus sign. Thus, a DMI of opposite sign is ob-
tained.
5 In literature, the sign of Jikc is often changed, as Eq. 1-22 is defined without a minus sign.
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Figure 1-1: Sketch of a DMI at the inter-

face between a ferromagnetic metal (grey)

P and a metal with strong SOI (blue). The

s\ / x DMI vector Di2 telated to the triangle

composed of two magnetic sites and atom

 a ’K\ 6
\ with large SOI is perpendicular to the
\ ( Large SOC plane of the triangle. Because the a large
SOI exists only in the bottom metal layer,
this DMI is not compensated by a DMI

coming from a symmetric triangle (36).

aAFM). Subsequent discoveries of resulting effects such as the giant magnetoresistance (GMR) in
1988 (72, 713) led to enhanced research efforts in the area of interlayer exchange coupling. In 1990
it was discovered that for some spacer materials the sign of Jiec oscillates with the thickness of the
non-magnetic layer tnm (760) with the magnitude decaying asymptotically. Up to 60 oscillations
were observed for tnm = 0— 80 monolayers (ML) (767). Systematic studies for sputtered Co-based
multilayers revealed oscillation periods of 0.9— 1.2nm for V, Cu, Mo, Ru, Rh, Re and Ir spacer
layers (762—166) while longer periods of 1.5nm were observed for Os (767) and 1.8nm for Cr
(162). More complicated behaviors were observed in MBE-grown lattice-matched systems, e.g.

Co\Cu\Co (768).

In 1993, a consensus on the origin of IEC was reached by the development of a model capable of
unifying the previous ones (769-171), e.g. RKKY- and the free-electron model. The model de-
scribes IEC by using quantum well states due to spin-dependent reflections at interfaces. A detailed
description of the model can be found in the review articles (772, 773). The interface between a
ferromagnetic (FM) and a non-magnetic (NM) layer acts as a spin-dependent potential step for free
electrons at which they are reflected. In a FMANM\FM trilayer, electrons are reflected from both
interfaces and interfere with each other, like in a quantum well. Constructive interference of the
reflected waves leads to bound states of discrete energy, called quantum well states. They are shifted
with the NM-layer thickness and an oscillation of the coupling occurs each time a bound state
passes the Fermi energy. The period /qr is determined by the critical spanning vectors of the
spacer layer gr. A spanning vector, shown in Fig. 1-2, of the Fermi surface is parallel to the interface
normal that connects two points on the Fermi surface, one point has a positive component of

velocity, and the other has a negative component in the interface direction. A critical spanning
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Figure 1-2: (a) Representation of the Fermi surface of Cu. The necks in (111) direction are indicated in

gray. (b) Periodically repeated rectangular slice through the Fermi surface in (a) using the extended zone
scheme. The bold lines represent the Fermi surface; the white arrow shows a one-dimensional reciprocal
lattice vector in the interface direction. Two critical spanning vectors are indicated as light and dark gray

arrows. (172)

vector is a spanning vector that connects two sheets of the Fermi surface at a point where they are

parallel to each other (772).

In the same year, the influence of the ferromagnetic-layer thickness on the oscillatory coupling
strength was investigated (774). They found that interference also occurs in the magnetic layer and
results in a change of the electron density. This influences the spin-dependent reflections at the

interfaces.

For spacer materials like Pt and Pd, only FIC coupling without oscillations was observed until
much later. In 2004 and 2005 oscillations on top of a ferromagnetic background were observed for
Pt\Co\Pt multilayers with PMA (775, 176). The background is attributed to magnetostatic cou-
pling of surface charges due to the presence of a correlated roughness, the so-called orange peel
coupling (733). Within a few years, several studies reported AFC for Pt\Co\Pt multilayer in spin-
valve geometry with PMA (777-179) for tnm > 2.4nm and Jikc two orders of magnitude smaller

than for Ir or Ru. AIC for multilayers using Pd as spacer layer has not been reported yet.
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Next to the bilinear term, there is also a biquadratic contribution to the IEC. It originates from
disorder at the interfaces and favors an orthogonal alignment of M for Jigc = 0. It is not considered

in the following. For a detailed description, the interested reader is referred to (772, 173, 180).

Experimental determination of Jiec in the case of AIC
Fig. 1-3 shows idealized easy-axis remagnetization curves for samples with AIC. In the absence of
external magnetic fields, the magnetization of adjacent layers is aligned antiparallel. In the presence

of fields, three general cases have to be distinguished:

First, the case of strong PMA and two identical ferromagnetic Co-layers of thickness tco, and
Kot > -JiEc/tco is considered. Above the so-called switching Field Hsr, the magnetization of the
layer with magnetization direction antiparallel to the external field is reoriented and aligned parallel
to it (see Fig. 1-3(a)). At the switching field Hsr, both energy contributions are equal and the cou-

pling constant Jiec can be estimated by (787, 782)

Jiec = —MotcoMs|Hsgl. Eq. 1-23

The remagnetization curve is shown in Fig. 1-3(a) (blue line).

In case of more than two (but even number) of identical Co-layers, a second switching field Hsr2
is occurs. For a sample consisting of N = 4 identical Co-layers, shown as red dashed line in
Fig. 1-3(a), the two outer layers are both coupled to only one adjacent magnetic layer while the
inner layers are coupled to two layers (above and below). Thus, the inner layers experience twice
the coupling. Due to this fact, two magnetization switching processes occur, where the second

switching field is Hsr2 = 2 Hsr (787) and

Jiec = _.uOtCOIWZS”-ISFZl. Fq. 1-24

It should be noted that Eq. 1-23 and Eq. 1-24 are only valid for samples possessing no coercivity.
For samples with non-vanishing coercivity, the coercivity of the individual layers cause a deviation
of the switching fields for the forward and backward sweep (c.f. Fig. 4-23(b)). Although it is tech-
nically not correct, averaging of switching fields in both sweeps is common practice, as no better

way to treat the presence of coercivity in real samples has been found or proposed (787).

In the second case, a multilayer consisting of N Co-layers each with an in-plane easy-axis of mag-

netization is considered (Ktot < 0). An ideal in-plane easy-axis remagnetization loop is shown in
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Figure 1-3: Theoretical remagnetization curves for identical antiferromagnetically coupled ferromagnetic
layers for the cases (a) perpendicular anisotropy is larger than the coupling, (b) the sample has easy-plane
anisotropy, and (c) the perpendicular anisotropy is smaller than the coupling. The arrows schematically
indicate the orientations of the layers and the field is applied along the easy axis (perpendicular for (a, c)

and longitudinal for (b)). Additionally in (a), the case for four identical layers is depicted. (787)

Fig. 1-3(b). In the absence of external fields, the magnetization of adjacent layers is aligned anti-
parallel. In the presence of small in-plane fields, the layers are still aligned antiparallel to each other.
As long as the field is small, the AIC contribution dominates and the adjacent layers point in almost
opposite directions. With increasing field, the AIC is gradually overcome and the layers rotate into
the field direction. At the saturation field Hs, all layers are aligned parallel to the field and the

coupling constant results in (787, 783):

Jine = HotcoMs|Hs|
IEC= =7 7 15 ° Eq. 1-25
4(1-7)
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The denominator accounts for the ratio of outer single-coupled to inner and double-coupled layers.
Eq. 1-25 is not exact for N > 2 and a closed formula cannot be derived (784). Examples of remag-

netization curves for different sample systems including coercivity and a theoretical investigation

can be found in (762, 184).

The last case describes multilayers consisting of two identical Co-layers with weak PMA
(Ktot < -Jiec/tco), which is shown in Fig. 1-3(c). Without an external field, the two layers of the
sample are aligned antiparallel. For small out-of-plane fields, the magnetization of the two layers

remain antiparallel due to the small PMA and the AIC.

At the spin-flop field HF, the magnetization of the layer opposing the external field flips its mag-
netization direction. This is because the AIC is stronger than the PMA at Hr. Consequently, it is
energetically favorable for both layers to cant the magnetization with respect to the easy axis in
order to maximize the angle between both magnetization directions (see Fig. 1-3(c)).By further
increasing the field, the angle reduces and finally vanishes at Hs. In this case, Jitc can be extracted

from both Hr and Hs (7187, 184, 185) with

tco HoMs|HE| 2
Jiec = -5 (HoMg|Hs| + 2Kio1), Jiec = —Kiottco k. )~ 1]. Eq1-26
tot

Analogous to the second case (Ktot < 0), a closed formula cannot be derived for N > 2. For this
case, numerical calculations are required as boundary effects for the canting angle varying across

the stack have to be taken into account. The occurring error in the calculations, however, was

found to be less than 10% (787).

It should be noted that in literature Eq. 1-23- Eq. 1-26 are also found with an additional factor of
0.5 due to an additional factor of two in the coupling energy (Eq. 1-22). So care has to be taken

when comparing with published data (787).

1.2 Domains and domain walls

Thus far, only homogenous magnetization distributions have been considered. In general, this is
not the case in ferromagnets as a lower total energy (see Eq. 1-1) can be realized by inhomogeneities
of the magnetization, i.e. domains and domain walls. This section addresses the non-homogenous

magnetization distribution in thin films with PMA.
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1.2.1 The origin of domains

First, let us consider a homogenously magnetized thin film with perpendicular easy-axis of mag-
netization in the absence of external magnetic fields and DMI. This kind of magnetization distri-
bution is associated with a large amount of surface charges, leading to a large stray-field energy of
Ea = po/2 ME. All the remaining energy terms in Eq. 1-1 are zero and the total energy is dominated
by the stray-field energy term. The formation of a non-homogenous magnetization distribution,
i.e. a magnetic domain pattern, leads to a significant reduction of Ed while increasing the anisotropy
and exchange energy. Inside a domain, the magnetization is homogenous in order to minimize Eex
and Emc. As no discontinuous transition between domains exists, the transition occurs via a gradual
rotation over several spins. The gradual rotation is the so-called domain wall with the width dw and
energy Yw determined by Eex and Emc. The domain wall energy yw increases with the number of
domain walls and the minimum of the total energy, consisting of the domain wall energy and mag-
netostatic energy determines the equilibrium size of the magnetic domains. The minimum of the
total energy of yw and Ed determines the equilibrium size of the magnetic domains. Kaplan and
Gehring (7806) first calculated the equilibrium domain size for periodic stripe domains analytically,
and were confirmed by Millev (787). In this case, they assumed single magnetic layers, large do-

mains (d > trm), infinitesimal small domain walls, and no pinning. The result is given by:

s T
d=tFM-exp(Eb+1)-exp<E-Kd)f—v;FM>, Eq. 1-27

with the ferromagnetic film thickness trm and the domain pattern parameter b = -0.667 for stripe

and b = 2.525 for checkerboard.

1.2.2 Domain walls

Within the transition region of two magnetic domains with PMA, the magnetization rotates by
180° over several atomic spins. In order to desctibe the type of domain wall it is useful to introduce
a specific coordinate frame. The magnetization M = (Mx, My, Mz) of the domains is aligned along
the z-axis, parallel to the sample normal. In the sample plane, Mz changes along the x-axis and is
constant along the y-axis. There are two fundamental modes for the magnetization to rotate in a
domain wall, known as Bloch and Néel wall. For Bloch walls, Mx is everywhere zero and M rotates
around the X-axis. The components My, Mz, depend on the X coordinate and can be described in

polar coordinates by

38



Fundamentals

M,(x) = cos9(x), My (x) = sind(x) , Eq. 1-28

with the boundary conditions

9(—) =0, 9(0) =1 Eq. 1-29

For a given sense of rotations My, Mz are shown in Fig. 1-4. The domain wall profile $(x) is ob-
tained from energy minimization of the exchange and anisotropy energy. The exchange energy
favors a very broad domain wall so that the angle between adjacent spins is as small as possible. A
narrow domain wall is favored by the anisotropy energy, as it is increased with each spin having an

angle with respect to the easy axis. This results in the domain wall energy yw:

Yw = .f Kl,eff Sil’lz(ﬁ) + AEX (a) dx. Eq 1-30

The minimization 8, = 0 can be carried out analytically and yields:

X
cosd = tanh <—> Eq. 1-31

\ Aex/Kl,eff

The magnetization profile of a Bloch wall is shown in Fig. 1-4. Following the definition by Lilley
(188), 6w is the distance between the points at which the tangent at X = 0 crosses $(0) and K().

The distance dw and yw, the domain wall energy per unit area of a Bloch wall is given by

Aex

K eff

Yw = 4y AexK et Eq. 1-32

Oy =T

Triuble et al. calculated both terms including the second order anisotropy contributions (789)

Aex

S =T |[———m= 1 ,
v K et + Koy Kiot
Eq. 1-33
K efr + Koy Ky
Yo = 23/ AcxKy ff<1 et B ) A -
v exhe K eff - Koy K et + Koy

An important property of the Bloch wall is that the magnetization distribution is free of divergence
and thus free of volume charges pv = - div M. This is not the case for Néel walls, thus Bloch walls

are lower in energy and occur as the natural ground state in films with PMA in the absence of DMI.
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Figure 1-4: The width 6w and the profile of the domain wall transition $(x) result from a balance be-

tween the exchange energy Aex and anisotropy enetrgy Kot (727).

The Néel wall rotates into the X-axis (in Fig. 1-4, My is replaced by Mx), which gives rise to volume
charges. The width of a Néel wall is equal to the one of a Bloch wall, except for a difference of less
than 1% (37). For decreasing film thickness, the energy density difference between the two types

decreases (790), as the volume charges reduces. In the presence of DMI, the domain wall energy is

described by (71, 190—192):

In2
YwNéel = 4/ AexKiefe — 7| Dpmil| + t?ﬂoMsz, Eq. 1-34

with the effective DMI constant Dpmi. This can be understood by assuming a domain wall that
runs along that X-axis, with the magnetization M constant along the y-axis, and a DMI vector D is
parallel to the y-axis. Epmi is reduced, if the spins Si rotate around the y-axis, thus just like the Néel

wall. For all other directions of D or in case of a Bloch wall, Epmi is unaffected.

For small values of Dpwmi, neither pure Néel nor Bloch walls are present. Instead, the magnetization

rotates as a mix of Bloch and Néel wall with a specific angle ¢ between Mx and My direction. Then,

Eq. 1-34 follows to (790-192)

) In 2 .
Yw,Néel = 4/ AexKqerr — | Dpmi| sin ¢ + tTHOMSZSIHZQO- Eq. 1-35
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The angle ¢ follows from minimization of Eq. 1-35. For ¢ = 90° Eq. 1-35 turns back into
Eq. 1-34 for Néel walls and for ¢ = 0° into Eq. 1-32 in case of a Bloch wall. The threshold DMI,
Dthr, required to fully turn a Bloch into a Néel wall is expressed by (37)

2tpo M

e ¥ Eq. 1-36

Besides the mentioned simplest types of domain walls, other more complex types exist. I.e. crosstie
walls, asymmetric Bloch and Néel walls, and “hybrid” domain walls. The hybrid type frequently
appears in multilayers and is a combination of Bloch and Néel walls. They are addressed later on

in this thesis (see chapter 5.2).

1.3  Soft X-ray holographic microscopy and X-ray resonant magnetic scattering

This chapter introduces the basic principles of soft X-ray holographic microscopy (XHM) and X-
ray resonant magnetic scattering. First, the X-ray magnetic circular dichroism (XMCD) is described
(section 1.3.1). Subsequently, the basics of X-ray resonant magnetic scattering in the framework of
the small-angle approximation and magnetic samples with out-of-plane easy-axis of magnetization

are discussed (section 1.3.2). Finally, the image formation in XHM is described in detail (section

1.3.3).

1.3.1 X-ray magnetic circular dichroism
The X-ray magnetic circular dichroism measures the dependence of X-ray absorption on the he-
licity of X-rays passing through a magnetic material. It is an element-specific technique and is able

to distinguish between the spin and orbital part of the magnetic moment.

The intensity of an X-ray beam with the energy E = hw traversing matter decreases exponentially
due to X-ray absorption. Within the spectral range of soft X-ray light, the dominant absorption
process is the photoelectric effect. The remaining intensity after traveling the distance t through a
material is described by the Beer-Lambert law (793):

M = e HMEZ)t Eq. 1-37
Iy

The absorption coefficient p is strongly dependent on the atomic number Z (~Z*) and monoton-

ically decreases with increasing E (~E-3) (194). Within the X-ray spectrum, the progression of u for

a constant Z is interrupted by the so-called absorption edges, where the absorption is strongly
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Figure 1-5: XMCD effect at the L edges of iron. a) Excitation of spin-polarized photoelectrons into the
exchange-splitted d-bands of iron using X-rays with opposite helicity. b) X-ray absorption cross section of
circularly polarized X-rays in the soft X-ray regime using a ferromagnetic iron sample with magnetization

direction aligned with respect to the direction of the photon angular momentum (793).

increased. At these resonance energies, the photons excite core-level electrons onto unoccupied

states above the Fermi energy.

In magnetic materials, the absorption further depends on the polarization of the photons relative
to the magnetization direction M. For circular polarized light, this effect is called X-ray magnetic
circular dichroism (XMCD) and appears when the photon-wave vector k and M are aligned
(anti-)parallel. Dichroism refers to the instant that for K and M pointing into the same direction,
the absorption of left (0) and right (0%) circular polarized light differs strongly (u* # p-) as shown
in Fig. 1-5(b) for Fe. In the following the XMCD effect is described by a two-step model for the

L2 and L3 absorption edges in 3d transition metals, e.g. Co and Fe (793):

In the first step, electrons of the core-level spin-orbit slit 2p states absorb circular polarized pho-
tons. Right (left) circular polarized photons have an angular momentum of I* = +h (I~ = -h), aligned
parallel (antiparallel) to the wave vector k, that points in propagation direction.

Due to the spin-orbit coupling, the 2p states are split into two sublevels with an energy difference
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AE = 15eV, 2p3/2 (j = | + s, L3—edge) and 2p172 (j = [ - s, L2—edge). For electrons in spin-split
states, the absorbed angular momentum of the photon can be partially transferred to the spin by
spin-orbit coupling leading to a spin polarization of the excited electrons. For left and right circular
polarized photons, the spin polarization is opposite, as well as for the two edges with opposite
spin-orbit coupling. The quantization axis of the excited electron is identical to the incident X-rays,
i.e. parallel or antiparallel to the wave vector k. The selection rules for dipolar transitions Al = £ 1,
Am = £ 1, and As = £ 1 apply for this process, thus the spin s of the electrons is conserved. The
probabilities of the possible transitions are described by the Clebsch-Gordan coefficients. They
show a higher probability for a 0"-photon to excite an electron of minority spin and vice versa

(193).

AE = 15eV, 2p3s2 (j = | + s, L3—edge) and 2p172 (j = [ - s, L2—edge). For electrons in spin-split
states, the absorbed angular momentum of the photon can be partially transferred to the spin by
spin-orbit coupling leading to a spin polarization of the excited electrons. For left and right circular
polarized photons, the spin polarization is opposite, as well as for the two edges with opposite
spin-orbit coupling. The quantization axis of the excited electron is identical to the incident X-rays,
i.e. parallel or antiparallel to the wave vector k. The selection rules for dipolar transitions Al = £ 1,
Am = £ 1, and As = £ 1 apply for this process, thus the spin s of the electrons is conserved. The
probabilities of the possible transitions are described by the Clebsch-Gordan coefficients. They
show a higher probability for a 0"-photon to excite an electron of minotity spin and vice versa

(193).

In the second step, the electrons are excited into the exchange-split 3d valence bands (793, 195).
Due to the exchange splitting, the 3d bands ate shifted in energy for spin-up and spin-down elec-
trons. This is depicted in Fig. 1-5(a). Compared to the minority spin, the valence band for the
majority spin has a lower energy and is filled to a higher degree. Thus, the density of unoccupied
states near the Fermi energy is imbalanced. As the absorption is directly proportional to the number
of unoccupied states, the XMCD is directly proportional to this imbalance, and therefore the spin

moment.

Fig. 1-5(b) depicts the L3 and L2 absorption edges for Fe at a photon energy of 707 and 720 eV
(778 ¢V and 793¢V for Co and 853 ¢V and 870V in Ni). The XMCD has a maximum for parallel
alignment of k and M and does not apply for an orthogonal alignment of the two vectors. In-

between it follows a cosine behavior.
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1.3.2 X-ray resonant magnetic scattering

X-ray resonant magnetic scattering is a technique, which combines X-ray magnetic circular dichro-
ism with X-ray scattering. It is an exceptional element-specific probe to investigate magnetic tex-
tures on the nanoscale. It gives ensemble-averaged information about magnetic domain patterns,
e.g., mean domain periodicity, pattern geometry, and spatial correlation lengths. X-ray resonant
magnetic scattering has a close link to X-ray absorption as the excited core electron after X-ray
absorption decays back into the core shell by emission of a photon with the same energy. This
process is then called resonant elastic X-ray scattering. Coherent X-ray scattering data allows for
probing spatial symmetries of the magnetic microstructure and performing time correlations to

map out magnetization dynamics via X-ray photon correlation spectroscopy (XPCS).

Before X-ray resonant scattering at magnetic domains and the magnetic resonant scattering ampli-
tude is discussed, the basic principles of X-ray scattering are addressed. X-rays illuminating an atom
are scattered by the electron cloud of the atom. In this case, it is assumed that the total scattered
amplitude is just the sum of the amplitudes of the individual electrons. The atomic form factor is

a measure of the scattering amplitude of a wave by an atom and is given by (796):

1 .
folq) = —gf Pe(r)-e'd" dr. Eq. 1-38

pe(T) is the spatial density distribution or charge density. Eq. 1-38 shows that the atomic form
factor is the Fourier transform of the electron density and that the scattering process is angle de-
pendent. The scattering vector or momentum transfer q = K - K’ is expressed by:

4
q =1|q| = 2ksin@ = TSinH, Eq. 1-39

where 20 is the angle between the incoming K and outgoing wave K’.

The non-resonant differential atomic scattering cross-section gives the angular distribution of the

scattering by an atom:

d_a =r2.le-€?- 2 Ea. 1-40
0 o - le €17 Ifo(]? 9.
d atom

with the unit polarization vectors of the incident and scattered wave € and €', the Thomson scat-

tering length (or classical electron radius) ro = 2.82fm.

In the soft X-ray region, the wavelength A of the incident light is large compared to the atomic size,

thus the atomic form factor is approximately Z, the total number of electrons.
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In case of resonant X-ray scattering, the resonant process can be treated semi-classically by a col-
lection of harmonic oscillators, where each oscillator corresponds to a quantum mechanical reso-
nant excitation process of a core shell. The resonant scattering factor or resonant scattering ampli-

tude is expressed by

(g hw) = fo(q) + f'(hw) + if ' (hw), Eq. 1-41

with the energy-dependent dispersive and absorptive contributions f'(hw) and f"'(hw). Resonant
X-ray scattering and absorption can be linked by means of the optical theorem which states that

the imaginary part of f(q, hw) is proportional to the absorption cross section (793):

1

Im(f(q, hw)) = f"' (hw) = maabs(hw). Eq. 1-42

For X-ray resonant magnetic scattering, the energy of the photons matches the energy difference
of two specific electronic levels and the scattering intensity is enhanced. This can be expressed as

the resonant absorption and emission of a photon.

Within a quantum mechanical approach, this process can be treated by the time-dependent pertur-
bation theory. An X-ray photon excites an electron in the initial state @ into the intermediate state
n, which then relaxes back to a via an emission of a photon. The differential elastic scattering cross

section in the dipole approximation (793) follows to

(a|r- €' |n){a|r - g|n) 2
nhw — Eg(n) + i(4,/2)| ’

do h2w*a?
hidl — 2~ 7f
( dﬂ)mm )l ==

with the fine structure constant af, the resonant energies Er(n) = En — Ea and the energy distribution

Eq. 1-43

An. For a detailed derivation and description, it is referred to (793, 196).

Magnetic multilayers with out-of-plane easy-axis of magnetization form magnetic domain patterns,
which can exhibit various geometries, e.g., stripe, labyrinth-like or bubble (see chapter 1.2). These
domain patterns can be described via a two-dimensional magnetization distribution m(r) where
the magnetization direction is either parallel or antiparallel to the sample’s normal. In this case, a
homogeneous magnetization along the depth of the film is assumed. The elastic resonant magnetic

scattering amplitude is given by (797-799):

fo®) + (€ - e)f.(r) +i(e X M) fimy + (¢ - m(@))(e- M) frnz - Eq. 1-44

The magnetization independent scattering amplitudes fu(r) (Thomson contribution) and f(r)

(anomalous charge scatteting) are also described by two-dimensional disttibutions. f,1 and fio
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are magnetization-sensitive scattering amplitudes. The first two charge scattering terms of
Eq. 1-44 can be combined to f¢(r) in the small-angle limit. The third term depends linearly on the
magnetization and polarization and accounts for the XMCD (798, 200—202). The fourth and last
term describes the X-ray liner magnetic dichroism (XMLD) (203, 204). For linearly polarized light,
the magnetic scattering causes a rotation of the polarization plane. For perpendicularly magnetized
samples m(r)||K, the fourth term vanishes. However, non-zero contributions remain in case of
canted states or a small tilt of the sample. But the XMLD effect is in general much smaller than
the XMCD and can thus be neglected, especially due to the fact that it is quadratic in the magneti-
zation (793, 205, 206). Thus, for incident circularly polarized X-rays, the elastic resonant magnetic

scattering amplitude can be simplified to (799):

f(@) = fe(r) + m(r) fs. Eq. 1-45
fm1is drastically increased at the resonance of the magnetic material. If the charge and the magnetic
scattering exhibit similar length scales and thus coincide in the reciprocal space, the resonant mag-
netic scattering can be distorted. For the samples used in this thesis, charge inhomogeneities on
the length scale of the magnetic domains (approximately 100nm) do not exist (10 nm grains) so
that the charge contribution in Eq. 1-45 can be neglected in the following. The magnetic scattering
intensity is expressed by
2

= IO

2
1(q) x I jm(r)fmlexp(iqrn)dzr , Eq. 1-46

| rwexptarae

where Jo is the incident photon flux. From Eq. 1-46 follows that the magnetic scattering intensity
is proportional to the squared modulus of the two-dimensional Fourier transform of the magnetic
domain pattern m(r). In case of highly ordered magnetic stripe domain patterns and bubble-like

patterns, the magnetic scattering intensity can be described by (207):

(@) = F(@)*-S(q) " Lo, Eq. 1-47
where F(q) is the form factor and $(q) the structure factor. The form factor is the Fourier transform
of the shape of the object (magnetic unit cell) and the structure factor accounts for the arrangement
of the scattering objects (basic lattice). So far, the influence of the domain wall on the magnetic
scattering intensity has been neglected. In order to take the domain wall profile into account, m(r)
in Eq. 1-46 and the magnetic unit cell prior to the FFT in Eq. 1-47 have to be convolved with an
adequate convolution kernel. To obtain a hyperbolic-tangent domain wall (HTDW) profile with a

Bloch wall width according to Lilley (see chapter 1.2.2), the magnetization distribution or magnetic
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unit cell has to be convolved with the derivative of the HTDW (206). The domain-wall profile
results in a domain wall factor in Fourier space. This factor can lead to a shift of the actual peak
position of the scattering intensity profile, which is often used to obtain the mean domain size. For
ordered stripe domain patterns and slightly disordered maze domain patterns, the effect of the
domain wall on the scattering intensity is in first approximation negligible. This is the case for the
magnetic samples investigated in this thesis. Other effects on the scattering profile, especially in

case of highly disordered maze domain patterns, are discussed in detail elsewhere (206, 209).

1.3.3 Soft X-ray holographic microscopy

In far-field microscopy, the achievable resolution is limited by the Abbe diffraction limit to roughly
dres = A/2, with A the wavelength of the illuminating wave (89). Using visible light, no features
smaller than ~200nm can be resolved. In order to resolve smaller features, than possible with the
visible light, various approaches are possible. The easiest approach is reducing the wavelength of
the illuminating wave, i.e. using X-rays or electrons. Other approaches in the visible light spectrum
involve special techniques, called super-resolution microscopy techniques, i.e. near-field fluores-
cence microscopy, and photon tunneling microscopy. Using soft X-rays at absorption edges has
the advantage, next to the short wavelength enabling nanometer resolution, of an element specific
contrast mechanism. With the XMCD and XMLD, X-rays are also sensitive to the magnetization.
The disadvantage is the requirement for special X-ray lenses, so-called zone plates, as the diffractive

index of glass is negligible and the absorption too high.

Four imaging techniques have evolved utilizing circular polarized soft X-rays to image magnetic
domain structures. They all share the transmission geometry and are thus sensitive to the Mz-com-
ponent, with Z||K. Scanning transmission X-ray microscopy (STXM) is the analog to scanning elec-
tron microscopy. The beam scans over the sample and the transmitted intensity is recorded for
each point or pixel, thus creating a 2D intensity map. The resolution is limited by the illuminated
area, or spot size on the sample. By using zone plates, the X-ray beam can be focused down to
around dres = 7— 30nm on the sample (95, 270). The big issue is the fabrication of high-quality
zone plates, which requires high technical expertise. Crucial for the resolution is the thinnest and
outermost zone of a lens, which at the same time has the highest circumference. The second tech-
nique is the full-field transmission X-ray microscope (TXM), which is the analog to a standard light
microscope. While STXM requires only one zone-plate for the illumination (condenser), TXM
requites a second projective lens. The highest resolution has been reported to dres = 12— 20nm

(93, 211).
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Figure 1-6: (a) Sketch of the X-ray holographic microscope. The key components are the holography
mask, the sample in form of a second Si3sN4 membrane, and a CCD camera. The holography masks,
consisting of an object and reference hole, is rigidly located in the center of the X-ray beam. The second
membrane, which carries the sample, can be moved freely with respect to the holography mask. Both
membranes are in close contact (in the sketch, where they are separated by a small gap for better visu-
alization). The waves emitted from object and reference hole interfere on the CCD camera, where the
hologram is recorded. (b) Eight reconstructed images of the domain structure of a DyCo alloy sample

at the Co I 3-edge are stitched together to increase the field of view. The scale bar indicates a distance

of Tum.

The remaining two imaging techniques are lensless scattering and diffraction methods, where the
real space information is reconstructed from the scattering intensity (see Eq. 1-47) and interference
pattern, thus obtained indirectly. The theoretically achievable resolution is diffraction limited by
the wavelength. With A = 1.6nm at the Co L3-edge, dres is one order of magnitude smaller com-
pared to zone-plate techniques. Both techniques require a sufficient degree of coherent illumina-

tion (constant phase relation (272)). The obstacle, however, is the loss of phase information in the
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recorded scattering intensity, required for the real space reconstruction. For coherent diffraction
imaging (CDI), iterative phase retrieval algorithms accomplish this. Coherent X-rays illuminate a
region of the sample and the scattering intensity pattern is recorded with a CCD. In order for the
algorithms to work, several patterns are required with spatial overlap in the illuminated region. The

highest achieved resolution for soft X-rays is dres = 10am (705, 706), limited by the algorithms.

In holography, the scattered object wave (OW) is coherently superimposed on the detector with a
reference wave (RW), where the two interfere. The phase information is encoded in the interfer-
ence pattern and can be reconstructed. In the Fourier transform holography (FTH) geometry, the
coherent illumination is split into an OW and a point-like RW, both originating in the same plane.
A simple 2D Fourier transform reconstructs the real space information (image). The geometry was
first proposed and realized with visible light in 1964 (273-216). The first realization with X-rays
succeeded 30 later using a zone-plate to produce the RW (277, 2718). In 2004, Eisebitt et al. (279)
demonstrated magnetic imaging with a Pt\Co\Pt multilayer using a small pinhole to produce the
RW and achieved a resolution of dres = 50 nm. Their sample consisted of a SisaN4 membrane with
800 nm Au on one side and the magnetic multilayer on the other. A 2um diameter opening was
structured into the Au and Si3N4, not penetrating the multilayer, emitting the OW. Close by, the
pinhole (reference hole (RH)) penetrated the entire sample, forming the RW. The fabrication of
these samples is much less complicated than the fabrication of a zone plate; however, the field of

view (FOV) is limited to the predetermined area of the opening.

X-ray holographic microscopy (XHM) was realized in 2010 by our group (220). It is based on FTH
and has the benefit of enabling a positioning of a sample with respect to an optics mask, extending
the area that can be imaged on a sample. This is achieved by splitting the sample structure used by
Eisebitt et al. up and placing them on two separate membranes in close proximity. The approach
is shown in Fig. 1-6. The purple holography mask carries the 800 nm thick Au film with a 2um
wide object hole (OH) and a small RH inside. The sample membrane (brown) carries the magnetic
sample and can be moved freely in space. The OW and RW interfere on the CCD camera, where
the hologram is recorded. One obstacle of this approach is the tiny gap (typically single digit um-
wide) separating the two membranes. The real space image is reconstructed by the Fourier trans-
formation in the plane of the holographic mask. Due to the gap, the image features appear blurred
and “out of focus”. The issue was solved by wavefield back propagation, demonstrated in the same

year (227).
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In the following sections the image formation, reconstruction, and wavefield back propagation in

XHM are discussed.

1.3.3.1 Image formation and reconstruction in Fourier transform holography

2
Under far-field conditions, the scattering intensity [ (kx, k, ) = |0(kx, ky)l (see Eq. 1-47) of an
object 0(x, y) corresponds to the squared Fourier transform of the objects exit wave (222-224). If

both the amplitude and the phase of the diffracted wave field O(kx,ky) = A exp 1@ could be meas-

ured, a simple inverse Fourier transform would reconstruct the real space image of the object:

0(x,y) = F10(ky, ky) © 0(ky ky) = Folx, y). Eq. 1-48
Small letters indicate the wave front in real space and big letters in reciprocal space. As the phase
information is lost during detection and only the intensity of the light can be recorded in a diffrac-

tion pattern, the inverse Fourier transform of the diffraction pattern represents the spatial auto-

correlation:

2
FHo(ky ky)|" = 0(x,y) ® 0 (=x,—). Eq. 1-49
One can now introduce a reference source I'(X - Xo, y - yo) which is placed close to the object with

an offset (xo, y0). The resulting diffraction pattern or hologram H(kx,ky) can be expressed as:

H(ky ky) = Flo(x,y) +1(x — x0,y — yo)|%,
H(kx: ky) = T(o(x,y) +7r(x —x0,y — yo)) '7:*(0(95:3’) +7(x — %0,y — }’0))
H(ky, ky) = O(ky, ky) - 0 (ky, ky) + R(ky, ky) - R* (K, ky) Fq. 1-50
+0(ky ky) - R (ks fey) - exp (i (o + ey o))
+0" (K, ky) - Rk ey) - exp (=i(euito + y¥0) ).
The reconstruction of the objects exit wave frontin Eq. 1-50 can now be calculated using an inverse

Fourier transform using the shift and convolution theorem of Fourier transform (225):

P (H(ke ky)) = 006,) ® 0"(=%,—y) +7(x,y) ® 1"(=x,—)
+o(x + %0,y +¥0) ® 1" (~x,~¥) B 151
+0"(=x + Xo, =y + o) @ 7(x, ).

In an ideal case, the reference wave is a point-like Dirac §-distribution, with the identity prop-

erty f(x + %0,y + o) @ §(x) = f(x + %0,y + ¥o):

50



Fundamentals

sample reconstruction
2d
< - >
dOL
D —
>

“

reference image

reconstruction

object

autocorrelation of
object and reference

Figure 1-7: Sketch of the FTH geometry. On the sample, the object of size doL and the reference are
separated by dsep. In the reconstruction, both image reconstructions are spatially separated from the

autocotrelation if dsep is at least 1.5 times larger than doL (224).

Fl (H(kx, ky)) =0o(x,y) ® o*(—x,—y) +6(x,y)
+o(x + %0,y + yo) + 0" (—=x — X0, =y — ¥o)-

Eq. 1-52

The first two terms are the autocorrelation of the object and reference wave, which appear in the
center of the image reconstruction. The third term is the reconstruction of the object wave front

displaced relative to the origin by (Xo, y0), and the fourth its complex conjugated twin image at
(_XO’ B4 0)‘

Shown in Fig. 1-7 is the layout of the FTH geometry. The object has a diameter of doL and is
separated from the reference by dsep. The autocorrelation of the object and reference wave in
Eq. 1-52 have twice the size of the object and reference source with the reconstruction on one side
and the complex conjugate twin image on the opposite. In order for the reconstructions of the
object wave to be spatially separated from the autocorrelation, dsep has to be at least 1.5 times the

size of the object: dsep = 1.5 doL.

Furthermore, the FTH geometry is not limited to one object and one reference. Using multiple
references is called multiplexing and adds two reconstructions for each reference. Additional cross
correlation terms between references appear as well. The references have to be places accordingly

that the individual reconstructions are separated from one another (220, 226—228). Multiplexing

51



Fundamentals

opens the possibility to have references of different sizes and thus resolution and contrast C, with
the two quantities being inversely proportional to one another: C o 1/dres. Alternatively, the indi-
vidual reconstructions can be averaged to reduce the noise using identical-sized references. It
should be noted, that if the largest separation of an object-reference ensemble or two references
dmax is larger than the transversal coherence length, the individual holograms of the pairs are added

incoherently (229). Further, multiple objects can be imaged simultaneously as well (230, 237).

Magnetic imaging

Typically, FTH is used to image magnetic multilayer samples with perpendicular magnetization and
layers of other nonmagnetic materials, i.e. Si3N4, Pt, and Ir (see chapter 4.1). The scattering inten-
sity, and therefore the hologram, of such a sample consists of polarization dependent (XMCD) and
independent (charge) terms (see Eq. 1-44 and Eq. 1-45). Upon switching the polarization of the X-
rays, the charge terms of the hologram remain unchanged; the XMCD terms change sign. By sub-
tracting holograms of both polarizations, the so-called difference hologram, the charge terms can-
cel each other out while the XMCD terms add up which is called difference hologram. If holograms
of both polarizations are added up, the so-called sum hologram, the XMCD terms cancel while the
charge terms add up. The reconstruction of a difference hologram will thus only show magnetic

information of the object, and only charge information for the sum hologram, respectively.

Resolution and contrast

Due to the interference between reference and object wave the relative phase information is en-
coded. This interference results in a modulation of the intensity pattern and is related to the dis-
tance between reference and object (230, 237). Its direction corresponds directly to the vector
between reference and object and the modulation wavelength Amod can be described mathemati-
cally by

Az

dsep’

Amod Eq. 1-53

with the detector-sample distance z. According to the Shannon-Nyquist sampling theorem each
continuous signal like a hologram modulation needs to be sampled at least twice per wavelength
of the signal to record its information (237, 232). As the detectors (CCD camera) are divided into
pixels with pixel size Spx, it is necessary that the modulation length corresponding to the largest
distance within the complete holographic mask, dsep = dmax, is larger than two pixels to get an

image reconstruction:
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Az

[
max — .
25px

d Eq. 1-54

Thus, limiting dmax for a given z and A. Together with the separation condition, dsep = 1.5 do, the
sampling of the detector limits the maximum size of the object that can be imaged. Using the
parameters of the experiments later shown of 4 = 1.6am, z = 0.2m, and Spx = 15um, results in

dmax =10.6 pwm.

The smallest sample feature that can be resolved is related to the diffraction-limited resolution

dresdiff. With a detector of n X n pixels and q = 0 in the centet, dres diff corresponds to (233):

A A Az
dres,diff = INA =

2msin20 2nSpy Eq. 1-55

The numerical aperture NA in microscopy is given by the product of the refractive index m (= 1
for vacuum) and the sine of half the acceptance angle 26. Using the experimental parameters from
above and n = 4096, this results in dres,ditff = 2.6 nm. A second limitation to the achievable resolu-
tion is the finite size of the reference. The reconstructed image is the convolution between object

and reference and be pictured as scanning the object with the reference. Using the

10—90% criterion, the size of the reference limits the resolution to (224):

dresref = 0.7dyef. Eq. 1-56

With RH diameters of around dres = 20nm (see chapter 3.2.3), a resolution of dresref = 14nm is
achievable. With the given experimental parameters, the resolution is limited by the size of the
reference. The resolution can be further increased by employing additional phase retrieval with the
reconstruction as initial guess, (234, 235). It should be noted, the previous discussion assumed
unlimited photon flux. For limited flux, the numerical aperture might not be defined by the detector

size further limiting the resolution.

The image contrast is directly connected to the contrast of the intensity modulations, thus the
interference between object and reference waves. By decreasing the size of the reference, less pho-
tons pass through the aperture and partake in the interference, thus reducing the intensity of the

reference wave. The contrast of the modulation can be expressed in terms of fringe visibility ¥

(230):
Viow * Irw Eq. 1-57

C=Y=2 .
low + Igw
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The scattering intensity of the object and reference in the detector plane is approximately propor-
tional to the total X-ray intensity transmitted through the OH and RH. The transmitted intensity
in turn is proportional to the area, and thus the diameter of the OH and RH (it is assumed that the

transmission rate is proportional to the square of the radii):

dRH ) dOH ) \/E

C=——"F—. Eq. 1-58
dgy + tdgy

With the relative transmission for the object t and for the reference set to unity. It should be noted

that Eq. 1-58 describes the mean contrast and assumes full coherence, thus is an upper limit esti-

mation. Small features can have a lower scattering intensity and thus exhibit lower contrast. A more

rigorous description would have to include the momentum transfer dependence to describe the

fringe visibility in different parts of the hologram.

1.3.3.2 X-ray holographic microscopy and wavefield back propagation

In FTH, the object wave is reconstructed in the plane of the reference source. A conventional
sample for this technique is prepared on transparent Si3N4 membranes with an opaque Au film on
one side and the magnetic sample on the other. A circular opening is generated in the Au with the
magnetic sample remaining as the object. Close to the object, a small pinhole milled through the
Au and sample to generate the reference. Due to the direct connection of the holographic optics
mask, the Au film with OH and RH, and the magnetic sample, the plane of the reference source

and sample are identical.

In XHM on the other hand, holographic mask and magnetic sample are prepared on two different
SiaN4 membranes to enable free movement of sample. The geometry is shown in Fig. 1-8. The
incident X-rays illuminate the holography mask with the opaque Au film containing the OH and
RH, generating the object wave and reference wave. The second membrane holding the sample is
separated from the first by a gap of width 4, typically in the range of 4 = 5— 35um. It is usually
caused by dirt particles or a slight tilt of the sample with respect to the holographic mask. Thus,
the OW propagates through vacuum the gap distance before interacting with the sample. A recon-
struction of the object wave in the plane of the holographic mask yields a blurred or “out of focus”
image for 4 < 10um. For wider gaps, the object is not discernible at all. In or-der to obtain a
focused image despite the separating gap, the reconstructed object wave need to be propagated
into the sample plane (227). This issue is known in Fourier optics and can be solved by free space

propagation using the Helmholtz propagator (222, 223).
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Figure 1-8: In the XHM geometry, the separation of the holography mask from the object allows to

move the sample with respect to the holography mask, extending the accessible area for imaging (224).

Considering the complex wave field P (x,y,z = 0) in the plane z = 0. The plane propagates along
the optical axis into the plane z = 4 without absorption, becoming Y (x,y,z = A4). This can be solved

using the time-independent Helmholtz equation:

(V2 + K)Y(x,y,2) = 0. Eq. 1-59

with the wave vector k = (kx, Ky, kz). One solution to this equation is the plane wave

Yp(x,y,2) = exp (i(kxx + kyy + kzz)) ) Eq. 1-60

with K = (k)% +kj + k%) With |K| = k, kz can be expressed as k, = /kz — kZ — kZ and it fol-
lows:
Yp(x,y,2) = exp (i(kxx + kyy)) - exp (iz /kz — k2 — k§) Eq. 1-61
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Eq. 1-61 describes the propagation of a plane wave (first term) through space with the second term
being the free space propagator. In general (x,y,z = 0) is, no plane wave, but a complicated com-
position of a spatial wave spectrum. However, any wave can be written as a Fourier integral, de-

composing it into its plane wave components:

W(x,y,z =0) = f ] F (ke by b, = 0)) -exp (i(kyx + kyy) ) dicydky. Eq. 1-62

After propagating each plane wave component by multiplying the free space propagator, the com-

plete propagated wave is obtained by taking the inverse Fourier transform:

Y(x,y,z=A4) = ff F (zp(kx, ky, k, = O)) - exp (i(kxx + kyy))

- exp ( i4 /kZ—kZ—kZ)dk dky,
o (l S Eq. 1-63
Yx,y,z=4)=F! exp(iA sz —kZ — k;) F(x,y,z=0)

Wy, z=4) =Py P(x,y,z = 0).
Using the Helmholtz propagator Pa any wave can be propagated forward and backward along z.
Back to XHM, we can now reconstruct the object wave in the sample plane instead of the plane of
the reference source. We substitute in Eq. 1-63 F Y(xy,z = 0) by H(kx,ky), which is the Fourier

transform of the object wave:

ll)(x,y,z = A) = T‘lexp (lA\’kZ - kF% - k3%> . H(kX' kYﬂ kz = O)

Y(x,y,z = A) = Py H(ky, ky, k, = 0) Eq. 1-64

P = Flexp (iA ’kz — k2 — k§>

Before the image reconstruction, a plane wave has to be multiplied to the hologram to propagate
it into the sample plane. By putting Eq. 1-52 into Eq. 1-64, the object wave can be reconstructed

in the sample plane. By reducing Eq. 1-52 to its third and fourth cross correlation term it follows:

Y(x,y,z=4) = F lexp (iA /kz — k2 — k}%)}"

(0(x + %0, Y + Yo, 2 = 0) + 0" (=x — x0, =y — Yoz = 0)) Eq. 1-65
V(x,y,z=24)= o(x +x0,y + Vo, z = A) + 0" (—x — xo, =y — Yoz = —A).
The first term is reconstructed as expected in the sample plane. The second term, however, is

propagated in the opposite direction, further away from the sample plane. Thus, only one of the

twin images is focused, while for the second the features are blurred even stronger. It is worth
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mentioning that due to the propagation, the autocorrelation terms become laterally more extended
and the reconstruction might no longer be spatially separated from the autocorrelation for

dsep = 1.5 dor. To ensure the separation also for larger gaps, typically is chosen to dsep = 2.5 doL.

57



Sample fabrication and experimental techniques

2 Sample fabrication and experimental techniques

This chapter deals with the experimental techniques that are used to fabricate, characterize and
image the sample systems investigated in this thesis. First, the sputter chamber (section 2.1) is
described that is used for the sample fabrication. This is followed by a brief introduction to the
magneto-optical Kerr effect (MOKE) setup (section 2.2). Subsequently, a combined focused ion
beam/scanning electron microscope (FIB/SEM) (section 2.3) setup is presented that is used for
the preparation of the holography masks. Finally, the X-ray holographic microscope (section 2.4)

is introduced, with which the scattering and imaging experiments were conducted.

2.1  Sputter chamber

All samples investigated in this thesis were prepared at room temperature in the UHV sputter
chamber with a base pressure of < 10 mbar that is depicted in Fig. 2-1. In this chamber, electron—
cyclotron resonance (ECR) (237) and direct-current-magnetron (DC) (238) sputtering techniques
are available for the deposition of in total nine materials. Following the findings described in (729,
239), both techniques are made use of for their respective advantages to maximize the perpendic-

ular magnetic anisotropy (PMA) in the magnetic thin films.

For ECR sputtering, an Ar pressure of 3.2 X 10* mbar and an extraction voltage, and therefore Ar*
ion energy, of 1.2keV is used. The Pt target is a quadratic plate of 5 X5 cm?, ensuring the whole
Ar" ion beam hitting the plate under an angle of 45°. Using these parameters and an ion cutrent of

40mA, Pt is deposited with a rate of 0.33nm/s on the 10 cm distant sample.

DC sputtering requires a higher Ar pressure’ of 3.4-10” mbar in the chamber to start and operate
the magnetrons. Nine materials are available. All investigated samples consist of Co, Ir, and Pt. The
other six materials are Au, Cu, Fe, Ni, Pd, and Ta. Co is sputtered from a 2 magnetron (A 320-
XP, Aja International Inc.) with an Ar” energy of (290— 310) eV at a constant ion current of 50 mA.
These parameters result in a rate of 0.025nm/s. Pt and Ir, on the other hand, are sputtered from
17 targets (A 310-XP, Aja International Inc.) with ion energies of 420— 550eV at a constant current
of 30mA and 20mA, respectively. The deposition rates are 0.05nm/s for Pt and 0.025nm/s for

Ir. The error of the sputter rates is estimated to be smaller than 5 %.

The key difference between ECR and DC sputtering are the resulting energies of the atoms leaving

the target (727). For ECR, the atoms have an average energy of 30 eV, resulting in a mean free path

¢ 'The pressure gauge (CV'G107 and 1VGC301, InstruTech Inc.) used for this measurement is calibrated for Na. The true
pressure for Ar is approximately 80 % of the one indicated, and therefore 2.7-10-*mbar.
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Figure 2-1: Photograph of the UHV sputter chamber with the ECR gun for the deposition of Pt seed

layer and several magnetrons for the depositions of among other materials Co, Pt, and Ir.

of 40 cm at the prevailing pressure. With 5cm distance from target to substrate, the atoms reach
the substrate mostly without losing energy. DC sputtering results in the atoms having about 20 eV
energy and, due to the higher pressure, a mean free path of only 2cm (75). The distance between
target and substrate is 10 cm. Therefore, the atoms loose a high proportion of their energy on their
way to the substrate. The higher energy and mobility of the ECR-sputtered atoms induces a pro-
nounced (111) texture in the polycrystalline deposited layer with random in-plane orientation and
a grain size of 11nm for layers of 4nm (728—730). With its lower energy, DC sputtered layers
exhibit less interdiffusion and consequently sharper interfaces. Subsequently, the combination of
the pronounced texture of an ECR sputtered seed layer with the sharp interfaces of DC-sputtered
layer stack, retaining the properties of the seed, enhances the overall PMA (239). A detailed analysis

of the structural properties is given in (729).

Deposition of Wedge-Shaped Layers

Wedge shaped layers are used to study the thickness-driven evolution of magnetic properties. The
penumbra of a shadow mask is used for the deposition of such layers. The sample holder contain-
ing the shadow mask is shown in Fig. 2-2. It consists of a sample holder made of Al and a Cu flap.
The flap is opened and closed by gravitation via a rotation of the whole sample holder along its
transfer axis. With 10 cm distance between sample and 2” DC sputter target and 2mm between
sample and flap, the resulting wedges show a length of ~2.5mm. An infinitely thin flap would

create a wedge with the profile of an error function. With its thickness of 1 mm however, the flap
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Figure 2-2: Photograph of the shadow mask used for the fabrication of wedge-shaped layers. It consists
of an Al samp