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1 Introduction and summary

Algebraic topology is informed by the idea that topological spaces or manifolds may be studied
by extracting from them algebraic objects. These algebraic objects cover a wide spectrum
ranging from numbers like Betti numbers over groups and vector spaces to higher categories
that contain multiple (possibly infinitely many) layers of algebraic information.

The reverse principle is also well-established: Manifolds and spaces (often low-dimensional
ones) can be used to describe and investigate algebraic objects. For example, the covering
theory of graphs yields a topological proof of the Nielsen-Schreier Theorem [BL36], the little
disks operads [BV68, May72, BV73] provide a topological origin for monoidal categories, braided
monoidal categories and Gerstenhaber algebras [SW03, Fre17], and factorization homology for
the circle allows us to describe Hochschild homology [AF15], see [Sch14, BZBJ18a, BZBJ18b]
for the relation of factorization homology to topological field theories and quantum algebra.

In this thesis, a particular instance of the principle of describing algebraic structures via
topology will be present throughout, namely the intimate relation between low-dimensional
topology and representation theory. This relation is afforded by three-dimensional extended
topological field theory [At88, RT91, Tur10a] – a notion that will be described informally below
and then in detail in the main part of the thesis.

The correspondence between algebra and topology is not limited to objects, but extends
to operations: If an algebraic object is described by a topological structure, then it is only
reasonable to also describe the natural operations that an algebraic object admits in topological
terms. This thesis is concerned with the search for a topological version of an algebraic operation
on representation categories, namely the concept of an orbifold category [Kir04, Müg05, GNN09]
that will be described in more detail towards the end of the introduction and then later in
Section 6.1.2. The topological orbifold construction that we develop in this thesis is formulated
on the level of extended topological field theories. It enjoys the properties that topological
counterparts of algebraic constructions often have:

• They are more conceptual, compact and easier to handle.

• They lead to generalizations and unifications.

• One often gains insight through the interplay of the topological and the algebraic con-
struction.

Especially the last point will be illustrated in detail.
As a key ingredient to establish the relation between the topological and the algebraic orb-

ifold construction, we will encounter another example of how to encode complicated algebraic
data topologically, the little bundles operad which describes braided crossed categories, a type
of category studied in representation theory and of great relevance to the algebraic orbifold
construction.

Extended (equivariant) topological field theories. In order to describe the orbifold con-
struction in more precise terms, let us first give an informal description of topological field
theories (referred to in the literature also as topological quantum field theories). The notion
of a topological field theory can be defined in all dimensions, but our informal description will
concentrate on the three-dimensional case for concreteness: A (non-extended) three-dimensional
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8 1 Introduction and summary

topological field theory Z assigns to every compact oriented surface Σ a vector space Z(Σ) and
to each compact oriented bordism M (Figure 1.1) whose ingoing and outgoing boundaries are
compact oriented surfaces Σ0 and Σ1, respectively, a linear map Z(M) : Z(Σ0) −→ Z(Σ1).
These assignments respect the gluing of bordisms and their disjoint union. This allows to com-
pute Z on a given manifold by cutting the manifold into simpler pieces. A three-dimensional
topological field theory with values in vector spaces may be formally described [At88] as a sym-
metric monoidal functor Z : Cob(3, 2) −→ Vect from the symmetric monoidal three-dimensional
bordism category Cob(3, 2) to the symmetric monoidal category Vect of vector spaces (over a
field that in this thesis will always be given by the complex numbers).

MΣ0 Σ1

Figure 1.1: A three-dimensional bordism M with ingoing boundary Σ0 (consisting of the disjoint
union of two tori) and outgoing boundary Σ1 (consisting of a single torus).

The notion of an extended three-dimensional topological field theory enhances this picture and
assigns also special types of linear categories, so-called 2-vector spaces, to compact oriented one-
dimensional manifolds, i.e. disjoint unions of circles. The formal definition describes extended
three-dimensional topological field theories as symmetric monoidal functors Cob(3, 2, 1) −→
2Vect from the bordism bicategory to the bicategory of 2-vector spaces. No assignments to
even lower-dimensional manifolds, i.e. points, will be made; in technical terms, the extended
topological field theories of this thesis will be once-extended, but not fully extended.

The notion of a topological field theory is inspired by quantum field theories and provides
a mathematical axiomatization of a certain class of quantum field theories. These important
relations to physics are covered e.g. in [FQ93, FHLT10, Kap10], see additionally [RW18] for the
relations to quantum computing. In this thesis, however, the emphasis lies on the deep connec-
tions of extended three-dimensional topological field theories to representation theory that we
will explain in more detail now: Starting from a semisimple modular category (a non-degenerate
kind of ribbon category that we may obtain, for instance, as the representation category of cer-
tain Hopf algebras [EGNO15, Kas95]), the Reshetikhin-Turaev construction [RT91, Tur10a]
allows us to build an extended three-dimensional topological field theory (possibly containing
anomalies). Conversely, if we evaluate an extended three-dimensional topological field theory on
the circle, we obtain a semisimple modular tensor category (this structure comes from the evalu-
ation on manifolds of higher dimension). This map from three-dimensional extended topological
field theories to semisimple modular tensor categories is an equivalence [BDSPV15].

The notion of a topological field theory admits many variants. For example, one may consider
bordisms that are decorated with additional data. The following type of topological field theory
will be crucial in this thesis as it will form the input datum for the topological orbifold construc-
tion: Homotopy quantum field theories, as introduced in [Tur99] and further developed in the
monograph [Tur10b], are topological field theories defined on bordisms equipped with maps to a
fixed topological space, called the target space. In the most investigated special case, this target
space is chosen to be aspherical, i.e. to be the classifying space of a (finite) group G. Homotopy
quantum field theories with such a choice of target space are called G-equivariant topological
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field theories in this thesis. Of course, decorating bordisms with a map to BG amounts to
decorating them with a G-bundle.

The topological orbifold construction. The topological orbifold construction or orbi-
foldization for equivariant topological field theories that we will develop in this thesis is now
a construction which assigns to a given equivariant topological field theory a non-equivariant
topological field theory, its orbifold theory. Such an orbifold construction should be understood
as a sum over twisted sectors combined with a computation of the invariants of the theory in the
appropriate sense, see [DVVV89] for this perspective on orbifoldization including the relation
to sigma models with orbifold target, and e.g. [FKS92, Ban98, Ban02, CGPW16, EG18] for the
study of orbifold theories, in particular permutation orbifolds.

Our construction is set up as follows: For a given finite group G, the construction takes
as input an extended G-equivariant topological field theory, i.e. a symmetric monoidal functor
Z : G-Cob(n, n−1, n−2) −→ 2Vect from the symmetric monoidal bicategoryG-Cob(n, n−1, n−2)
of n-dimensional bordisms equipped with a map to BG to the symmetric monoidal bicategory
2Vect of 2-vector spaces. The output of our construction is the orbifold theory Z/G : Cob(n, n−
1, n− 2) −→ 2Vect, a non-equivariant topological field theory. For the construction of Z/G, we
perform the following two steps:

(1) First we produce from the equivariant theory Z a symmetric monoidal functor Ẑ : Cob(n, n−
1, n − 2) −→ 2VecBunGrpd from the cobordism category to the symmetric monoidal bi-
category 2VecBunGrpd built in Section 3.3.1 from 2-vector bundles over essentially finite
groupoids and (higher) spans of groupoids, see also [Hau18] for related concepts. Hence,
this step changes the target category of the theory (also referred to as coefficients) from
2Vect to the more complicated 2VecBunGrpd which, in exchange, now contains informa-
tion about the equivariance. The domain category changes from G-Cob(n, n− 1, n− 2) to
Cob(n, n− 1, n− 2) and hence becomes simpler. This step will be referred to as change to
equivariant coefficients and will be explained in Section 4.1.

(2) To produce topological field theories valued in 2Vect, we need the symmetric monoidal
parallel section functor

Par : 2VecBunGrpd −→ 2Vect

whose construction will be the main result of Chapter 3. It takes (homotopy) invariants of
2-vector bundles and sends (higher) spans of groupoids to certain pull-push maps combined
with (higher) intertwiners. To some extent, it makes the idea of the ‘Sum functor’ in
[FHLT10] precise. By restriction to the endomorphisms of the respective monoidal units
one obtains the functor developed in [Tro16].

Now we can define the orbifold theory as the concatenation of symmetric monoidal functors

Z

G
: Cob(n, n− 1, n− 2)

Ẑ−→ 2VecBunGrpd
Par−−−→ 2Vect .

The construction is functorial in Z, so the orbifoldization takes the form of a functor

−/G : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ Sym(Cob(n, n− 1, n− 2), 2Vect) (1.1)

Z 7−→ Z

G

from the 2-groupoid HSym(G-Cob(n, n− 1, n− 2), 2Vect) of extended G-equivariant topological
field theories to the 2-groupoid Sym(Cob(n, n − 1, n − 2), 2Vect) of extended topological field
theories. An explicit description of the orbifold construction is given in Proposition 4.3. In



10 1 Introduction and summary

Section 4.3, finally, we generalize the orbifold construction to a pushforward operation

λ∗ : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ HSym(H-Cob(n, n− 1, n− 2), 2Vect) (1.2)

for equivariant topological field theories along any morphism λ : G −→ H of finite groups. Both
the orbifold construction (1.1) and the push construction (1.2) lift the orbifold construction for
non-extended equivariant topological field theories from [SW19] to a bicategorical setting. This
makes the construction considerably more involved, but also algebraically richer.

As outlined in the beginning, the main motivation for developing an orbifold construction for
extended topological field theories comes from the 3-2-1-dimensional case. The goal is to relate
in this specific dimension the orbifold construction on field theory level, as developed in this
thesis, with an algebraic orbifoldization procedure for monoidal representation categories [Kir04,
Müg05, GNN09]. This relation will be worked out in Chapter 6 and will also be summarized
below.

The precise formulation of this relation, however, requires a rather long preparation, namely
the thorough investigation of the structure that is present on the category obtained by evaluation
of an extended G-equivariant topological field theory on the circle. This investigation is of
interest independently of the orbifold construction.

The little bundles operad and braided crossed categories. The key technical ingredient
for the investigation of the category obtained by the evaluation of an equivariant topological field
theory on the circle is a colored topological operad, the little bundles operad. We introduce this
operad in Chapter 5. The little bundles operad is motivated and constructed in the following
way: Consider for r ≥ 0 an r-ary operation f ∈ E2(r) of the little disks operad E2 [BV68, BV73],
i.e. an affine embedding of r disks into another disk, and the groupoid PBunG(C(f)) of G-bundles
over the closed complement C(f) of the image of the embedding f . Then the (pure) braid group
on r strands acts on the space PBunG(C(f)). The homotopy quotient is known as a Hurwitz
space, see [Cle72, Hur91] and e.g. [EVW16] for an overview. We consider a model W2(r) for this
homotopy quotient which, by restriction to the boundary circles, comes with a Serre fibration
W2(r) −→ Map(S1, BG)r+1 to the r + 1-fold product of the free loop space of the classifying
space of G. This allows us to prove that the fibers of this Serre fibration, considered for varying
r ≥ 0, combine into a topological Map(S1, BG)-colored operad EG2 that we call the operad of
little G-bundles.

The operad EG2 of little bundles is aspherical, and we exhibit a presentation as a groupoid-
valued operad in terms of generators and relations (Section 5.3) using so-called parenthesized
G-braids. This allows us to prove in Theorem 5.32 that the categorical little bundles algebras (i.e.
little bundles algebras in categories) are precisely braided G-crossed categories – a G-equivariant
and G-graded version of a braided monoidal category which is not a braided category itself in
the usual sense. Roughly, a braided G-crossed category C is G-graded with the component of
g ∈ G being denoted by Cg, and it carries a homotopy coherent G-action, where the action by
g ∈ G carries X ∈ Ch to g.X ∈ Cghg−1 . The monoidal product sends X ∈ Cg and Y ∈ Ch to
X ⊗ Y ∈ Cgh. The crossed braiding consists of coherent isomorphisms

X ⊗ Y ∼= g.Y ⊗X for X ∈ Cg , Y ∈ Ch .

Again, this will not define an actual braiding except on the neutral sector Ce. This notion is
due to Turaev [Tur00, Tur10b]; we, however, use a version of this notion [Gal17, Definition 5.4]
allowing for more general coherence data and omitting the requirement of rigidity (existence of
duals).
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Theorem 5.32. There is a Quillen equivalence

{braided G-crossed categories} {categorical little G-bundles algebras} .
Φ!

Φ∗

The model structures on algebras over an operad are the transferred ones, see page 98.
Braided crossed categories have been studied in [Müg04, Kir04, GNN09, ENOM10, Tur10b].

One ingredient of our proof is a coherence result for G-equivariant categories [Gal17]. In the
existing literature, the bookkeeping of the coherence data of a G-crossed braided monoidal
category is done manually. Our operadic approach encodes this data in a compact way.

For the application to equivariant topological field theories that we have in mind, it will be
necessary to prove a statement similar to Theorem 5.32 for an enhancement of the little bundles
operad, the framed little bundles operad (Section 5.4.2), that also allows for a rotation of little
decorated disks, thereby generalizing the usual enhancement of the little disks operad by the
framed little disks operad to the equivariant setting.

Theorem 5.39. There is a Quillen equivalence

{balanced braided G-crossed categories} {categorical framed little G-bundles algebras} .
Φf

!

Φf∗

Balanced braided G-crossed categories are defined in Section 5.4.2.
The above results on the categorical algebras of the (framed) little bundles operad allow us to

prove the following result on the structure present on the category CZ (more precisely: 2-vector
space) obtained as the value of a 3-2-1-dimensional G-equivariant topological field theory Z on
the circle:

Theorem 5.49. For any finite group G and any extended G-equivariant topological field theory
Z : G-Cob(3, 2, 1) −→ 2Vect, the 2-vector space CZ that is obtained from Z by evaluation on
the circle with varying G-bundle decoration is a finitely semisimple G-ribbon category.

The notion of aG-ribbon category is given in Definition 5.48; a stricter version of this definition
appears in [Tur10b, VI.2.3].

Topological versus algebraic orbifoldization. In Proposition 6.2 we explicitly compute
how the G-ribbon structure of CZ behaves under the topological orbifold construction, and in
Theorem 6.4 we prove our main result on the relation of this topological orbifold structure to the
one obtained via the purely algebraic orbifoldization procedure in terms of orbifold categories
[Kir04, Müg05, GNN09]. Roughly, the algebraic orbifoldization sends a braided G-crossed cate-
gory C with components (Cg)g∈G to the orbifold category C/G whose objects are objects X ∈ C
together with coherent isomorphisms X ∼= g.X for all g ∈ G (this is the category of homotopy
fixed points under the G-action). If C is a finitely semisimple G-ribbon category, then C/G
comes with the structure of a finitely semisimple ribbon category. A strong motivation for the
concept of an orbifold category, that will, however, not play a role in this thesis, comes from
the study of vertex operator algebras. More precisely, for a vertex operator algebra V with a
G-action, the category of modules over the vertex subalgebra V G of invariants can be described
as an orbifold category, see [Kir04] for a more detailed explanation. Algebraic orbifoldization
procedures are also used in an operator algebraic approach to conformal field theory [Müg05].

Our result on the relation of the 3-2-1-dimensional topological orbifold construction and the
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algebraic orbifold construction may now be stated as follows:

Theorem 6.4. The square

3-2-1-dimensional G-equivariant
topological field theories

finitely semisimple
G-ribbon categories

3-2-1-dimensional
topological field theories

finitely semisimple
ribbon categories

evaluation
on the circle

(Theorem 5.49)

orbifoldization −/G , see (1.1)
(topological orbifoldization)

orbifold category
(algebraic orbifoldization)
[Kir04, Müg05, GNN09]

evaluation
on the circle
[BDSPV15]

commutes up to natural isomorphism.

We make the following statements about the modularity of the categories appearing on the right
hand side:

Theorem 6.20. Let G be a finite group. For any extended G-equivariant topological field
theory Z, the category CZ obtained by evaluation on the circle is

(a) G-modular if its monoidal unit is simple,

(b) and in the general case still G-multimodular.

We refer to Definition 6.17 for the notion of G-(multi)modularity. This result extends one of
the main results of [BDSPV15] to the equivariant case. The proof of (a) makes explicit use of
the interplay between the topological and algebraic orbifoldization.

As a consequence, we obtain a functor from 3-2-1-dimensional G-equivariant topological field
theories to G-multimodular categories and hence a first step towards the classification of 3-2-1-
dimensional G-equivariant topological field theories (Remark 6.22).

As a further application, our construction provides a uniform topological formulation for the
following two instances of orbifoldization:

• In combination with the cover functor [BS11], our orbifold construction yields permutation
orbifolds [FKS92, Ban98, Ban02, EG18], see Example 6.10.

• The orbifoldization of extended cohomological homotopy quantum field theories leads to
the twisted Drinfeld doubles of a finite group from [DPR90], as discussed in [MW20a], see
also Example 4.5.

Our construction ensures the existence of these orbifold theories as extended topological field
theories and makes them explicitly computable. For example, we provide a formula for the
number of simple objects of the orbifold theory (Theorem 6.8), which as a byproduct yields re-
strictions for manifold invariants coming from homotopy quantum field theories (Corollary 6.5).

The concepts developed in this thesis have found important applications in work of other
authors: In [MS19] the topological orbifold construction is used in the construction of topological
field theories corresponding to anomalies in quantum field theory, and in [You19] the parallel
section functor is one of the key technical ingredients for the construction of orientation twisted
homotopy quantum field theories.
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Background. While the central notions of this thesis, like the notion of an extended (equiv-
ariant) topological field theory, will be defined in detail in later chapters, familiarity with some
more standard notions and techniques will be assumed. For the basic notions of category theory,
we refer to [ML98, Chapter I-V] and for an introduction to (braided) monoidal categories, their
associated graphical calculus and connections to topological field theory to [TV17, Chapter 1-3].
A large part of this thesis will be concerned with constructions in symmetric monoidal bicate-
gories for which we refer to [SP09, Chapter 2]. Finally, an introduction to operads can be found
e.g. in [Fre17, Chapter 1-2].
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This thesis is based on the following three publications:

[1] Extended Homotopy Quantum Field Theories and their Orbifoldization. With Christoph
Schweigert. J. Pure Appl. Algebra 224(1), 2020. arXiv:1802.08512 [math.QA]

[2] A Parallel Section Functor for 2-Vector Bundles. With Christoph Schweigert. Theory
Appl. Categ. 33(23):644–690, 2018. arXiv:1711.08639 [math.CT]

[3] The Little Bundles Operad. With Lukas Müller. 2019. Accepted for publication in Algebr.
Geom. Topol. arXiv:1901.04850 [math.AT]

Other publications of the author:

[4] Orbifold Construction for Topological Field Theories. With Christoph Schweigert. J. Pure
Appl. Algebra 223:1167–1192, 2019. arXiv:1705.05171 [math.QA]

[5] Parallel Transport of Higher Flat Gerbes as an Extended Homotopy Quantum Field The-
ory. With Lukas Müller. J. Homotopy Relat. Str. 15(1):113-142, 2020. arXiv:1802.10455
[math.QA]

[6] Equivariant Higher Hochschild Homology and Topological Field Theories. With Lukas
Müller. Homology Homotopy Appl. 22(1):27–54, 2020. arXiv:1809.06695 [math.AT]

[7] Operads for algebraic quantum field theory. With Marco Benini and Alexander Schenkel.
2017. Accepted for publication in Comm. Contemp. Math. arXiv:1709.08657 [math-ph]

[8] Involutive categories, colored ∗-operads and quantum field theory. With Marco Benini and
Alexander Schenkel. Theory Appl. Categ. 34(2):13-57, 2019. arXiv:1802.09555 [math.CT]

[9] Homotopy theory of algebraic quantum field theories. With Marco Benini and Alexander
Schenkel. Lett. Math. Phys. 109:1487–1532, 2019. arXiv:1805.08795 [math-ph]

Further preprint:

[10] The Hochschild Complex of a Finite Tensor Category. With Christoph Schweigert. 2019.
arXiv:1910.00559 [math.QA]

We will also give a very brief summary of the papers [4]-[10] that are not being reported on
in this thesis and explain the relations of these papers to the topics of this thesis:

In [4] we give an orbifold construction for non-extended topological field theories which, on a
technical level, is a lot less demanding because all construction are 1-categorical. While estab-
lishing in this thesis the orbifold construction in the extended case, which lives in a bicategorical
framework, we will at several occasions explain how the results of [4] may be recovered.

Papers [5] and [6] form an example-driven study of various higher categorical aspects of equi-
variant topological field theories. In [5] we construct an extended G-equivariant topological field
theory from a group cocycle on G. We prove that the orbifoldization of this theory is precisely
twisted Dijkgraaf-Witten theory, see also Example 4.5. This opens a perspective on twisted Drin-
feld doubles through topological orbifoldization. In [6] we define an (∞, 1)-categorical version of
equivariant topological field theories and provide an example via equivariant higher Hochschild
homology. In [6, Section 3.4.2], we explore how orbifoldization procedures could be understood
in the (∞, 1)-categorical framework.
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The publications [7]-[9] are not concerned with topological field theories, but as in this thesis,
operadic techniques play an important role: We develop an operad whose algebras are precisely
algebraic quantum field theories in the sense of Haag-Kastler, thereby paving the way towards a
notion of a homotopy coherent algebraic quantum field theory. For ordinary algebraic quantum
field theories, observables assigned to causally independent spacetime regions commute, which
is referred to as Einstein causality. For homotopy coherent algebraic quantum field theories,
this axiom is relaxed in a consistent way. For both topological field theories and algebraic
quantum field theories, orbifoldization is one of the main tools for the construction of new field
theories from existing equivariant field theories. We present general concepts of orbifoldiza-
tion for algebraic quantum field theories in [7, Section 4.5]. In [9, Section 5] we use a derived
version of orbifoldization to construct one of the first non-trivial examples of a homotopy coher-
ent algebraic quantum field theory. It can be understood as a fiberwise groupoid cohomology
of a category fibered in groupoids with coefficients in an ordinary algebraic quantum field theory.

Finally, paper [10] aims at generalizing the relations between low-dimensional topology and
representation categories from the semisimple case (that we consider throughout this thesis)
to the non-semisimple case. The technical and conceptual challenges that this leads to are
approached by using techniques from homological algebra and homotopy theory. As the main
result of [10], we show that the Hochschild complex of a not necessarily semisimple modular
category carries a homotopy coherent projective action of the mapping class group of the torus.
When this modular category is given by the category of modules over a ribbon factorizable Hopf
algebra, the induced action on Hochschild homology is dual to the one considered in [LMSS18].
It should be noted, however, that the construction in [10] yields really a canonical homotopy
coherent action at chain level and therefore goes beyond [LMSS18] in many respects. For the
treatment of non-semisimple braided crossed categories in [10], we make extensive use of the
little bundles operad developed in this thesis. To this end, it is advantageous that this operad
is constructed in a general way that does not make reference in any way to semisimplicity.

Conventions. All vector spaces or higher analogues thereof encountered in this thesis will be
over the field of complex numbers. Therefore, we suppress the field in the notation and write
Vect instead of VectC. Still, all constructions would also work over an algebraically closed field
of characteristic zero.

We will refer to weak 2-functors between bicategories just as functors unless we want to stress
the categorical level.

As mentioned in the introduction, the word extended in connection with topological field
theories will always mean once-extended.
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2 Extended equivariant topological field
theories

In this short chapter, we develop a bicategorical version of the notion of an equivariant topo-
logical field theory and thereby define the mathematical objects that this thesis will be mainly
concerned with.

2.1 Extended homotopy quantum field theories

In order to define extended equivariant topological field theories, we first define an extended
version of the homotopy quantum field theories in [Tur10b] for arbitrary target spaces (Def-
inition 2.3). By specializing to aspherical targets we obtain extended equivariant topological
field theories. In the 3-2-1-dimensional case, equivariant topological field theories have also been
defined in [MNS12] using the language of principal fiber bundles. The present generalization to
arbitrary dimension and target space seems to be new.

The definition of an extended homotopy quantum field theory requires a suitable symmetric
monoidal bordism bicategory T -Cob(n, n − 1, n − 2) for an arbitrary target space T . It will
generalize the symmetric monoidal bordism bicategory Cob(n, n− 1, n− 2) used as the domain
of extended topological field theories, see e.g. [SP09], in the sense that all manifolds involved
are additionally equipped with continuous maps to T .

For the definition of T -Cob(n, n − 1, n − 2), we need not only manifolds and manifolds with
boundary, but also manifolds with corners whose definition we briefly recall, see also [SP09,
Section 3.1.1]: An n-dimensional manifold with corners of codimension 2 is a second countable
Hausdorff space M together with a maximal atlas of charts of the form

M ⊇ U ϕ−→ V ⊂ Rn−2 × (R≥0)2 .

Given x ∈ M we define the index of x to be the number of coordinates of (pr(R≥0)2 ◦ ϕ)(x)
equal to 0 for some chart ϕ (and hence for all charts). The corners are points of index 2. A
connected face of M is the closure of a maximal connected subset of points of index 1. A face
is the disjoint union of connected faces. A manifold with faces is a manifold with corners such
that every point of index 2 belongs to exactly two different connected faces.

Finally, an n-dimensional 〈2〉-manifold is an n-dimensional manifold M with faces together
with a decomposition ∂M = ∂0M ∪∂1M of its topological boundary into faces such that ∂0M ∩
∂1M is the set of corners of M . We call ∂0M the 0-boundary of M and ∂1M the 1-boundary
of M .

Definition 2.1 (Bordism bicategory for arbitrary target space). Let n ≥ 2. For a non-empty
topological space T , referred to as the target space, the bicategory T -Cob(n, n − 1, n − 2) of
bordisms with maps to T is defined in the following way:

(0) Objects, also called 0-cells, are pairs (S, ξ), where S is an (n − 2)-dimensional oriented
closed manifold and ξ : S −→ T is a map (by a map between topological spaces we always
mean a continuous map).

(1) A 1-morphism or 1-cell (Σ,ϕ) : (S0, ξ0) −→ (S1, ξ1) is an oriented compact collared bor-
dism (Σ,χ−, χ+) : S0 −→ S1, i.e. a compact oriented (n−1)-dimensional manifold Σ with
boundary together with orientation preserving diffeomorphisms χ− : S0 × [0, 1) −→ Σ−

17
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and χ+ : S1 × (−1, 0] −→ Σ+, where Σ− ∪ Σ+ is a collar of ∂Σ, and a continuous map
ϕ : Σ −→ T such that the diagram

Σ

S0 × {0} S1 × {0}

T

ϕ

χ−

ξ0

χ+

ξ1

commutes. Here and in the sequel, the restrictions to subspaces are often suppressed in the
notation. We do not assume any compatibility on the collars. Composition of 1-morphisms
is by gluing of bordisms along collars and maps, respectively. Note that the collars are
necessary to define the composition. Identities are given by cylinders decorated with the
homotopy which is constant along the cylinder axis.

(2) A 2-morphism or 2-cell (Σ,ϕ) =⇒ (Σ′, ϕ′) between 1-morphisms (S0, ξ0) −→ (S1, ξ1) is
an equivalence class of pairs (M,ψ), where M : Σ −→ Σ′ is an n-dimensional collared
compact oriented bordism with corners and ψ : M −→ T is a map. Here an n-dimensional
collared compact oriented bordism with corners is a 〈2〉-manifold M together with

• a decomposition of its 0-boundary ∂0M = ∂0M− ∪ ∂0M+ and corresponding orienta-
tion preserving diffeomorphisms δ− : Σ× [0, 1) −→M− and δ+ : Σ′× (−1, 0] −→M+

onto collars of this decomposition,

• a decomposition of its 1-boundary ∂1M = ∂1M− ∪ ∂1M+ and corresponding ori-
entation preserving diffeomorphisms α− : S0 × [0, 1) × [0, 1] −→ M− and α+ :
S1 × (−1, 0] × [0, 1] −→ M+ onto collars of this decomposition such that there is
an ε > 0 and commutative triangles

S0 × [0, 1)× [0, ε) M S1 × (−1, 0]× [0, ε)

Σ × [0, ε)

α−

χ−×id

α+

χ+×id
δ− (2.1)

and

Σ′ × (−ε, 0]

S0 × [0, 1)× (1− ε, 1] M S1 × (−1, 0]× (1− ε, 1] .

δ+

α−

χ′−×id−1

α+

χ′+×id−1
(2.2)

Furthermore, we require the diagram

M

S0 × [0, 1] tΣ S1 × [0, 1] tΣ′

T

ψ

α−tδ−

ξ0◦prS0tϕ

α+tδ+

ξ1◦prS1tϕ
′

to commute. The name for the map α−tδ− involves a slight abuse of notation: On the

summand S0× [0, 1] is given by the composition S0× [0, 1] −→ S0× [0, 1)× [0, 1]
α−−−−→
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M induced by the injection {0} −→ [0, 1) and α−. Note again that we do not assume
any compatibility on the collars.

Two such pairs (M,ψ) and (M̃, ψ̃) are defined to be equivalent if there is an orientation-
preserving diffeomorphism Φ : M −→M making the diagram

M

Σ × [0, 1) Σ′ × (−1, 0]

M̃

Φ

δ−

δ̃−

δ+

δ̃+

and a similar diagram for the collars of the 1-boundary commute such that additionally
ψ = ψ̃ ◦ Φ.

To define the vertical composition of 2-morphisms, we fix once and for all a diffeomorphism
[0, 2] −→ [0, 1] which is the identity on a neighborhood of 0, and near 2 given by x 7−→ x − 1.
Now the vertical composition is given by gluing using the collars of 0-boundaries. Furthermore,
we can use the diffeomorphism fixed above to rescale the ingoing and outgoing 1-collars. As for
1-morphisms, there is no problem in gluing maps to T because the maps to T are only continuous
(T is not even assumed to have a smooth structure).

Horizontal composition of 2-morphisms is defined by gluing manifolds and maps along 1-
boundaries. The new 0-collars can be constructed from the old ones by restricting them to [0, ε)
(such that condition (2.1) and (2.2) ensure that we can glue them along the boundary) and then
rescaling the interval keeping a neighborhood of 0 fixed.

Disjoint union endows the bicategory T -Cob(n, n−1, n−2) with the structure of a symmetric
monoidal bicategory with duals. The empty manifold with its unique map to T is the monoidal
unit.

Remark 2.2. (a) Following standard conventions, we will denote the composition of 1-mor-
phisms and 2-morphisms from right to left by using the concatenation symbol ◦. Whenever
we draw pictures of bordisms, however, composition has to be read from left to right.

(b) To maintain readability, we will often suppress the collars in the notation.

(c) Consider a 1-morphism (Σ,ϕ) : (S0, ξ0) −→ (S1, ξ1), a compact collared bordism Σ′ :
S0 −→ S1 and a diffeomorphism Φ : Σ −→ Σ′ preserving orientation and the collars. This
data gives rise to an invertible 2-morphism (M,ψ) : (Σ,ϕ) −→ (Σ′, Φ∗ϕ := ϕ ◦ Φ−1) as
follows: As the underlying compact collared bordism with corners M , we take the result of
gluing Σ × [0, 1] and Σ′ × [0, 1] via Φ. Moreover, ψ : M −→ T is the map that ϕ and Φ∗ϕ
give rise to; for details on this mapping cylinder construction see [MS18, Appendix A.2].

Having defined our bordism bicategory with target T we are now ready to lift the definition
of a homotopy quantum field theory from [Tur10b] to a bicategorical setting.

Definition 2.3 (Extended homotopy quantum field theory). An n-dimensional extended homo-
topy quantum field theory with target space T taking values in a symmetric monoidal bicategory
S is a symmetric monoidal functor Z : T -Cob(n, n − 1, n − 2) −→ S satisfying the homotopy
invariance property : For two 2-morphisms (M,ψ), (M,ψ′) : (Σa, ϕa) =⇒ (Σb, ϕb) between the
1-morphisms (Σa, ϕa), (Σb, ϕb) : (S0, ξ0) −→ (S1, ξ1) with ψ ' ψ′ relative ∂M , we have the
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equality

Z(S0, ξ0) Z(S1, ξ1) =

Z(Σa, ϕa)

Z(Σb, ϕb)

Z(M,ψ) Z(S0, ξ0) Z(S1, ξ1)

Z(Σa, ϕa)

Z(Σb, ϕb)

Z(M,ψ′)

of 2-morphisms. We denote by HSym(T -Cob(n, n− 1, n− 2),S) the bicategory of n-dimensional
extended homotopy quantum field theories (also called (n, n − 1, n − 2)-dimensional homotopy
quantum field theories), i.e. the bicategory of homotopy invariant symmetric monoidal functors
T -Cob(n, n− 1, n− 2) −→ S.

Remark 2.4. (a) This definition contains the appropriate bicategorical version of the homo-
topy invariance property in [Tur10b]. It is made in such a way that we recover the usual
homotopy invariance property if we pass from extended homotopy quantum field theories
to non-extended ones by restriction to the endomorphisms of the monoidal unit in both
domain and codomain.

(b) If T is a just the space with one point, we recover the notion of an extended topological
field theory. Recall that by extended we mean once-extended in this thesis.

(c) As for non-extended homotopy quantum field theories, the homotopy invariance can be
built in by decorating the top-dimensional bordisms with relative homotopy classes of maps
rather than actual maps. For technical reasons, however, we work with the above definition
which requires homotopy invariance as an additional property just as in [Tur10b].

(d) The symmetric monoidal bicategory S, which is the codomain of Z, will be referred to as
the coefficients or coefficient category of Z.

(e) The bicategory HSym(T -Cob(n, n− 1, n− 2),S) is in fact a 2-groupoid.

(f) Let Z be an n-dimensional extended homotopy quantum field theory, Σ : S0 −→ S1 a 1-
morphism in Cob(n, n−1, n−2) and ϕ and ϕ′ two maps Σ −→ T . Then for any homotopy

ϕ
h' ϕ′ relative ∂Σ, we obtain an invertible 2-isomorphism Z(h) : Z(Σ,ϕ) =⇒ Z(Σ,ϕ′)

by evaluation of Z on Σ × [0, 1] equipped with h. Note that Z(h) only depends on the
equivalence class of the homotopy h.

Example 2.5 (The symmetric monoidal bicategory 2Vect). Let us review the main example of a
symmetric monoidal bicategory that will be relevant as the coefficients of an extended homotopy
quantum field theory in the sequel, namely the symmetric monoidal bicategory 2Vect of 2-vector
spaces (of Kapranov-Voevodsky type1), see [KV94, Mor11]:

(0) Objects are 2-vector spaces, i.e. C-linear additive semisimple categories with biproducts,
finite-dimensional morphism spaces and finitely many simple objects up to isomorphism.

1 There are other types of 2-vector spaces, but throughout this text we will always mean 2-vector spaces of
Kapranov-Voevodsky type when talking about 2-vector spaces. In particular, we always work over the complex
field.
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(1) 1-Morphisms are C-linear functors, which are also called 2-linear maps.

(2) 2-Morphisms are natural transformations of C-linear functors.

The monoidal product is the Deligne product, the monoidal unit is the category FinVect of
finite-dimensional complex vector spaces. For any 2-vector space V, we can choose a basis, i.e.
a family of representatives for the finitely many isomorphism classes of simple objects. Having
chosen a basis B of a 2-vector space V we can write any object X in V as a biproduct

X ∼=
⊕
B∈B

VB ⊗B ,

where the VB are finite-dimensional complex vector spaces and where VB⊗B is the tensoring of
the vector spaces VB with the object B; essentially, this is the dimVB-fold biproduct of B with
itself. The C-linearity of a functor between 2-vector spaces is equivalent to the preservation of
biproducts. Consequently, any 2-linear map V −→ W is determined by its values on this basis,
which allows us the describe 2-linear maps in terms of matrices with vector space valued entries.
Moreover, note that 2-linear maps V −→ W are precisely the exact functors. Indeed, exactness
implies preservations of biproducts. The converse holds since all short exact sequences in V split
by semisimplicity.

Up to C-linear equivalence, a 2-vector space is determined by the cardinality of its basis, which
we will also refer to as dimension. For instance, any n-dimensional 2-vector space is equivalent
to the category C[Zn]-Mod of finite-dimensional complex modules over the group algebra of the
cyclic group Zn.

For later use, we recall that the symmetric monoidal category obtained by restriction of 2Vect
to the endomorphisms of the monoidal unit is the category FinVect of finite-dimensional complex
vector spaces.

For two topological spaces X and Y , we denote by Y X the space of maps X −→ Y equipped
with the compact-open topology. Depending on what is convenient, we can see X and Y and
Y X also as Kan complexes. For any space or Kan complex Z, we denote by Π(Z) = Π1(Z)
and Π2(Z) the fundamental groupoid and the fundamental 2-groupoid, respectively, and also
set Πj(X,Y ) := Πj(Y

X) for j = 1, 2.

From the definition of an extended homotopy quantum field theory, we obtain the following
statement (see also Remark 2.4 (f)):

Proposition 2.6. For any extended homotopy quantum field theory Z : T -Cob(n, n − 1, n −
2) −→ S and any closed oriented (n− 2)-dimensional manifold S, we naturally obtain a repre-
sentation

Ẑ(S) := Z(S,−) : Π2(S, T ) = Π2

(
TS
)
−→ S ,

i.e. a 2-functor Π2

(
TS
)
−→ S sending ξ : S −→ T to Z(S, ξ). The definition on homotopies

is by evaluation of Z on the cylinder S × [0, 1] over S; the definition on equivalences classes of
homotopies of homotopies is by evaluation of Z on the cylinder S× [0, 1]2 over the cylinder over
S.

The fact that this is well-defined on equivalences classes of homotopies of homotopies makes
uses of homotopy invariance, compare also with [SW19, Proposition 2.8].
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2.2 Aspherical targets: Extended equivariant topological field
theories

Specifying for the target space an aspherical space leads to equivariant topological field theories,
see also [Tur10b] for the non-extended case. Here a space or simplicial set T is called aspherical
if πk(T ) = 0 for k ≥ 2 and all choices of base points. In this case, T is equivalent to the
disjoint union of classifying spaces of groups. Without loss of generality, we will just consider
the connected case, i.e. T = BG for a group G. In context of the orbifold construction, we will
later on require G to be finite, but the following definition can be made for an arbitrary group
G:

Definition 2.7 (Extended equivariant topological field theory). For a group G, set

G-Cob(n, n− 1, n− 2) := BG-Cob(n, n− 1, n− 2)

for the classifying space BG of G. An n-dimensional extended G-equivariant topological field
theories with values in a symmetric monoidal bicategory S is a homotopy quantum field theory
Z : G-Cob(n, n− 1, n− 2) −→ S with target space BG and values in S.

Remark 2.8. (a) AG-equivariant topological field theory assigns data to manifolds decorated
with maps to BG. Homotopy classes of such maps correspond to isomorphism classes of
principal G-bundles, and in Lemma 2.9 below it is explained that this identification extends
to groupoids of bundles.

(b) A class of examples of extended G-equivariant topological field theories is constructed
in [MNS12] in a language slightly different from the one used here. Another class is
constructed in [MW20a] from cohomological data. Two very important construction pro-
cedures for non-extended three-dimensional G-equivariant topological field theories have
been given by Turaev and Virelizier in [TV12, TV14], see also Remark 6.22 at the end of
this thesis.

In the sequel, it will be crucial to know the following basic fact about mapping spaces with
aspherical target space, i.e. classifying space of a group (or more generally a groupoid):

Lemma 2.9. Let Γ be a groupoid. For any space X, the mapping space BΓX is equivalent
to the nerve of the functor groupoid [Π(X), Γ ]. In particular, for every (discrete) group G
and every manifold M (with boundary or corners) the space BGM is equivalent to the nerve
BPBunG(M) of the groupoid PBunG(M) of G-bundles over M .

Proof. We can see X as a Kan complex. Since the fundamental groupoid functor Π : Kan −→
Grpd from the category Kan of Kan complexes to the category Grpd of groupoids is left adjoint
to the nerve functor B : Grpd −→ Kan, we find

HomKan(Y,BΓX) ∼= HomKan(Y ×X,BΓ )
∼= HomGrpd(Π(Y ×X), Γ )
∼= HomGrpd(Π(Y )×Π(X), Γ )
∼= HomGrpd(Π(Y ), [Π(X), Γ ])
∼= HomKan(Y,B[Π(X), Γ ]) .

The Yoneda Lemma implies that BΓX is isomorphic to the nerve B[Π(X), Γ ] of the groupoid
[Π(X), Γ ] of functors from Π(X) to Γ . The additional statement involving the groupoid of
bundles now follows from the holonomy description of bundles, i.e. the fact that for any manifold
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M (with boundary or corners) the groupoid PBunG(M) is equivalent to [Π(M), ?//G].

Remark 2.10. This result says that for an extended G-equivariant topological field theory Z :
G-Cob(n, n−1, n−2) −→ S the representation Z(S,−) : Π2 (S,BG) −→ S from Proposition 2.6
can and will be treated as a representation of the groupoid Π(S,BG) (or rather as a 2-vector
bundle overΠ(S,BG) in the sense of Definition 3.4 below). This will turn out to be a tremendous
simplification (which is one of the reasons why the restriction to aspherical targets is so common
in the literature).

Example 2.11 (The cover functor). For a finite group G, there is a canonical symmetric
monoidal functor

Cov : G-Cob(n, n− 1, n− 2) −→ Cob(n, n− 1, n− 2),

the so-called cover functor, which is studied in [BS11] and defined as follows: For a closed
oriented (n− 2)-dimensional manifold S with a map ξ : S −→ BG, we take the pullback bundle
ξ∗EG −→ S. This G-bundle is a covering map and by [Lee12, Proposition 4.40 and 15.35]
the total space ξ∗EG inherits the structure of a closed oriented manifold of dimension n − 2.
The assignment Cov(S, ξ) := ξ∗EG extends to a symmetric monoidal functor. If we are given
an extended topological field theory Z : Cob(n, n − 1, n − 2) −→ S, its pullback Cov∗ Z along
the cover functor is a G-equivariant topological field theory. This provides an important class
of examples of G-equivariant field theories. In Example 6.10 we will use the cover functor to
formalize the idea of the permutation orbifolds appearing in [FKS92, Ban98, Ban02].
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3 A parallel section functor for 2-vector
bundles

One of most important and by far the technically most challenging ingredient of the orbifold
construction is the bicategorical parallel section functor. The necessity of this tool was explained
in the introduction and will become even clearer in the next chapter once we introduce the change
to equivariant coefficients (Section 4.1).

Despite of its relevance to the orbifold construction, we will make an effort to motivate the
parallel section functor independently: A representation of a group G on, say, a complex vector
space V can be seen as a functor ?//G −→ Vect from the groupoid ?//G with one object ? and
automorphism group G to the category Vect of complex vector spaces sending ? to V . It is an
obvious generalization to replace ?//G by a groupoid Γ and call any functor % : Γ −→ Vect a
representation of Γ . The limit of the functor % yields the invariants of the representation.

A functor % : Γ −→ Vect, i.e. a representation of Γ , is a purely algebraic object. However,
it can also be seen a (flat) vector bundle over the groupoid Γ . This profitable point of view is
for instance emphasized in [Wil05]. It allows us to think of the algebraic notion of invariants
of a representation in a geometric way, namely in terms of parallel sections. We will take this
convenient geometric point of view below.

If we denote by VecBun(Γ ) = [Γ,FinVect] the category of finite-dimensional vector bundles
over a groupoid Γ , then taking parallel sections yields a functor

ParΓ : VecBun(Γ ) −→ FinVect , (3.1)

namely the limit functor on the functor category VecBun(Γ ).

There is a higher analogue of a vector bundle over a groupoid, namely a 2-vector bundle over
a groupoid, i.e. a 2-functor from a given groupoid (seen as a bicategory) to the bicategory 2Vect
of 2-vector spaces, see [BBFW12] and [Kir04] for related notions. To a 2-vector bundle % : Γ −→
2Vect over a groupoid Γ , we associate the category of parallel sections (Definition 3.6) and prove
that this category is naturally a 2-vector space if Γ is essentially finite (Proposition 3.9). Hence,
as a categorification of (3.1), we obtain a 2-functor

ParΓ : 2VecBun(Γ ) −→ 2Vect (3.2)

from the bicategory of 2-vector bundles over a fixed groupoid Γ to the category of 2-vector
spaces.

The parallel section functors (3.1) and (3.2) are not our main concern. Instead, we are
interested in a variant of parallel section functors meeting the requirements determined by our
motivation, namely the orbifoldization of equivariant topological field theories: The orbifold
construction for (non-extended) equivariant topological field theories was formulated in [SW19]
by means of a parallel section functor

Par : VecBunGrpd −→ FinVect (3.3)

for vector bundles over varying groupoids. Here, VecBunGrpd is the symmetric monoidal bicate-
gory from [SW19, Section 3.2] whose objects are vector bundles over essentially finite groupoids
and whose morphisms come from spans of groupoids and intertwiners. The key point about this
functor is that it provides pull-push maps between the vector spaces of parallel sections of vector

25



26 3 A parallel section functor for 2-vector bundles

bundles over different groupoids which are related by a span of groupoids. Having in mind that
our parallel section functor is tailored to the application in equivariant topological field theory
also explains the importance of spans of groupoids: Equivariant topological field theories assign
quantities to bordisms equipped with principal fiber bundles, and the application of the bundle
stack to bordisms, which can be seen as cospans in manifolds, yields exactly spans of groupoids.
Hence, the biased reader may think of all groupoids below as groupoids of principal fiber bundles
over some manifold.

In order to give an orbifoldization procedure for extended field theories, which is one of the
main objectives of this thesis, we need a higher analogue of the parallel section functor (3.3) or,
in other words, the extension of the 2-functor (3.2) to a symmetric monoidal 2-functor defined
on a symmetric monoidal bicategory 2VecBunGrpd of 2-vector bundles over varying groupoids.
The construction of this symmetric monoidal 2-functor

Par : 2VecBunGrpd −→ 2Vect , (3.4)

is the main result of this chapter (Theorem 3.25). The relation between the different parallel
section functors is summarized in the diagram

ParΓ : VecBun(Γ ) −→ FinVect
for any groupoid Γ

Par : VecBunGrpd −→ FinVect

ParΓ : 2VecBun(Γ ) −→ 2Vect
for any groupoid Γ

Par : 2VecBunGrpd −→ 2Vect,

passing to spans of groupoids

categorification

passing to spans of groupoids

categorification

in which the object of main interest is sitting in the right lower corner. Note that the upper half
of the diagram was already discussed in [SW19].

Concretely, we proceed as follows: In Section 3.1 we first recall ordinary vector bundles over
groupoids and their parallel sections including various pull-push operations. Afterwards, we
discuss the higher analogues of these notions, i.e. 2-vector bundles over groupoids and their
parallel sections and hence the left lower corner of the above diagram.

Section 3.2 is devoted to the introduction of pullback and pushforward maps on two different
categorical levels needed for the construction of the parallel section functor (3.4). The discussion
of pullback and pushforward 2-morphisms in Section 3.2.2 leads to a higher version of the
equivariant Beck-Chevalley condition (Proposition 3.17), which is of independent interest.

In Section 3.3 we construct the parallel section functor (3.4), i.e. the right lower corner of
the above diagram. To this end, we first have to introduce the domain symmetric monoidal
bicategory 2VecBunGrpd in Section 3.3.1. The objects are 2-vector bundles over essentially
finite groupoids, 1-morphisms arise from spans of essentially finite groupoids and intertwiners
and 2-morphisms from spans of spans of essentially finite groupoids and higher intertwiners.
Section 3.3.2 contains the formulation and proof of the main result (Theorem 3.25). Finally,
we show how to recover the categorical parallel section functor (3.3) from the bicategorical one
(3.4) in Proposition 3.26.
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3.1 2-Vector bundles and their parallel sections

After recalling the notion of a vector bundle over a groupoid, we fix the definition of 2-vector
bundle used in this text and define the category of parallel sections of a 2-vector bundle.

3.1.1 A brief reminder on vector bundles over groupoids

Let us review some of the notions and constructions used or introduced in [SW19] while imple-
menting also some mild generalizations: A vector bundle over a groupoid Ω with values in a
2-vector space V (see Example 2.5) is a functor ξ : Ω −→ V.

By VecBun(Γ,V) we denote the category of V-valued vector bundles over Γ . In case Γ
is essentially finite, this category naturally carries the structure of a 2-vector space [Mor11,
Lemma 4.1.1].

If ξ : Ω −→ V is a vector bundle and Φ : Γ −→ Ω a functor between groupoids, then we can
form the pullback Φ∗ξ := ξ ◦ Φ of ξ to Γ . In fact, Φ gives rise to a pullback functor

Φ∗ : VecBun(Ω,V) −→ VecBun(Γ,V) . (3.5)

More concisely,

VecBun(−,V) : FinGrpdopp −→ 2Vect

naturally extends to a 2-functor defined on the bicategory of essentially finite groupoids, functors
and natural transformations. It sends a groupoid Γ to the 2-vector space VecBun(Γ,V), a functor
Φ : Γ −→ Ω to the pullback functor Φ∗ and a natural transformation η : Φ =⇒ Φ′ of functors
Φ,Φ′ : Γ −→ Ω to the obvious natural transformation −(η) : Φ∗ =⇒ Φ′∗ whose component

ξ(η) : Φ∗ξ −→ Φ′
∗
ξ

for ξ in VecBun(Γ,V) consists of the maps ξ(ηx) : ξ(Φ(x)) −→ ξ(Φ′(x)) for all x ∈ Γ .

The space Par ξ of parallel sections of a V-valued vector bundle ξ over Ω is defined as the limit
of the functor ξ,

Par ξ := lim ξ ,

see [SW19, Section 3.1]. This construction yields a functor

ParΩ : VecBun(Ω,V) −→ V

for each essentially finite groupoid Ω. These functors constitute a 1-morphism

Par : VecBun(−,V) −→ V

in the bicategory of 2-functors FinGrpdopp −→ 2Vect, where we use V to denote the constant
2-functor with value V.

By the following standard fact limits can be pulled back:

Lemma 3.1. Let C be a complete category and X : J −→ C a functor from a small category
J to C. Then any functor Φ : I −→ J of small categories induces a morphism

limX −→ limΦ∗X .

If Φ is an equivalence, then this morphism is an isomorphism. The dual statement for colimits
is true if C is cocomplete.
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Stronger statements can be made using final and initial functors, but this is not needed here.

For a functor Φ : Γ −→ Ω between groupoids, we obtain a natural map

Φ∗ : Par ξ −→ ParΦ∗ξ, s 7−→ Φ∗s = s ◦ Φ ,

the pullback map. By abuse of notation it is denoted by the same symbol as the pullback functor
(3.5), but should not be confused with the latter.

In case that Γ and Ω are essentially finite, we introduced in [SW19, Section 3.4] also a
pushforward map

Φ∗ : ParΦ∗ξ −→ Par ξ

by integration over the homotopy fiber Φ−1[y] over y ∈ Ω. Recall that for a given y ∈ Ω,
an object (x, g) ∈ Φ−1[y] in the homotopy fiber of Φ over y is an object x ∈ Γ together with
a morphism g : Φ(x) −→ y in Γ . A morphism (x, g) −→ (x′, g′) in Φ−1[y] is a morphism
h : x −→ x′ such that g′Φ(h) = g.

Since ParΦ∗ξ is the limit of Φ∗ξ, it comes equipped with maps πx : ParΦ∗ξ −→ ξ(Φ(x)) for
each x ∈ Γ , which we can use to form the concatenation

νx,g : ParΦ∗ξ
πx−−−→ ξ(Φ(x))

ξ(g)−−−→ ξ(y) .

An easy computation shows that the morphism νx,g only depends on the isomorphism class of
(x, g) in Φ−1[y]. This allows us to define∫

Φ−1[y]
νx,g d(x, g) :=

∑
[x,g]∈π0(Φ−1(y))

νx,g
|Aut(x, g)|

: ParΦ∗ξ −→ ξ(y) . (3.6)

The morphisms νx,g can be added and multiplied by scalars since HomV(Φ∗ξ, ξ(y)) is a complex
vector space. Formula (3.6) provides us with an instance of an integral with respect to groupoid
cardinality, i.e. a sum over the values of an invariant function on an essentially finite groupoid,
here Φ−1[y] 3 (x, g) 7−→ νx,g, taking values in a complex vector space, here HomV(Φ∗ξ, ξ(y)),
weighted by the cardinalities of the automorphism groups in our groupoid. For more background
on groupoid cardinality we refer to [BHW10]. The integral with respect to groupoid cardinality
was also an essential concept for the construction of the parallel section functor in [SW19] and
is also fully recalled there.

An easy computation shows that for any morphism a : y −→ y′

ξ(a)

∫
Φ−1[y]

νx,g d(x, g) =

∫
Φ−1[y′]

νx′,g′ d(x′, g′) .

This implies that the maps (3.6) induce a natural map

Φ∗ : ParΦ∗ξ −→ Par ξ ,

the so-called pushforward map.

The most important properties of pullback and the pushforward map include the composition
laws and the equivariant Beck-Chevalley property (the name is justified by the fact that it reduces
to the ordinary Beck-Chevalley property that is discussed for example in [Mor11, Appendix A.2]
in context of Dijkgraaf-Witten theory). The proofs are slight generalizations of those in [SW19].
We will discuss in Section 3.1 generalizations to the bicategorical setting.

Proposition 3.2. Let V be a 2-vector space and let Φ : Γ −→ Ω and Ψ : Ω −→ Λ be functors
between essentially finite groupoids.
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(a) For any V-valued vector bundle ξ over Λ, the composition law (Ψ ◦ Φ)∗ = Φ∗ ◦ Ψ∗ for the
pullback maps holds.

(b) For any V-valued vector bundle ξ over Γ , the composition law (Ψ ◦ Φ)∗ = Ψ∗ ◦ Φ∗ for the
pushforward maps holds.

For a cospan Λ
Ψ−→ Ω

Φ←− Γ of groupoids, one can form the homotopy pullback

Γ ×Ω Λ Γ

Λ Ω .

πΓ

πΛ Φ

Ψ

η

The homotopy pullback Γ ×ΩΛ completes the cospan Λ
Ψ−→ Ω

Φ←− Γ to a square commuting up
to natural isomorphism, and it is universal with this property in the appropriate weak sense (we
do not introduce an extra notation to highlight a homotopy pullback as opposed to an ordinary
one – in fact, for groupoids, we will only consider homotopy pullbacks and never ordinary ones).
Instead of spelling out this universal property, we will use the following explicit model for the
homotopy pullback Γ ×Ω Λ: It is the the groupoid of triples (x, y, η) of x ∈ Γ , y ∈ Ω and a
morphism η : Φ(x) −→ Ψ(y). A morphism (x, y, η) −→ (x′, y′, η′) in Γ ×Ω Λ is a pair (α, β) of
a morphism α : x −→ x′ and a morphism β : y −→ y′ such that Ψ(β)η = η′Φ(α). The functors
πΓ and πΛ are the obvious projection functors. The third component of the triples that Γ ×Ω Λ
consists of is responsible for filling the square with the natural isomorphism η that is indicated
in the diagram.

Note that if Λ = ?, then Ψ just selects an object z ∈ Ω. In that case, the homotopy pullback
is precisely the homotopy fiber Φ−1[z] of Φ over z as defined on page 28.

Proposition 3.3 (Equivariant Beck-Chevalley condition). For the homotopy pullback

Γ ×Ω Λ Γ

Λ Ω

πΓ

πΛ Φ

Ψ

η

of a cospan Λ
Ψ−→ Ω

Φ←− Γ of essentially finite groupoids and any V-valued vector bundle ξ over
Ω, the pentagon relating different pull-push combinations

ParΦ∗ξ Par ξ

Par π∗ΓΦ
∗ξ

Par π∗ΛΨ
∗ξ ParΨ∗ξ

Φ∗

π∗Γ

ξ(η)∗

πΛ∗

Ψ∗

commutes.
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3.1.2 2-Vector bundles

The goal of this chapter is a bicategorical generalization of the parallel section functor. Hence,
we need a higher analogue of a groupoid representation (or a vector bundle over a groupoid).
This will be the notion of a 2-vector bundle below. For related notions see [BBFW12] and
[Kir04].

Definition 3.4 (2-Vector bundle). A 2-vector bundle % over a groupoid Γ with values in a
symmetric monoidal bicategory S is a representation of Γ on S, i.e. a 2-functor % : Γ −→ S,
where Γ is seen as a bicategory without non-trivial 2-morphisms. (There are no monoidality
requirements on %.) By 2VecBun(Γ,S) we denote the symmetric monoidal bicategory of S-valued
2-vector bundles over Γ .

Remark 3.5. (a) We use the term ‘2-vector bundle’ although we do not assume any (higher)
linear structure on the target S.

(b) Let us partly unpack the definition of a 2-vector bundle % : Γ −→ S:

• To x ∈ Γ the 2-vector bundle % assigns an object %(x) in S, also called the fiber of %
over x.

• To a morphism g : x −→ y in Γ the 2-vector bundle assigns a 1-morphism %(g) :
%(x) −→ %(y), which in geometric terms can be thought of as a parallel transport
operator.

• The data comprises natural isomorphisms

ηx : %(idx) ∼= id%(x) ,

αg,h : %(g) ◦ %(h) ∼= %(gh)

for composable morphisms in Γ . These natural isomorphisms are subject to obvious
coherence conditions.

(c) Let us describe the bicategory 2VecBun(Γ,S) in more detail:

(0) Objects are 2-vector bundles over Γ .

(1) 1-morphisms are 2-vector bundles morphisms or, equivalently, intertwiners. An inter-
twiner φ : % −→ ξ of 2-vector bundles over Γ consists of 1-morphisms φx : %(x) −→
ξ(x) for each x ∈ Γ and natural morphisms

ξ(g) ◦ φx
θg−→ φy ◦ %(g) for all g : x −→ y

subject to obvious coherence conditions. These coherence conditions entail in partic-
ular that all θg are 2-isomorphisms. For this it is crucial that Γ is a groupoid.

(2) A 2-morphism η : φ −→ ψ between 1-morphisms (φ, θ) and (ψ, κ) between the 2-
vector bundles % and ξ consists of 2-morphisms ηx : φx −→ ψx such that for all
g : x −→ y the square

ξ(g) ◦ φx φy ◦ %(g)

ξ(g) ◦ ψx ψy ◦ %(g)

ηx

θg

κg

ηy

commutes. Here ηx : ξ(g) ◦ φx −→ ξ(g) ◦ ψx is the 2-morphism induced by ηx and
the identity on %(x), but we suppress the identity morphism in the notation for
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readability.

The monoidal product in 2VecBun(Γ,S) is the monoidal product in S applied object-wise.
The monoidal unit IΓ in 2VecBun(Γ,S) assigns to each x ∈ Γ is the monoidal unit I in S
and to all morphisms in Γ the identity 1-morphism.

Since the symmetric monoidal bicategory 2Vect (Example 2.5) will be the most important one
for us in the sequel, we agree on the notation 2VecBun(Γ ) := 2VecBun(Γ, 2Vect), i.e. 2-vector
bundles with unspecified target category always have to be understood as 2Vect-valued 2-vector
bundles.

3.1.3 Parallel sections of 2-vector bundles

Parallel sections of a given vector bundle % (or, equivalently, invariants of the representation %)
can be obtained by taking the morphisms from the trivial vector bundle to %. This principle
can be directly generalized to 2-vector bundles.

Definition 3.6 (Parallel sections of a 2-vector bundle). Let S be a symmetric monoidal bicat-
egory. The category of parallel sections of an S-valued 2-vector bundle % over a groupoid Γ is
the category

Par % := Hom2VecBun(Γ,S)(IΓ , %) .

Remark 3.7. (a) A parallel section s ∈ Par % gives us a 1-morphism s(x) : I −→ %(x) in S
for each x ∈ Γ and coherent isomorphisms s(y) ∼= %(g) ◦ s(x) for all g : x −→ y in Γ .
Instead of %(g) ◦ s(x) we will often write %(g)s(x) or even g.s(x) if the vector bundle is
clear from the context. For S = 2Vect the monoidal unit I is given by the category FinVect
of finite-dimensional complex vector spaces. Note that 1-morphisms FinVect −→ %(x) can
be identified with the value on C and hence with an object in the fiber %(x).

(b) The parallel sections of a 2-vector bundle are thus ‘parallel up to isomorphism’, where
the isomorphism is part of the data. Hence, being parallel is no longer a property, but
structure. In other contexts, the parallel sections considered here would be called homotopy
fixed points, see e.g. [HSV17].

For a 2Vect-valued 2-vector bundle, we would like to find conditions under which the category
of parallel sections is naturally a 2-vector space again. It is easy to see that the category of
parallel sections inherits all the needed structure and properties from the 2-vector bundle except
for finite semisimplicity. In order to look at this last missing point more closely, we use techniques
and results from [Kir01].

First of all, we note that it suffices to study 2-vector bundles over connected groupoids, i.e.
we can concentrate on 2-vector bundles % : ?//G −→ 2Vect for a finite group G. In this case we
obtain a 2-vector space V := %(?), and any g ∈ G yields a 2-linear equivalence %(g) : V −→ V.
These equivalences fulfill the properties of a representation only up to isomorphism as discussed
in Remark 3.5 (b), but still we will refer to this as a representation of G on V. We denote the
action of g ∈ G on some object X ∈ V by g.X and the evaluation of the coherence isomorphisms
on X by

βXg,h : g.h.X −→ (gh).X .

According to Definition 3.6, Par % is the category of pairs (X,φ = (φg)g∈G), where X is in V and
φ is a family of coherent isomorphisms φg : g.X := %(g)(X) −→ X.

Let (Xs)s∈S be a basis of V. Since any g ∈ G acts as an equivalence, it maps simple
objects to simple objects. Hence, when forgetting about the coherence data, g ∈ G just acts
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as a permutation of the basis. Consequently, we obtain an action of G on S . We denote the
corresponding action groupoid by S //G and the set of orbits by S /G.

For a given orbit O ∈ S /G and s ∈ O, there is an isomorphism ξsg : g.Xs −→ Xg.s. It is
unique up to multiplication by an element in C× = C \ {0} since Xg.s is simple, and we fix such

an isomorphism. Now for g, h ∈ G we find ξh.sg ◦g.ξsh◦
(
βXsgh

)−1
= αsghξ

s
gh for some αsgh ∈ C× since

X(gh).s = Xg.h.s is simple. The scalars αsgh form a cocycle αO ∈ Z2(G; Map(O,C×)) with coef-

ficients in the Abelian group of functions O −→ C×, and the class [αO] ∈ H2(G; Map(O,C×))
does not depend on the chosen isomorphisms ξsg. This cocycle (or its class) is used to define the
twisted group algebra AαO(G,O), a semisimple finite-dimensional complex algebra, see [Kir01]
and references therein. Using the category of modules over these twisted group algebras we can
state a version of the following result of [Kir01]:

Proposition 3.8 ([Kir01, Theorem 3.5]). Let % : ?//G −→ 2Vect be a 2-vector bundle, i.e. a
representation of the group G on a 2-vector space V := %(?). Then there is an equivalence

Par % '
⊕
O∈S /G

AαO(G,O)-Mod

of Abelian categories. Hence if G is finite, Par % is semisimple with finitely many simple objects
and hence a 2-vector space.

Since

Map(S ,C×) ∼= Map

 ∐
O∈S /G

O,C×
 ∼= ∏

O∈S /G

Map(O,C×) ,

we can combine the cocycles αO with coefficients in Map(O,C×) into a cocycle α with coefficients
in Map(S ,C×). In the sequel, we will rather use the cocycle α and write Aα(G,O)-Mod instead
of AαO(G,O)-Mod (the dependence on the orbit is still present in the notation, so there is no
risk of confusion).

Summarizing and extending to non-connected groupoids, we conclude that for an essentially
finite groupoid Γ taking parallel sections of a 2Vect-valued 2-vector bundle % over Γ produces a
2-vector space Par %, which is entirely determined by the action groupoid S //Γ and a gerbe on
Γ , i.e. a class H2(Γ ; Map(S ,C×)) with coefficients in the Abelian group of functions S −→ C×.
Obviously, taking parallel sections is also 2-functorial. Hence, together with Proposition 3.8, we
find:

Proposition 3.9. Taking parallel sections of 2-vector bundles over an essentially finite groupoid
Γ naturally extends to a 2-functor

ParΓ : 2VecBun(Γ ) −→ 2Vect .

The image of a 1-morphism λ or a 2-morphism η will be denoted by λ∗ or η∗, respectively.

We should emphasize that this is ‘just’ the parallel section functor for 2-vector bundles over one
fixed groupoid. It is not the parallel section functor we intend to construct in this chapter.
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3.2 Pullback and pushforward

The construction of the parallel section functor in Section 3.3 relies on certain pullback and
pushforward maps that we will introduce in this section on two different categorical levels.

3.2.1 Pullback and pushforward 1-morphisms

Just like ordinary bundles, 2-vector bundles have an obvious notion of pullback: For any functor
Φ : Γ −→ Ω between groupoids, we obtain a pullback functor

Φ∗ : 2VecBun(Ω,S) −→ 2VecBun(Γ,S)

by precomposition.

Additionally, for any 2-vector bundle % over Ω, we get a pullback 1-morphism in S

Φ∗ : Par % −→ ParΦ∗%, s 7−→ Φ∗s

denoted by the same symbol and given by

(Φ∗s)(x) := s(Φ(x)) for all x ∈ Γ

together with the isomorphisms

(Φ∗s)(y) = s(Φ(y)) ∼= Φ(g).s(Φ(x)) = (Φ∗%)(g)(Φ∗s)(x) for all g : x −→ y in Γ .

It is now easy to prove the following statements:

Proposition 3.10 (Pullback 1-morphism). Let Φ : Γ −→ Ω be a functor between groupoids.

(a) Contravariance: If Ψ : Ω −→ Λ is another functor, then we have (Ψ ◦ Φ)∗ = Φ∗ ◦ Ψ∗ for
both the functors as well as the pullback 1-morphisms induced by them.

(b) If η : Φ −→ Φ′ is a natural transformation of functors Γ −→ Ω, then for any 2-vector
bundle % over Ω, we obtain a 1-isomorphism %(η) : Φ∗% −→ Φ′∗%.

(c) Naturality: The pull maps are natural in the sense that for any 1-morphism λ : % −→ ξ of
2-vector bundles over Ω the square

Par % ParΦ∗%

Par ξ ParΦ∗ξ

Φ∗

λ∗

Φ∗

(Φ∗λ)∗

commutes strictly. The vertical arrows are the images of 2-vector bundle morphisms under
the functor from Proposition 3.9.

We define the pushforward 1-morphisms via the limit of diagrams with shape of a homotopy
fiber and values in spaces of 1-morphisms:

Definition 3.11 (Pushforward 1-morphism). Let S be a symmetric monoidal bicategory with
complete categories of 1-morphisms between any two objects. Let Φ : Γ −→ Ω be a functor
between groupoids. For an S-valued 2-vector bundle % over Ω and s ∈ ParΦ∗% we define the
parallel section Φ∗s ∈ Par % by

(Φ∗s)(y) := lim
(x,g)∈Φ−1[y]

g.s(x) for all y ∈ Ω .
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The limit is taken in HomS(I, %(y)) and has the shape of the homotopy fiber Φ−1[y] of Φ over
y ∈ Ω. We call the resulting 2-linear map

Φ∗ : ParΦ∗% −→ Par %, s 7−→ Φ∗s

pushforward 1-morphism.

Remark 3.12. (a) An easy computation shows that Φ∗ actually takes values in parallel sec-
tions.

(b) In the special case S = 2Vect, the functor

Φ−1[y] −→ Hom2Vect(FinVect, %(y)) ' %(y) , (x, g) 7−→ g.s(x)

is a %(y)-valued vector bundle over the homotopy fiber Φ−1[y] of Φ over y. Its limit, by
definition, coincides with (Φ∗s)(y) and is the space of parallel sections of this vector bundle
as recalled in Section 3.1.1.

As an immediate consequence of the pasting law for homotopy pullbacks, we obtain:

Lemma 3.13. For composable functors Φ : Γ −→ Ω and Ψ : Ω −→ Λ between groupoids, there
is a canonical equivalence

(Ψ ◦ Φ)−1[z] ' Ψ−1[z]×Ω Γ

for every z ∈ Λ.

Proposition 3.14. Let Φ : Γ −→ Ω and Ψ : Ω −→ Λ be composable functors between
groupoids.

(a) Covariance: The pushforward 1-morphisms obey the composition law (Ψ ◦ Φ)∗ ∼= Ψ∗ ◦ Φ∗
by a canonical isomorphism.

(b) Naturality: The pushforward 1-morphisms are natural in the sense that for any 1-morphism
λ : % −→ ξ of 2-vector bundles over Ω the square

ParΦ∗% Par %

ParΦ∗ξ Par ξ

Φ∗

(Φ∗λ)∗

Φ∗

λ∗
∼=

commutes up to a canonical natural isomorphism arising from the coherence isomorphism
that λ comes equipped with.

(c) The naturality isomorphisms and the composition of pushforward 1-morphisms are com-
patible in the sense that for a 1-morphism λ : % −→ ξ of 2-vector bundles over Λ we have
the equality of 2-isomorphisms
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ParΦ∗Ψ∗% ParΨ∗% Par %

ParΦ∗Ψ∗ξ ParΨ∗ξ Par ξ

=

ParΦ∗Ψ∗% Par %

ParΦ∗Ψ∗ξ Par ξ .

(Φ∗Ψ∗λ)∗

(Ψ ◦ Φ)∗

(Ψ ◦ Φ)∗

(Ψ∗λ)∗ (Φ∗Ψ∗λ)∗λ∗ λ∗

Φ∗ Ψ∗

Φ∗ Ψ∗

∼= ∼= ∼=

∼=

∼=

(Ψ ◦ Φ)∗

(Ψ ◦ Φ)∗

Proof. For a parallel section s of a 2-vector bundle % over Λ and z ∈ Λ, we find by definition

(Ψ∗Φ∗s)(z) ∼= lim
(y,h)∈Ψ−1[z]

lim
(x,g)∈Φ−1[y]

(hΨ(g)).s(x) , (3.7)

((Ψ ◦ Φ)∗s)(z) = lim
(x,k)∈(Ψ◦Φ)−1[z]

k.s(x) .

The double limit (3.7) can be seen as a limit over the homotopy pullback Ψ−1[z] ×Ω Γ , which
by Lemma 3.13 is canonically equivalent to (Ψ ◦Φ)−1[z] ' Ψ−1[z]×Ω Γ . This equivalence yields
the needed isomorphism (Ψ ◦ Φ)∗ ∼= Ψ∗ ◦ Φ∗ by Lemma 3.1. The remaining assertions can be
directly verified.

3.2.2 Pullback and pushforward 2-morphisms and the equivariant
Beck-Chevalley condition

So far, we have established pullback and pushforward 1-morphisms. In the next step, we will
provide pull and push 2-morphisms between different pull-push combinations.

We consider a weakly commuting square

Π Γ

Λ Ω

P

Q Φ

Ψ

η

of essentially finite groupoids. By the definition of the homotopy fiber Q−1[y] we obtain a weakly
commutative square

Π Γ

Λ Ω?

Q−1[y]

Q

P

y Ψ

Φ
η

(the natural isomorphism being part of the square for the homotopy fiber is suppressed in
the notation). The universal property of the homotopy fiber Φ−1[Ψ(y)] gives us a functor F :
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Q−1[y] −→ Φ−1[Ψ(y)], which is explicitly given by

F (z, g) := (P (z), Ψ(g)ηz) for all (z, g) ∈ Q−1[y] . (3.8)

Now for any 2-vector bundle % over Ω taking values in 2-vector spaces, s ∈ ParΦ∗% and y ∈ Λ,
we define the vector bundle with values in the 2-vector space %(Ψ(y))

ξ : Φ−1[Ψ(y)] −→ %(Ψ(y)) , (x, h) 7−→ %(h)s(x) = h.s(x) .

We should emphasize that ξ is an ordinary vector bundle, so we obtain a pullback map

F ∗ : Par ξ −→ ParF ∗ξ , (3.9)

and a pushforward map

F∗ : ParF ∗ξ −→ Par ξ (3.10)

by the constructions recalled in Section 3.1.1. Of course, the auxiliary objects ξ and F depend
on all the functors involved and on s and y, which is suppressed in the notation. Next observe

Par ξ = lim
(x,h)∈Φ−1[Ψ(y)]

%(h)s(x) = (Ψ∗Φ∗s)(y)

and

ParF ∗ξ = lim
(z,g)∈Q−1[y]

%(Ψ(g)ηz)s(P (z)) = (Q∗%(η)P ∗s)(y) .

Restoring the previously suppressed dependence on s and y we obtain maps

(η∗)ys := F ∗ : (Ψ∗Φ∗s)(y) −→ (Q∗%(η)∗P
∗s)(y) (3.11)

and

(η∗)
y
s := F∗ : (Q∗%(η)∗P

∗s)(y) −→ (Ψ∗Φ∗s)(y) . (3.12)

If we let s and y run over all parallel sections of Φ∗% and all objects of Λ, respectively, they
combine into the following natural transformations:

Proposition 3.15. Consider a weakly commuting square

Π Γ

Λ Ω

P

Q Φ

Ψ

η

of essentially finite groupoids and a 2-vector bundle % over Ω. Then we have two natural
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transformations

ParΦ∗% ParΨ∗%

Ψ∗Φ∗

Q∗%(η)∗P
∗

η∗ η∗

of 2-linear functors by the construction given above. We call η∗ the pull map and η∗ the push
map.

We will need the special case in which the square in Proposition 3.15 is a homotopy pullback
square. For the investigation of this special case, we need the following easy Lemma:

Lemma 3.16. Let Φ : Γ −→ Ω be an equivalence of groupoids, then Φ−1[y] is equivalent
to the groupoid consisting of one object (x, g), where x ∈ Γ and g : Φ(x) −→ y, and trivial
automorphism group.

Now if the square in Proposition 3.15 is a homotopy pullback square, then the functor F from
(3.8) is an equivalence by the pasting law for homotopy pullbacks. Using Lemma 3.16 we can
deduce that in this case F ∗ from (3.9) is inverse to F∗ from (3.10). Interpreting this in terms of
η∗ and η∗, see (3.11) and (3.12), we obtain a generalization of the equivariant Beck-Chevalley
(Proposition 3.3) to 2-vector bundles:

Proposition 3.17 (Equivariant Beck-Chevalley condition for 2-vector bundles). For the homo-
topy pullback

Γ ×Ω Λ Γ

Λ Ω

πΓ

πΛ Φ

Ψ

η

of a cospan Λ
Ψ−→ Ω

Φ←− Γ of essentially finite groupoids and any 2-vector bundle % over Ω, the
pentagon relating different pull-push combinations
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ParΦ∗% Par %

Par π∗ΓΦ
∗%

Par π∗ΛΨ
∗% ParΨ∗%

Φ∗

π∗Γ

%(η)∗

πΛ∗

Ψ∗

η∗

commutes up to the natural isomorphism

η∗ : Ψ∗Φ∗ =⇒ πΛ∗%(η)∗π
∗
Γ

with inverse

η∗ : πΛ∗%(η)∗π
∗
Γ =⇒ Ψ∗Φ∗ .

For later purposes, we work out a special case of Proposition 3.15. To this end, let us look at
the pushforward maps from Section 3.1.1: Let V be an object in a 2-vector space V and Γ an
essentially finite groupoid. Then there is a constant vector bundle ξV assigning V to all objects
in Γ and the identity on V to all morphisms. Obviously, Par ξV , i.e. the limit of the functor ξV ,
is given by the product

∏
π0(Γ ) V , but this is also a coproduct, hence

Par ξV =
∐
π0(Γ )

V .

Now note that ξV = t∗V , where t : Γ −→ ? is the functor to the terminal groupoid ? and V is
the object seen as vector bundle over ?. The pushforward along t is now a map∫

Γ
:= t∗ :

∐
π0(Γ )

V −→ V

that we call integral with respect to groupoid cardinality, see also page 28. Recalling the defini-
tion of the pushforward (Section 3.1.1), we see that on the summand belonging to [x] ∈ π0(Γ )
it is given by the endomorphism

1

|Aut(x)|
· idV : V −→ V .

Corollary 3.18. Consider a weakly commuting square

Π Γ

Λ Γ

P

Q idΓ

Ψ

η

of essentially finite groupoids and a given 2-vector bundle % over Γ . Then the natural transfor-



3.3 The parallel section functor on the symmetric monoidal bicategory 2VecBunGrpd 39

mation

η∗ : Q∗%(η)∗P
∗ =⇒ Ψ∗

admits the following explicit description: For s ∈ Par % and y ∈ Λ we obtain the commuting
diagram

(Q∗%(η)∗P
∗s)(y)

∐
π0(Q−1[y])

s(Ψ(y))

(Ψ∗s)(y) = s(Ψ(y)) ,

∼=

η∗ ∫
Q−1[y]

where ∼= denotes a natural isomorphism to
∐
π0(Q−1[y]) s(Ψ(y)). This expresses η∗ as an integral

with respect to groupoid cardinality.

Proof. We use that s is parallel to see

(Q∗%(η)P ∗s)(y) = lim
(z,g)∈Q−1[y]

%(Ψ(g)η)s(P (z)) ∼= lim
(z,g)∈Q−1[y]

s(Ψ(y)) .

The limit of this last constant diagram is given by the finite product
∏
π0(Q−1[y]) s(Ψ(y)), which

coincides with the finite coproduct
∐
π0(Q−1[y]) s(Ψ(y)) since s(Ψ(y)) is an object in a 2-vector

space. By definition and Lemma 3.16 the component (Q∗%(η)P ∗s)(y) −→ s(Ψ(y)) of η∗ is the
pushforward map along the functor Q−1[y] −→ Ψ(y), where Ψ(y) is the discrete groupoid with
one object Ψ(y). This implies the claim.

3.3 The parallel section functor on the symmetric monoidal
bicategory 2VecBunGrpd

In this section, we formulate and prove the main result of this chapter: We introduce the
symmetric monoidal bicategory 2VecBunGrpd, which is built from 2-vector bundles and spans
of groupoids (Section 3.3.1) and construct the parallel section functor

Par : 2VecBunGrpd −→ 2Vect

with values in 2-vector spaces.

3.3.1 The symmetric monoidal bicategory 2VecBunGrpd

For the definition of the parallel section functor, we need to introduce the symmetric monoidal
bicategory 2VecBunGrpd. Objects are 2-vector bundles over essentially finite groupoids. The
1-morphisms and 2-morphisms come from spans of groupoids and spans of spans of groupoids
decorated with (higher) intertwiners.

Definition 3.19 (The symmetric monoidal bicategory 2VecBunGrpd). We define the symmetric
monoidal bicategory 2VecBunGrpd as follows:

1. Objects are 2-vector bundles over essentially finite groupoids, i.e. pairs (Γ, %) where % is a
2-vector bundle over an essentially finite groupoid Γ .

2. A 1-morphism (Γ0, %0) −→ (Γ1, %1) is a span

Γ0
r0←−− Λ r1−−→ Γ1
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of essentially finite groupoids together with an intertwiner

λ : r∗0%0 −→ r∗1%1 ,

i.e. a 1-morphism of the 2-vector bundles r∗0%0 and r∗1%1 over Λ. We denote such a 1-

morphism by (Γ0, %0)
r0←−− (Λ, λ)

r1−−→ (Γ1, %1).

3. A 2-morphism from (Γ0, %0)
r0←−− (Λ, λ)

r1−−→ (Γ1, %1) to (Γ0, %0)
r′0←−− (Λ, λ)

r′1−−→ (Γ1, %1)
is an equivalence class (as explained in Remark 3.20 (b) below) of

• a span of spans, i.e. a diagram

Γ0

Λ

Γ1

Λ′

Ω

r0 r1

r′0 r′1
t′

t

α0 α1

in essentially finite groupoids commutative up to the indicated natural isomorphisms
(in this way of presentation, the direction of the natural isomorphism is obtained by
reading from top to bottom, e.g. α0 is a natural isomorphism r0t⇒ r′0t

′).

• together with a natural transformation

(r0t)
∗%0 = t∗r∗0%0 t∗r∗1%1 = (r1t)

∗%1

(r′0t
′)∗%0 = t′∗r′0

∗%0 t′∗r′1
∗%1 = (r′1t

′)∗%1

t∗λ

%0(α0)

t′∗λ′

%1(α1)
ω

We will denote this 2-morphism by

(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

4. Composition of 1-morphisms: For 1-morphisms

(Γ0, %0)
r0←−− (Λ, λ)

r1−−→ (Γ1, %1)

and

(Γ1, %1)
r′1←−− (Λ′, λ′)

r′2−−→ (Γ2, %2)

the composition (Λ′, λ′) ◦ (Λ, λ) is by homotopy pullback. More precisely, the span part of
the composition is the outer span of
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Γ

Λ

Γ1

Λ′

Γ2 ,

Λ×Ω Λ′

r0 r1 r′1 r′2

π π′

η

where η is the natural transformation the homotopy pullback comes equipped with, to-
gether with the intertwiner

λ×Γ1 λ
′ : π∗r∗0%0

π∗λ−−−→ π∗r∗1%1
%1(η)−−−−→ π′

∗
r′1
∗
%1

π′∗λ′−−−−→ π′
∗
r′2
∗
%2 .

5. Vertical composition of 2-morphisms: The vertical composition of the 2-morphisms

(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

and

(Γ0, %0)

(Λ′, λ′)

(Γ1, %1)

(Λ′′, λ′′)

(Ω̃, ω̃)

r′0 r′1

r′′0 r′′1
u′′

u′

β0 β1

is the 2-morphism

(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′′, λ′′)

(Ω ×Λ′ Ω̃, ω ×λ′ ω̃)

r0 r1

r′′0 r′′1
v′′

v

γ0 γ1
, (3.13)

whose components are defined as follows:
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• Ω ×Λ′ Ω̃ denotes the homotopy pullback

Ω ×Λ′ Ω̃ Ω

Ω̃ Λ′

q

q̃ t′

u′

η

(this introduces q, q̃ and η),

• the functors v and v′′ in (3.13) are defined by v := tq and v′′ := u′′q̃,

• the natural transformations γ0 and γ1 in (3.13) are obtained by

γ0 : r0v = r0tq
α0=⇒ r′0t

′q
η

=⇒ r′0u
′q̃

β0
=⇒ r′′0u

′′q̃ = r′′0v
′′

and

γ1 : r1v = r1tq
α1=⇒ r′1t

′q
η

=⇒ r′1u
′q̃

β1
=⇒ r′′1u

′′q̃ = r′′1v
′′ ,

where identity transformations are suppressed in the notation,

• and the natural morphism ω ×λ′ ω̃ is obtained as the composition

(r0v)∗%0 = q∗t∗r∗0%0 q∗t∗r∗1%1 = (r1v)∗%1

q∗t′∗r′0
∗%0 q∗t′∗r′1

∗%1

q̃∗u′∗r′0
∗%0 q̃∗u′∗r′1

∗%1

q̃∗u′′∗r′′0
∗%0 q̃∗u′′∗r′′1

∗%1 ,

q∗t∗λ

q∗%0(α0)

%0(η) %1(η)

q̃∗u′∗λ′

q̃∗u′′∗λ′′

q∗t′∗λ′

q∗%1(α1)

q̃∗%0(β0) q̃∗%1(β1)

q∗ω

θ′

q̃∗ω′

where the middle square is decorated with the isomorphism θ′ belonging to λ′ (Re-
mark 3.5 (c)), i.e. the evaluation of the 2-morphism in the middle square on (z, z̃, g) ∈
Ω ×Λ′ Ω̃ is given by

%0(r′0t
′(z)) %1(r′1t

′(z))

%0(r′0u
′(z̃)) %1(r′1u

′(z̃)) .

λ′
t′(z)

%0(r′0(g)) %1(r′1(g))

λ′
u′(z̃)

θg

6. Horizontal composition of 2-morphisms: The horizontal composition of the 2-morphisms
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(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

and

(Γ1, %1)

(Π,π)

(Γ2, %2)

(Π ′, π′)

(Ω̃, ω̃)

v1 v2

v′1 v′2
u′

u

β0 β1

is

(Γ0, %0)

(Λ×Γ1 Π,λ×Γ1 π)

(Γ2, %2) ,

(Λ′ ×Γ1 Π
′, λ′ ×Γ1 π

′)

(Ω ×Γ1 Ω̃, ω ×Γ1 ω̃)

r0p v2q

r′0p
′ v′2q

′d

c

δ0 δ1

where

• p : Λ ×Γ1 Π −→ Λ, q : Λ ×Γ1 Π −→ Π, p′ : Λ′ ×Γ1 Π
′ −→ Λ′, q′ : Λ′ ×Γ1 Π

′ −→ Π ′

are the projection functors defined on the respective homotopy pullbacks,

• Ω ×Γ1 Ω̃ denotes the homotopy pullback

Ω ×Γ1 Ω̃ Ω

Ω̃ Γ1

`

˜̀ r1t

v1u

ε

(this introduces `, ˜̀and ε); note that the groupoid Ω×Γ1 Ω̃ together with the natural
isomorphism ε′ given as the composition
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Γ1Ω̃

Ω ×Γ1 Ω̃ Ω
`

˜̀

v1u

r1t
ε

r′1t
′

α−1
1

v′1u
′

β0

is also a homotopy pullback of the cospan defined by the primed functors r′1t
′ and

v′1u
′; we denote this homotopy pullback by (Ω ×Γ1 Ω̃)′,

• the functor c : Ω ×Γ1 Ω̃ −→ Λ ×Γ1 Π is defined using the universal property of the
homotopy pullback and makes the diagram

Λ×Γ1 Π Λ

Π Γ1Ω̃

Ω ×Γ1 Ω̃ Ω

p

q r1

`

˜̀
c

u

t

v1

η

commute up to ε (the squares left blank are also labeled by natural isomorphisms
arising from the universal property of the homotopy pullback, but we suppress them
in the notation); note here that c is induced by the product functor t× u,

• the functor d : Ω ×Γ1 Ω̃ −→ Λ′ ×Γ1 Π
′ is defined analogously using the universal

property of the homotopy pullback and makes the diagram

Λ′ ×Γ1 Π
′ Λ′

Π ′ Γ1Ω̃

Ω ×Γ1 Ω̃ Ω

p′

q′ r′1

`

˜̀
d

u′

t′

v′1

η′

r1t
α1

v1u

β0

commute up to ε (again, the squares left blank are also labeled by natural isomor-
phisms arising from the universal property of the homotopy pullback, but we suppress
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them in the notation); note here that d arises from the product functor t′ × u′ and
that the composition of the natural isomorphisms in the inner square is ε′,

• λ×Γ1 π is the intertwiner

λ×Γ1 π : (r0p)
∗%0
∼= p∗r∗0%0

p∗λ−−→ p∗r∗1%1
%1(η)−−−→ q∗v∗1%1

q∗π−−→ q∗v∗2%2

and λ′×Γ1π
′ is defined analogously (these definitions are recalled here for convenience,

although they already follow from the definition of 1-morphisms, see Definition 3.19,
4),

• δ0 : r0pc⇒ r′0p
′d is the natural transformation

r0pc = r0t`
α0=⇒ r′0t

′` = r′0p
′d,

and, analogously, δ1 : v2qc⇒ v′2q
′d is the natural transformation

v2qc = v2u˜̀ β1
=⇒ v′2u

′ ˜̀= v′2q
′d ,

• the natural transformation ω ×Γ1 ω̃ is defined by the commutativity of the diagram

(r0pc)
∗%0 (r1pc)

∗%1 (v1qc)
∗%1 (v2qc)

∗%2

(r′0p
′d)∗%0 (r′1p

′d)∗%1 (v′1q
′d)∗%1 (v′2q

′d)∗%2 .

%0(δ0) = %0(`∗α0) %1(`∗α1) %1(˜̀∗β0) %2(˜̀∗β1) = %2(δ1)

(pc)∗λ %1(ε) (qc)∗π

(p′d)∗λ′ %1(d∗η′) (q′d)∗π′

`∗ω ˜̀∗ω̃

7. The symmetric monoidal structure is inherited from the symmetric monoidal structure of
2VecBun(Γ ) for one fixed groupoid (Definition 3.4) and the symmetric monoidal structure
on the bicategory of spans of essentially finite groupoids: For objects X = (Γ, %) and
Y = (Ω, ξ) the monoidal product X�Y is the bundle over Γ×Ω assigning to (x, y) ∈ Γ×Ω
to 2-vector space %(x) � ξ(y). The monoidal product of 1- and 2-morphisms is defined
analogously by using the Cartesian product of groupoids and the Deligne product. The
monoidal unit object is the trivial representation of the groupoid ? with one object and
trivial automorphism group on the 2-vector space FinVect of finite-dimensional complex
vector spaces; we denote it again by ?.

Remark 3.20. (a) The composition of 1-morphisms in 2VecBunGrpd requires a model for the
homotopy pullback to be chosen. For definiteness, we choose the one given on page 29.
Choosing a different model yields a composition naturally 2-isomorphic to the initial one.

(b) For readability, we did not spell out the equivalence relation needed to define 2-morphisms,
but only worked with representatives. We justify this by the fact that in [Mor15] such
issues were addressed for pure span bicategories (without 2-vector bundles) and in [SW19]
it was explicitly explained in the categorical case how these equivalence relations have to
be generalized to take vector bundles into account. This generalization can be done in the
bicategorical case as well following the exact same strategy one categorical level higher.

Let us now explain the relation between the symmetric monoidal bicategory 2VecBunGrpd
and the symmetric monoidal category VecBunGrpd from [SW19, Definition 3.7]:

Proposition 3.21. The category End2VecBunGrpd(?) of endomorphisms of the monoidal unit is
canonically equivalent, as a symmetric monoidal category, to VecBunGrpd.
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Proof. The claim holds more or less by construction, so we only give the main arguments: Denote
by τ : ? −→ FinVect the trivial representation of the terminal groupoid ? and by t : Γ −→ ? the
unique functor. The category End2VecBunGrpd(?) is symmetric monoidal. Its objects are spans

?
t←− Γ

t−→ ? together with a 1-morphism λ : t∗τ −→ t∗τ . But this means that we specify
for each x ∈ Γ a 2-linear map λ : FinVect −→ FinVect, i.e. a vector space %λ(x) (by evaluation
of λ on the ground field). For a morphism x −→ y in Γ we obtain a natural transformation
λx −→ λy, which is equivalent to a linear map %λ(x) −→ %λ(y). This shows that the objects of
End2VecBunGrpd(?) can be identified with vector bundles over essentially finite groupoids.

A 1-morphism (Γ0, λ0) −→ (Γ1, λ1) in End2VecBunGrpd(?) is a span of spans

?

Γ0

?

Γ1

Ω

t t

t t
r1

r0

together with a natural morphism ω between the intertwiners t∗λ0, t
∗λ1 : r∗0t

∗τ −→ r∗1t
∗τ , which

is just an intertwiner from r∗0%λ0 to r∗1%λ1 . All these identifications extend naturally to the
composition and the symmetric monoidal structure.

In a symmetric monoidal bicategory, there is a notion of a dualizable object, see [Lur09,
Definition 2.3.5]: An object in a symmetric monoidal bicategory is called dualizable if it is
dualizable in the homotopy category. So informally speaking, a dualizable object has evaluation
and coevaluation 1-morphisms which obey the triangle identities up to 2-isomorphism. The
2-isomorphisms are not required to be coherent.

Exactly the same arguments which proved the existence of duals in VecBunGrpd in [SW19,
Proposition 3.8] prove the following result:

Proposition 3.22. Every object in 2VecBunGrpd is dualizable.

3.3.2 The parallel section functor

This subsection is devoted to the construction of the parallel section functor

Par : 2VecBunGrpd −→ 2Vect

It will send an object (Γ, %), i.e. a 2-vector bundle % over a groupoid Γ to its space of parallel
sections (Definition 3.6). We have already shown that this is indeed a 2-vector space (Proposi-
tion 3.9). It remains to define Par on 1-morphisms and 2-morphisms in 2VecBunGrpd. This is
accomplished in the following two definitions using the pullback and pushforward constructions
from Section 3.2.

Definition 3.23 (Parallel section functor on 1-morphisms). Let (Γ0, %0)
r0←−− (Λ, λ)

r1−−→
(Γ1, %1) be a 1-morphism in 2VecBunGrpd. Denote by Par(Λ, λ) the 2-linear map

Par(Λ, λ) : Par %0
r∗0−−→ Par r∗0%0

λ∗−−−→ Par r∗1%1
r1∗−−−→ Par %1 .

Here we use the 2-linear pull map from Proposition 3.10, the operation of intertwiners on parallel
sections from Proposition 3.9 and the 2-linear push map from Proposition 3.11.
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Definition 3.24 (Parallel section functor on 2-morphisms). Let

(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

be a 2-morphism in 2VecBunGrpd. Then we define the 2-morphism

Par(Ω,ω) : Par(Λ, λ) −→ Par(Λ′, λ′)

to be

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par t′∗r′0
∗%0 Par t′∗r′1

∗%1

Par r′0
∗%0 Par r′1

∗%1

Par %0 Par %1 ,

λ∗

r∗0

r′0
∗

r1∗

r′1∗

t∗

%0(α0)∗ %1(α1)∗

t′∗λ′∗

λ′∗

t∗λ∗

t∗

t′∗ t′∗

ω∗

∼=

α0∗ α∗1

where

• the commutativity of the top square corresponds to the naturality of the pullback maps
(Proposition 3.10 (c)) and the commutativity of the lowest square corresponds to the
naturality of the pushforward maps up to natural isomorphism (Proposition 3.14 (b)),

• ω∗ is the application of the functor from Proposition 3.9 to ω,

• α0∗ : t′∗%0(α0)(r0t)
∗ −→ r′0

∗ comes from the application of Proposition 3.15 to the square

Ω Γ0

Λ′ Γ0 ,

r0t

t′ idΓ0

r′0

α0

• and α∗1 : r1∗ −→ (r′1t
′)∗%1(α1)t∗ comes similarly from the application of Proposition 3.15

to the square
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Ω Λ

Γ1 Γ1 .

t

r′1t
′ r1

idΓ1

α1

We are now ready to formulate the main result of this chapter:

Theorem 3.25 (Parallel section functor). The assignments of Definition 3.23 for 1-morphisms
and Definition 3.24 for 2-morphisms extend to a symmetric monoidal 2-functor

Par : 2VecBunGrpd −→ 2Vect

that we call parallel section functor.

Proof. (i) First we prove that Par is functorial on 1-morphisms. Obviously, it respects iden-
tities up to natural isomorphism. For the proof of the compatibility with composition, we
start with two composable 1-morphisms

(Γ0, %0)
r0←−− (Λ, λ)

r1−−→ (Γ1, %1)

and

(Γ1, %1)
r′1←−− (Λ′, λ′)

r′2−−→ (Γ2, %2)

in 2VecBunGrpd. According to the definition of the composition of 1-morphisms (Defini-
tion 3.19, 4), we need to form the homotopy pullback

Γ0

Λ

Γ1

Λ′

Γ2 ,

Λ×Ω Λ′

r0 r1 r′1 r′2

π π′

η

By the definition of the parallel section functor we find the following isomorphisms

Par((Λ′, λ′) ◦ (Λ, λ)) = (r′2π
′)∗(π

′∗λ′)∗%1(η)∗(π
∗λ)∗(r0π)∗

∼= r′2∗π
′
∗(π
′∗λ′)∗%1(η)∗(π

∗λ)∗π
∗r∗0

(
Proposition 3.10 (a) and

Proposition 3.14 (a)

)
= r′2∗π

′
∗(π
′∗λ′)∗%1(η)∗π

∗λ∗r
∗
0 (Proposition 3.10 (c))

∼= r′2∗λ
′
∗π
′
∗%1(η)∗π

∗λ∗r
∗
0 (Proposition 3.14 (b))

∼= r′2∗λ
′
∗r
′
1
∗
r1∗λ∗r

∗
0 (Proposition 3.17)

= Par(Λ′, λ′) ◦ Par(Λ, λ) .

Their composition defines an isomorphism that we take as part of data of the 2-functor
Par.

(ii) Now we prove that the vertical composition of 2-morphisms is preserved. Again, it is
obvious that identities are respected. For the proof of the composition law, we take 2-
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morphisms

(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

and

(Γ0, %0)

(Λ′, λ′)

(Γ1, %1)

(Λ′′, λ′′)

(Ω̃, ω̃)

r′0 r′1

r′′0 r′′1
u′′

u′

β0 β1

as well as the composition

(Γ0, %0)

(Λ, λ)

(Γ1, %1) ,

(Λ′′, λ′′)

(Ω ×Λ′ Ω̃, ω ×λ′ ω̃)

r0 r1

r′′0 r′′1
v′′

v

γ0 γ1

as given in Definition 3.19, 5 with the same notation that we used there. According to
Definition 3.24 the natural transformation Par(Ω ×Λ′ Ω̃, ω ×λ′ ω̃) for the composition is
given by

Par r′′0
∗%0 Par r′′1

∗%1

Par v′′∗r′′0
∗%0 Par v′′∗r′′1

∗%1

Par v∗r∗0%0 Par v∗r∗1%1

Par r∗0%0 Par r∗1%1

Par %0 Par %1 ,

v∗

%0(γ0)∗

v′′∗

v∗

%1(γ1)∗

v′′∗

λ∗

v∗λ∗

v′′∗λ′′∗

λ′′∗

r∗0

r′′0
∗

r1∗

r′′1 ∗
∼=

(ω ×λ′ ω̃)∗γ0∗ γ∗1
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In a first step, let us look at the inner ladder of this diagram. The ladder is equal to

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par v∗r∗0%0 Par v∗r∗1%1

Par q∗t′∗r′0
∗%0 Par q∗t′∗r′1

∗%1

Par q̃∗u′∗r′0
∗%0 Par q̃∗u′∗r′1

∗%1

Par q̃∗u′′∗r′′0
∗%0 Par q̃∗u′′∗r′′1

∗%1

Par u′′∗r′′0
∗%0 Par u′′∗r′′1

∗%1

Par r′′0
∗%0 Par r′′1

∗%1 .

t∗

q∗

%0(α0)∗

%0(η)∗

%0(β0)∗

q̃∗

u′′∗

t∗

q∗

%1(α1)∗

%1(η)∗

%1(β1)∗

q̃∗

u′′∗

λ∗

t∗λ∗

v∗λ∗

q∗t′∗λ′∗

q̃∗u′∗λ′∗

q̃∗u′′∗λ′′∗

u′′∗λ′′∗

λ′′∗

(q∗ω)∗

θ′∗

(q̃∗ω̃)∗

∼=

∼=

Here we have used the composition behavior and naturality of the pull and push 1-
morphisms (Proposition 3.10 and Proposition 3.14), but we suppress the isomorphism
v′′∗
∼= u′′∗ q̃∗ for readability. Additionally, we have unpacked the definition of ω ×λ′ ω̃ (Def-

inition 3.19, 5). Recall that the isomorphism θ′ is the datum that λ′ comes equipped
with.
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We investigate this ladder and obtain the equality

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par v∗r∗0%0 Par v∗r∗1%1

Par q∗t′∗r′0
∗%0 Par q∗t′∗r′1

∗%1

Par q̃∗u′∗r′0
∗%0 Par q̃∗u′∗r′1

∗%1

Par q̃∗u′′∗r′′0
∗%0 Par q̃∗u′′∗r′′1

∗%1

Par u′′∗r′′0
∗%0 Par u′′∗r′′1

∗%1

Par r′′0
∗%0 Par r′′1

∗%1

t∗

q∗

%0(α0)∗

%0(η)∗

%0(β0)∗

q̃∗

u′′∗

t∗

q∗

%1(α1)∗

%1(η)∗

%1(β1)∗

q̃∗

u′′∗

λ∗

t∗λ∗

v∗λ∗

q∗t′∗λ′∗

q̃∗u′∗λ′∗

q̃∗u′′∗λ′′∗

u′′∗λ′′∗

λ′′∗

(q∗ω)∗

θ′∗

(q̃∗ω̃)∗

∼=

∼=

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par t′∗r′0
∗%0 Par t′∗r′1

∗%1

Par q∗t′∗r′0
∗%0 Par q∗t′∗r′1

∗%1

Par q̃∗u′∗r′0
∗%0 Par q̃∗u′∗r′1

∗%1

Par u′∗r′0
∗%0 Par u′∗r′1

∗%1

Par u′′∗r′′0
∗%0 Par u′′∗r′′1

∗%1

Par r′′0
∗%0 Par r′′1

∗%1 ,

=

t∗

%0(α0)∗

q∗

%0(η)

q̃∗

%0(β0)∗

u′′∗

t∗

%1(α1)∗

q∗

%1(η)

q̃∗

%1(β1)∗

u′′∗

λ∗

t∗λ∗

t′∗λ′∗

q∗t′∗λ′∗

q̃∗u′∗λ′∗

u′∗λ′∗

u′′∗λ′′∗

λ′′∗

ω∗

θ′∗

∼=

ω̃∗

∼=

where the changes only involve the second and the third as well as the fifth and the sixth
square. By re-inserting the ladder we obtain

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par t′∗r′0
∗%0 Par t′∗r′1

∗%1

Par q∗t′∗r′0
∗%0 Par q∗t′∗r′1

∗%1

Par q̃∗u′∗r′0
∗%0 Par q̃∗u′∗r′1

∗%1

Par u′∗r′0
∗%0 Par u′∗r′1

∗%1

Par u′′∗r′′0
∗%0 Par u′′∗r′′1

∗%1

Par r′′0
∗%0 Par r′′1

∗%1

Par r′0
∗%0 Par r′1

∗%1Par %0 Par %1 .
∼=⇐

∼=⇐

t∗

%0(α0)∗

q∗

%0(η)∗

q̃∗

%0(β0)∗

u′′∗

t∗

%1(α1)∗

q∗

%1(η)∗

q̃∗

%1(β1)∗

u′′∗

λ∗

t∗λ∗

t′∗λ′∗

q∗t′∗λ′∗

q̃∗u′∗λ′∗

u′∗λ′∗

u′′∗λ′′∗

λ′′∗

r∗0

r′′0
∗

r′0
∗

t′∗

r′1∗

t′∗

u′∗ u′∗

r1∗

r′′1 ∗

ω∗

θ′∗

∼=

ω̃∗

∼=

α0∗

β∗1

β0∗

α∗1

(3.14)

Here we have also decomposed the triangles containing γ0∗ and γ∗1 into three smaller



52 3 A parallel section functor for 2-vector bundles

triangles each, which we will justify in step (iii). If we accept this for a moment, we can
observe that the natural isomorphisms in the inner hexagon yield a natural isomorphism

u′
∗
t′∗(t
′∗λ′∗) −→ (u′

∗
λ′∗)u

′∗t′∗

between 2-linear maps Par t′∗r′0
∗%0 −→ Par u′∗r′1

∗%1. When evaluated on s ∈ Par t′∗r′0
∗%0

and z̃ ∈ Ω̃, it consists of the isomorphism from

((u′
∗
t′∗(t
′∗λ′∗))s)(z̃) = lim

(z,g)∈t′−1[u′(z̃)]
%1(r′1(g))λ′t′(z)s(z)

to

((u′
∗
λ′∗)u

′∗t′∗)s)(z̃) = lim
(z,g)∈t′−1[u′(z̃)]

λ′u′(z̃)%0(r′0(g))s(z)

described as follows: We have to pull back the diagram underlying the first limit along
the equivalence t′−1[u′(z̃)] ' q̃−1[z̃] coming from the pasting law for homotopy pullbacks
to a diagram over q−1[z̃], which amounts just to a change of variables. Then we apply
the (pulled back version of) θ′. Finally, we pull back the diagram to t′−1[u′(z̃)] using (the
inverse of) t′−1[u′(z̃)] ' q̃−1[z̃]. But this isomorphism is equal to the isomorphism

lim
(z,g)∈t′−1[u′(z̃)]

%1(r′1(g))λ′t′(z)s(z) −→ lim
(z,g)∈t′−1[u′(z̃)]

λ′u′(z̃)%0(r′0(g))s(z)

just coming from θ′.

This allows us to simplify the inner hexagon in (3.14) and gives us

Par r∗0%0 Par r∗1%1

Par t∗r∗0%0 Par t∗r∗1%1

Par t′∗r′0
∗%0 Par t′∗r′1

∗%1

Par r′0
∗%0 Par r′1

∗%1

Par u′∗r′0
∗%0 Par u′∗r′1

∗%1

Par u′′∗r′′0
∗%0 Par u′′∗r′′1

∗%1

Par r′′0
∗%0 Par r′′1

∗%1

Par %0 Par %1 .

t∗

%0(α0)∗

t′∗

u′∗

%0(β0)∗

u′′∗

t∗

%1(α1)∗

t′∗

u′∗

%1(β1)∗

u′′∗

λ∗

t∗λ∗

t′∗λ′∗

λ′∗

u′∗λ′∗

u′′∗λ′′∗

u′′∗λ′′∗

r∗0

r′0
∗ r′1∗

r1∗

r′′1
∗r′′0

∗

ω∗

∼=

ω̃∗

∼=

α0∗

β∗1β0∗

α∗1

Here we have replaced the inner hexagon by two squares. One of them commutes strictly
(Proposition 3.10 (c)), the other up to the natural isomorphism from Proposition 3.14
(b) (recall that this was induced was θ′). This proves the preservation of the vertical
composition.

(iii) We still have to justify the decomposition of γ0∗ and γ∗1 that we have used to obtain (3.14).
We only do this for γ0∗ because it is the more difficult case (involving pushforward maps
instead of only pullback maps). First note that the small inner triangles (the ones being
part of the inner hexagon in (3.14)) come from a homotopy pullback, so the corresponding
natural transformations are actually isomorphisms by Proposition 3.17. To prove that γ0∗
is equal to the composition of the transformation living on the three triangles on the left
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side of (3.14), we choose s ∈ Par %0 and y′′ ∈ Λ. Now both transformations in question
correspond to maps

(u′′∗%0(β0)∗q̃∗%0(η)∗q
∗%(α0)∗t

∗r∗0s)(y
′′) −→ s(r′′0(y′′)) . (3.15)

Using the definition of γ0 in Definition 3.19, 5 we can identify

(u′′∗%0(β0)∗q̃∗%0(η)∗q
∗%(α0)∗t

∗r∗0s)(y
′′)

with (v′′∗%0(γ0)∗v
∗r∗0s)(y

′′). Hence, we will see the maps (3.15) as maps

(v′′∗%0(γ0)∗v
∗r∗0s)(y

′′) −→ s(r′′0(y′′)) .

Now the composition of the three left triangles in (3.14) amounts to the composition

(v′′∗%0(γ0)∗v
∗r∗0s)(y

′′)
η∗−−→ (u′′∗%0(β0)∗u

′∗t′∗%(α0)∗t
∗r∗0s)(y

′′)
α0∗−−−→ (u′′∗%0(β0)∗u

′∗r′0
∗
s)(y′′)

β0∗−−−→ s(r′′0(y′′)) ,

(3.16)

and we have to show that it is given by γ0∗. To see this, observe that the object
(v′′∗%0(γ0)∗v

∗r∗0s)(y
′′) is a limit over the groupoid v′′−1[y′′], whereas

(u′′∗%0(β0)∗u
′∗t′∗%(α0)∗t

∗r∗0s)(y
′′)

is a limit over u′′−1[y′′]×Λ′ Ω. The first map η∗ is the pushforward along the equivalence

v′′
−1

[y′′] = (u′′ ◦ q̃)−1
[y′′] ' u′′−1

[y′′]×
Ω̃

(Ω ×Λ′ Ω̃) ' u′′−1
[y′′]×Λ′ Ω.

Here, by pushforward we always mean pushforward of limits, i.e. pushforward of sec-
tions of ordinary vector bundles over groupoids in the sense of Section 3.1.1. Next,
(u′′∗%0(β0)∗u

′∗r′0
∗s)(y′′) is a limit over u′′−1[y′′] and α0∗ is the pushforward along the pro-

jection u′′−1[y′′]×Λ′Ω −→ u′′−1[y′′]. Finally, s(r′′0(y′′)) is a limit over the terminal groupoid
? and β0∗ is the pushforward along the functor u′′−1[y′′] −→ ?. By Proposition 3.2, (b) we
conclude that the composition (3.16) is the pushforward along the composition

v′′
−1

[y′′] ' u′′−1
[y′′]×Λ′ Ω −→ u′′

−1
[y′′] −→ ?

of functors, i.e. it integrates over the homotopy fiber v′′−1[y′′] with respect to groupoid
cardinality. Hence, by Corollary 3.18 it is equal to γ0∗. This gives us the missing step in
the derivation of (3.14).

(iv) Next we prove that the horizontal composition of 2-morphisms is respected up to the iso-
morphisms specified for the composition of 1-morphisms. To this end, we take 2-morphisms
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(Γ0, %0)

(Λ, λ)

(Γ1, %1)

(Λ′, λ′)

(Ω,ω)

r0 r1

r′0 r′1
t′

t

α0 α1

and

(Γ1, %1)

(Π,π)

(Γ2, %2)

(Π ′, π′)

(Ω̃, ω̃)

v1 v2

v′1 v′2
u′

u

β0 β1

and their horizontal composition

(Γ0, %0)

(Λ×Γ1 Π,λ×Γ1 π)

(Γ2, %2)

(Λ′ ×Γ1 Π
′, λ′ ×Γ1 π

′)

(Ω ×Γ1 Ω̃, ω ×Γ1 ω̃)

r0p v2q

r′0p
′ v′2q

′d

c

δ0 δ1

as given in Definition 3.19, 6. We have to show the equality of natural transformations

Par(Ω ×Γ1 Ω̃, ω ×Γ1 ω̃) = Par %0 Par %1 Par %2 .

Par(Λ, λ)

Par(Λ′, λ′)

Par(Π,π)

Par(Π′, π′)

Par(Ω,ω) Par(Ω̃, ω̃)

∼=

∼=

Par(Λ×Γ1
Π,λ×Γ1

π)

Par(Λ′ ×Γ1
Π′, λ′ ×Γ1

π′)

(3.17)

We abbreviate the left hand side by L and the right hand side by R. Using Definition 3.19,
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6 and the labels therein we find for the left hand side

L =

Par(r0p)∗%0 Par(v2q)∗%2Par(r1p)∗%1 Par(r1q)∗%1

Par(r0pc)∗%0 Par(v2qc)∗%2Par(r1pc)∗%1 Par(v1pc)∗%1

Par(r′0pd)∗%0 Par(v′2q
′d)∗%1Par(r′1p

′d)∗%1 Par(v′1q
′d)∗%1

Par(r′0p
′)∗%0 Par(v′2q

′)∗%1Par(r′1p
′)∗%1 Par(v′1q

′)∗%1

Par %0 Par %2 ,

c∗

%0(`
∗α0)∗

d∗

c∗

%1(`
∗α1)∗

d∗

c∗

%1(˜̀∗β0)∗

d∗

c∗

%2(˜̀∗β1)∗

d∗

p∗λ∗ %1(η) q∗π∗

(pc)∗λ∗ %1(ε) (qc)∗π

(p′d)∗λ′∗ %1(d
∗η′) (q′d)∗π′∗

p′∗λ′∗ %1(η
′) q′∗π′∗

(r0p)
∗

(r′0p
′)∗

(v2q)∗

(v′2q
′)∗

δ0∗ δ∗1

∼= ∼=

`∗ω∗ ˜̀∗ω̃∗

while the right hand side of (3.17) is given by

R =

Par r∗0%0 Par v∗2%2Par r∗1%1 Par v∗1%1

Par(r0p)∗%0 Par(r1p)∗%2 Par(v1q)∗%1 Par(v2q)∗%1

Par(r′0p
′)∗%0 Par(r′1p

′)∗%2 Par(v′1q
′)∗%1 Par(v′2q

′)∗%1

Par %1

Par(r0t)∗%0 Par(v2u)∗%2Par(r1t)∗%1 Par(v1u)∗%1

Par(r′0t
′)∗%0 Par(v′2u

′)∗%2Par(r′1t
′)∗%1 Par(v′1u

′)∗%1

Par r′0
∗%0 Par v′2

∗%2Par r′1
∗%1 Par v′1

∗%1

Par %0 Par %2 ,

p∗ p∗ q∗ q∗

p′∗ p′∗ q′∗ q′∗

t∗

%0(α0)∗

t′∗

t∗

%1(α1)∗

t′∗

t∗

%1(β0)∗

t′∗

t∗

%2(β1)∗

t′∗

λ∗

%1(η)p∗λ∗ q∗π∗

π∗

t∗λ∗ u∗π∗

t′∗λ′∗ u′∗π′∗

λ′∗

%1(η
′)p′∗λ′∗ q′∗π′∗

π′∗

r1∗ v∗1

r′1∗ v′1
∗

r∗0

(r0p)
∗

(r′0p
′)∗

r′0
∗

v2∗

(v2q)∗

(v′2q
′)∗

v′2∗

α0∗

η∗

η∗

β∗1α∗1 β0∗

∼=

∼=

∼=

∼=

ω∗ ω̃∗

We now describe the 2-morphisms

L, R : (v2q)∗(q
∗π∗)%1(η)(p∗λ∗)(r0p)

∗ −→ (v′2q
′)∗(q

′∗π′∗)%1(η′)(p′
∗
λ′∗)(r

′
0p
′)∗

explicitly by chasing through the diagrams. We will look at the component for a parallel
section s ∈ Par %0. The image of s under the transformations will be evaluated at x2 ∈ Γ2.
In the following step-by-step description of both transformations some of the obvious
isomorphisms will not be mentioned explicitly in order to not obscure the main ideas:

Description of L: Using the canonical equivalences

(v2q)
−1[x2] ' v−1

2 [x2]×Π (Λ×Γ1 Π) ' v−1
2 [x2]×Γ1 Λ

that follow from the pasting law or more specifically Lemma 3.13, we obtain

((v2q)∗(q
∗π∗)%1(η)(p∗λ∗)(r0p)

∗s)(x2) = lim
v−1
2 [x2]×Γ1Λ:

ȳ∈Π,v2(ȳ)
ξ∼=x2

y∈Λ,r1(y)
ν∼=v1(ȳ)

%2(ξ)πȳ%1(ν)λys(r0(y)) . (3.18)

The groupoid v−1
2 [x2]×Γ1Λ is the index groupoid for the diagram that we need to compute

the limit of. We have written the index groupoid below the limit symbol. After a double
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point we also listed all the dummy variables. We will use this notation in the sequel.

The first transformation we have to apply is δ∗1 . Since

(v′2q
′d)−1[x2] ' v′2

−1
[x2]×Π′ (Ω ×Γ1 Ω̃) ,

its target is

((v′2q
′d)∗%2(˜̀∗β1)c∗(q∗π∗)%1(η)(p∗λ∗)(r0p)

∗s)(x2)
= lim

v′2
−1[x2]×Π′ (Ω×Γ1 Ω̃):

ȳ′∈Π′,v′2(ȳ′)
ξ′∼=x2

z∈Ω,z̃∈Ω̃,r1t(z)
µ∼=v1u(z̃)

ȳ′
κ∼=u′(z̃)

%2(ξ′v′2(κ)β1,z̃)πu(z̃)%1(µ)λt(z)s(r0t(z)) .

(3.19)

The needed map from (3.18) to (3.19) is the pullback along the functor

v′2
−1

[x2]×Π′ (Ω ×Γ1 Ω̃) −→ v−1
2 [x2]×Γ1 Λ

which, on the level of dummy variables as established in (3.18) and (3.19), sends(
ȳ′, v′2(ȳ′)

ξ′∼= x2, z, z̃, r1t(z)
µ∼= v1u(z̃), ȳ′

κ∼= u′(z̃)

)
∈ v′2

−1
[x2]×Π′ (Ω ×Γ1 Ω̃)

to (
u(z̃), v2u(z̃)

β1∼= v′2u
′(z̃)

κ∼= v′2(ȳ′)
ξ′∼= x2, t(z), r1t(z)

µ∼= v1u(z̃)

)
∈ v−1

2 [x2]×Γ1 Λ .

The next transformation does not change the index groupoids, but is the vertex-wise
transformation

%2(ξ′v′2(κ))%2(β1,z̃)πu(z̃)%1(µ)λt(z)s(r0t(z))
ω̃z̃−→ %2(ξ′v′2(κ))π′u′(z̃)%1(β0,zµ)λt(z)s(r0t(z))

applied to the diagram that we take the limit of on the right hand side of (3.19). In the
next step, we have to replace the groupoid Ω ×Γ1 Ω̃ as a part of the index groupoid in
(3.19) by the canonically equivalent groupoid (Ω ×Γ1 Ω̃)′, see Definition 3.19, 6 for the

notation. More concretely, we replace z ∈ Ω and z̃ ∈ Ω̃ together with r1t(z)
µ∼= v1u(z̃) by

the same pair (z, z′) ∈ Ω × Ω̃, but now with r′1t
′(z)

µ′∼= r′1t
′(z), where µ′α1,z = β0,z̃µ. This

leaves us with vertices

%2(ξ′v′2(κ))π′u′(z̃)%1(µ′α1,z)λt(z)s(r0t(z))

such that we can apply the vertex-wise transformation

%2(ξ′v′2(κ))π′u′(z̃)%1(µ′α1,z)λt(z)s(r0t(z))
ωz−→ %2(ξ′v′2(κ))π′u′(z̃)%1(µ′)λt′(z)%0(αα0,z)s(r0t(z))

∼= %2(ξ′v′2(κ))π′u′(z̃)%1(µ′)λt′(z)s(r
′
0t
′(z)) ,

where the last isomorphism comes from parallelity of s. We need to perform one last step,
namely the application of δ0∗: To this end, we have to pass from the index groupoid is
v′2
−1[x2]×Π′ (Ω ×Γ1 Ω̃)′ to the index groupoid for the final result

((v′2q
′)∗(q

′∗π′∗)%1(η′)(p′
∗
λ′∗)(r

′
0p
′)∗s)(x2)
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is v′2
−1[x2]×Γ1 Λ

′. The needed map comes from pushing along the functor

v′2
−1

[x2]×Π′ (Ω ×Γ1 Ω̃)′ −→ v′2
−1

[x2]×Γ1 Λ
′ ,

which is induced from projection to Ω and t′ : Ω −→ Λ′. In summary, the natural
transformation L = Par(Ω ×Γ1 Ω̃, ω ×Γ1 ω̃) consists of the maps

((v2q)∗(q
∗π∗)%1(η)(p∗λ∗)(r0p)

∗s)(x2) −→ ((v′2q
′)∗(q

′∗π′∗)%1(η′)(p′
∗
λ′∗)(r

′
0p
′)∗s)(x2)

obtained by performing two operations:

• Apply ω and ω̃ vertex-wise to the diagrams involved.

• Compute on the level of the index groupoids the pull-push map along the span

v−1
2 [x2]×Γ1

Λ←− v′2
−1

[x2]×Π′ (Ω ×Γ1
Ω̃) ' v′2

−1
[x2]×Π′ (Ω ×Γ1

Ω̃)′ −→ v′2
−1

[x2]×Γ1
Λ′ .

(3.20)

These two operations obviously commute.

Description of R: The maps

((v2q)∗(q
∗π∗)%1(η)(p∗λ∗)(r0p)

∗s)(x2) −→ ((v′2q
′)∗(q

′∗π′∗)%1(η′)(p′
∗
λ′∗)(r

′
0p
′)∗s)(x2)

that R consists of can be described similarly as for L. Since no new ideas enter, we just
give the result. Again, we have to perform two commuting operations:

• Apply ω and ω̃ vertex-wise to the diagrams involved.

• Compute on the level of the index groupoids the pull-push map along the two com-
posable spans

v2
−1[x2]×Γ1 Λ ←− v′2

−1[x2]×Π′ (Ω̃ ×Γ1 Λ) −→ v′2
−1[x2]×Γ1 Λ

v′2
−1[x2]×Γ1 Λ ←− v′2

−1[x2]×Γ1 Ω −→ v′2
−1[x2]×Γ1 Λ

′ .
(3.21)

The composition of the spans in (3.21) is (equivalent to) the span in (3.20). Indeed, we
find the canonical equivalences(

v′2
−1

[x2]×Π′ (Ω̃ ×Γ1 Λ)
)
×v′2−1[x2]×Γ1Λ

(
v′2
−1

[x2]×Γ1 Ω
)

'
((
v′2
−1

[x2]×Γ1 Λ
)
×Π′ Ω̃

)
×v′2−1[x2]×Γ1Λ

(
v′2
−1

[x2]×Γ1 Ω
)

'Ω̃ ×Π′
(
v′2
−1

[x2]×Γ1 Ω
)

'v′2
−1

[x2]×Π′ (Ω ×Γ1 Ω̃)

Applying Proposition 3.3 (equivariant Beck-Chevalley condition) now finishes the proof of
(3.17).

(v) We endow Par with a monoidal structure. For this we use for any 2-vector bundle % over
Γ and ξ over Ω the obvious 2-linear maps

Φ : Par %� Par ξ −→ Par(%� ξ)

defined using the universal property of the Deligne product. Note that we suppress the
groupoids in the notation, i.e. we use the shorthand Par % = Par(Γ, %) etc. It remains to
show that these 2-linear maps are equivalences. For the proof, we can assume without loss
of generality that Γ and Ω are finite groups G and H, in which case % and ξ send the one
object to a 2-vector space V and W, respectively. Now we use Proposition 3.8 and the
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notation used therein to write the relevant 2-vector spaces of parallel sections as

Par % '
⊕
O∈S /G

Aα(G,O)-Mod ,

Par ξ '
⊕
P∈T /H

Aβ(H,P)-Mod ,

where S and T is the set of isomorphism classes of simple objects in V and W with
representing systems (Xs)s∈S and (Yt)t∈T , respectively, and α ∈ H2(G; Map(S ,C×))
and β ∈ H2(H; Map(T ,C×)) are the corresponding cohomology classes, see Section 3.1.3.
The set of isomorphism classes of V�W is given by S×T with a representing system (Xs�
Yt)(s,t)∈S×T . Denote the corresponding cohomology class by γ ∈ H2(G × H; Map(S ×
T ,C×)). Using (S ×T )//(G×H) ' S //G×T //H we obtain

Par(%� ξ) '
⊕

(O,P)∈S /G×T /H

Aγ(G×H; (O,P))-Mod.

This yields the weakly commutative diagram

Par %� Par ξ Par(%� ξ)

(⊕
O∈S Aα(G,O)-Mod

)
�
(⊕
P∈T Aβ(H,P)-Mod

) ⊕
(O,P)∈S/G×T /H Aγ(G×H; (O,P))-Mod ,

Φ

'

Ψ

'

in which the vertical equivalences are the ones just discussed. The functor Ψ admits the
following description: The projections S ×T −→ S and S ×T −→ T yield maps

Map(S ,C×) −→ Map(S ×T ,C×),

Map(T ,C×) −→ Map(S ×T ,C×).

Together with the projections G×H −→ G and G×H −→ H, they induce a map

H2(G; Map(S ,C×))⊕H2(H; Map(T ,C×))

−→H2(G×H; Map(S ×T ,C×))⊕H2(G×H; Map(S ×T ,C×)) .

Using the group operation in H2(G×H; Map(S ×T ,C×)) we obtain a map

H2(G; Map(S ,C×))⊕H2(H; Map(T ,C×)) −→ H2(G×H; Map(S ×T ,C×))

sending (α, β) to γ. With this observation in mind, Ψ is the composition of equivalences(⊕
O∈S

Aα(G,O)-Mod

)
�

(⊕
P∈T

Aβ(H,P)-Mod

)
'

⊕
(O,P)∈S /G×T /H

Aα(G,O)-Mod� Aβ(H,P)-Mod

'
⊕

(O,P)∈S /G×T /H

(Aα(G,O)⊗ Aβ(H,P)) -Mod

'
⊕

(O,P)∈S /G×T /H

Aγ(G×H; (O,P))-Mod .
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Since Ψ is an equivalence, so is Φ.

To fully specify the monoidal structure, we need to exhibit for 1-morphisms

(Γ0, %0)
r0←− (Λ, λ)

r1−→ (Γ1, %1)

and

(Γ ′0, %
′
0)

r′0←− (Λ′, λ′)
r′1−→ (Γ ′1, %

′
1)

in 2VecBunGrpd natural 2-isomorphisms

Par(Γ0, %0) � Par(Γ ′0, %
′
0) Par(Γ1, %1) � Par(Γ ′1, %

′
1)

Par((Γ0, %0) � (Γ ′0, %
′
0)) Par((Γ ′1, %

′
1) � (Γ ′1, %

′
1)) .

Par(Λ, λ) � Par(Λ′, λ′)

Φ Φ

Par((Λ, λ) � (Λ, λ))

∼=

When evaluated on s ∈ Par(Γ0, %0), s′ ∈ Par(Γ0, %0) and (y, y′) ∈ Γ1 × Γ ′1, they are given
by

((Φ ◦ (Par(Λ, λ) � Par(Λ′, λ′))) (s� s′)) (y, y′)

=(Par(Λ, λ)s)(y) � (Par(Λ′, λ′)s′)(y′)

= lim
(x,g)∈r−1

1 [y]
g.λxs(r0(x)) � lim

(x′,g′)∈r′−1
1 [y′]

g′.λx′s
′(r′0(x′))

∼= lim
((x,g),(x′,g′))∈r−1

1 [y]×r′−1
1 [y′]

g.λxs(r0(x)) � g′.λx′s
′(r′0(x′))

∼= lim
((x,g),(x′,g′))∈r−1

1 [y]×r′−1
1 [y′]

(g.λx � g′.λx′)(s(r0(x)) � s′(r′0(x′)))

∼= lim
((x,x′),(g,g′))∈(r1×r′1)−1[y,y′]

(g.λx � g′.λx′)(s(r0(x)) � s′(r′0(x′)))

= (((Par((Λ, λ) � (Λ, λ)) ◦ Φ))(s� s′)) (y, y′) .

Here we used that the Deligne product preserves limits (because �-tensoring is exact).
This concludes the definition of the monoidal structure. This monoidal structure is also
symmetric: For a monoidal functor between symmetric monoidal bicategories the symme-
try is structure and is given by natural isomorphisms

Par %� Par ξ Par(%� ξ)

Par ξ � Par % Par(ξ � ξ)

Φ

cPar %,Par ξ Par c%,ξ

Φ

∼=

for all 2-vector bundles % over Γ and ξ over Ω, where the horizontal maps are the monoidal
structure and the vertical maps are given by the braiding and the image thereof under the
parallel section functor. In fact, it can be seen that this square even commutes strictly, so
we obtain the needed symmetric structure from the identity maps.

The parallel section functors for 2-vector bundles generalizes the parallel section functor from
[SW19]:

Proposition 3.26. The restriction of the parallel section functor Par : 2VecBunGrpd −→ 2Vect
to the endomorphisms of the respective monoidal units of 2VecBunGrpd and 2Vect yields the
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parallel section functor VecBunGrpd −→ FinVect from [SW19, Theorem 3.17] (see also [Tro16]),
i.e. the square

End2VecBunGrpd(?) End2Vect(FinVect)

VecBunGrpd FinVect

Par

Φ Ψ

Par

featuring the equivalences from Proposition 3.21 and Example 2.5 commutes up to natural
isomorphism.

Proof. The proof proceeds very much like the proof of Proposition 3.21, and we also use the

notation established therein. An object in End2VecBunGrpd(?) is a span ?
t←− Γ

t−→ ? together
with an intertwiner λ : t∗τ −→ t∗τ , where τ is the trivial representation of the terminal groupoid
? on FinVect. The restriction

Par : End2VecBunGrpd(?) −→ End2Vect(FinVect)

of the parallel section functor sends this object to a 2-linear map FinVect −→ FinVect. Under Ψ
this 2-linear map is identified with the vector space

(t∗λ∗t
∗s)(?) ,

where s ∈ Par(?, τ) is the parallel section sending ? to C. But by definition

(t∗λ∗t
∗s)(?) = lim

x∈Γ
%λ(x) ,

where the representation %λ of Γ is the image of Γ and λ under Φ (Proposition 3.21), and the
limit of %λ is just the space of parallel sections of %λ.

Consider now a morphism

(?, τ)

(Γ0, λ0)

(?, τ)

(Γ1, λ1)

(Ω,ω)

t t

t t
r0

r1

in End2VecBunGrpd(?). By what we have already seen in this proof, the parallel section functor
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assigns to this morphism the transformation

FinVect FinVect

C 7−→ lim
x0∈Γ0

%λ0(x0)

C 7−→ lim
x1∈Γ1

%λ1(x1)

,

whose image under Ψ is the linear map

Par %λ0 = lim
x0∈Γ0

%λ0(x0) −→ Par %λ1 = lim
x1∈Γ1

%λ1(x1)

which by Definition 3.24 is the composition

Par %λ0
r∗0−→ Par r∗0%λ0

ω∗−→ Par r∗1%λ1
r1∗−→ Par %λ1 .

The names chosen for these three maps suggestively already coincide with the corresponding
maps used for the parallel section functor in [SW19]. For the first map (the pullback map)
this is indeed obvious. For the second map this follows from the fact that ω can be seen as an
intertwiner r∗0%λ0 −→ r∗1%λ1 as observed in the proof of Proposition 3.21. Finally, the fact that
r1∗ is really given by integral over homotopy fibers of r1 with respect to groupoid cardinality (as
the pushforward maps in [SW19]) follows from the application of Corollary 3.18 to the square

Ω ?

Γ1 ? .

r1
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4 The topological orbifold construction

As outlined in the introduction, the topological orbifold construction is a two-step procedure.
One of the ingredients is the parallel section functor from Theorem 3.25 in the preceding chap-
ter. In this chapter, we provide the second key ingredient, namely the change to equivariant
coefficients which is a construction on the level of field theories. Afterwards, we combine both
constructions into the topological orbifold construction, thereby achieving one of the main goals
of this thesis.

4.1 Change to equivariant coefficients

Given a G-equivariant topological field theory Z : G-Cob(n, n − 1, n − 2) −→ 2Vect we will
produce an ordinary topological field theory Ẑ : Cob(n, n − 1, n − 2) −→ 2VecBunGrpd whose
coefficients are the symmetric monoidal bicategory 2VecBunGrpd from Definition 3.19. We will
refer to these coefficients as equivariant coefficients.

As the parallel section functor, this construction has a precursor for non-extended equivariant
field theories that is given in [SW19, Section 3.3].

Theorem 4.1. For any finite group G, the assignment Z 7−→ Ẑ from Proposition 2.6 naturally
extends to a functor

−̂ : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ Sym(Cob(n, n− 1, n− 2) , 2VecBunGrpd) (4.1)

assigning to an extended G-equivariant topological field theory an extended topological field
theory with values in 2VecBunGrpd. We call (4.1) the change to equivariant coefficients.

Proof. In the first step, we specify all the data needed to define Ẑ for an extended G-equivariant
topological field theory Z : G-Cob(n, n− 1, n− 2) −→ 2Vect:

(0) To an object S in Cob(n, n− 1, n− 2) we assign the 2-vector bundle Ẑ(S) : Π(S,BG) −→
2Vect from Proposition 2.6 taking into account Remark 2.10.

(1) To a 1-morphism Σ : S0 −→ S1 in Cob(n, n− 1, n− 2) we assign the span

Π(S0, BG)
r0←−− Π(Σ,BG)

r1−−→ Π(S1, BG)

(r0 and r1 are the obvious restriction functors) and the intertwiner

Z(Σ,−) : r∗0Ẑ(S0) −→ r∗1Ẑ(S1)

consisting of the map Z(Σ,ϕ) : Z(S0, ϕ|S0) −→ Z(S1, ϕ|S1) for each map ϕ : Σ −→ BG
and natural isomorphisms

Z(S0, ϕ|S0) Z(S1, ϕ|S1)

Z(S0, ϕ
′|S0) Z(S1, ϕ

′|S1)

Z(Σ,ϕ)

Z(S0 × I, h|S0 ) Z(S1 × I, h|S1 )

Z(Σ,ϕ′)

∼=
(4.2)

63
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for every equivalence class ϕ
h' ϕ′ of homotopies between maps ϕ,ϕ′ : Σ −→ BG. These

isomorphisms (4.2) are obtained as follows: We will define below an invertible 2-morphism

((S1 × I) ◦Σ ◦ (S0 × I), h|S1 ∪ ϕ ∪ idϕ0|S0
)

ĥ
=⇒ ((S1 × I) ◦Σ ◦ (S0 × I), idϕ′|S1 ∪ϕ

′ ∪ h|S0) (4.3)

in G-Cob(n, n − 1, n − 2) and use it together with the functoriality of Z to obtain the
isomorphisms (4.2) as

Z(S1 × I, h|S1) ◦ Z(Σ,ϕ) ∼= Z(S1 × I, h|S1) ◦ Z(Σ,ϕ) ◦ Z(S0 × I, idϕ0|S0 )

∼= Z((S1 × I) ◦Σ ◦ (S0 × I), h|S1 ∪ ϕ ∪ idϕ0|S0 )

Z(ĥ)∼= Z((S1 × I) ◦Σ ◦ (S0 × I), idϕ′|S1 ∪ϕ
′ ∪ h|S0)

∼= Z(S1 × I, idϕ′|S1 ) ◦ Z(Σ,ϕ′) ◦ Z(S0 × I, h|S0)

∼= Z(S1 × I, idϕ′|S1 ) ◦ Z(Σ,ϕ′) .

The needed 2-isomorphism (4.3) will be obtained as a homotopy

h|S1 ∪ ϕ ∪ idϕ0|S0
ĥ' idϕ′|S1 ∪ϕ

′ ∪ h|S0 : (S1 × I) ◦Σ ◦ (S0 × I) −→ BG

relative boundary, see also Remark 2.4 (f) to see how such a homotopy gives rise to an
invertible 2-morphism. For the definition of this homotopy, we note that h gives rise to
homotopies

ϕ|S0

h' ht|S0 ,

ht|S1

h' ϕ′|S1

for all t ∈ I, which by abuse of notation we just denote by h again. Now the map
ĥt : (S0× I) ◦Σ ◦ (S1× I) −→ BG is defined by gluing together ht and these two auxiliary
homotopies as indicated in the picture

ht

'jS0

h

' htjS0
htjS1

h

' '0jS1

,

in which we see Σ with the cylinders over S0 and S1 glued to it. A direct computation
shows that the isomorphisms (4.2) are coherent.

(2) To a 2-morphism M : Σa =⇒ Σb between 1-morphisms Σa, Σb : S0 −→ S1 the functor Ẑ
assigns the strict span of spans
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Π(S0, BG)

Π(Σ,BG)

Π(S1, BG)

Π(Σ′, BG)

Π(M,BG)

r0 r1

r′0 r′1
t′

t

coming from restriction of maps together with the map

Z(M,−) : t∗Z(Σ,−) −→ t′
∗
Z(Σ′,−)

of intertwiners coming from evaluation of Z on maps M −→ BG. For this to be really a
map of intertwiners we need to verify the condition given in Remark 3.5 (c). Combining
this with Remark 3.5 (b) we see that we need to prove that for every equivalence class

ψ
h' ψ′ : M −→ BG of homotopies the 2-cell

Z(S0, ψ
′|S0) Z(S1, ψ

′|S1)

Z(S0, ψ|S0
) Z(S1, ψ|S1

)

Z(S0, ψ
′|S0

) Z(S1, ψ
′|S1

)

∼=

∼=

∼= ∼=idZ(S0,ψ′|S0 ) idZ(S1,ψ′|S1 )

Z(Σa, ψ|Σa )

Z(Σb, ψ|Σb )

Z(Σa, ψ′|Σa )

Z(Σb, ψ
′|Σb )

Z(S0 × I, h|S0 ) Z(S1 × I, h|S1 )

Z(S0 × I, h|S0
) Z(S1 × I, h|S1

)

Z(M,ψ) (4.4)

in 2Vect, in which the 2-cells occupying the two squares in the middle block come from
the definition of −̂ on 1-morphisms, is equal to Z(M,ψ′) : Z(Σa, ψ

′|Σa) −→ Z(Σb, ψ
′|Σb).

Indeed, this follows from homotopy invariance because (4.4) can be described by evaluation
of Z on a map on M homotopic to ψ′ relative ∂M .

In the next step, one needs to prove that Ẑ is a symmetric monoidal functor. The proof is relies
on the gluing property of the stack Π(−, BG) and the fact that Z is symmetric monoidal. In
more detail, for two 1-morphisms Σ : S0 −→ S1 and Σ′ : S1 −→ S2 in Cob(n, n − 1, n − 2)
consider the diagram
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Π(Σ′ ◦Σ,BG)

Π(S0, BG)

Π(Σ,BG)

Π(S1, BG)

Π(Σ′, BG)

Π(S2, BG) ,

Π(Σ,BG)×Π(S1,BG) Π(Σ′, BG)

R

s0 s2

r0 r1 r′1 r′2

p p′

η

where r0, r1, r
′
1, r2, s0 and s2 are the restriction functors, the inner square is the homotopy

pullback and R also comes from restriction. The gluing property of Π(−, BG) says that R
is an equivalence, which exhibits Π(Σ′ ◦ Σ) as another model for the homotopy pullback (for
this model the pullback square commutes strictly). Now by Remark 3.20 (a) the composition
Ẑ(Σ′) ◦ Ẑ(Σ) is canonically 2-isomorphic to the 1-morphism in 2VecBunGrpd with span part

Π(S0, BG)
s0←−− Π(Σ ◦Σ′, BG)

s2−−→ Π(S2, BG)

and intertwiner s∗0Ẑ(S0) −→ s∗2Ẑ(S2) whose evaluation on ϕ : Σ′ ◦Σ −→ BG is given by

Z(Σ′, ϕ|Σ′) ◦ Z(Σ,ϕ|Σ) ∼= Z(Σ′ ◦Σ,ϕ) ,

where this last isomorphism is part of the data of Z. This gives us the needed isomorphism
Ẑ(Σ′) ◦ Ẑ(Σ) ∼= Ẑ(Σ′ ◦Σ).

The proof of the strict preservation of vertical composition of 2-morphisms and the preserva-
tion of the horizontal composition of 2-morphisms up to the 2-isomorphisms for the composition
of 1-morphisms just constructed proceeds in an analogous way using the gluing property of
Π(−, BG), see also [SW19, Theorem 3.9] for the non-extended case which uses similar argu-
ments.

The symmetric monoidal structure comes from the canonical equivalences Π(X t Y,BG) '
Π(X,BG)×Π(Y,BG), where X and Y are spaces, and the monoidal structure of Z.

Finally, we observe that Ẑ is functorial in Z.

4.2 Definition and explicit description of the orbifold
construction

The orbifold construction for equivariant topological field theories is obtained by first changing
to equivariant coefficients using Theorem 4.1 and then applying the parallel section functor

Par : 2VecBunGrpd −→ 2Vect

from Theorem 3.25 which extends taking parallel sections of 2-vector bundles to a symmetric
monoidal functor by means of pull-push constructions. We are now ready to state the following
central definition:

Definition 4.2 (Orbifold construction for extended G-equivariant topological field theories).
Let G be a finite group. Then the orbifold construction for extended G-equivariant topological
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field theories is the functor

−/G : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ Sym(Cob(n, n− 1, n− 2), 2Vect)

from the 2-groupoid of extended G-equivariant topological field theories to the 2-groupoid of
extended topological field theories defined as the concatenation

HSym(G-Cob(n, n− 1, n− 2), 2Vect) Sym(Cob(n, n− 1, n− 2), 2VecBunGrpd)

Sym(Cob(n, n− 1, n− 2), 2Vect) .

−̂

Par∗ = Par ◦−
−/G

For an extended G-equivariant topological field theory Z, we call the extended topological field
theory Z/G the orbifold theory of Z.

From the prescriptions for the change of coefficients and the definition of the parallel sec-
tion functor, it is straightforward to deduce the following explicit description of the orbifold
construction which we are going to need in Chapter 6:

Proposition 4.3. For any finite group G and an extended G-equivariant topological field theory
Z : G-Cob(n, n − 1, n − 2) −→ 2Vect, the orbifold theory Z/G : Cob(n, n − 1, n − 2) −→ 2Vect
admits the following description:

(a) To an object S in Cob(n, n− 1, n− 2) the orbifold theory assigns the 2-vector space

Z

G
(S) = Par Ẑ(S)

of parallel sections of the 2-vector bundle Ẑ(S) = Z(S,−) over the groupoid Π(S,BG),
see Proposition 2.6.

(b) To a 1-morphism Σ : S0 −→ S1 in Cob(n, n − 1, n − 2) the orbifold theory assigns the
2-linear map (i.e. a linear functor)

Z

G
(Σ) :

Z

G
(S0) = Par Ẑ(S0) −→ Z

G
(S1) = Par Ẑ(S1)

given by(
Z

G
(Σ)s

)
(ξ1) = lim

(ϕ,h)∈r−1
1 [ξ1]

Z(S1 × [0, 1], h)Z(Σ,ϕ)s(ϕ|S0) for all s ∈ Par Ẑ(S0),

ξ1 : S1 −→ BG,

where r1 : Π(Σ,BG) −→ Π(S1, BG) is the restriction functor.

(c) For a 2-morphism M : Σa =⇒ Σb between 1-morphisms Σa, Σb : S0 −→ S1 in Cob(n, n−
1, n− 2), the value of the 2-morphism

Z

G
(M) :

Z

G
(Σa) −→

Z

G
(Σb)

on s ∈ Par Ẑ(S0) and ξ1 : S1 −→ BG is given by the commutativity of the square
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Z

G
(Σa)s

)
(ξ1)

lim
(ϕb,hb,ψ,g)

∈(rb1)−1[ξ1]×Π(Σb,BG)Π(M,BG)

Z(S1 × [0, 1], hb ∗ g|S1
)Z(Σa, ψ|Σa)s(ψ|S0

)

(
Z

G
(Σb)s

)
(ξ1)

lim
(ϕb,hb,ψ,g)

∈(rb1)−1[ξ1]×Π(Σb,BG)Π(M,BG)

Z(S1 × [0, 1], hb)Z(Σb, ψ|Σb)s(ψ|S0
) ,

pull

Z

G
(M) Z(M,−)

push

where

• the pull map uses the pullback of limits along the functor (rb1)−1[ξ1] ×Π(Σb,BG)

Π(M,BG) −→ (ra1)−1[ξ1] defined using the universal property of the homotopy pull-
backs involved,

• the map labeled with Z(M,−) uses the vertex-wise transformation coming from the

transformation Z(Σa, ψ|Σa)
Z(M,ψ)−−−−−→ Z(Σb, ψ|Σb), the isomorphism

Z(S1 × [0, 1], g|S1)Z(Σb, ψ|Σb) ∼= Z(Σb, ψ|Σb)Z(S0 × [0, 1], g|S0)

and the fact that s is parallel,

• and the push map uses the pushforward of limits in 2-vector spaces, see Section 3.1.1,
along the functor (rb1)−1[ξ1] ×Π(Σb,BG) Π(M,BG) −→ (ra1)−1[ξ1] defined using the
universal property of the homotopy pullbacks involved.

The orbifold construction for extended equivariant topological field theories generalizes pre-
vious work in [SW19]. Indeed, it can be compared with the orbifoldization in the non-extended
case if we take into account that an extended field theory can be restricted to the endomorphisms
of the empty set to obtain a non-extended field theory. Recalling how we generalized the change
of coefficients in Theorem 4.1 and the parallel section functor, see in particular Proposition 3.26,
we obtain the following statement:

Proposition 4.4. For any finite group G, the square

HSym(G-Cob(n, n− 1, n− 2), 2Vect) Sym(Cob(n, n− 1, n− 2), 2Vect)

HSym(G-Cob(n, n− 1),Vect) Sym(Cob(n, n− 1),Vect)

−/G

restriction restriction

−/G

commutes up to natural isomorphism of functors. The upper horizontal functor is the bicategor-
ical orbifold construction in the extended case from Definition 4.2, the lower horizontal functor
is the categorical orbifold construction in the non-extended case from [SW19, Definition 4.3].

Example 4.5. Twisted Dijkgraaf-Witten theories form a class of extended topological field
theories that naturally arise as an orbifold theory: In [MW20a] we construct from a cocycle
θ ∈ Zn(G; U(1)) an extendedG-equivariant topological field theory Zθ : G-Cob(n, n−1, n−2) −→
2Vect, thereby lifting the construction in [Tur10b, I.2.1] to a bicategorical setting. We prove
that its orbifold theory Zθ/G is the twisted Dijkgraaf-Witten theory from [FQ93, Mor15].
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4.3 Generalization of the orbifold construction to a
pushforward along a group morphism

In [SW19] we generalized the non-extended orbifold construction to a push operation along an
arbitrary morphism λ : G −→ H of groups in the sense that the orbifold construction corresponds
to the pushforward along the morphism G −→ {e} to the trivial group. This is also possible for
the extended orbifold construction as we will sketch now: First denote by

λ∗ : Π(−, BG) −→ Π(−, BH)

the stack morphism induced by λ. For an extended G-equivariant topological field theory Z :
G-Cob(n, n − 1, n − 2) −→ 2Vect, we would like to define a symmetric monoidal functor Ẑλ :
H-Cob(n, n − 1, n − 2) −→ 2VecBunGrpd. To an object (S, ξ) in H-Cob(n, n − 1, n − 2), i.e.
an (n − 2)-dimensional closed oriented manifold together with a map ξ : S −→ BH it assigns
the pullback q∗Z(S,−) of the 2-vector bundle Z(S,−) : Π(S,BG) −→ 2Vect along the functor
q : λ−1

∗ [ξ] −→ Π(S,BG) featuring in the defining square of the homotopy fiber

λ−1
∗ [ξ] Π(S,BG)

? Π(S,BH)

q

λ∗

ξ

of λ∗ : Π(S,BG) −→ Π(S,BH) over ξ. On 1-morphisms and 2-morphisms one straightforwardly
generalizes the assignments made for the change to equivariant coefficients to obtain Ẑλ. The
construction is functorial in Z, so we obtain the following result:

Proposition 4.6. For any morphism λ : G −→ H of finite groups, the assignment Z 7−→ Ẑλ

extends to a functor

−̂λ : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ HSym(H-Cob(n, n− 1, n− 2), 2VecBunGrpd).

Definition 4.7. For a morphism λ : G −→ H of finite groups, we define the pushforward of
G-equivariant topological field theories

λ∗ : HSym(G-Cob(n, n− 1, n− 2), 2Vect) −→ HSym(H-Cob(n, n− 1, n− 2), 2Vect) (4.5)

along λ as the concatenation

HSym(G-Cob(n, n− 1, n− 2), 2Vect) HSym(H-Cob(n, n− 1, n− 2), 2VecBunGrpd)

HSym(H-Cob(n, n− 1, n− 2), 2Vect) .

−̂λ

Par∗
λ∗

As announced above, the orbifold construction can be identified with the pushforward along
the group morphism G −→ {e} to the trivial group.

The results in [SW19, Section 4] generalize to the present context of extended field theories
although the details are involved and will not be pursued further in this thesis: For composable
morphisms λ : G −→ H and µ : H −→ J of finite groups, we obtain the composition law
(µ ◦ λ)∗ ' µ∗ ◦ λ∗, where ' denotes a canonical coherent equivalence of functors between 2-
groupoids. Then by sending a finite group G to the 2-groupoid of extended G-equivariant
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topological field theories and a morphism of finite groups to the corresponding push functor
(4.5) we obtain a 3-functor

FinGrp −→ 2-Grpd

from the category of finite groups (seen as a tricategory with only identity 2-cells and 3-cells)
to the tricategory of 2-groupoids.

In [MW20a] we use the pushforward for the construction of examples of extended homotopy
quantum field theories.



5 The little bundles operad and evaluation
on the circle

If we are given an extended equivariant topological field theory Z : G-Cob(3, 2, 1) −→ 2Vect in
dimension three, we obtain a category for each G-bundle over the circle. In order to relate the
topological orbifold construction in the 3-2-1-dimensional case with the algebraic orbifoldization,
it is necessary to investigate the structure that is present on this family of categories obtained by
evaluation on the circle. The description of this structure will be accomplished in this chapter,
more precisely in Theorem 5.49.

The main technical tool will be a colored topological operad, the little bundles operad, for
which a presentation in terms of generators and relations will be given. This will allow us to
conclude that categorical little bundles algebras are equivalent to braided G-crossed categories.
The latter is the key step towards Theorem 5.49.

While the results of this chapter are essential to profit from the interplay of topological and
algebraic orbifoldization in Chapter 6, they are not only relevant in the context of orbifoldization.
For example, Theorem 5.32 and the results of Section 5.4 should be of independent interest.

5.1 Maps on complements of little disks

The first section of this chapter will consist of rather technical preparations for the definition of
the little bundles operad.

For n ≥ 1 let En be the little n-disks operad, see e.g. [Fre17, Chapter 4]. Recall that the
operations En(r) in arity r ≥ 0 for this topological operad are given as follows: Denote by Dn
the closed n-dimensional disk Dn := {x ∈ Rn | |x|2 ≤ 1}. Then En(r) is given by the space of all
maps f :

∐r
k=1 Dn −→ Dn such that

• the restriction fk : Dn −→ Dn of f to the k-th disk is an affine embedding, i.e. given by a
rescaling of the radius and a translation,

• for 1 ≤ j < k ≤ r the interiors of the images of fj and fk do not intersect, i.e.
◦

im fj∩
◦

im fk =
∅.

We write C(f) := Dn \
◦

im f for the complement of the interior of the image of f in the closed
n-disk. This allows us to the define the subspace

Wn(r) := {(f, x) ∈ En(r)× Dn |x ∈ C(f)} ⊂ En(r)× Dn .

The boundary ∂C(f) of C(f) consists of r spheres Sn−1 (the ingoing boundary or ingoing spheres)
possibly wedged together and sitting inside a bigger sphere Sn−1 (the outgoing boundary or
outgoing sphere).

The goal of this section is to define an operad ETn whose colors are maps from Sn−1 to
some fixed topological space T and whose operations from an r-tuple ϕ = (ϕ1, . . . , ϕr) of maps
Sn−1 −→ T (generally, we will use an underline to indicate tuples) to a single map ψ : Sn−1 −→ T
will be given by all operations f ∈ En(r) together with maps C(f) −→ T whose restriction to
∂C(f) is (ϕ,ψ).

We will introduce the operad ETn formally in Section 5.1.2. The definition will not be as a
homotopy quotient of a braid group action (as mentioned in the introduction), but will make

71
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use of the auxiliary constructions in Section 5.1.1. The description using a homotopy quotient
is then discussed in Section 5.2.1.

5.1.1 The auxiliary spaces W T
n (r)

For a topological space T , we define W T
n (r) as the set of pairs (f, ξ), where f ∈ En(r) and

ξ : C(f) −→ T is a continuous map. Projection onto the first factor yields a map

p : W T
n (r) −→ En(r)

of sets. We equip W T
n (r) with the final topology with respect to all maps of sets g : Y −→W T

n (r)
from arbitrary topological spaces Y to the set W T

n such that

(I) p ◦ g is a continuous map,

(II) and the natural map Wn(r)×En(r) Y −→ T is continuous.

Proposition 5.1. The map p : W T
n (r) −→ En(r) is a Serre fibration.

The proof of this statement and some similar statements in the sequel involve some elementary,
but tedious point-set topology. In order to not interrupt the general line of thought, the lengthy
proofs are deferred to Section 5.1.3. The above statement will appear there as Proposition 5.8.

Next we define the subspace

∂Wn(r) := {(f, x) ∈ En(r)× Dn |x ∈ ∂C(f)} ⊂Wn(r)

and note that there is a natural map

En(r)×
r+1∐

Sn−1 −→ ∂Wn(r) (5.1)

of spaces over En(r) identifying the first r copies of Sn−1 with the ingoing boundary spheres and
the last copy with the outgoing boundary spheres. This map is generally not a homeomorphism
since some of the boundary spheres might be wedged together. By combining the restriction of
the evaluation map

∂Wn(r)×En(r) W
T
n (r) −→ T

(which will be shown to be continuous in Lemma 5.6 in the technical Section 5.1.3) with (5.1)
we obtain a map (

r+1∐
Sn−1

)
×W T

n (r) −→ T

which, by adjunction, gives us a map

q : W T
n (r) −→

r+1∏
Map(Sn−1, T ) . (5.2)

Proposition 5.2. The map q : W T
n (r) −→

∏r+1 Map(Sn−1, T ) is a Serre fibration.

This is another technical result whose proof will be given in Section 5.1.3 below (Proposi-
tion 5.9).
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5.1.2 The operad ET
n

From the map q we can construct a topological operad colored over the set of maps Sn−1 −→ T :
Let ϕ = (ϕ1, . . . , ϕr) be an r-tuple of maps Sn−1 −→ T . Then for another map ψ : Sn−1 −→ T

we consider the fiber ETn
(
ψ
ϕ

)
of q over (ϕ,ψ), i.e. the pullback

ETn
(
ψ
ϕ

)
W T
n (r)

?
∏r+1 Map(Sn−1, T ) ,

q

(ϕ,ψ)

which is also a homotopy pullback since q is a Serre fibration by Proposition 5.2. Explicitly,
ETn
(
ψ
ϕ

)
consists of elements f ∈ En(r) together with a map ξ : C(f) −→ T whose restriction to

∂C(f) is given by (ϕ,ψ). We will denote the point in ETn
(
ψ
ϕ

)
formed by f and ξ by 〈f, ξ〉.

The operad structure on ETn , which will be defined now, makes use of the operad structure of
En for which we refer to [Fre17, Chapter 4]. The operadic identity ? −→ ETn

(
ϕ
ϕ

)
is the operadic

identity in En(1), namely the identity embedding I : Dn −→ Dn, together with ϕ : C(I) =
Sn−1 −→ T . Moreover, the action of the symmetric group Σr on r letters on En(r), for all
r ≥ 0, turns ETn into a Map(Sn−1, T )-colored symmetric sequence.

The operadic composition consists of maps

◦ : ETn

(
ψ

ϕ

)
×

r∏
j=1

ETn

(
ϕj
λj

)
−→ ETn

(
ψ

⊗rj=1λj

)
,

where ⊗ denotes the juxtaposition of tuples. It sends〈f, ξ〉, r∏
j=1

〈gj , µj〉

 ∈ ETn(ψϕ
)
×

r∏
j=1

ETn

(
ϕj
λj

)

to 〈
f ◦ g, ξ ∪∐r Sn−1 µ

〉
∈ ETn

(
ψ

⊗rj=1λj

)
,

where

• the composition of f with the r-tuple g of embeddings is formed via the composition in
En,

• we use that for 1 ≤ j ≤ r the restriction of µj : C(gj) −→ T to the last copy of Sn−1 (the
outer sphere) is precisely ϕj in order to glue ξ and µ along r copies of Sn−1.

Proposition 5.3. Let T be any space. With the above definitions ETn is a topological operad
colored over Map(Sn−1, T ).

Proof. The only non-trivial point is the continuity of the composition maps. It suffices to prove
that the partial compositions

◦j : ETn

(
ψ

ϕ1, . . . , ϕj , . . . , ϕr

)
× ETn

(
ϕj
λ

)
−→ ETn

(
ψ

ϕ, . . . , λ, . . . , ϕr

)
(5.3)
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are continuous.

To this end, set r′ := |λ| and consider the restriction W T
n (r) −→ Map(Sn−1, T ) to the outer

boundary sphere and the restriction W T
n (r′) −→ Map(Sn−1, T ) to the j-th ingoing boundary

sphere and observe that ETn
(

ψ
ϕ1,...,ϕj ,...,ϕr

)
× ETn

(ϕj
λ

)
is a subspace of the pullback

W T
n (r)×Map(Sn−1,T ) W

T
n (r′)

such that (5.3) is the restriction of the map

◦̂j : W T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→W T

n (r + r′ − 1),
(
〈f, ξ〉, 〈f ′, ξ′〉

)
7−→ 〈f ◦ f ′, ξ ∪jSn−1 ξ

′〉 .

Here f ◦j f ′ is the (partial) operadic composition in En and ξ ∪jSn−1 ξ
′ is the map obtained from

gluing ξ and ξ′ along the j-th sphere Sn−1 in the domain of definition of ξ. The statement
follows now from Lemma 5.10 in Section 5.1.3 below asserting that ◦̂j is continuous.

Remark 5.4. An operad is called Σ-cofibrant if the underlying symmetric sequence is cofibrant
in the projective model structure. This property is important for the homotopy theory of algebras
over this operad and needed later in Section 5.3.2. The model for En used in this thesis is Σ-
cofibrant [Fre17, page 140]. By the same arguments, ETn is Σ-cofibrant.

5.1.3 Some technicalities on the auxiliary spaces W T
n (r)

This subsection contains a detailed investigation of the auxiliary spaces W T
n (r). This will lead

to the technical statements whose proofs we had omitted in the preceding two subsections.

In order to investigate the spaces W T
n (r), we will need the following construction for a pair

〈f, ξ〉 ∈ W T
n (r), i.e. for f ∈ En(r) and a map ξ : C(f) −→ T : First note that C(f) arises from

Dn by cutting out r open disks specified by their radii and centers. We now reduce each of these
radii by half. Additionally, we double the radius of the outer disk. The resulting manifold with
boundary is a ‘fattening’ of C(f) and denoted by Ĉ(f), see Figure 5.1. One can use the value of
ξ on the boundary of C(f) to extend it to a map ξ̂ : Ĉ(f) −→ T . This extension will be referred
to as radial extension.

Figure 5.1: The fattening Ĉ(f) for an element f in E2(2). The complement C(f) of f is the area
filled with wavy lines. The space Ĉ(f) is the union of wavy area and the gray areas.
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We define the subspace

Ŵn(r) := {(f, x) ∈ En(r)× Dn2 |x ∈ Ĉ(f)} ⊂ En(r)× Dn2 ,

where we denote by Dn2 the n-dimensional disk of radius 2.

Lemma 5.5 (Continuity of radial extension). For a topological space Y , let g : Y −→ W T
n (r)

be a map of sets satisfying condition (I) and (II) on page 72. Then the radial extension

Ŵn(r)×En(r) Y −→ T, (f, x, y) 7−→ ĝ(y)(x) (5.4)

is continuous.

Proof. Let U ⊂ T be open and let (f0, x0, y0) be in its preimage under (5.4). We need to exhibit

a neighborhood of (f0, x0, y0) in Ŵn(r)×En(r) Y whose image under (5.4) is contained in U .

If x0 ∈
◦

C(f0), then (f0, x0, y0) is contained in the subspace Wn(r)×En(r) Y ⊂ Ŵn(r)×En(r) Y .
By assumption the map Wn(r)×En(r) Y −→ T is continuous, hence we find open neighborhoods
V of f0 in En(r), V ′′ of y0 in Y and, additionally, for some ε > 0 an open ball Bε(x0) of radius
ε > 0 around x0 such that the image of the open neighborhood (V ′×Bε(x0)×V ′′)∩Wn(r)×En(r)Y
of (f0, x0, y0) under Wn(r)×En(r) Y −→ T is contained in U . But since

(V ′ × Bε(x0)× V ′′) ∩Wn(r)×En(r) Y = (V ′ × Bε(x0)× V ′′) ∩ Ŵn(r)×En(r) Y

the set (V ′ × Bε(x0) × V ′′) ∩ Wn(r) ×En(r) Y is also an open neighborhood of (f0, x0, y0) in

Ŵn(r)×En(r) Y being mapped to U under (5.4).

If x0 ∈ ∂C(f), then, as in the case x0 ∈
◦

C(f0), we find suitable neighborhoods V ′, V ′′ and
Bε(x0) such that (V ′ × Bε(x0)× V ′′) ∩Wn(r)×En(r) Y is mapped to U (again by continuity of

Wn(r)×En(r)Y −→ T ). By construction of the radial extension, (V ′×Bε(x0)×V ′′)∩Ŵn(r)×En(r)

Y is also mapped to U , which gives us the desired neighborhood is this case.

Now assume that x0 is not in C(f0). Then the corresponding point on the boundary of
C(f) obtained by following a straight line in radial direction is also in the preimage of U ,
again by construction of the radial extension. For this point, there exists the desired open
neighborhood as argued above. We can translate this neighborhood to x0, rescale it to get the
desired neighborhood for x0.

Lemma 5.6. The evaluation map ev : Wn(r)×En(r) W
T
n (r) −→ T is continuous.

Proof. Let U ⊂ T be open and (f0, x0, ξ0) ∈ ev−1(U). We need to show that there exists an open
neighborhood of (f0, x0, ξ0) in Wn(r)×En(r) W

T
n (r) such that its image under the evaluation is

contained in U .

In a first step, consider the radial extension ξ̂0 : Ĉ(f0) −→ T of ξ0 to the fattening Ĉ(f0) of
C(f0) as discussed above on page 74. By continuity of ξ̂0 there is an ε > 0 such that

(a) Bε(x0) ⊂ Ĉ(f0),

(b) Bε(x0) ∩ ∂Ĉ(f0) = ∅

(c) and ξ̂0

(
Bε(x0)

)
⊂ U .

Now define the subset UW ⊂W T
n (r) of those (f, ξ) ∈W T

n (r) for which

(a′) Bε(x0) ⊂ Ĉ(f),
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(b′) Bε(x0) ∩ ∂Ĉ(f) = ∅

(c′) and ξ̂(Bε(x0)) ⊂ U .

Next recall that Wn(r) ×En(r) W
T
n (r) is a subspace of En(r) × Dn2 ×W T

n (r), where Dn2 is the

closed n-disk of radius 2. The intersection of En(r)×Bε(x0)×UW ⊂ En(r)×Dn2 ×W T
n (r) with

Wn(r) ×En(r) W
T
n (r) contains (f0, x0, ξ0) and is mapped to U under the evaluation. Hence, it

remains to show that En(r)×Bε(x0)×UW is open in Wn(r)×Dn2 ×W T
n (r). For this, it suffices

to prove that UW is open in W T
n (r).

By definition of the final topology, a subset V ⊂ W T
n (r) is open if and only if for all maps

g : Y −→ W T
n (r) of sets from a topological space Y satisfying the conditions (I) and (II) on

page 72 the preimage g−1(V ) of V is open. For the proof that UW meets this requirement,
let g : Y −→ W T

n (r) be a map satisfying conditions (I) and (II). First we remark that it
follows from conditions (a′) and (b′) above that the image p(UW ) of UW under the projection
p : W T

n (r) −→ En(r) is open in En(r). Hence, by (I) the set Y ′ := (p ◦ g)−1(p(UW )) ⊂ Y is also
open. This implies that a subset of Y ′ is open if and only if it is open seen as a subset of Y .
By (II) the map Wn(r)×En(r) Y −→ T is continuous. From this we conclude that its restriction
Wn(r)×En(r) Y

′ −→ T is continuous as well. It naturally gives rise to a map

Ŵn(r)×En(r) Y
′ −→ T, (f, x, y) 7−→ ĝ(y)(x)

which is continuous by Lemma 5.5.
There is a natural embedding

Bε(x0)× Y ′ −→ Ŵn(r)×En(r) Y
′, (x, y) 7−→ (p ◦ g(y), x, y)

which is continuous by the universal property of the subspace and product topology. This implies
that the composition

Bε(x0)× Y ′ −→ T

(x, y) 7−→ ĝ(y)(x)

is continuous and hence, by adjunction, gives rise to a continuous map

Y ′ −→ Map(Bε(x0), T ) . (5.5)

By definition the subspace M(Bε(x0), U) ⊂ Map(Bε(x0), T ) of all maps Bε(x0) −→ T send-
ing Bε(x0) to U is open in the compact-open topology. This implies that the preimage of
M(Bε(x0), U) under (5.5) is open. But this preimage is just g−1(UW ) showing that g−1(UW ) is
open and finishing the proof.

Lemma 5.7. For f ∈ En(r), denote by p−1(f) the fiber of p : W T
n (r) −→ En(r) over f endowed

with the subspace topology induced from W T
n (r). Then the evaluation C(f) × p−1(f) −→ T is

continuous, and the topology on p−1(f) agrees with the compact-open topology, i.e. p−1(f) =
Map(C(f), T ).

Proof. The map C(f)×p−1(f) −→ T is the restriction of the map ev : Wn(r)×En(r)W
T
n (r) −→ T

from Lemma 5.6 to the fiber of Wn(r)×En(r) W
T
n (r) −→ En(r) over f and hence continuous.

Moreover, p−1(f) = Map(C(f), T ) as sets, so it remains to show that the identity map is
continuous in both directions.

The identity is continuous as a map Map(C(f), T ) −→ p−1(f): For this it suffices to show that
the composition Map(C(f), T ) −→ W T

n (r) with the inclusion p−1(f) −→ W T
n (r) is continuous.

The composition of Map(C(f), T ) −→ W T
n (r) −→ En(r) factors through {f} −→ En(r) and is
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therefore continuous, so condition (I) is fulfilled. For condition (II) to be fulfilled, we need the
evaluation map C(f)×Map(C(f), T ) −→ T to be continuous. But this is the case because C(f)
is locally compact.

The identity is continuous as a map p−1(f) −→ Map(C(f), T ): By adjunction (and since
C(f) is locally compact), continuity of p−1(f) −→ Map(C(f), T ) is equivalent to continuity of
C(f)× p−1(f) −→ T , which we have already established.

Proposition 5.8. The map p : W T
n (r) −→ En(r) is a Serre fibration.

Proof. Let us fix f0 ∈ En(r) and an ε > 0 smaller than the radii of all disks in the image of
f0. Let X :=

⋃r
i=1 Bε(ci) be the union of ε-balls around the centers c1, . . . , cr of f0. We define

an open neighborhood Uε of f0 in En(r) consisting of those f ∈ En(r) satisfying the following
requirements (illustrated in Figure 5.2):

• X ∩ C(f) = ∅.

• The center of any disk belonging to f is contained in X (by the first requirement each
center of f is contained in Bε(ci) for a unique i).

Figure 5.2: For the proof of Proposition 5.8. The large dashed circle corresponds to f0, the
solid circle to f and the small dashed circle to a circle of radius ε around the center of f0

represented by a cross. The solid lines indicate the direction of the radial extension.

We set C(ε, f0) := Dn \ X. Since being a Serre fibration is a local property [Bre93, Theo-
rem VII.6.11], it suffices to prove that for m ≥ 0 the lifting problem

Dm × 0 p−1(Uε)

Dm × I Uε

K

p

L

L̃

can be solved. For every x ∈ Dm we write K(x) = (K ′(x),K ′′(x)), where K ′(x) ∈ En(r) and
K ′′(x) : C(K ′(x)) −→ T . We can continuously extend K ′′(x) radially in the direction of the
centers of K ′(x) to a map K̃ ′′(x) : C(ε, f0) −→ T (constantly along the radial lines in Figure 5.2).
Since C(L(x, t)) ⊂ C(ε, f0), we can set L̃(x, t) := (L(x, t), K̃ ′′(x)|C(L(x,t))) for x ∈ Dm and t ∈ I.

This is obviously a p-lift of L as a map of sets. It remains to show that L̃ is continuous: Indeed,
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condition (I) is satisfied by definition. For (II) we investigate the map

Wn(r)×En(r) (Dm × I) −→ T (5.6)

and realize that its domain is a subspace

Wn(r)×En(r) (Dm × I) ⊂ Uε × C(ε, f0)× Dm × I

and that (5.6) is the restriction of

Uε × C(ε, f0)× Dm × I pr−−→ Uε × C(ε, f0)× Dm F−−→ T ,

where

F : Uε × C(ε, f0)× Dm −→ T

(f, x, x′) 7−→ (K̃ ′′(x′))(x) .

Hence, it suffices to prove that F is continuous. This follows from a slight modification of the
proof of Lemma 5.5 showing that the radial extension used here is continuous as well.

We also need to prove the following statement about the map q from (5.2):

Proposition 5.9. The map q : W T
n (r) −→

∏r+1 Map(Sn−1, T ) obtained by restriction to the
boundary is a Serre fibration.

Proof. We need to prove that for m ≥ 0 the lifting problem

Dm × 0 W T
n (r)

Dm × I
∏r+1 Map(Sn−1, T )

K

q

L

L̃

can be solved. For this we write K(x) = (K ′(x),K ′′(x)) for x ∈ Dm, where K ′(x) ∈ En(r) and
K ′′(x) ∈ Map(C(K ′(x)), T ). Next note that L gives us for each x ∈ Dm paths hx1 , . . . , h

x
r+1 in

Map(Sn−1, T ), and for 1 ≤ j ≤ r+ 1 the path hxj is a homotopy of maps Sn−1 −→ T starting at
the j-th component qj(K

′′(x)) of the restriction of K ′′(x) : C(K ′(x)) −→ T to the boundary of
C(K ′(x)).

The desired lift L̃ : Dm × I −→ W T
n (r) can now be described as follows: For (x, t) ∈ Dm × I

the En(r)-part of L̃(x, t) is obtained from K ′(x) by enhancing the radius of the outer disk by
t and reducing the radii of the inner disks by multiplying them by 1 − t/2. Afterwards, we
rescale by the factor 1/(1 + t) to really obtain a point in En(r). The needed map from the
complement of this point in En(r) to T is obtained by gluing together K ′′(x) and the restriction
of the homotopies hx1 , . . . , h

x
r+1 to [0, t].

The spaces W T
n allow for a gluing map that we need in order to prove that the composition

of the little bundles operad is continuous. First observe that for r ≥ 1 and 1 ≤ j ≤ r, there
are maps W T

n (r) −→ Map(Sn−1, T ) and W T
n (r′) −→ Map(Sn−1, T ) by restriction to the j-th

boundary sphere and the outer boundary sphere, respectively. The gluing map will be defined
on the pullback W T

n (r)×Map(Sn−1,T ) W
T
n (r′).
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Lemma 5.10. Let r be a positive integer. For 1 ≤ j ≤ r the gluing map

◦̂j : W T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→W T

n (r + r′ − 1),
(
〈f, ξ〉, 〈f ′, ξ′〉

)
7−→ 〈f ◦j f ′, ξ ∪jSn−1 ξ

′〉

is continuous. Here f ◦j f ′ is the operadic composition in En, and ξ∪jSn−1 ξ
′ is the map obtained

from gluing ξ and ξ′ along the j-th sphere Sn−1 in the domain of definition of ξ.

Proof. By definition of the topology of the spaces W T
n continuity of the gluing map amounts to

proving that the composition with W T
n (r + r′ − 1) −→ En(r + r′ − 1) is continuous (which is

obvious) and that the evaluation

Wn(r + r′ − 1)×En(r+r′−1)

(
W T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
−→ T (5.7)

is continuous.

We will prove the latter by factorizing (5.7) into continuous maps. As a first step, we will
describe the left hand side of (5.7) as the pushout

Sn−1 ×WT
n (r)×Map(Sn−1,T ) W

T
n (r′) Wn(r′)×En(r′) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

Wn(r)×En(r) W
T
n (r)×Map(Sn−1,T ) W

T
n (r′)

(
Wn(r)×En(r)

(
WT
n (r)×Map(Sn−1,T ) W

T
n (r′)

))
∪
(
Wn(r′)×En(r′)

(
WT
n (r)×Map(Sn−1,T ) W

T
n (r′)

)) ,
where the left vertical map is given by

Sn−1 ×W T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→Wn(r)×En(r) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

(x, 〈f1, ξ1〉, 〈f2, ξ2〉) 7−→ ((f1, x), 〈f1, ξ1〉, 〈f2, ξ2〉)

(here x is seen as point on the j-th boundary sphere of C(f1)). Analogously, the upper horizontal
map is given

Sn−1 ×W T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→Wn(r′)×En(r′) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

(x, 〈f1, ξ1〉, 〈f2, ξ2〉) 7−→ ((f2, x), 〈f1, ξ1〉, 〈f2, ξ2〉) ,

where x is seen as point on the outer boundary sphere of C(f2). Indeed, there is a homeomor-
phism

Wn(r + r′ − 1)×En(r+r′−1)

(
WT
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
∼=−−→

(
Wn(r)×En(r) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
∪
(
Wn(r′)×En(r′) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

) (5.8)

which by means of the natural embeddings of C(f1) and C(f2) into C(f1 ◦ f2) is given by

((f1 ◦ f2, x), 〈f1, ξ1〉, 〈f2, ξ2〉) 7−→

{
((f1, x), 〈f1, ξ1〉, 〈f2, ξ2〉) , if x ∈ im(C(f1) −→ C(f1 ◦ f2))

((f2, x), 〈f1, ξ1〉, 〈f2, ξ2〉) , if x ∈ im(C(f2) −→ C(f1 ◦ f2)) .

By slight abuse of notation we use here the same symbol for a point in C(fi) for i = 1, 2 and its
image in C(f1 ◦ f2). Thanks to C(f1 ◦ f2) ∼= C(f1) ∪Sn−1 C(f2), this is continuous. The formula
for the continuous inverse can also be written down directly, so (5.8) is a homeomorphism.

The projections

Wn(r)×En(r) W
T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→Wn(r)×En(r) W

T
n (r) ,

Wn(r′)×En(r′) W
T
n (r)×Map(Sn−1,T ) W

T
n (r′) −→Wn(r′)×En(r′) W

T
n (r′)
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induce a map(
Wn(r)×En(r) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
∪
(
Wn(r′)×En(r′) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
−→

(
Wn(r)×En(r) W

T
n (r)

)
∪
(
Wn(r′)×En(r′) W

T
n (r′)

)
,

(5.9)

where the pushout on the right hand side is also over Sn−1 ×W T
n (r)×Map(Sn−1,T ) W

T
n (r′).

Now (5.7) is the composition of continuous maps

Wn(r + r′ − 1)×En(r+r′−1)

(
W T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
(
Wn(r)×En(r) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
∪
(
Wn(r′)×En(r′) W

T
n (r)×Map(Sn−1,T ) W

T
n (r′)

)
(
Wn(r)×En(r) W

T
n (r)

)
∪
(
Wn(r′)×En(r′) W

T
n (r′)

)
T .

(5.8)

(5.9)

evaluation map

In the last step, we use the evaluation map from Lemma 5.6 on Wn(r) ×En(r) W
T
n (r) and

Wn(r′) ×En(r′) W
T
n (r′). Both maps agree on Sn−1 ×W T

n (r) ×Map(Sn−1,T ) W
T
n (r′) and therefore

actually descend to a map on the pushout.

5.2 The operad EG
2 of little G-bundles

Let us specialize the operad from Proposition 5.3 to aspherical spaces T (see page 22 for the
definition) to obtain what we will refer to as little bundles operad.

If T is an aspherical space (which we will assume to be connected without loss of generality),
then, up to equivalence, T is the classifying space of its fundamental groupG. We set EGn := EBGn
for any (discrete) group G.

For a manifold X (possibly with boundary), the mapping space Map(X,BG) is the nerve
BPBunG(X) of the groupoid of principal G-bundles over X, i.e.

Map(X,BG) ' BPBunG(X) , (5.10)

which implies

Π Map(X,BG) ' PBunG(X) , (5.11)

where Π denotes the fundamental groupoid functor. A proof of these well-known facts follows
e.g. from Lemma 2.9.

In particular, Map(X,BG) is aspherical again with

π0(Map(X,BG)) ∼= π0(PBunG(X)) , (5.12)

π1(Map(X,BG), ϕ) ∼= Aut(ϕ∗EG) , (5.13)

where ϕ∗EG is the pullback of the universal G-bundle EG −→ BG along a map ϕ : X −→ BG
and where we denote by Aut(P ) the group of automorphisms of a G-bundle P (the group of
gauge transformations).

Recall that if X is connected, we find

PBunG(X) ' Hom(π1(X), G)//G (5.14)

by the holonomy classification of G-bundles, see e.g. [Tau11, Theorem 13.2]. More precisely, after
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choice of a base point in X (suppressed here in the notation), the bundle groupoid PBunG(X)
is equivalent to the action groupoid associated to the action of G by conjugation on the set of
group morphisms π1(X) −→ G.

Note that for n > 2 the operad EGn is not really interesting since all G-bundles over Sn−1 for
n > 2 are trivializable. The case relevant to us is n = 2:

Definition 5.11. For any group G, we call the topological operad EG2 the little bundles operad.

In the remaining subsections of this section, we will show that EG2 is aspherical (Proposi-
tion 5.19), where we call an operad in spaces or simplicial sets aspherical if all its components
are aspherical. Moreover, we will explicitly describe the components of the little bundles operad
as action groupoids (Proposition 5.20).

5.2.1 The space WG
2 as a Hurwitz space

In a first step, we investigate the spaces WG
2 (r) := WBG

2 (r) for a group G.

For this recall from [Fre17, Chapter 5] that E2(r) is the classifying space of the pure braid
group Pr on r strands, i.e.

E2(r) ' BPr . (5.15)

Alternatively (and for our applications more conveniently), we can describe the fundamental
groupoid ΠE2(r) as the action groupoid

ΠE2(r) ' Σr//Br , (5.16)

where the braid group Br acts on Σr by c.σ := π(c)σ for c ∈ Br and σ ∈ Σr, i.e. via the
projection π : Br −→ Σr fitting into the short exact sequence

0 −−→ Pr −−→ Br
π−−→ Σr −−→ 0 .

If we consider the long exact sequence of homotopy groups for the Serre fibration from Proposi-
tion 5.1 whose fibers we computed in Lemma 5.7 and take (5.12), (5.13) and (5.15) into account,
we arrive at:

Lemma 5.12. The space WG
2 (r) is aspherical, and for f ∈ E2(r) and ϕ ∈ Map(C(f), BG),

there is an exact sequence

0 −→ Aut(ϕ∗EG) −→ π1(WG
2 (r), 〈f, ϕ〉) −→ Pr −→ π0(PBunG(C(f))) −→ π0(WG

2 (r)) −→ 0 .

We will denote the homotopy fiber of a map q : X −→ Y over y ∈ Y by q−1[y]. If X and Y
are aspherical, we can make the following elementary observation:

Lemma 5.13. Let q : X −→ Y be a map between aspherical spaces, then for y ∈ Y the natural
map

Π(q−1[y]) −→ Π(q)−1[y]

from the fundamental groupoid of the homotopy fiber q−1[y] to the homotopy fiber Π(q)−1[y]
of Π(q) : Π(X) −→ Π(Y ) over y ∈ Y is an equivalence.

Proof. Since Π sends Serre fibrations to isofibrations, it suffices to prove the statement for a
Serre fibration and the actual fibers instead of homotopy fibers.
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The spaces involved are aspherical, hence we only need to prove that the map

π0(q−1(y)) −→ π0(Π(q)−1(y)) (5.17)

is bijective and that the map

π1(q−1(y), x) −→ π1(Π(q)−1(y), x) (5.18)

is a group isomorphism for all x ∈ X such that q(x) = y.

Surjectivity of (5.17) follows from the definitions. To see injectivity of (5.17), let x and x′ be
points such that q(x) = y = q(x′) and x ∼= x′ in Π(q)−1(y) via a morphism g : x −→ x′. Then g
can be represented as a path in X from x to x′ such that q(g) is homotopic relative boundary to
the constant path at y. This homotopy has a q-lift starting at g. The endpoint is a path from
x to x′ in q−1(y) proving that x and x′ lie in the same component of q−1(f).

The fact that (5.18) is an isomorphism follows by comparing the exact sequences that both
q−1(y) and Π(q)−1(y) give rise to.

The following result will be the key for understanding the auxiliary spaces WG
2 (r). It provides

a link to a certain flavor of Hurwitz spaces, see also Remark 5.18 below.

Proposition 5.14. There is an equivalence

WG
2 (r) ' hocolim

f∈ΠE2(r)
Map(C(f), BG) . (5.19)

Here by an equivalence we mean that there exists a zigzag of equivalences, i.e. the objects are
isomorphic in the homotopy category.

Proof. Since p : WG
2 (r) −→ E2(r) is a Serre fibration (Lemma 5.1), Π(p) : ΠWG

2 (r) −→ ΠE2(r)
is an isofibration. In fact, it is also a category fibered in groupoids in the sense of [DM69], see also
[Hol08, Definition 3.1]. Corresponding to this category fibered in groupoids, we have by [Hol08,
Section 3.3] a (pseudo-)functor X : (ΠE2(r))opp −→ Grpd (we can also see this as a ΠE2(r)-
shaped diagram since any groupoid is equivalent to its opposite) such that for f ∈ E2(r) the
groupoid X(f) is equivalent to the fiber of ΠWG

2 (r) −→ ΠE2(r) over f . This fiber is equivalent
to Πp−1(f) by Lemma 5.13 and, finally, to Π Map(C(f), BG) by Lemma 5.7. If we denote
by
∫

the Grothendieck construction (see e.g. [MM92, Section I.5]), we conclude from [Hol08,
Theorem 3.12] that there is a canonical fiberwise equivalence∫

X −→ ΠWG
2 (r) (5.20)

of groupoids over ΠE2(r). It is then straightforward to verify that this is also an equivalence of
groupoids.

By Thomason’s Theorem [Th79, Theorem 1.2] we obtain a canonical equivalence

hocolim
f∈ΠE2(r)

BX(f)
'−−→ B

∫
X .

Combining this with the equivalence (5.20) yields the assertion if we additionally take into
account that Map(C(f), BG) and WG

2 (r) are aspherical by (5.10) and Lemma 5.12, respectively.

Since C(f) is equivalent to a wedge
∨r
j=1 S1 of r circles, we conclude from (5.10) and (5.14)

Map(C(f), BG) ' B (Hom(Z∗r, G)//G) ' B(G×r//G) , (5.21)
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where Z∗r is the r-fold free product of Z with itself.

Lemma 5.15. Under the identifications (5.16) and (5.21), the diagram from ΠE2(r) to spaces
underlying the homotopy colimit (5.19) is point-wise the nerve of the diagram

Σr//Br −→ Grpd

sending σ ∈ Σr to G×r//G. The generator cj,j+1 ∈ Br braiding strand j and j + 1 acts as the
automorphism

G×r//G −→ G×r//G, (g1, . . . , gj , gj+1, . . . , gr) 7−→ (g1, . . . , gjgj+1g
−1
j , gj , . . . , gr) . (5.22)

Proof. We only have to observe that the transformation of holonomies under the braid group
action is given by the formula (5.22) (sometimes called Hurwitz formula). For a detailed proof
of this fact (given without loss of generality for two embedded disks), we refer to e.g. [MNS12,
Lemma 3.25].

By Proposition 5.14 WG
2 (r) is the homotopy colimit of the nerve of the diagram presented in

Lemma 5.15. For later purposes, we need to describe WG
2 (r) explicitly as a groupoid. To this

end, we will need an explicit formula for some specific homotopy colimits.
First recall that for any diagram X from a groupoid Ω to spaces, the homotopy colimit is

given by the realization of the simplicial space with level n given by∐
~y:[n]−→Ω

X(y0) ,

where the coproduct runs over all strings ~y : [n] −→ Ω of length n ≥ 0, see e.g. [Rie14,
Corollary 5.1.3] for the definition of the face and degeneracy maps.

Lemma 5.16. Let Γ be a diagram from a groupoid Ω to groupoids. The homotopy colimit of
BΓ is the nerve of a groupoid admitting the following description:

• The objects are given by pairs (y0, x0), where y0 ∈ Ω and x0 ∈ Γ0(y0).

• For every pair (g0, f0), where g0 : y0 −→ y1 is a morphism in Ω and f0 : x0 −→ x1 a
morphism in Γ (y0), we get a morphism (y0, x0) −→ (y1, g0.x1), where g0.x1 = Γ (g0)(x1).

• The composition of morphisms is given by(
y1

g1−−→ y2, g0.x1
f1−−→ x2

)
◦
(
y0

g0−−→ y1, x0
f0−−→ x1

)
:=

(
y0

g1g0−−−−→ y1, x0
(g−1

0 .f1)f0−−−−−−−−→ g−1
0 x2

)

Proof. As just explained, the desired homotopy colimit is the realization of the simplicial space
with ∐

~y:[n]−→Ω

BΓ (y0)

in level n. Since the realization can be computed as the diagonal, we find(
hocolim

Ω
BΓ

)
n

=
∐

~y:[n]−→Ω

BnΓ (y0) .

Carefully writing out the low degree face and degeneracy maps yields the claim.
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If we combine Lemma 5.15 with the homotopy colimit formula provided in Lemma 5.16, we
obtain:

Lemma 5.17. The groupoid ΠWG
2 (r) is equivalent to the groupoid with objects Σr×G×r and

pairs (c, h) ∈ Br×G as morphisms (σ, g1, . . . , gr) −→ (π(c)σ, c.(hg1h
−1, . . . , hgrh

−1)), where the
action of the braid group on tuples of group elements is given by (5.22).

Remark 5.18. The homotopy quotient of the space of G-bundles over a punctured plane by the
braid group action (or its description in terms of holonomies) first appeared in [Cle72, Hur91]
and is called a Hurwitz space, see [EVW16] for an overview.

5.2.2 Groupoid description of EG
2

Our investigation of WG
2 is the key to the computation of the homotopy groups of the little

bundles operad EG2 . Using the long exact sequence for the Serre fibration q : WG
2 (r) −→∏r+1 Map(S1, BG) from Proposition 5.2 combined with Lemma 5.12 we obtain:

Proposition 5.19. For any group G, the operad EG2 is aspherical.

Therefore, without loss of homotopical information, it suffices to compute the groupoid-valued
operad ΠEG2 . To this end, recall from (5.11) that the groupoid Π Map(S1, BG) is canonically
equivalent to the groupoid of G-bundles over S1, hence for any fixed choice of base point, we
obtain an equivalence

Π Map(S1, BG)
'−−→ G//G .

In the sequel, we choose a weak inverse

−̂ : G//G
'−−→ Π Map(S1, BG) . (5.23)

We make our choices such that the unit element e of the group G is mapped to the constant
loop at the base point, and such that all loops in the image map the point (0, 1) ∈ S1 ⊂ R2 to
the base point of BG. The object function −̂ : G −→ Map(S1, BG) can be used to pull back
EG2 to a G-colored operad whose components are given as follows:

Proposition 5.20. For g ∈ Gr and h ∈ G, the groupoid ΠEG2
(
ĥ
ĝ

)
is equivalent to the action

groupoid of the Br-action specified in Lemma 5.17 on the subset

Σr ×h Gr :=

(σ, b) ∈ Σr ×Gr
∣∣∣∣∣∣
r∏
j=1

bσ(j)gjb
−1
σ(j) = h

 ⊂ Σr ×Gr .
Proof. By Lemma 5.13, ΠEG2

(
h
g

)
is equivalent to the homotopy fiber of

ΠWG
2 (r) −→ Π

r+1∏
Map(S1, BG) ' (G//G)r+1 (5.24)

over (g, h). Using the presentation of ΠWG
2 (r) given in Lemma 5.17, the functor (5.24) sends

(σ, a1, . . . , ar) to (a1, . . . , ar, aσ(1) . . . aσ(r)). Therefore, the homotopy fiber of (5.24) over (g, h)
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consists of all

(σ, a = (a1, . . . , ar)) ∈ Σr ×Gr, b = (b1, . . . , br+1) ∈ Gr+1

such that bjajb
−1
j = gj , 1 ≤ j ≤ r, br+1aσ(1) . . . aσ(r)b

−1
r+1 = h .

From Lemma 5.17 it follows that, up to equivalence, we can concentrate on the full subgroupoid
of the homotopy fiber spanned by those objects satisfying br+1 = 1; and a morphism (σ, a, b) −→
(σ′, a′, b′) in that full subgroupoid, i.e. with br+1 = b′r+1 = 1, is just an element of Br. Of course,
for an object (σ, a, b), the tuple a is redundant because aj = b−1

j gjbj . Also, we may work with

the tuple b−1 = (b−1
1 , . . . , b−1

r ) instead of b.

Remark 5.21. The above statement just gives the components of ΠEG2 , but does not give a
description as an operad. This problem will be addressed in Section 5.3.

In the sequel, we will need a lifting result for the functor ΠEG2
(
ψ
ϕ

)
−→ ΠE2(r). We denote by

[1] the category with objects 0 and 1 and a morphism 0 −→ 1 as the only non-identity morphism.

Proposition 5.22. For ϕ ∈
∏r Map(S1, BG) and ψ ∈ Map(S1, BG), the forgetful functor

ΠEG2

(
ψ

ϕ

)
−→ ΠE2(r) (5.25)

admits lifts of the form

0 ΠEG2
(
ψ
ϕ

)

[1] ΠE2(r)

x0

g

as long as the end and starting point of g are points in E2(r) whose little disks have non-
intersecting boundaries.

However in general, (5.25) is not a fibration as the following counterexample shows: Consider
for g, h ∈ G the diagram

0 ΠEG2
(
ĥgh−1

ĝ

)
[1] ΠE2(1) ,

ĥ

L

where L is the homotopy sketched in Figure 5.6b on page 97 (to be read from bottom (defor-

mation parameter t = 0) to top (t = 1)) and ĥ is seen as a point in ΠEG2
(
ĥgh−1

ĝ

)
by placing the

homotopy corresponding to h on the complement of L0. Clearly, for this square, there is no lift

to ΠEG2
(
ĥgh−1

ĝ

)
whenever h 6= e.

Proof of Proposition 5.22. We start by showing that for ϕ ∈
∏r Map(Sn−1, BG) and ψ ∈

Map(Sn−1, T ) the composition ETn
(
ψ
ϕ

)
−→ W T

n (r) −→ En(r) admits lifts for paths I −→ En(r)
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whose little disks have non-intersecting boundaries. Indeed, the needed lifts

0 EG2
(
ψ
ϕ

)

I E2(r)

could be constructed thanks to Lemma 5.1 if we allow the lift to take values in WG
2 (r) without

making sure that we hit the correct fiber. The parameter t ∈ I will then describe a path in
WG

2 (r) whose restriction to the boundary circles will describe homotopies of ϕ and ψ. In order

to remain in the fiber ETn
(
ψ
ϕ

)
, these restrictions would have to be constant. We can easily achieve

that by fixing small non-intersecting collars around the boundary circles (this is possible since
we assumed that the boundaries of the disks do not intersect) on which we place the inverses
of the homotopies of ϕ and ψ mentioned above (this strategy appeared also in the proof of
Proposition 5.9).

More generally, a path in ΠEG2 , for which the start and end point do not contain disks
with intersecting boundaries, admits a representative in EG2 whose little disks do not touch (by
rescaling in the interior). Then the argument just given applies.

Lemma 5.23. The forgetful functor (Σr ×h Gr) //Br −→ Σr//Br admits a unique solution to
the lifting problem

0 (Σr ×h Gr) //Br

[1] Σr//Br .

(σ,b)

c:σ−→π(c)σ

∃!

Proof. The unique lift is c : (σ, b) −→ c.(σ, b).

Remark 5.24 (Uniqueness of the lifts in Proposition 5.22). For two lifts g̃ : x0 −→ x1 and g̃′ :
x0 −→ x′1 of g : [1] −→ ΠE2(r) under (5.25), there is a unique morphism h = g̃′g̃−1 : x1 −→ x′1
such that hg̃ = g̃′ and h = idx1 whenever x1 = x′1, i.e. the lift is completely determined by its
start and end point. For the proof of this uniqueness statement, we consider the commutative
diagram

0 ΠEG2
(
ψ
ϕ

)
(Σr ×h Gr) //Br

[1] ΠE2(r) Σr//Br ,

x0 '

g '

where r = |ϕ|. Moreover, we have used a holonomy description of (ϕ,ψ) to apply Propo-
sition 5.20. We deduce from Lemma 5.23 that the images of two lifts g̃ : x0 −→ x1 and
g̃′ : x0 −→ x′1 under

ΠEG2

(
ψ

ϕ

)
−→ (Σr ×h Gr) //Br (5.26)

agree. This implies that (5.26) maps h to the identity and hence h = idx1 whenever x1 = x′1.
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Furthermore, the set of allowed endpoints is the preimage of the endpoint of the lift from
Lemma 5.23 under the equivalence ΠEG2

(
ψ
ϕ

)
−→ (Σr ×h Gr) //Br intersected with the preimage

of the endpoint of g under the projection ΠEG2
(
ψ
ϕ

)
−→ ΠE2(r).

5.3 Categorical algebras over the little bundle operad

Since any aspherical operad can be seen as an operad in groupoids, it is natural to consider
its categorical algebras (algebras in the symmetric monoidal category of categories). For the
little disks operad, this leads to braided monoidal categories, see [Fre17, Chapter 5 and 6] for a
detailed discussion that will also be briefly summarized below. For the little bundles operad, as
we prove in this section, this leads to braided G-crossed categories. This type of category, which
is of great importance in equivariant representation theory [GNN09, ENOM10] and topological
field theory [TV12, TV14], is based on work by Turaev [Tur00, Tur10b]. Various flavors of the
notion exist [MNS12, Gal17] differing, for example, by the type of coherence data considered.
We will give the precise version used in this thesis below.

5.3.1 Groupoid-valued operads in terms of generators and relations

In this subsection we recall the definition of an operad in terms of generators and relations; we
refer to [Fre17, Yau16] for details.

For a fixed non-empty set C of colors we denote by U : OpC(M) −→ SymC(M) the forgetful
functor from the category of C-colored operads valued in a bicomplete closed symmetric monoidal
category M to the category of symmetric sequences in M. This functor admits a left adjoint
F : SymC(M) −→ OpC(M), the free operad functor.

The free operad functor and the cocompleteness of the category of operads can be used to
define an operad via generators and relations: Fix a collection of generators G ∈ SymC(M) and
relations R ∈ SymC(M) together with two morphisms r1, r2 : R −→ UF (G). Via the adjunction
F a U , this defines two morphisms F (R)−→−→F (G). The operad generated by G and R is the
coequalizer of the parallel pair F (R)−→−→F (G).

In the case that M is the category of groupoids, M = Grpd, we draw an object g of the
groupoid G

(
t

(c1,...,cn)

)
as a planar graph with one vertex labeled by g, n ingoing legs labeled by

c1, . . . , cn and one outgoing edge labeled by t. For example, we depict an object g ∈ G
(

t
(c1,c2)

)
as

t

c1 c2

g

.

We will draw morphisms as dotted lines between trees. For example, we depict a morphism
f : g −→ g′ ∈ G

(
t

(c1,c2)

)
as

t

c1 c2

g

t

c1 c2

g′
f

.

Furthermore, when we draw a list of generators, we only draw ‘elementary’ generators and
add elements corresponding to the action of the permutation group and the composition of
morphisms. Put more formally, we only specify the groupoid as a directed graph, take the
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free groupoid generated by this graph and add elements corresponding to the action of the
permutation group freely. Note that this automatically adds inverses for every morphism.

To simplify the notation later on, we draw diagrams like

t

c1 c2 c3

g1

g2

t

c1 c2 c3

g′1

g′2
α

with generators g1, g2, g
′
1, g
′
2 to describe the following: We formally add objects A and B in

G
(

t
(c1,c2,c3)

)
, a morphism α : A −→ B between them and afterwards impose the relation

t

c1 c2 c3

g1

g2

t

c1 c2 c3

g′1

g′2=B=A

,

where the respective right hand sides of the equations describe the operadic composition of
generators of G in the operad FG via trees.

Recall that the universal property of the coequalizer and the universal property of the free
operad allow us to describe algebras over an operad defined in terms of generators and relations
very concretely:

Proposition 5.25. An algebra A in the category Cat of small categories over a C-colored operad
in Grpd described by generators G and relations R consists of

• a category Ac for every c ∈ C,

• a functor Ag : Ac1 × · · · ×Acn −→ At for every generating object g ∈ G
(
t
c

)
,

• a natural isomorphism Af : Ag =⇒ A′g for every generating morphism f : g −→ g′,

such that all relations described by R are satisfied.

5.3.2 EG
2 in terms of generators and relations

As a preparation for the description of the little bundle operad in terms of generators and
relations, we briefly recall the corresponding known description for the little disks operad [Fre17,
Chapter 5 and 6]: One introduces the groupoid-valued operad PBr of parenthesized braids with
the generators

τ
c α

,` r

where τ denotes the application of the non-trivial permutation of two elements. As relations,
we impose the pentagon identity for α, the hexagon identities for c and the triangle identity on
` and r. Proposition 5.25 implies that algebras over PBr are by construction braided monoidal
categories.
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> >

>

7−→

7−→

7−→

7−→

7−→

7−→

`

c

α

τ

Figure 5.3: Definition of the morphism PBr −→ ΠE2 on generators. We only draw the center
of the circles for paths in E2. The definition for r is analogous to the definition for `.

Figure 5.3 indicates the definition of a morphism of operads from the free operad on the
depicted generators to ΠE2 which by [Fre17, Theorem 6.2.4] descends to a morphism

PBr −→ ΠE2 .

By [Fre17, Proposition 6.2.2] this morphism is an equivalence, thereby giving us a presentation
of ΠE2 in terms of generators and relations.

After this short review of the non-equivariant case, we generalize this description in terms of
generators and relations to the little bundle operad EG2 by introducing the G-colored operad
PBrG of parenthesized G-braids. Its generating operations and isomorphisms are given by

e

g

h

hgh−1 gh

g h

gh

g h

gh

g h

c g

ghk

g h k

ghk

g h k

α

g

g
`

g

g

r

g

g

(5.27)

hg1g2h
−1

g1 g2

h h

hg1g2h
−1

g1 g2

β h

h2h1gh
−1
1 h−1

2

g

h1

h2

h2h1gh
−1
1 h−1

2

g

h2h1

γ

e

g

e

ε

e

e

e

e

e

1
δ

,
(5.28)

where 1 denotes the operadic unit.

As relations, we introduce the pentagon equation for α, the triangle equations for ` and r and,
additionally, the following relations (the labels only indicate the corresponding morphisms and
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◦ denotes the operadic composition):

h h h h h h

α

h

h

h h

α

h

h

β ◦ id

β β

id ◦β

(G1)

h

hh

h

h

ε ◦ id

`

`

β

+ a similar relation involving r instead of `

(G2)
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g

e
g

g

id
δ

γ
g

e

γ

δ

(G3)

h1

h2

h3

h1

h3h2

h3h2h1
h2h1

h3

γ

γ

γ

γ

(G4)

e e

e e

e

1

e e

e

1
δ ◦ δ

e

e e

e

1

e e

e

1
δ

β id

(G5)

e
ε

id
δ

(G6)

gg

g

ε

ε ◦ ε

β

(G7)

h2 h2

h1h1

h2h1 h2h1

h2h1

h1 h1

h2

h1

h2

γ ◦ γ
β

β

β

γ (G8)
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h

g1 g2

h

g1 g2

g1
h

g1 g2

g1 h

g1 g2

hg1 h

h
g1 g2

h

g1 g2

hg1h−1

h h

c β−1

γ ◦ id

β

c γ ◦ id

(G9)

g1 g2 g3

g1 g2 g3

g1 g2 g3

g1g2

g1 g2 g3

g1g2

g1 g2 g3

g2

g1 g2 g3

g2

g1 g2 g3

g2

g1

γ

c
α

id ◦c α c ◦ id

α
+ a similar relation braiding

from left to right

(G10)

In the next step, we describe categorical algebras over PBrG. To this end, we introduce
the auxiliary operad PG of G-parentheses which differs from PBrG by the omission of the iso-
morphism c in (5.27) and all the relations it is involved in. From the construction of PG and
Proposition 5.25 we will be able to read off that categorical PG-algebras are a type of equivariant
monoidal categories, called G-crossed monoidal categories. This notion is based on [Tur10b, Sec-
tion VI.1] and was further developed by other authors [MNS12, Gal17]; we will use the version
given in [Gal17, Definition 5.1]. In particular, our notion of a G-crossed monoidal category does
not include rigidity (the existence of dual objects).

Let us recall the basic definitions: For a group G, consider a family (Cg)g∈G of categories Cg
indexed by G. The category Cg is often referred to as the twisted sector for g ∈ G; the sector
of the neutral element e ∈ G is also called the neutral sector. Suppose now that (Cg)g∈G is
endowed with a homotopy coherent G-action shifting the sectors by conjugation, i.e. g ∈ G acts
as an equivalence Ch −→ Cghg−1 for every h ∈ G such that the composition of these equivalences
respects the group multiplication up to coherent isomorphism. Now a G-equivariant monoidal
product on (Cg)g∈G consists of functors ⊗g,h : Cg × Ch −→ Cgh, which are associative and unital
(with the unit as an object in Ce) up to coherent isomorphism such that the G-action and
the monoidal product intertwine up to coherent isomorphism [Gal17, Section 3.1]. If (Cg)g∈G
is equipped with a homotopy coherent G-action shifting the sectors by conjugation and an
equivariant monoidal product, we call (Cg)g∈G a G-crossed monoidal category ; it is also called
G-equivariant monoidal category in [MNS12]. The definition of PG just translates the description
of G-crossed monoidal categories in [Gal17, Definition 5.1] into the language of operads:
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Lemma 5.26. A categorical algebra over PG is the same as a G-crossed monoidal category.

Proof. We use the description for algebras over operads in terms of generators and relations
given in Proposition 5.25 and provide a concrete dictionary to the conditions in [Gal17] (some
of the conditions in [Gal17] are only explicitly spelled out in their strict form, which is justified
by a strictification result proven before listing the conditions; our description gives all relations
in their weakest form): The functors ⊗g,h correspond to the third generator in (5.27) and the
unit is given by the first generator in (5.27). The morphisms corresponding to the associativity
and unitality of ⊗g,h correspond to the generators α, ` and r, respectively.

The homotopy coherent G-action is obtained from the second generator in (5.27) and γ
from (5.28) (in [Gal17] the action is denoted by g∗ and the natural isomorphisms γ correspond
to φ−1). The coherence conditions for the action [Gal17, (4) on page 123 and Equation (3.1)]
correspond to the relations (G3) and (G4).

The compatibility between the action and the monoidal product is encoded in the generators
β and ε (the natural isomorphism corresponding to β is called ψg in [Gal17]). Relations (G1)
and (G2) correspond to the condition that the action is via monoidal functors (which is [Gal17,
Equation (3.2) and (2) on page 123]). The further compatibility between the action and the
monoidal product is implemented via the relations (G5)-(G8) (here (G5) is [Gal17, (3) on page
123], (G6) and (G7) are [Gal17, (1) on page 123] and (G8) is [Gal17, Equation (3.3)]).

In the sequel, we will need the following fact about PG:

Lemma 5.27. The operad PG is discrete and π0P
G
(
h
g

)
is given by the set Σr ×h Gr from

Proposition 5.20, i.e. by the set of all pairs (σ, b) ∈ Σr ×Gr with r := |g| such that

r∏
j=1

bσ(j)gjbσ(j) = h . (5.29)

Proof. The Set-valued operad π0P
G has the same generators as PG, but all the isomorphisms

introduced in (5.27) and (5.28) have to be replaced by actual equalities. Recalling the generators
and relations for the associative operad, we see that π0P

G is a colored version of the associative
operad where all ingoing legs can be labeled by a group element. Group elements can be pushed
through the multiplication (relation β) and be composed (relation γ) according to the group law.
A label by the neutral element is treated as ‘no label’ (relation δ) and a label on a leg over the
unit can be deleted (relation ε). These relations allow to bring each of the operations in π0P

G
(
h
g

)
into a unique standard form where we can describe them as a pair (σ, b) of a permutation and
an r-tuple of group elements by arguments analogous to those in [BSW17, Section 4.3]. The
prescription of ingoing and outgoing colors leads to the requirement (5.29) for (σ, b).

We still have to prove that all fundamental groups of PG
(
h
g

)
are trivial: For this we have to

make sure that the given coherence diagrams for α, β, γ, δ and ε ensure that, for each object in
PG
(
h
g

)
, there is only one morphism starting and ending at that object. The needed arguments

amount precisely to the Coherence Theorem for G-crossed monoidal categories which is the main
result of [Gal17].

A G-braiding on a G-crossed monoidal category (Cg)g∈G is a family of coherent isomorphisms

X ⊗ Y ∼= g.Y ⊗X

for X ∈ Cg and Y ∈ Ch. A G-crossed monoidal category equipped with a G-braiding is called a
braided G-crossed category. The necessary coherence conditions are given in [Gal17, Definition
5.4], but the following results tells us that they are equivalently described by the relations in
PBrG:
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Proposition 5.28. A categorical algebra over PBrG is the same as a braided G-crossed category.

Proof. We use again Proposition 5.25. The G-braiding is operadically captured by the generator
c in (5.27). The relation (G9) corresponds to [Gal17, Equation (5.1)], the first relation in (G10)
to [Gal17, Equation (5.3)] and the equation not spelled out in detail in (G10) to [Gal17, Equation
(5.2)].

For PBrG, we have a description analogous to the one given for PG in Lemma 5.27:

Proposition 5.29. Color-wise there is an equivalence

PBrG
(
h

g

)
' (Σr ×h Gr)//Br, r = |g|

of groupoids.

Proof. We can describe PBrG by adding to PG the isomorphism c and the hexagon axiom that
it has to satisfy.

For each (σ, b) ∈ π0P
G
(
h
g

)
, see Lemma 5.27, and 1 ≤ j ≤ r − 1 the isomorphism c induces an

isomorphism

(σ, b)
cj,j+1−−−−−→ (τj,j+1σ, (b1, . . . , bjbj+1b

−1
j , bj , . . . , br)) =: cj,j+1.(σ, b) , (5.30)

where τj,j+1 is the transposition of j and j+1. Formally, this is achieved by choosing a standard
representative for the classes, say

. . .

. . .b1 bnb2 b3

σ
,

applying operations in PG to bring it into a form such that the braiding can be applied to
the legs j and j + 1 and restoring the standard form by operations in PG. The PG-operations
are always uniquely determined by starting point and endpoint thanks to discreteness of PG

(Lemma 5.27). Now PBrG
(
h
g

)
is equivalent to the groupoid whose objects are given by the set

π0P
G
(
h
g

) ∼= Σr×hGr and whose morphisms are words in the cj,j+1 modulo the (induced) hexagon

relations which – as in the non-equivariant case – amount precisely to the braid group relations.
This proves that PBrG

(
h
g

)
is equivalent to the action groupoid of the Br-action on Σr ×h Gr

given by (5.30).

Remark 5.30. We can read off from Proposition 5.29 that π0PBr
G-algebras with values in

vector spaces are G-crossed algebras as considered in [Kau02, Tur10b].

Next we construct an operad morphism Φ : PBrG −→ ΠEG2 generalizing the corresponding
construction for E2. As the underlying map of colors we use the object function −̂ : G −→
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Map(S1, BG) of the equivalence

−̂ : G//G
'−−→ Π Map(S1, BG)

from (5.23).

Next we specify the images of the generators given in (5.27) and (5.28) (we will prove as part
of Theorem 5.31 below that this assignment is compatible with the relations (G1)-(G10)):

1. The generator

e

is mapped by Φ to the embedding of an empty collection of disks (as in the non-equivariant
case, see Figure 5.3) together with the constant map to BG.

2. The generator

g

h

hgh−1

is mapped by Φ to the embedding D2 −→ D2, x 7−→ x/2 and an arbitrary choice

D2 \ D
2

2
∼= S1 ×

[
1

2
, 1

]
−→ BG

of a representative in the homotopy class ĥ corresponding to the morphism h : g −→ hgh−1

in G//G.

3. The generator

gh

g h

is mapped by Φ to the embedding (see also Figure 5.3)

f : D2 t D2 −→ D2

x1 7−→
3

8
· x1 −

1

2

(
0
1

)
x2 7−→

3

8
· x2 +

1

2

(
0
1

)
.

To equip C(f) with a continuous map ϕ to BG, we consider the decomposition of C(f)

sketched in Figure 5.4. The value of ϕ on the boundary is given by ĝ, ĥ and ĝh. On the
wavy triangle we choose ϕ to be constant. Note that the gray area is homeomorphic to
the standard 2-simplex. The 2-simplices of BG are described by pairs of group elements,
and we equip the gray simplex with the BG-valued map corresponding to (g, h).
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ĝ ĥ

ĝh

Figure 5.4: A sketch for the definition of the map ϕ.

ĝ

(a) c

ĥ

ĥĥ

(b) β

Figure 5.5: Definition of the morphism PBrG −→ ΠEG2 on c and β. In (a) the left circle at the

bottom is labeled with ĝ; the circle on the right with ĥ. Again, we have only drawn the
center of every disk when depicting paths.

4. The path in E2(2) underlying the Φ-image of the braiding c in ΠEG2
( ĝh

(ĝ,ĥ)

)
is sketched in

Figure 5.5a. By Proposition 5.22 there exists a lift to the fundamental groupoid of the
little bundles operad which by Remark 5.24 is unique once we specify starting point and
endpoint. The starting point is the point defined in 3. The endpoint is determined by
the images under Φ of the generators that the target of c in (5.27) is built from and their
operadic composition. This describes the image of c in ΠEG2 .

5. The image of the morphisms ` and r cannot be constructed using Proposition 5.22 since
the disks touch at the end point. However, we can use Proposition 5.22 to get a path from
the start point of ` and r to the disk embedding x 7−→ x/2 equipped with a map to BG
which is constant in the radial direction. Now we can rescale the disk as in Figure 5.6b
and leave the map constant. The composition of these two paths defines the image of `
and r.

6. To define the image of α, we first define the underlying path in E2(3) to agree with the

corresponding path for PBr, see Figure 5.3. The corresponding morphism ofΠEG2
( ĝ1g2g3

(ĝ1,ĝ2,ĝ3)

)
is again the unique lift which exists by Proposition 5.22 and Remark 5.24.

7. The image of β is again constructed by lifting a path in E2 sketched in Figure 5.5b using
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ĥ2h1

ĥ2ĥ1

(a) γ (b) δ

Figure 5.6: Definition of the morphism PBrG −→ ΠEG2 on γ and δ.

Proposition 5.22.

8. The path in E2(1) underlying the image of γ is drawn in Figure 5.6a. We equip it with a
representative for the unique homotopy class of maps to BG constructed from the unique
homotopy relative boundary of maps to BG between the composition of the homotopies

corresponding to ĥ1 and ĥ2 and the homotopy corresponding to ĥ1h2.

9. The image of δ is defined by a simple rescaling sketched in Figure 5.6b equipped with the
constant map to BG.

10. To define the image of ε, note that if we consider a disk such that any radial path from
the origin to the boundary is labeled by g, the path in BG corresponding to the diameter
of the disk is the composition of ĝ with ĝ−1 and hence homotopic to the constant map.
We use such a homotopy to define the image of ε under Φ.

Theorem 5.31. This assignment yields an equivalence

Φ : PBrG −→ ΠEG2

of operads in groupoids.

Proof. (i) To show that Φ is a map of operads, we need to show that the assignments above
are compatible with the relations listed on page 90 ff. Verifying a relation amounts to
proving that two morphisms in components of ΠEG2 (namely those prescribed by the
above assignments) are equal. This can be achieved by observing that they have the same
source and target object and that they lift the same morphism in components of ΠE2. The
latter follows by construction and the fact that in the non-equivariant case PBr −→ ΠE2

is a map of operads. Now we invoke Remark 5.24 to get the desired equality of morphisms
(note that the uniqueness statement of Remark 5.24 can even be used in those cases where
it does not grant existence of the lifts). Hence, we have shown that Φ descends to a
morphism Φ : PBrG −→ ΠEG2 of operads.

(ii) In the next step, we prove that Φ is an equivalence. First observe that Φ induces an
equivalence of the categories enriched in groupoids built from PBrG and ΠEG2 by discarding
all non-unary operations. In fact, both these categories have discrete morphism spaces and
the functor induced by Φ is actually the equivalence −̂ : G//G

'−−→ Π Map(S1, BG) fixed
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in (5.23). Therefore, to conclude the proof that Φ is a equivalence, it suffices to prove that
its components

Φ : PBrG
(
h

g

)
−→ EG2

(
ĥ

ĝ

)
are equivalences of groupoids. This follows from the 2-out-of-3 property because these
components fit into the weakly commutative triangle

Σr ×h Gr//Br

PBrG
(
h
g

)
EG2
(
ĥ
ĝ

)
,

' '

Φ

where r = |g|. Here the equivalence PBrG
(
h
g

)
' Σr×hGr//Br comes from Proposition 5.29

and the equivalence EG2
(
ĥ
ĝ

)
' Σr ×h Gr//Br from Proposition 5.20.

An operad valued in a model category is called admissible if its category of algebras inherits
a model structure in which equivalences and fibrations are created by the forgetful functor to
colored objects. This model structure is also referred to as the transferred model structure.
From [BM07, Theorem 2.1] one can deduce that operads valued in Cat with its canonical model
structure are admissible. Hence, via operadic left Kan extension Φ induces a Quillen adjunction

Alg(PBrG) Alg(ΠEG2 )
Φ!

Φ∗
(5.31)

between the categories of algebras over PBrG and ΠEG2 , respectively. As a consequence of
Theorem 4.11, we arrive at our main result:

Theorem 5.32. The operad map Φ : PBrG −→ ΠEG2 induces a Quillen equivalence

{braided G-crossed categories} {categorical little G-bundles algebras} .
Φ!

Φ∗

Proof. Taking into account Proposition 5.28, we need to show that (5.31) is a Quillen equiva-
lence. By [BM07, Theorem 4.1] this follows from Φ being an equivalence (Theorem 5.31) if PBrG

and ΠEG2 are Σ-cofibrant.

To see the latter, observe Π sends Σ-cofibrant topological operads to Σ-cofibrant categorical
operads. Now ΠEG2 is Σ-cofibrant thanks to Remark 5.4. It remains to prove that PBrG is
Σ-cofibrant, which easily follows from the fact that the permutation action is free.

Remark 5.33. For later purposes, we record the following fact about the operad of parenthe-
sized G-braids: Let Λ : P −→ O be a trivial fibration of groupoid-valued colored operads (this
means it is component-wise an isofibration and equivalence of categories) that is the identity on
colors, then the lifting problem

P

PBrG O

Λ

Ψ

Ψ̃ (5.32)
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can be solved for any operad map Ψ : PBrG −→ O. The set X of colors for O need not be G,
and the map f : G −→ X of colors underlying Ψ can be arbitrary.

Of course, this is a cofibrancy statement in spirit of [BM03], where a model structure on
operads is defined. We will, however, not use this language here to formulate the statement
because that would require us to develop a model category of operads for varying colors that
also takes into account the subtleties coming from the requirements on the maps of colors in
(5.32) which is the identity for Λ, but not for Ψ .

Let us prove now that the lifting problem (5.32) can be solved: Since Λ is the identity on
colors, it is clear how to define Ψ̃ on colors. Next observe that the object layer of PBrG forms a
free G-colored operad in the category of sets (no relations are imposed on object level). Since
Λ is component-wise surjective on objects, we can define Ψ̃(o) on every object operation o such
that operadic composition is respected and such that ΛΨ̃(o) = Ψ(o). It remains to define Ψ̃ on
every morphism α : o −→ o′ of objects o, o′ ∈ PBrG

(
h
g

)
, where g is a tuple of elements in G and

h ∈ G. We define Ψ̃(α) to be the preimage of Ψ(α) under the bijection

HomP(f(h)f(g))

(
Ψ̃(o), Ψ̃(o′)

) ∼=−−→ HomO(f(h)f(g))

(
Ψ(o), Ψ(o′)

)
induced by Λ. From this construction, it follows that Ψ̃ is an operad map with underlying map
of colors f and ΛΨ̃ = Ψ . Also note that the lift Ψ̃ is essentially unique.

5.4 Application to topological field theories and the framed
little bundles operad

The little bundles operad describes the genus zero part of surfaces decorated with G-bundles,
hence it is intimately related to equivariant topological field theories. We will make this precise
and then give an enhancement using the framed little bundles operad.

5.4.1 Applications of the little bundles operad to topological field theories

We will formulate our first statement in terms of the homotopical analogues of equivariant
topological field theories which were introduced in [MW20b] using a Segal space model for the
(∞, 1)-category G-Cob(n) of G-cobordisms based on [GTMW09, CS19].

Definition 5.34. For any group G, an n-dimensional homotopical equivariant topological field
theory with values in a symmetric monoidal (∞, 1)-category S is a symmetric monoidal ∞-
functor

Z : G-Cob(n) −→ S

For us, the case n = 2 will be relevant. Informally, the objects in G-Cob(2) are finite disjoint
union of oriented circles equipped with maps to BG. For two such collections of decorated
circles, the morphism space between them is the space of two-dimensional compact oriented
bordisms between these two collections of circles equipped with a map to BG extending the
ones prescribed on the boundary components. We refer to [MW20b] for the technical details
and an example of such a field theory constructed using an equivariant version of higher derived
Hochschild chains.

We will now make the relation between the little bundles operad and topological field theory
precise by proving that the value of a two-dimensional homotopical equivariant topological
field theory on the circle is a homotopy little bundles algebra, thereby generalizing [BZFN10,
Proposition 6.3] or the earlier version of this result phrased in terms of Gerstenhaber algebras
[Ge94].
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Theorem 5.35. For any homotopical two-dimensional G-equivariant topological field theory
Z, the values of Z on the circle with varying G-bundle decoration combine into a homotopy
algebra over the little bundles operad EG2 .

A homotopy EG2 -algebra is here to be understood as an algebra over the Boardman-Vogt
resolution of EG2 [BM07].

Proof. Any operation in EG2
(
ψ
ϕ

)
can be seen as bordism

(
S1
)tr −→ S1 (namely the complement

of the little disk embedding), where r := |ϕ|, decorated with a map to BG whose restriction
to the ingoing and outgoing boundary is ϕ and ψ, respectively. Strictly speaking, we can see
only those operations as bordisms whose E2-part consists of little disks with non-intersecting
boundary. This leads us to an equivalent suboperad of EG2 (which is not strictly unital any
more, but only up to homotopy), but we will suppress this in the notation. In summary, we find
maps

EG2

(
ψ

ϕ

)
−→ G-Cob(2)(((S1)tr, ϕ), (S1, ψ)) , (5.33)

where G-Cob(n)(−,−) denotes the morphism spaces of G-Cob(2). The operadic composition on
the left hand side is mapped to the composition of G-bordisms on the right hand side.

Now by definition a homotopical two-dimensional G-equivariant topological field theory gives
us a map

G-Cob(2)(((S1)tr, ϕ), (S1, ψ)) −→ [Z(S1, ϕ1)⊗ · · · ⊗ Z(S1, ϕr), Z(S1, ψ)] , (5.34)

where [−,−] denotes the mapping space of S. This map, by definition, respects the composition
up to coherent homotopy. Concatenating (5.33) and (5.34) we obtain maps

EG2

(
ψ

ϕ

)
−→ [Z(S1, ϕ1)⊗ · · · ⊗ Z(S1, ϕr), Z(S1, ψ)] .

This would endow the Map(S1, BG)-colored object
(
Z(S1, ϕ)

)
ϕ∈Map(S1,BG)

with an EG2 -algebra

structure if composition were respected strictly. Instead, it is only respected up to coherent
homotopy – with the coherence data coming from Z. But such a structure of an algebra over an
operad respecting the operadic structure only up to coherent homotopy is precisely an (ordinary)
algebra over the Boardman-Vogt resolution of that operad [BM07]. This is also made precise in
great detail in [Yau18, Chapter 7].

We can use the little bundles operad also to obtain results about ordinary (non-homotopical)
3-2-1-dimensional topological field theories with non-aspherical target space. Statements about
the non-aspherical case are scarce in the literature, and the following Proposition is supposed
to indicate that we can make at least a statement about the value of such theories on the circle.

Proposition 5.36. Let T be a space such that πk(T ) = 0 for k ≥ 3 and Z : T -Cob(3, 2, 1) −→
2Vect a 3-2-1-dimensional topological field theory with target T valued in the symmetric monoidal
bicategory of complex 2-vector spaces. Then the operad ET2 takes values in 2-groupoids, and the
values of Z on the circle with varying G-bundle decoration combine into a homotopy ET2 -algebra
in 2-vector spaces.

Proof. Similar arguments as those for Proposition 5.19 show that ET2 takes values in 2-groupoids.

Next we observe that we can restrict Z to a two-dimensional non-extended (∞, 1)-topological
field theory with target T and values in 2Vect by discarding the definition of Z on non-invertible
three-dimensional bordisms. More precisely, we just remember the definition of Z on decorated
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compact oriented one-dimensional manifolds, decorated compact oriented two-dimensional bor-
disms and structure-preserving diffeomorphisms between those. It is understood here that the
diffeomorphisms are seen as invertible three-dimensional bordisms via the mapping cylinder
construction Remark 2.2 (c).

Having made this observation, we can proceed as in the proof of Theorem 5.35.

We will, however, not spell out the data of a (homotopy) ET2 -algebra; a presentation of ET2
in terms of generators and relations is beyond the scope of this thesis. A first approach to
ET2 -algebras might be through the examples that we can produce from a cohomology class in
H3(T ; U(1)) using Proposition 5.36 and [MW20a, Theorem 3.19].

In the case T = BG, we deduce from Proposition 5.36 that the value of an extended G-
equivariant topological field theory Z : G-Cob(3, 2, 1) −→ 2Vect on the circle is a homotopy
little bundles algebra. The cofibrancy property proven for PBrG in Remark 5.33 implies that
the equivalence PBrG −→ ΠEG2 from Theorem 5.31 lifts to the Boardman-Vogt resolution of
ΠEG2 . From this, we conclude:

Corollary 5.37. For any group G and an extended G-equivariant topological field theory Z :
G-Cob(3, 2, 1) −→ 2Vect, the values of Z on the circle with varying G-bundle decoration combine
into a braided G-crossed category in 2Vect.

5.4.2 The framed little bundles operad

There is an extension of the little disks operad E2, namely the framed little disks operad fE2

whose operations are not only given by affine embeddings of disks into a bigger disk, but also
rotations in a fixed direction; i.e.

fE2(r) = E2(r)× (S1)×r

as topological spaces. The r copies of the circle give the rotation parameter for the r disks. We
refer to [SW03] for an elegant construction of the operad structure via the semidirect product
construction. If f = (f0, R) ∈ fE2(r) is a framed little disks operation, then we can see C(f) =
C(f0) as an oriented bordism (S1)tr −→ S1, where we use the rotation part R to identify (S1)tr

with the ingoing boundary circles of C(f). It is crucial here that the circles are oriented such
that R can be understood as an orientation-preserving diffeomorphism. From this we read off
that the statements on equivariant topological field theories made in the previous subsection
should actually be enhanced to a framed version because we are, in this thesis, always interested
in oriented1 topological field theories.

First we observe that in the constructions and definitions of Section 5.1, we may replace the
operad E2 of little disks by the operad fE2 of framed little disks. This way we obtain the obtain
the operad fEG2 of framed little bundles. For an r-tuple ϕ = (ϕ1, . . . , ϕr) of maps S1 −→ BG

and another map ψ : S1 −→ BG the space of operations fEG2
(
ψ
ϕ

)
is given by pairs (f, ξ), where

f = (f0, R) ∈ fE2(r) and ξ : C(f) −→ BG is a map on the complement of the image of f such
that the restriction

(S1)tr t S1 RtidS1−−−−−→ C(f)
ξ−−→ BG

is given by (ϕ,ψ). The construction can also be made for higher-dimensional disks and arbitrary

1 The nomenclature is very unfortunate, but established: Operations in the framed little disks operad give
oriented bordisms and not framed ones.
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target spaces, but for concreteness we do not discuss this here. Note that there is a natural map

EG2 −→ fEG2 (5.35)

of Map(S1, BG)-colored operads whose underlying map on colors is the identity.

Since we find

fEG2

(
ψ

ϕ

)
= EG2

(
ψ

ϕ

)
× (S1)×r (5.36)

as spaces, the operad fEG2 is also aspherical. Therefore, it is natural to ask for a groupoid
model for fEG2 . We obtain this by replacing the operad PBrG of parenthesized G-braids from
Section 5.3.2 by the operad fPBrG of framed parenthesized G-braids: To this end, we add to
PBrG an additional generator θ

g

e

g

g

g

g

θ

(5.37)

for every g ∈ G that we will refer to as balancing (for reasons that will become clear below). It
will be subject to the following relations (B1)-(B3):

γ−1 θ

γ

γ

θ γ

g

h

hgh−1
hgh−1

g
h

e

hgh−1

g
h

hgh−1

(B1)

hgh−1

g
e
h

hgh−1

g
g
h

g

hg

hgh−1

gh

g h

g
g h

h

g h

g

g h

θ β−1

γ
θ

c c

gh

gh

g h

gh

gh
g h

gh

gh

ghg−1

g h

g

gh

g h

gh

(B2)
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(In (B2) we suppress a few δ isomorphisms for readability.)

e
δ

ε
θ

g

(B3)

1

As for PBrG, there is a non-equivariant version fPBr for fPBrG, the framed parenthesized braid
operad. It is known that fPBr provides a model for the framed little disks operad [SW03]; i.e.
there is an equivalence

fPBr
'−−→ ΠfE2 . (5.38)

It sends the balancing (by which we mean the non-equivariant version) to a disk rotation. Since
categorical algebras over fPBr are by definition balanced braided categories, (5.38) tells us that
categorical framed little disks algebras are equivalent to balanced braided categories (recall that
balanced braided categories are closely related to ribbon categories, but are not necessarily rigid;
in [SW03] they are called ribbon braided categories).

We will refer to a categorical algebra over fPBrG as a balanced braided G-crossed category.
A stricter version of these axioms appears in [Tur10b, Section VI.1] as part of the notion of a
ribbon G-category; however, as in the non-framed case, we do not require rigidity.

We will now extend the functor Φ : PBrG −→ ΠEG2 from Theorem 5.31 to a functor Φf :
fPBrG −→ ΠfEG2 . In order to define Φf on the generators that already appear in PBrG, we just
use Φ and the natural map ΠEG2 −→ ΠfEG2 induced by (5.35).

Hence, it remains to define Φf on the balancing θ from (5.37). For this, recall that the functor
Φ : PBrG −→ ΠEG2 sends the source object of θ to the embedding D2 −→ D2, x 7−→ x/2 and a
map S1× [1/2, 1] −→ BG that we denote by Ig. The restriction Ig to the boundary circle yields
a map ϕg : S1 −→ BG that classifies the G-bundle over S1 with holonomy g. The map Ig is
equivalent to the constant homotopy. Consider now the homotopy

D : S1 ×
[

1

2
, 1

]
× I 7−→ S1 ×

[
1

2
, 1

]
, (z, t, s) 7−→

(
ze−2π i(2−2t)s, t

)
(5.39)

from the identity of the cylinder S1×[1/2, 1] to the Dehn twist of that cylinder. The composition
IgD describes a path in fWG

2 (1) (which is the version of WG
2 with fE2 instead of E2), but not

in EG2
(
ϕg
ϕg

)
because D rotates the circle S1 × {1/2} ⊂ S1 × [1/2, 1], and during the rotation

the bundle decoration for this circle changes. However, if we simultaneously rotate the disk
embedding (which is allowed in fE2, but not in E2) and thereby precisely undo the effect of the
rotation on the decoration, we do get a path in fEG2

(
ϕg
ϕg

)
. We define this path to be Φf(θ).

Let us verify that the target object of Φf(θ) is indeed the image of the right hand side of (5.37)
under Φ (and hence under Φf): This amounts to proving that for the radial line

r : [1/2, 1] −→ S1 × [1/2, 1] , t 7−→ (z0, t)

at the base point z0 of S1 (recall the conventions from Section 5.2.2), the path IgD|s=1r, when
seen as a loop in BG, is given by ϕg up to homotopy. Indeed, for t ∈ [1/2, 1]

IgD|s=1r(t) = Ig

(
z0 e−2π i(2−2t), t

)
= Ig

(
z e4π i t, t

)
.

By definition of Ig this loop is homotopic to [1/2, 1] 3 t 7−→ ϕg
(
z0 e4π i t

)
, which is the desired
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result.

Theorem 5.38. The assignment θ 7−→ Φf(θ) extends Φ : PBrG −→ ΠEG2 from Theorem 5.31
to an equivalence Φf : fPBrG −→ ΠfEG2 of operads in groupoids.

Proof. All the steps in the proof are a slight extension of those given in the proof of Theorem 5.31:

(i) Let us make the following two observations:

• The assignments of Φf extend the assignments for the non-equivariant situation (5.38),
as follows directly from the definitions.

• The map

ΠfEG2

(
ψ

ϕ

)
−→ ΠfE2(r) , r = |ϕ| . (5.40)

has the following lifting properties: From (5.36) it follows that (5.40) is the product
map of

ΠEG2

(
ψ

ϕ

)
−→ ΠE2(r) (5.41)

and the identity on Π(S1)×r. This entails that (5.40) inherits the lifting properties
from (5.41); more precisely, the existence statement from Proposition 5.22 and the
uniqueness statement from Remark 5.24.

Now the same arguments as in the proof of Theorem 5.31 show that Φf is a functor.

(ii) For the proof that Φf is an equivalence, first observe that the functor induced by Φf on
the categories of unary operations is G//G × ?//Z −→ Π Map(S1, BG) × ΠS1, i.e. the
product of the equivalence (5.23) with the equivalence ?//Z −→ ΠS1 coming from our

choice of a base point for the circle. Finally, the components Φf : fPBrG
(
h
g

)
−→ fEG2

(
ĥ
ĝ

)
are equivalences as well because they fit into the commutative diagram

PBrG
(
h
g

)
× (?//Z)×r

fPBrG
(
h
g

)
fEG2

(
ĥ
ĝ

)
,

' '

Φf

where r = |g|. The right diagonal equivalence comes from (5.36) and the left diagonal
equivalence arises from the fact that the relations (B1)-(B3) for the balancing allow us
to write every morphism in fPBrG uniquely as a collection of balancings on the ingoing
legs followed by a morphism in PBrG (informally, this just uses that the balancing can be
pushed past all the other morphisms). Now it follows from the 2-out-of-3 property that
the components of Φf are equivalences.

As a direct analogue of Theorem 5.32, we deduce from Theorem 5.38:

Theorem 5.39. The operad map Φf : fPBrG −→ ΠfEG2 induces a Quillen equivalence

{balanced braided G-crossed categories} {categorical framed little G-bundles algebras} .
Φf

!

Φf∗
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If we now use that we can see a framed little disks operation as an oriented two-dimensional
bordism (as outlined at the beginning of this subsection), we obtain the following enhancements
of the statements in the previous subsection:

Theorem 5.40. For any homotopical two-dimensional G-equivariant topological field theory
Z, the values of Z on the circle with varying G-bundle decoration combine into a homotopy
algebra over the framed little bundles operad EG2 .

Corollary 5.41. For any group G and an extended G-equivariant topological field theory Z :
G-Cob(3, 2, 1) −→ 2Vect, the values of Z on the circle with varying G-bundle decoration combine
into a balanced braided G-crossed category in 2Vect.

Recall that this uses that equivariant topological field theories in this thesis are always ori-
ented.

The implications of Corollary 5.41 will be spelled out (in the language of topological field
theory, rather than the one of operads) in the next section.

5.5 The evaluation of 3-2-1-dimensional equivariant topological
field theories on the circle

In this section, we proceed with the investigation of the structure that is present on the category
that we obtain by evaluation of an extended equivariant topological field theory on the circle.
Most of the work has already been done in the previous sections through the discussion of the
(framed) little bundles operad. We will now turn to some properties that are not yet part of
the operadic description. The goal will be to further refine the statement of Corollary 5.41.

5.5.1 A more explicit translation from little bundles operations to decorated
bordisms

The translation from little bundles operations to decorated bordisms was generally described in
Section 5.4. In the sequel, it will be necessary to make this translation slightly more explicit in
some relevant cases.

To this end, let Z : G-Cob(3, 2, 1) −→ 2Vect be an extended G-equivariant topological field
theory for a finite group G. Then by the construction from Proposition 2.6 and Remark 2.10
we obtain a 2-vector bundle over the groupoid of G-bundles over S1 by evaluation of Z on the
circle S1 equipped with G-bundles over the circle. This structure corresponds precisely to the
unary little bundles operations as we will explain now.

Recall first that the groupoid PBunG(S1) of G-bundles over S1 is non-canonically equivalent
to the action groupoid G//G (see Section 5.2.2). More precisely, the equivalence chooses a
base point and orientation of S1 and assigns to a given bundle the holonomy of the based loop
surrounding S1 once in the positive direction. So whenever a bundle is characterized by a
group element, we actually mean the holonomy with respect to the loop determined by the base
point and the orientation. To illustrate this point, consider the bent cylinder (as a bordism
S1
∐

S1 −→ ∅)
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g

g
−1

e

with the identity homotopy on it. On all circle-shaped slices of the cylinder, we have the same
bundle. But since the upper and the lower copy of the circle carry different orientations, we
obtain holonomy values which are inverse to each other.

By means of a fixed equivalence PBunG(S1) ' G//G, we obtain from Z a 2-vector bundle

G//G −→ 2Vect

sending an object g ∈ G in G//G to a 2-vector space CZg = Z(S1, g) and a morphism h : g −→
hgh−1 in G//G to a 2-linear equivalence

φh : CZg = Z(S1, g) −→ CZhgh−1 = Z(S1, hgh−1) . (5.42)

We use the notation h.X := φhX. By construction, this 2-linear equivalence arises by evaluation
of Z on the cylinder with ingoing holonomy g and outgoing holonomy hgh−1. The two bundles
characterized by these holonomies are isomorphic by a gauge transformation h. Technically, we
have to understand h as a homotopy of the classifying maps for the bundles characterized by
the holonomies g and hgh−1. This homotopy is put on the cylinder such that we can evaluate
Z on it. Depending on what is convenient, we will switch between the pictorial representations

g

h

hgh−1

g

h

hgh−1

for the corresponding 1-morphism in G-Cob(3, 2, 1). By construction, the equivalence (5.42)
comes from the second generator from the left in (5.27) of the operad of parenthesized G-braids
or, equivalently, the little bundles operad.

In yet another language,

• the category

CZ :=
⊕
g∈G
CZg

• together with the equivalences φh : CZ −→ CZ obtained from the equivalences (5.42)
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• and the coherence data of our 2-vector bundle consisting of natural isomorphisms αg,h :
φg ◦ φh ∼= φgh and φe ∼= idCZ

form a G-equivariant category in the terminology of [Kir04]. As mentioned on page 92, we call
Cg the twisted sector for the group element g ∈ G. The sector CZe of the neutral element e ∈ G
is called the neutral sector.

By evaluation of Z on the pair of pants, the 2-vector space CZ comes with a monoidal product
that is compatible with the G-action; this is already contained in Corollary 5.37. In more detail,
the pair of pants with bundles g, h ∈ G on the ingoing circles has the bundle gh on the outgoing
circle; pictorially:

g h

gh (5.43)

Or, in other words, the evaluation of the stack Π(−, BG) of G-bundles on the pair of pants
yields the span

G//G×G//G B←− (G×G)//G
M−→ G//G , (5.44)

where B is the obvious functor and M the multiplication. Hence, evaluation of Z on the pair of
pants decorated with ingoing bundles g and h yields a 2-linear functor ⊗g,h : CZg � CZh −→ CZgh.

These functors assemble to give the monoidal product ⊗ : CZ � CZ −→ CZ . It carries X ∈ CZg
and Y ∈ CZh to X⊗Y ∈ CZgh. Evaluation on the disk seen as bordism ∅ −→ S1 decorated with the

trivial G-bundle yields a 2-linear functor η : FinVect −→ CZe , which is determined by the object
I := η(C) in CZe . This object is the monoidal unit. The relation between the G-action and the
monoidal product on CZ can be made precise by saying that CZ is G-crossed monoidal category
or, equivalently (see Lemma 5.26), an algebra over the G-colored operad PG of G-parentheses.
This just rephrases a part of the information contained in Corollary 5.37 in a different language.

In fact, Corollary 5.37 also makes a statement about the equivariant braiding for the monoidal
product. Also for this piece of structure it will be helpful to translate from the description as
a little bundles operation to the language of topological field theories. To this end, observe
that rotating the inner circles in (5.43) counterclockwise around each other while keeping the
outgoing circle fixed yields a diffeomorphism of the pair of pants relative boundary. In the sense
of Remark 2.2 (c) this diffeomorphism gives rise to an invertible 2-morphism G-Cob(3, 2, 1), also
described in detail in [MNS12, Lemma 3.25], on which we can evaluate Z. This invertible 2-
morphism corresponds to the generator c in the operad PBrG (or, equivalently, the little bundles
operad) as follows from the proof of Theorem 5.31.

As a result, the evaluation of Z on this invertible 2-morphism yields natural isomorphisms

cX,Y : X ⊗ Y −→ g.Y ⊗X for all X ∈ CZg , Y ∈ CZh

that, again by Corollary 5.37, form a G-braiding, i.e. make CZ into a braided G-crossed monoidal
category.

Of course, it is implicit here that CZ lives in 2-vector spaces, i.e. it is a PBrG-algebra in 2Vect.
We will here and in the sequel indicate the target category 2Vect by adding the additional
qualifier finitely semisimple. In that language, we obtain in summary the following statement:
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Corollary 5.42. The category CZ is a finitely semisimple braided G-crossed monoidal category.

Let us emphasizes that this just rephrases Corollary 5.41.

5.5.2 The language of bimodules

The following observations allow us to compute a 3-2-1-dimensional G-equivariant topological
field theory Z on surfaces decorated with G-bundles just by means of the monoidal structure on
CZ : The monoidal product in CZ is built from the 2-linear maps

⊗g,h : CZg � CZh −→ CZgh

obtained by evaluation on the pair of pants decorated with bundles as explained above. Evalu-
ation Z on the same manifold read backwards yields 2-linear maps

∆g,h : CZgh −→ CZg � CZh .

The direct generalization of the adjunction relation in [BDSPV15] gives us the adjunction

⊗g,h a ∆g,h (5.45)

in 2Vect. The same arguments apply to the monoidal unit

η : FinVect −→ CZe

and the evaluation of Z on the manifold read backwards, namely

ε : CZe −→ FinVect ,

i.e. we obtain the adjunction

η a ε (5.46)

in 2Vect

In order to use these adjunctions, we recall from [BDSPV15, Section 2.2] some needed facts
on the symmetric monoidal bicategory Bimod of 2-vector spaces, bimodules (here a bimodule
from V to W between C-linear categories V and W is a functor P : Vopp �W −→ FinVect)
and natural transformations. The composition of bimodules P : Uopp � V −→ FinVect and
Q : Vopp �W −→ FinVect is the bimodule Q ◦ P : Uopp �W −→ FinVect given by the coend

(Q ◦ P )(U,W ) :=

∫ V ∈V
Q(V,W )⊗ P (U, V ) for all U ∈ U , W ∈ W ,

see [ML98] for an introduction to coends. Any 2-linear map F : V −→ W gives rise to a bimodule
F∗ :Wopp � V −→ FinVect by

F∗(W,V ) := HomW(W,FV ) for all V ∈ V, W ∈ W .

This assignment extends to a 2-functor

−∗ : 2Vect −→ Bimod.
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The functoriality of −∗ entails that for 2-linear maps F : U −→ V and G : V −→ W

HomW(W,GFU) ∼=
∫ V ∈V

HomW(W,GV )⊗HomV(V, FU) for all U ∈ U , W ∈ W (5.47)

by a canonical isomorphism of vector spaces. Note that F : V −→ W also gives rise to a
bimodule F ∗ : Vopp �W −→ Vect by

F ∗(V,W ) := HomW(FV,W ) for all V ∈ V, W ∈ W,

which is related to F∗ by the adjunction

F∗ a F ∗ (5.48)

in Bimod.

Now from (5.45) we first deduce

(⊗g,h)∗ a (∆g,h)∗,

but by (5.48) also

(⊗g,h)∗ a ⊗∗g,h.

Uniqueness of adjoints yields a canonical isomorphism

(∆g,h)∗ ∼= ⊗∗g,h.

If we apply this also to (5.46), we have proven the following:

Proposition 5.43. Let G be a finite group and g, h ∈ G. For a 3-2-1-dimensional G-equivariant
topological field theory Z, we obtain the following adjunction relations for the functors obtained
from surfaces with boundary:

(a) (∆g,h)∗ ∼= ⊗∗g,h,

(b) ε∗ ∼= η∗

If we use the notation η∗(X) := η∗(X,C) and the dual convention for ε, we arrive at:

Corollary 5.44. For g, h ∈ G, we have

(a) ⊗g,h∗(W,X � Y ) = HomCZgh
(W,X ⊗ Y ) for all X ∈ CZg , Y ∈ CZh and W ∈ CZgh,

(b) ∆g,h∗(Y �W,X) = HomCZgh
(Y ⊗W,X) for all X ∈ CZgh, Y ∈ CZg and W ∈ CZh ,

(c) η∗(X) = HomCZe (X, I) for all X ∈ CZe ,

(d) ε∗(X) = HomCZe (I,X) for all X ∈ CZe .

Corollary 5.44 allows us to compute the evaluation of an extended G-equivariant topological
field theory on any surface decorated with bundles in terms of the monoidal structure.

Example 5.45. As an illustration, let us compute the evaluation

Z(Bg) : CZg � CZg−1 −→ FinVect

of a 3-2-1-dimensional extended G-equivariant topological field theory Z on the bent cylinder
Bg decorated with bundles as on page 106. By cutting Bg into a pair of pants and a cup we find
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via functoriality of Z, (5.47) and Corollary 5.44

Z(Bg)(X,Y ) ∼=
∫ W∈CZe

HomCZe (I,W )⊗HomCZe (W,X ⊗ Y ) for all X ∈ CZg , Y ∈ CZg−1 .

By the Yoneda Lemma, see e.g. [Rie14, Example 1.4.6], this implies

Z(Bg)(X,Y ) ∼= HomCZe (I,X ⊗ Y ) ,

i.e. Z(Bg)(X,Y ) is given by the invariants in the monoidal product X ⊗ Y .

5.5.3 Duality

In the next step, we prove that CZ is also rigid:

Proposition 5.46. For any extendedG-equivariant topological field theory Z : G-Cob(3, 2, 1) −→
2Vect, the monoidal category CZ has duals.

The duals considered here are left duals in the terminology of [EGNO15]. An argument
analogous to the one given in the proof below shows the existence of right duals. We will see
later that left and right duals actually agree in this case.

Proof. The proof uses the appropriate equivariant versions of the arguments given in [BDSPV15]
for the non-equivariant case: For a group element g ∈ G, we denote the 1-morphism

g

g
−1

g

g g

in G-Cob(3, 2, 1) by Ng. This is the 1-morphism appearing in the proof of [BDSPV15, Propo-
sition 4.2] appropriately decorated with bundles. It is diffeomorphic to the cylinder with g on
the ingoing and outgoing circle and the identity homotopy on it. This gives us a natural iso-
morphism idCZg

∼= Z(Ng) of 2-linear maps CZg −→ CZg . By slicing up Ng as indicated in the
above picture and using the functoriality and monoidality of Z we find yet another 2-linear
map CZg −→ CZg , which is also naturally isomorphic to the identity functor. By looking at the

resulting isomorphism for the corresponding bimodules (CZg )opp �CZg −→ Vect one deduces as in

[BDSPV15, Propositions 4.2 and 4.8] that for any X ∈ CZg there is an object X ′ ∈ CZg−1 together

with morphisms α : I −→ X ′ ⊗X and β : X ⊗X ′ −→ I such that
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β

α

X

X

X
0

is the identity of X (these string diagrams have to be read from bottom to top). Again, as in
the proof of [BDSPV15, Propositions 4.8], this implies that the endomorphism

β

α

X
0

X

X
0

of X ′ is an idempotent, and by finite (co)completeness of CZg−1 it splits into morphisms γ :

X ′ −→ X∗ and δ : X∗ −→ X ′ in CZg−1 such that γ ◦ δ = idX∗ . A direct computation in the

graphical calculus shows that X∗ ∈ CZg−1 is dual to X with evaluation evaX := β ◦ (idX ⊗δ) and

coevaluation coevaX := (γ ⊗ idX) ◦ α.

Corollary 5.47. For any extended G-equivariant topological field theory Z : G-Cob(3, 2, 1) −→
2Vect, the duality in the category CZ has the following properties:

(a) The dual X∗ of an object X ∈ CZg lives in the sector CZg−1 .

(b) For g, h ∈ G and X ∈ CZg the object h.X∗ is dual to h.X, i.e. (h.X)∗ ∼= h.X∗.

Proof. Assertion (a) is clear from the proof of Proposition 5.46 and also a necessity since X⊗X∗
needs to be in the neutral sector. Assertion (b) follows directly from the fact that G acts by
monoidal functors (which holds true because CZ is G-crossed monoidal).

5.5.4 Balancing and ribbon structure

In Section 5.4.2 we have introduced the operad of framed little bundles and proved in Corol-
lary 5.41 that the evaluation CZ of an extended G-equivariant topological field theory Z on the
circle is even a balanced braided G-crossed category. By definition the balancing is a natural
isomorphism

θX : X −→ g.X for all X ∈ CZg , g ∈ G (5.49)

compatible with the G-action, the braiding and the unit as prescribed by the conditions (B1)-
(B3) listed on page 102.

As for the braiding, we may describe this isomorphism as the evaluation of Z on an invertible
2-morphism: Compare the identity of CZg to the equivalence φg : CZg −→ CZg . Both are obtained
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by evaluation of Z on a cylinder with ingoing and outgoing circle labeled by g. But the 1-
morphism which yields the identity carries the constant homotopy while the 1-morphism giving
us φg : CZg −→ CZg carries g seen as a homotopy. More precisely, if g is represented by the loop

γ : S1 −→ BG, then φg : CZg −→ CZg is the evaluation of Z on the cylinder together with the

map γ̃ : S1 × [0, 1] −→ BG with γ̃(z, t) = γ(z e2π i t) for all (z, t) ∈ S1 × I. Consider now the
Dehn twist of the cylinder, i.e. the diffeomorphism

D : S1 × I −→ S1 × I, (z, t) 7−→
(
z e2π i t, t

)
(5.50)

keeping the boundary circles fixed, and observe that the pullback of the constant homotopy
from γ to γ along D is γ̃. Now by the mapping cylinder construction (Remark 2.2 (c)) we
obtain a natural isomorphism from the identity of CZg to g : CZg −→ CZg and thereby the natural

isomorphism (5.49). The fact that this actually corresponds to the balancing in the operad fPBrG

of framed parenthesized G-braids or, equivalently, the framed little bundles operad follows from
the concrete definitions of the functor Φf from Theorem 5.38 which also uses the Dehn twist
on a cylinder. More precisely, this is seen as follows: Up to a rescaling [0, 1] ∼= [1/2, 1] the end
of the homotopy (5.39) is the Dehn twist (5.50). From this we can deduce that the homotopy
(5.39) and the Dehn twist (5.50) give rise to the same invertible 2-morphism in G-Cob(3, 2, 1).

In summary, we have deduced from Corollary 5.41 that CZ is a finitely semisimple balanced
braided G-crossed category. The purpose of this subsection is to prove that an even stronger
statement can be made: In Proposition 5.46 we have shown that CZ is actually rigid, and we
may ask for the following compatibility of balancing and duality: Since X∗ ∈ CZg−1 for X ∈ CZg by
Proposition 5.46, the twist evaluated on g.X∗ together with the coherence isomorphisms yields
an isomorphism

θg.X∗ : g.X∗ −→ g−1.g.X∗ ∼= X∗. (5.51)

Here we also used the coherence isomorphisms, but by abuse of notation refrain from giving a
new name to the composite. On the other hand, there is the dual map

θ∗X : g.X∗ ∼= (g.X)∗ −→ X∗ (5.52)

of θX : X −→ g.X; we implicitly used here the isomorphism g.X∗ ∼= (g.X)∗ from Proposi-
tion 5.46). This leads to the following definition:

Definition 5.48. For a group G, a G-ribbon category is a balanced braided G-crossed category
which is rigid and in which the morphisms (5.51) and (5.52) are equal for all choices of objects
in all sectors. In this case, the balancing is also called (ribbon) G-twist.

A stricter version of this definition appears in [Tur10b, VI.2.3], see also [MNS12, Defini-
tion 4.8]. A priori, Definition 5.48 can be made for a left and a right duality. However, as in the
non-equivariant case, the ribbon structure will result in a pivotal structure. As a consequence,
left and right duals will coincide. Therefore, we will not make this distinction in the sequel.

Now the following result concludes the investigation of CZ is this chapter:

Theorem 5.49. For any extended G-equivariant topological field theory Z : G-Cob(3, 2, 1) −→
2Vect, the finitely semisimple balanced braided G-crossed category CZ is a finitely semisimple
G-ribbon category.

Proof. For g ∈ G and X ∈ CZg , it remains to prove that (5.51) and (5.52) are equal. To this end,
we evaluate the commutative triangle
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g g

e

e

g
−1

g
−1

g g

g
−1

g
−1

g

e

e

g
−1

g
−1 g

−1

apply twist to lower leg

apply twist to upper leg

translate homotopy g : g ! g

on the level of bimodules, see page 108. By Corollary 5.44 we translate it to the commutative
triangle

HomCZe (X ⊗X∗, I) HomCZe (g.X ⊗X∗, I)

HomCZe (X ⊗ g−1.X∗, I) .

f 7−→ f ◦ (θ−1
X ⊗ idX∗ )

g
f 7−→ f ◦ (idX ⊗θ−1

X∗ ) (5.53)

Here by abuse of notation we denote by g the map induced by the functor g : CZg −→ CZg on
morphism spaces and coherence isomorphisms, i.e. the map

HomCZe (X ⊗ g−1.X∗, I)
g−→ HomCZe (g.(X ⊗ g−1.X∗), g.I) ∼= HomCZe (g.X ⊗X∗, I) .

Since the evaluation evaX : X ⊗X∗ −→ I is an element of HomCZe (X ⊗X∗, I), we obtain from
(5.53)

g.
(
evaX ◦(idX ⊗θ−1

X∗)
)

= evaX ◦(θ−1
X ⊗ idX∗) .

Using that g : CZg −→ CZg is a monoidal functor and the compatibility of balancing and G-action,
this implies

evag.X ◦(θX ⊗ idg.X∗) = evaX ◦(idX ⊗θg.X∗) .

Now a straightforward computation in the graphical calculus using the snake identities for the
duality morphisms shows that (5.51) is indeed equal to (5.52).
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6 The orbifold construction in dimension
3-2-1

In Theorem 5.49 we have established that the evaluation of an extended three-dimensional G-
equivariant topological field theory on the circle yields a finitely semisimple G-ribbon category.
For this type of category, an algebraic orbifold construction [Kir04, GNN09] is available that
produces a finitely semisimple ribbon category. We will compare this algebraic construction
to the topological orbifoldization in this chapter. Moreover, we present applications of this
comparison result.

6.1 Topological orbifoldization on the circle versus algebraic
orbifoldization

Given an extended G-equivariant topological field theory Z : G-Cob(3, 2, 1) −→ 2Vect we can
evaluate the orbifold theory Z/G : Cob(3, 2, 1) −→ 2Vect from Definition 4.2 on the circle and
obtain a 2-vector space Z/G(S1). This 2-vector space is endowed with the structure of a finitely
semisimple ribbon category in two ways which are a priori different. We will describe and
compare these structures.

6.1.1 Topological orbifoldization on the circle

By [BDSPV15] the topological field theory Z/G can be used to endow Z/G(S1) with the structure
of a finitely semisimple ribbon category. Using the explicit description of the orbifold theory Z/G
in Proposition 4.3 we will now characterize Z/G(S1) in terms of the category CZ = Z(S1,−) that
we obtain by evaluation of Z on the circle with varying G-bundle decoration, see Section 5.5.
This will allow us in Theorem 6.4 to relate the topological orbifold construction of this thesis to
the concept of an orbifold category appearing e.g. in [Kir04] or [GNN09].

The following observation can be verified by a direct computation:

Lemma 6.1. For the multiplication functor M : (G × G)//G −→ G//G the homotopy fiber
M−1[g] over any g ∈ G is equivalent to the discrete groupoid with object set {(a, b) ∈ G×G | ab =
g}.

Recall from Proposition 4.3 that the orbifold theory Z/G assigns to the circle the 2-vector
space of parallel sections of CZ . The data of a parallel section of CZ is an object s(g) ∈ Z(S1, g)
for each g ∈ G together with coherent isomorphisms h.s(g) ∼= s(hgh−1) for each h ∈ G. These
isomorphisms describe the parallelity up to isomorphism.

Proposition 6.2. Let G be a finite group and Z : G-Cob(3, 2, 1) −→ 2Vect an extended G-
equivariant topological field theory. The value Z/G(S1) of the orbifold theory Z/G on the circle
naturally carries the structure of a finitely semisimple ribbon category (by being the value of an
extended three-dimensional topological field theory on the circle [BDSPV15]). This structure
arises in the following way from the structure of CZ :

115



116 6 The orbifold construction in dimension 3-2-1

(a) For s, s′ ∈ Z/G(S1), up to natural isomorphism, the monoidal product is given by

(s⊗ s′)(g) =
∐
ab=g

s(a)⊗ s′(b) for all g ∈ G .

The unit of this monoidal product is the unit of CZ seen as a parallel section in the obvious
way. If CZ has a simple unit, then so has Z/G(S1).

(b) For s, s′ ∈ Z/G(S1) the braiding isomorphism s⊗ s′ ∼= s′⊗ s is given by the isomorphisms

(s⊗ s′)(g) =
∐
ab=g

s(a)⊗ s′(b) −→
∐
uv=g

s′(u)⊗ s(v) = (s′ ⊗ s)(g) for all g ∈ G

which map the summand (a, b) to the summand (aba−1, a) by

s(a)⊗ s′(b)
cs(a),s′(b)−−−−−−−→ a.s′(b)⊗ s(a)

parallelity−−−−−−−→ s′(aba−1)⊗ s(a).

(c) For s ∈ Z/G(S1) the twist is given by

s(g)
θs(g)−−−−→ g.s(g)

parallelity−−−−−−−→ s(ggg−1) = s(g) for all g ∈ G .

Proof. (a) The monoidal product is obtained from the pair of pants. Hence, using the span
(5.44) and the concrete description of the orbifold construction in Proposition 4.3 (b) we
find

(s⊗ s′)(g) = lim
(a,b,h)∈M−1[g]

h.(s(a)⊗ s(b)) .

Since G acts by monoidal functors and s and s′ are parallel, this reduces to

(s⊗ s′)(g) ∼= lim
(a,b,h)∈M−1[g]

s(hah−1)⊗ s(hbh−1) .

Now Lemma 6.1 yields the assertion if we take into account that finite coproducts and
finite products in a 2-vector space coincide. The monoidal unit can also be obtained by
Proposition 4.3, (b). Alternatively, we can just use that the given object is a unit for the
monoidal product and hence the unique one up to isomorphism.

We need to prove the additional statement on the simplicity of units: The unit of Z/G(S1)
is I with the canonical isomorphisms φg : g.I ∼= I coming from the fact that G acts
by monoidal functors. Hence, an endomorphism of the unit of Z/G(S1) is a morphism
ψ : I −→ I such that φg ◦ (g.ψ) = ψ ◦ φg for all g ∈ G. If I is simple, then ψ = λ idI for
some λ ∈ C and the requirement φg ◦ (g.ψ) = ψ ◦ φg is automatically satisfied since g acts
as a C-linear functor. This proves that an endomorphism of the unit of CZ is the same
as an endomorphism of the unit of Z/G(S1). Therefore, the unit of Z/G(S1) is simple as
well.

(b) The evaluation of the stack Π(−, BG) on the 2-cell in Cob(3, 2, 1) that we used to produce
the braiding yields the span of spans
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G//G×G//G

(G×G)//G

G//G ,

(G×G)//G

(G×G)//G

B M

B M
R

=

α

where R : (G × G)//G −→ (G × G)//G is the functor (g, h) 7−→ (ghg−1, g) and α is
the obvious natural transformation. By Proposition 4.3 (c) the braiding isomorphism
(s⊗ s′)(g) ∼= (s′ ⊗ s)(g) is given as follows: We start with

(s⊗ s′)(g) = lim
(a,b,h)∈M−1[g]

s(hah−1)⊗ s′(hbh−1) ,

apply vertex-wise the equivariant braiding, i.e. the isomorphisms

s(hah−1)⊗ s′(hbh−1) ∼= (hah−1).s′(hbh−1)⊗ s(hah−1) ,

use parallelity

(hah−1).s′(hbh−1)⊗ s(hah−1) ∼= s′(haba−1h−1)⊗ s(hah−1)

and push the resulting limit

lim
(a,b,h)∈M−1[g]

(hah−1).s′(hbh−1)⊗ s(hah−1) ∼= lim
(a,b,h)∈M−1[g]

s′(haba−1h−1)⊗ s(hah−1)

along the equivalence M−1[g] ∼= M−1[g] induced by R. Using the identifications made in
(a) based on Lemma 6.1 the assertion follows.

(c) The proof of this assertion follows also from Proposition 4.3.

6.1.2 Algebraic orbifoldization

In order to compare Proposition 6.2 to the concept of an orbifold category, let us recall the latter
from [Kir04, Theorem 3.9], see also [Müg05, GNN09].

Proposition 6.3 (Algebraic orbifoldization of an equivariant ribbon category from [Kir04]). Let
G be a finite group and C a finitely semisimple G-ribbon category, then the orbifold category
C/G, which is the category of homotopy fixed points (the category of objects X in C together with
a family of coherent isomorphisms (χg : g.X −→ X)g∈G in the sense of [Kir04, Definition 3.1]),
inherits the following structure from C:

(a) By

(X, (χg)g∈G)⊗ (Y, (λg)g∈G) := (X ⊗ Y, (χg ⊗ λg)g∈G)

for all (X, (χg)g∈G), (Y, (λg)g∈G) ∈ C/G it is made into a monoidal category with the
monoidal unit in C (seen as a homotopy fixed point) as the monoidal unit. The monoidal
category C/G has duals.

(b) The monoidal category C/G is braided and the underlying isomorphism X⊗Y −→ Y ⊗X
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for objects X =
⊕
g∈G

Xg, (χg)g∈G

 ,

Y =
⊕
g∈G

Yg, (λg)g∈G

 ∈ C/G
is given by

Xg ⊗ Yh
cXg,Yh−−−−−→ g.Yh ⊗Xg

λg⊗idXg−−−−−−−→ Yghg−1 ⊗Xg for all g, h ∈ G.

(c) The braided monoidal category C/G comes with a twist which on the objectX =
⊕
g∈G

Xg, (χg)g∈G


arises from the equivariant twist by

Xg

θXg−−−→ g.Xg
χg−−−→ Xg.

6.1.3 The comparison result

We will now state our comparison result, derive some immediate consequences and present
applications.

Theorem 6.4. For any extended G-equivariant topological field theory Z : G-Cob(3, 2, 1) −→
2Vect, the evaluation of the orbifold theory Z/G : Cob(3, 2, 1) −→ 2Vect on S1 yields an equiva-
lence

Z

G
(S1) ' C

Z

G
(6.1)

as 2-vector spaces. Both categories carry the structure of a finitely semisimple ribbon category:

• Z/G(S1) by being the value of an extended topological field theory on the circle in the
sense of Proposition 6.2.

• CZ/G by Proposition 6.3.

Both structures agree, i.e. (6.1) is an equivalence of finitely semisimple ribbon categories.

Proof. The equivalence Z/G(S1) ' CZ/G of 2-vector spaces holds by definition of the orbi-
fold construction and the definition of the orbifold category in [Kir04]. By Proposition 6.3 the
category CZ/G naturally inherits from CZ the structure of an finitely semisimple ribbon category,
and by Proposition 6.2 the category Z/G(S1) has the same type of structure. Comparing the
description of these structures as given in Proposition 6.3 and Proposition 6.2 shows that they
agree.

Diagrammatically, the above Theorem means that the square

3-2-1-dimensional G-equivariant
topological field theories

finitely semisimple
G-ribbon categories

3-2-1-dimensional
topological field theories

finitely semisimple
ribbon categories

evaluation on the circle

orbifoldization −/G orbifold category

evaluation on the circle
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commutes up to natural isomorphism.

Corollary 6.5. For any extended G-equivariant topological field theory Z : G-Cob(3, 2, 1) −→
2Vect, the orbifold theory Z/G : Cob(3, 2, 1) −→ 2Vect is determined up to equivalence by the
orbifold category CZ/G.

Proof. This follows from Theorem 6.4 if we take into account that by [BDSPV15] any 3-2-1-
dimensional topological field theory is determined up to equivalence by the finitely semisimple
ribbon category it yields on the circle.

As an application, we can give a generalization of [SW19, Example 4.7] concerned with the
orbifoldization of equivariant Dijkgraaf-Witten theories:

Proposition 6.6. Let Zλ : J-Cob(3, 2, 1) −→ 2Vect be the extended J-equivariant Dijkgraaf-

Witten theory constructed in [MNS12] from a short exact sequence 0 −→ G −→ H
λ−→ J −→ 0

of finite groups. The orbifold theory Zλ/J is equivalent to the extended Dijkgraaf-Witten theory
ZH for the group H, i.e.

Zλ
J
' ZH .

Proof. In [MNS12, Proposition 35] the orbifold category CZλ/J of CZλ is computed to be category
D(H)-Mod of finite-dimensional modules over the Drinfeld double D(H) of the group H. By
Theorem 6.4 this is the category that Zλ/J assigns to the circle. Since this category is also the
value of ZH on the circle, we can use Corollary 6.5 to deduce the desired assertion.

One should appreciate that this statement, although more general, admits a significantly
simpler and more conceptual proof than the corresponding statement in [SW19, Example 4.7]
because it can be completely played back to the categories obtained on the circle.

In another application, we will use topological field theory as a counting device: For this let
us first recall the following well-known fact which in a different language appears for instance
in [Tur10a, Corollary IV.12.1.2]:

Lemma 6.7. Let Z : Cob(n, n − 1, n − 2) −→ 2Vect be an extended topological field theory,
then

Z(Tn) = # simple objects in Z(Tn−2) .

Proof. Set C := Z(Tn−2), then C is dualizable in (the homotopy category of) 2Vect and the
vector space assigned to Tn−1 = Tn−2 × S1 is the concatenation of the coevaluation and evalu-
ation of C, which is given by

⊕n
j=1 HomC(Xj , Xj) where the sum runs over the simple objects.

The dimension of this vector space is the number of simple objects of C. By [Tur10a, Theo-
rem III.2.1.3] this number is also the invariant that Z assigns to the top-dimensional manifold
Tn.

In order to combine this fact with the orbifold construction, we recall that the groupoid of
G-bundles over Tn for n ≥ 1 is equivalent to the action groupoid Com(Gn)//G of the action of
G on n-tuples of mutually commuting group elements by conjugation. Hence, a G-bundle over
Tn can be described by n group elements g1, . . . , gn ∈ G such that gigj = gjgi for all 1 ≤ i, j ≤ n.
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Theorem 6.8. Let G be a finite group and Z : G-Cob(n, n − 1, n − 2) −→ 2Vect an extended
G-equivariant topological field theory. Then

# simple objects in
Z

G
(Tn−2) =

1

|G|
∑

(g1,...,gn)∈Com(Gn)

Z(Tn, g1, . . . , gn) . (6.2)

For n = 3, we also find the formula

# simple objects in
CZ

G
=

1

|G|
∑

(g1,g2,g3)∈Com(G3)

Z(T3, g1, g2, g3) (6.3)

using the orbifold category CZ/G of the G-ribbon category CZ that Z gives rise to.

Proof. Once we prove (6.2), formula (6.3) will follow from Theorem 6.4. Hence, we only have
to prove (6.2): By Lemma 6.7 we find

# simple objects in
Z

G
(Tn−2) =

Z

G
(Tn) .

The number Z/G(Tn) can be computed using the non-extended orbifold construction. Knowing
the groupoid of G-bundles over Tn we can use [SW19, Corollary 4.4 (c)] to express Z/G(Tn) as
the integral

Z

G
(Tn) =

∫
(g1,...,gn)∈Com(Gn)//G

Z(Tn, g1, . . . , gn) d(g1, . . . , gn)

=
∑

[g1,...,gn]∈π0(Com(Gn)//G)

Z(Tn, g1, . . . , gn)

|Aut(g1, . . . , gn)|

with respect to groupoid cardinality. By the orbit stabilizer Theorem we obtain

|Aut(g1, . . . , gn)| = |G|
|O(g1, . . . , gn)|

,

where O(g1, . . . , gn) is the orbit of (g1, . . . , gn) in Com(Gn)//G. This implies

Z

G
(Tn) =

1

|G|
∑

(g1,...,gn)∈Com(Gn)

Z(Tn, g1, . . . , gn)

and hence the result.

Even in the non-extended case, we can read off from the above proof that

1

|G|
∑

(g1,...,gn)∈Com(Gn)

Z(Tn, g1, . . . , gn) =
Z

G
(Tn) = dim

Z

G
(Tn−1)

is a non-negative integer. This provides constraints for manifold invariants which arise from a
(not necessarily extended) equivariant topological field theory:

Corollary 6.9. Consider an invariant of closed oriented n-dimensional manifolds decorated with
G-bundles for a finite group G which yields on the torus Tn decorated with the bundle specified
by commuting group elements (g1, . . . , gn) ∈ Gn the number zg1,...,gn ∈ C. If the invariant arises
from an G-equivariant topological field theory, then

∑
(g1,...,gn)∈Com(Gn) zg1,...,gn is a non-negative

integer multiple of |G|.
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Example 6.10 (Permutation orbifolds). Let C be a modular category and Z : Cob(3, 2, 1) −→
2Vect the extended topological field theory giving us C upon evaluation on the circle (Z is
unique up to equivalence). Consider now a finite group, which for illustration purposes we take
to be the permutation group Sn on n letters (this is not really a restriction because any finite
group embeds into a permutation group). The pullback Cov∗ Z of Z along the cover functor
Cov : Sn -Cob(3, 2, 1) −→ Cob(3, 2, 1) from Example 2.11 is a Sn-equivariant topological field
theory. Using Theorem 6.4 we see that the evaluation of the orbifold theory (Cov∗ Z)/ Sn on
the circle is what is commonly referred to as the permutation orbifold of C and which is denoted
by C o Sn in [Ban98, Ban02]. Since a permutation orbifold is a special case of an orbifold theory,
we can use Theorem 6.8 to compute the number of simple objects of C o Sn.

To this end, note that for any finite group G and mutually commuting groups elements
g1, g2, g3 ∈ G we can define the quotient Pg1,g2,g3 of R3 ×G by

(x1 + 1, x2, x3, h) ∼ (x1, x2, x3, hg1) ,

(x1, x2 + 1, x3, h) ∼ (x1, x2, x3, hg2) ,

(x1, x2, x3 + 1, h) ∼ (x1, x2, x3, hg3)

for all x1, x2, x3 ∈ R and h ∈ G. The projection R3 ×G −→ R3 induces a map Pg1,g2,g3 −→ T3,
which is a G-bundle with holonomy values g1, g2 and g3 along the generators of the fundamental
group of T3. The subgroup 〈g1, g2, g3〉 ⊂ G generated by g1, g2 and g3 acts from the right on G.
It is easy to see that

Pg1,g2,g3
∼=

∐
|G/〈g1,g2,g3〉|

T3

as manifolds.

Going back to G = Sn we find by Theorem 6.8

# simple objects in C o Sn =
1

n!

∑
mutually commuting

permutations
σ1,σ3,σ3

on n letters

(# simple objects in C)| Sn /〈σ1,σ2,σ3〉| .

Hence, Theorem 6.8 specializes to the formula given in [Ban02, Equation (3)]. In fact, our
orbifold construction allows for a uniform treatment of the entire theory of permutation orbifolds.

In [MW20a] we also explain how Theorem 6.8 yields the formulae for the number of simple
twisted representations of finite groups and the number of simple representations of twisted
Drinfeld doubles of finite groups found in [Wil05].

6.2 Equivariant Verlinde algebra and modularity

The evaluation of a 3-2-1-dimensional topological field theory on the circle yields not only a
ribbon category, but a modular category by [BDSPV15] (possibly with non-simple unit, see
however [BDSPV15, Lemma 5.3]).

In this section we give the equivariant version of this result. To make contact to an equi-
variant modularity, we use the equivariant Verlinde algebra from [Kir04] whose definition can
be understood by evaluation of the modular functor corresponding to the equivariant theory on
the 2-torus T2, see [Kir04, Section 8], which is inspired by [Tur10b, Section 8.6]. We begin by
working out these ideas in the language of coends and based on a strong topological motivation.
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6.2.1 The equivariant Verlinde algebra

Let Z : G-Cob(n, n− 1, n− 2) −→ 2Vect be an extended G-equivariant topological field theory.
Any (n − 1)-dimensional closed oriented manifold Σ together with a map ϕ : Σ −→ BG gives
rise to a 2-linear map Z(Σ,ϕ) : FinVect −→ FinVect and hence to a vector space, which by
abuse of notation we will also denote by Z(Σ,ϕ). The dependence on ϕ is functorial, so we get
a functor

Z(Σ,−) : Π(Σ,BG) −→ FinVect, ϕ 7−→ Z(Σ,ϕ),

i.e. a representation of (or in more geometric terms: a vector bundle over) the groupoid of G-
bundles over Σ. Clearly, this is the representation we obtain be seeing Z as a non-extended
theory and applying [SW19, Proposition 2.8].

These vector bundles enjoy the following gluing properties which follow directly from the
functoriality of Z and (5.47):

Lemma 6.11. Let G be a finite group, Z : G-Cob(n, n − 1, n − 2) −→ 2Vect an extended
G-equivariant topological field theory and Σ a closed oriented (n − 1)-dimensional manifold
obtained by gluing the oriented (n − 1)-dimensional manifolds Σ′ and Σ′′ along the (n − 2)-
dimensional closed oriented manifold S. Then for two maps ϕ′ : Σ′ −→ BG and ϕ′′ : Σ′′ −→ BG
with ϕ′|S = ϕ′′|S =: ξ we have

Z(Σ,ϕ′ ∪S ϕ′′) ∼=
∫ X∈Z(S,ξ)

Z(Σ′′, ϕ′′)X ⊗HomZ(S,ξ)(X,Z(Σ′, ϕ′)C)

by a canonical isomorphism of vector spaces.

A particularly important special case arises if Σ is the 2-torus T2. By the holonomy classifica-
tion of flat bundles the groupoid of G-bundles over the torus is equivalent to the full subgroupoid
of Com(Gn)//G ⊂ (G × G)//G consisting of pairs of commuting group elements, see also the
explanations before Theorem 6.8.

Proposition 6.12. Let Z : G-Cob(3, 2, 1) −→ 2Vect be an extended G-equivariant topological
field theory, then for all g, h ∈ G with gh = hg

Z(T2, (g, h)) ∼=
∫ X∈CZh

HomCZh
(g.X,X)

by a canonical isomorphism of vector spaces.

Proof. We can cut the torus with bundle decoration (g, h), i.e. with a G-bundle with holonomies
g and h, respectively, along the generators of the fundamental group, as indicated in the following
picture:

g

h h

h−1 h−1

We want to apply Lemma 6.11 with

• (Σ′′, ϕ′′) given by the bent cylinder Bh as described in Example 5.45 (that is the right
third of the above picture),
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• (Σ′, ϕ′) given by the same bent cylinder read backwards with two cylinders glued to it
such that the lower leg is equipped with g (that is the left and the middle third of the
above picture glued together).

Hence, (S, ξ) is given by two copies of the circle with h and h−1 on it. By Example 5.45 we find
for X ∈ CZh and Y ∈ CZh−1

Z(Σ′′, ϕ′′)(X � Y ) ∼= HomCZe (I,X ⊗ Y )

and similarly (i.e. by means of Corollary 5.44)

HomZ(S,ξ)(X � Y, Z(Σ′, ϕ′)C) ∼= HomCZe (g.X ⊗ Y, I) .

Now by applying Lemma 6.11 we obtain

Z(T2, (g, h)) ∼=
∫ X�Y ∈CZh �CZ

h−1

HomCZe (I,X ⊗ Y )⊗HomCZe (g.X ⊗ Y, I) .

By [FSS20, Lemma 3.11] and HomCZe (I,X ⊗ Y ) ∼= HomCZh
(Y ∗, X) we find

Z(T2, (g, h)) ∼=
∫ X∈CZh

∫ Y ∈CZ
h−1

HomCZh
(Y ∗, X)⊗HomCZe (g.X ⊗ Y, I)

∼=
∫ X∈CZh

∫ Y ∈CZh
HomCZh

(Y,X)⊗HomCZh
(g.X, Y ) ,

where in the last step we used the substitution Y 7−→ Y ∗ and

HomCZe (g.X ⊗ Y, I) ∼= HomCZh
(g.X, Y ∗) .

By the Yoneda Lemma (compare to Example 5.45) we arrive at

Z(T2, (g, h)) ∼=
∫ X∈CZh

HomCZh
(g.X,X) .

Remark 6.13. A map from the surface Σg of genus g to BG can equivalently be described
by a morphism ϕ : π1(Σg) −→ G from the fundamental group of Σg to G. We denote by
a1, . . . , ag, b1, . . . , bg usual generators of π1(Σg) subject to the relation

∏g
j=1[aj , bj ] = e. With

similar methods, duality and the fact HomCZe (I,−) is exact and hence preserves finite colimits
we find

Z(Σg, ϕ) ∼= HomCZe (I, Lϕ) ,

where Lϕ is the coend

Lϕ :=

g⊗
j=1

Ljϕ, Ljϕ :=

∫ Xj∈CZϕ(aj)
Xj ⊗ ϕ(bj).X

∗
j .

These formulae can be found in [Tur10b, VII.3.3], where they are used as a definition to build a
G-modular functor from an appropriate type of G-category. Above we have followed the converse
logic and started with a given extended G-equivariant topological field theory, extracted this
category and the corresponding modular functor and derived these formulae.
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If we denote by P the pair of pants, then evaluation of Z on the bordism S1×P : T2
∐

T2 −→
T2 appropriately decorated with G-bundles yields linear maps

Z(T2, (g, h))⊗ Z(T2, (g, h′)) −→ Z(T2, (g, hh′)) for all g, h, h′ ∈ G ,

which extend by zero to an associative multiplication on the total space

⊕
g,h∈G
gh=hg

Z(T2, (g, h)) ∼=
⊕
g,h∈G
gh=hg

∫ X∈CZh
HomCZh

(g.X,X) . (6.4)

The vector space (6.4) together with this multiplication is called the equivariant Verlinde algebra
of Z. It is the key to the proof of the following statement:

Proposition 6.14. Let G be a finite group and Z : G-Cob(3, 2, 1) −→ 2Vect an extended G-
equivariant topological field theory such that the monoidal unit of CZ is simple. Then all twisted
sectors CZg for g ∈ G are non-trivial, i.e. different from the zero 2-vector space.

Proof. It is well-known that the mapping class group of the torus has an element φs : T2 −→ T2

such that the bundle (g, h) is pulled back along φs to the bundle (h−1, g). Hence, the evaluation
of Z on the invertible 2-morphism in G-Cob(3, 2, 1) built from φs (Remark 2.2 (c)) yields an
isomorphism Z(T2, (g, h)) ∼= Z(T2, (h−1, g)) for g, h ∈ G; in particular

Z(T2, (g, e)) ∼= Z(T2, (e, g)) for all g ∈ G . (6.5)

Suppose now CZg = 0 for some g 6= e. Then Z(T2, (e, g)) = 0 by Proposition 6.12 and hence

Z(T2, (g, e)) = 0 by (6.5). On the other hand, if we complete the unit I ∈ CZe to a basis
(I, (Bj)j∈J) of simple objects for CZe , we find by Proposition 6.12

Z(T2, (g, 1)) ∼= HomCZe (g.I, I)⊕
⊕
j∈J

HomCZe (g.Bj , Bj) .

We are using here the standard fact that coends over finitely semisimple categories can be
expressed by a sum over the simple objects, see [KL01, Corollary 5.1.9]. The element g acts as
a monoidal functor, so HomCZe (g.I, I) ∼= HomCZe (I, I) ∼= C leading to Z(T2, (g, e)) 6= 0 and hence
to a contradiction.

Example 6.15. The statement of Proposition 6.14 is false if we do not assume the simplicity
of the monoidal unit: Let Z : Cob(3, 2, 1) −→ 2Vect be a non-equivariant extended topological
field theory such that the unit of CZ := Z(S1) is simple. Then by [BDSPV15] the category CZ
is modular. If we push Z along the group morphism ι : {e} −→ G for some finite group G
using the pushforward construction of Section 4.3, we obtain a G-equivariant topological field
theory ι∗Z. Evaluation of ι∗Z on the circle yields the category Cι∗Z with trivial twisted sectors
and neutral sector Cι∗Ze =

⊕
g∈G CZ . The action by h ∈ G sends the copy for g to the copy for

hg. If we denote by Ig the unit I of CZ in the copy for g ∈ G, then the unit of Cι∗Z is given
by J =

⊕
g∈G I

g, so it is not simple for |G| ≥ 2. As a semisimple braided monoidal category,

Cι∗Z decomposes into semisimple braided monoidal categories with simple unit, see [BDSPV15,
Lemma 5.3], but this decomposition is not preserved by the G-action.

The twisted sectors of Cι∗Z are allowed to be trivial because the argument given in the proof
of Proposition 6.14 fails. More precisely, in contrast to the proof of Proposition 6.14, we find
Z(T2)(g, e) = 0 for g 6= e because Cι∗Z has no simple objects invariant (up to isomorphism)
under g.
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We have seen in Proposition 6.14 and Example 6.15 that it is important to know whether
the unit of the equivariant monoidal category coming from an equivariant topological field the-
ory is simple. The situation is under control for those theories arising from our pushforward
construction:

Proposition 6.16. Let λ : G −→ H be a morphism of finite groups and Z : G-Cob(3, 2, 1) −→
2Vect an extended G-equivariant topological field theory such that the monoidal unit I ∈ CZ is
simple. The monoidal unit in the category Cλ∗Z associated to the pushforward

λ∗Z : H-Cob(3, 2, 1) −→ 2Vect

of Z along λ in the sense of Definition 4.7 has the endomorphism space C|H/ imλ|. In particular,
the unit of Cλ∗Z is simple if and only if λ is surjective.

Proof. The group morphism λ induces a functor λ∗ : G//G −→ H//H for the groupoids of
G-bundles and H-bundles over the circle, respectively. An easy computation shows that the
homotopy fiber over e ∈ H is given by (kerλ×H)//G, where G acts on kerλ×H by

a.(g, h) =
(
aga−1, hλ

(
a−1
))

for all a ∈ G, g ∈ kerλ, h ∈ H.

By the definition of the pushforward, Cλ∗Ze is the 2-vector space of parallel sections of the 2-vector
bundle obtained by pullback of CZ : G//G −→ 2Vect along the projection (kerλ ×H)//G −→
G//G. The evaluation of λ∗Z on the disk decorated with the trivial H-bundle yields a map
FinVect −→ Cλ∗Ze whose image on C is the monoidal unit J of Cλ∗Z . Again, by the definition
of the pushforward, this map FinVect −→ Cλ∗Ze and its image on C are computed as follows:
The morphism λ induces the functor ?//G −→ ?//H for the G-bundles and H-bundles over the
disk, respectively. Its homotopy fiber over ? is given by ({e} × H)//G. By restriction to the
boundary, this groupoid embeds into the homotopy fiber (kerλ×H)//G that we computed for
the circle. Denote by ι : ({e} ×H)//G −→ (kerλ×H)//G the embedding. Now the monoidal
unit J ∈ Cλ∗Ze is the parallel section given on (g, h) ∈ kerλ×H by

J(g, h) = lim
ι−1[g,h]

I .

This parallel section is supported on {e}×H, where it has constant value I. Since H acts on Cλ∗Z
by linear functors, we see that the endomorphism space of J of is given by C|π0(({e}×H)//G)| =
C|H/ imλ|.

The right hand side of (6.4) makes sense for any G-ribbon category (regardless of whether it
comes from an equivariant topological field theory) and inspires the following definition:

Definition 6.17 (Equivariant modularity, after [Kir04]). Let G be a finite group and C a finitely
semisimple G-equivariant ribbon category. We define as in [Kir04, Section 8]

Ṽ(C)g,h :=

∫ X∈Ch
HomCh(g.X,X)

and the equivariant Verlinde algebra

Ṽ(C) :=
⊕
g,h∈G
gh=hg

Ṽ(C)g,h .

For g, h ∈ G with gh = hg, X ∈ Ch, Y ∈ Cg and a morphism ϕ : g.X −→ X we define the
morphism s̃(ϕ) : Y −→ h.Y using the graphical calculus as
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Y

X X∗

g:X

h:Y

'

.

This assignment induces a linear map

s̃ : Ṽ(C)g,h =

∫ X∈Ch
HomCh(g.X,X) −→

∫ Y ∈Cg
HomCg(Y, h.Y ) ∼= Ṽ(C)h−1,g .

We denote the induced map Ṽ(C) −→ Ṽ(C) also by s̃. We call the finitely semisimple G-
equivariant ribbon category C a G-multimodular category if the map s̃ : Ṽ(C) −→ Ṽ(C) is
invertible. A G-modular category is a G-multimodular category with simple monoidal unit.

Remark 6.18. (a) The name equivariant Verlinde algebra is also justified in the purely al-
gebraic case because Ṽ(C) comes with a multiplication, see [Kir04, Section 8], which is
in accordance with the multiplication provided by Proposition 6.12 in the case where our
category comes from a topological field theory.

(b) A {e}-multimodular category is just a modular category without the requirement that the
unit is simple. However by [BDSPV15, Lemma 5.3], such a category decomposes into a
sum of modular categories. For G 6= {e} such a decomposition need not be possible, see
Example 6.15, so the simplicity of the unit is an important requirement for equivariant
categories.

(c) In [TV14] a G-modular category is defined to be a finitely semisimple G-equivariant ribbon
category with simple unit such that the twisted sectors are non-trivial and the neutral
sector is modular. This notion of G-modularity turns out to be equivalent to the one
defined above as follows from a result by Müger in [Tur10b, Appendix 5, Theorem 4.1
(ii)], see also [Müg04], and the characterization of G-modularity as defined above in terms
of the orbifold theory given in [Kir04] and recalled as Theorem 6.19 below.

6.2.2 Equivariant modularity of CZ

Now we can prove the main result of this section, namely the equivariant modularity of the
category CZ that a 3-2-1-dimensional G-equivariant topological field theory Z yields on the
circle. We will have two versions of the result depending on whether the unit in CZ is simple.
The proofs will be totally independent.

If the unit of CZ is simple, then we will prove that CZ is G-modular. The method of proof
demonstrates that the topological orbifold construction provides a link between the purely al-
gebraic understanding of equivariant modular categories in [Kir04] to the topological results
of [BDSPV15]. To this end, we use that the notion of equivariant modularity is completely
governed by the following strong algebraic result from [Kir04] that we slightly rephrase:

Theorem 6.19 ([Kir04, Theorem 10.5]). Let G be a finite group. For any finitely semisimple
G-equivariant ribbon category C, the orbifold category C/G naturally inherits by Proposition 6.3
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the structure of a finitely semisimple ribbon category and

C is G-modular ⇐⇒ C/G is modular.

Theorem 6.20. Let G be a finite group. For any extended G-equivariant topological field
theory Z the category CZ obtained by evaluation on the circle is

(a) G-modular if its monoidal unit is simple,

(b) and in the general case still G-multimodular.

Proof. If the unit of CZ is simple, the monoidal unit of Z/G(S1) is simple as well by Proposi-
tion 6.2. Now Theorem 6.4 yields an equivalence

Z

G
(S1) ' C

Z

G

of finitely semisimple ribbon categories. But by [BDSPV15] the category Z/G(S1) is even
modular, hence so is CZ/G. Now Theorem 6.19 implies that CZ is G-modular. This proves (a).

For the proof of (b), by Theorem 5.49 we have to show that the operator s̃ : Ṽ(CZ) −→ Ṽ(CZ)
is invertible.

In the non-equivariant case, this follows from the fact that s̃ is obtained by evaluation of Z
on an invertible 2-automorphism of the torus T2. More precisely, the non-equivariant version
of s̃ is discussed in [Tur10a, II.1.4 & 3.9] and sometimes also referred to as the ‘S-matrix’. In
[Tur10a, IV.5.4] it is explained that this map is the evaluation of the topological field theory on
an element of the mapping class group SL(2,Z) of the torus seen as invertible three-dimensional
bordism via the mapping cylinder construction. We denote this mapping class group element
by φs. Now s̃ is invertible since φs is.

This is adapted to the equivariant case as follows: By the mapping cylinder construction in
the form of Remark 2.2 (c) the element φs gives rise to an invertible 2-morphism in G-Cob(3, 2, 1)
from T2 with bundle decoration (g, h) for g, h ∈ G with gh = hg to T2 with bundle decoration
(h−1, g), compare to the proof of Proposition 6.14. By the same arguments as in the non-
equivariant case, the evaluation of Z on this 2-morphism is the map s̃ : Ṽ(CZ)g,h −→ Ṽ(CZ)h−1,g,

which shows us that this map is invertible. But then s̃ : Ṽ(CZ) −→ Ṽ(CZ) is also invertible.

Remark 6.21. We can give another proof of Theorem 6.20 (a): By Remark 6.18 (c) it suffices
to show the following two things:

• The neutral sector of CZ is modular: This follows from the fact that we can pull Z
back along the symmetric monoidal functor Cob(3, 2, 1) −→ G-Cob(3, 2, 1) equipping all
manifolds with the trivial G-bundle. This yields an ordinary extended topological field
theory whose value on the circle is CZe , which is a modular category by [BDSPV15].

• The twisted sectors of CZ are non-trivial: This was proven directly in Proposition 6.14
based on modular invariance.

Note that (b) generalizes (a) if we take the statement in Proposition 6.2 on the simplicity of
the units into account.

Remark 6.22. There are two main constructions for three-dimensional G-equivariant topolog-
ical field theories due to Turaev and Virelizier:

• The state sum construction [TV12] takes as input a spherical G-fusion category S and
yields a G-equivariant Turaev-Viro type theory TVG

S .
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• The surgery construction [TV14] takes as input an (anomaly-free) G-modular category C
and yields a G-equivariant Reshetikhin-Turaev type theory RTG

C .

In [TV12, TV14] both constructions are not given using the language of extended equivariant
topological field theories, but in [TV19, Remark 8.5] it is explained how these constructions can
be lifted to this framework. Then the surgery construction will give an extended equivariant
topological field theory RTG

C in the sense of this thesis such that the value of RTG
C on the circle is

C; and the state sum construction will also give an extended equivariant topological field theory
TVG
S such that the evaluation of TVG

S on the circle will be given by the G-center ZG(S) of S
according to [TV19, Theorem 8.2]

TVG
S ' RTG

ZG(S) (6.6)

which is a generalization of the non-equivariant case.
IfG is finite, we can compute the orbifold theories of RTG

C and TVG
S for aG-modular category C

and a G-fusion category S: By Theorem 6.4 the orbifold theory RTG
C /G : Cob(3, 2, 1) −→ 2Vect

of RTG
C is the Reshetikhin-Turaev theory for the orbifold category C/G, i.e.

RTG
C

G
' RTC/G . (6.7)

For TVG
S , we find

TVG
S

G
(S1)

(6.6)

'
RTG

ZG(S)

G
(S1)

(6.7)

' ZG(S)

G
' Z(S)

as modular categories, where in the last step we used [GNN09, Theorem 3.5]. Hence, the orbifold
theory TVG

S /G is the non-equivariant Turaev-Viro theory for S seen as spherical fusion category
(recall that a G-fusion category is fusion if and only if G is finite, see [TV12, Section 4.2]). Hence,
on the level of spherical fusion categories, orbifoldization amounts to forgetting the G-grading.

Furthermore, we remark that a generalization of RTG
− taking G-multimodular categories as

input should provide a weak inverse to the functor from G-equivariant 3-2-1-dimensional topo-
logical field theories to G-multimodular categories by evaluation on the circle, see Theorem 6.20
(when restricting to the anomaly-free case). Hence, G-equivariant 3-2-1-dimensional topological
field theories should be classified by (anomaly-free) G-multimodular categories.
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Summary

The notion of a topological field theory lies at the interface of topology, algebra and mathematical
physics. In the three-dimensional case, it is intimately related to representation theory.

In this thesis, we develop an orbifold construction for extended topological field theories with
particular focus on applications in the three-dimensional case. In order to describe this con-
struction, the notion of an equivariant topological field theory, a particular flavor of topological
field theory, is needed: For a finite group G, an extended equivariant topological field theory is
an extended topological field theory defined on a bordism bicategory in which all manifolds are
equipped with a G-bundle. The topological orbifold construction is a functorial construction that
assigns to a given extended G-equivariant topological field theory an extended non-equivariant
topological field theory.

We develop a two-step procedure for the construction of the orbifold theory of a given extended
equivariant topological field theory: First, we produce from the input theory a non-equivariant
topological field theory with values in a certain symmetric monoidal bicategory built from 2-
vector bundles over groupoids and their higher spans (we refer to this step as change to equi-
variant coefficients). Afterwards, we develop and apply a parallel section functor that assigns
2-vector spaces of parallel sections to 2-vector bundles and certain pull-push maps to higher
spans of 2-vector bundles. Since the orbifold construction is given at the level of topological
field theories, we will refer to it as the topological orbifold construction.

While this construction itself can be formulated in any dimension, a large part of the thesis
is concerned with the three-dimensional (more precisely 3-2-1-dimensional) case. In this spe-
cific dimension, we can profit from the deep connection between topological field theories and
representation theory. We prove that, when restricted to the circle, the topological orbifold con-
struction corresponds to the purely algebraic concept of an orbifold category, thereby opening a
topological perspective on this widely used and well-investigated construction in representation
theory. In fact, one of the strengths of the topological orbifold construction lies precisely in
this relation to the concept of an orbifold category. As an illustration of the interplay between
topological and algebraic orbifoldization, we prove that the evaluation of a 3-2-1-dimensional
G-equivariant topological field theory on the circle is a G-(multi)modular category.

Already the formulation of the relation between topological and algebraic orbifoldization re-
quires proving a number of results on the structure that is present on the category obtained
by evaluation of a 3-2-1-dimensional G-equivariant topological field theory on the circle. We
accomplish this by introducing the so-called little bundles operad, a topological operad built
from Hurwitz spaces generalizing the little disks operad. By exhibiting a presentation in terms
of generators and relations for this aspherical operad, we prove that its categorical algebras are
precisely braided crossed categories.

The applications of the topological orbifold construction go beyond the ones presented in
this thesis. In combination with subsequent work of the author with L. Müller on extended
topological field theories from cohomological data, it allows us to understand twisted Drinfeld
doubles in a topological way. Moreover, it has been extensively used in work of Müller-Szabo
for the description of anomalies in quantum field theories, and by Young for the construction of
orientation twisted homotopy quantum field theories.
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Zusammenfassung

Der Begriff einer topologischen Feldtheorie liegt an der Schnittstelle von Topologie, Algebra
und mathematischer Physik. Im dreidimensionalen Fall besitzt er enge Beziehungen zur Dar-
stellungstheorie.

In dieser Arbeit entwickeln wir eine Orbifoldkonstruktion für erweiterte topologische Feldtheo-
rien mit besonderem Augenmerk auf dem dreidimensionalen Fall. Um diese Konstruktion
zu beschreiben, benötigen wir den Begriff einer äquivarianten topologischen Feldtheorie, eine
spezielle Ausprägung von topologischer Feldtheorie: Für eine endliche Gruppe G ist eine erweit-
erte äquivariante topologische Feldtheorie eine erweiterte topologische Feldtheorie definiert auf
einer Bikategorie von Bordismen, deren Mannigfaltigkeiten mit G-Bündeln ausgestattet sind.
Die topologische Orbifoldkonstruktion ist eine funktorielle Konstruktion, die einer gegebenen
erweiterten G-äquivarianten topologischen Feldtheorie eine erweiterte nicht-äquivariante topol-
ogische Feldtheorie zuweist.

Wir entwickeln ein aus zwei Schritten bestehendes Verfahren für die Konstruktion der Orbi-
foldtheorie einer gegebenen erweiterten äquivarianten topologischen Feldtheorie: Zuerst pro-
duzieren wir aus der gegebenen Theorie eine nicht-äquivariante topologische Feldtheorie mit
Werten in einer bestimmten symmetrisch monoidalen Bikategorie bestehend aus 2-Vektorbündeln
über Gruppoiden und ihren höheren Korrespondenzen (wir bezeichnen diesen Schritt als Wech-
sel zu äquivarianten Koeffizienten). Anschließend entwickeln und verwenden wir einen Funktor
der parallelen Schnitte, der 2-Vektorbündeln die 2-Vektorräume ihrer parallelen Schnitte und
höheren Korrespondenzen gewisse Pull-Push-Abbildungen zuweist. Da die Orbifoldkonstruktion
auf der Ebene von topologischen Feldtheorien gegeben wird, bezeichnen wir sie als topologische
Orbifoldkonstruktion.

Während die Konstruktion selbst in jeder Dimension gegeben werden kann, befasst sich ein
großer Teil dieser Arbeit mit dem dreidimensionalen (genauer 3-2-1-dimensionalen) Fall. In
dieser bestimmten Dimension können wir von der tiefen Verbindung zwischen topologischen
Feldtheorien und Darstellungstheorie profitieren. Wir beweisen, dass die topologische Orbifold-
konstruktion, wenn auf den Kreis eingeschränkt, dem rein algebraischen Konzept einer Orbifold-
kategorie entspricht, womit sich eine topologische Perspektive auf diese viel benutzte und gut
untersuchte darstellungstheoretische Konstruktion eröffnet. Tatsächlich liegt eine der Stärken
der topologischen Orbifoldkonstruktion genau in dieser Beziehung zum Konzept einer Orbifold-
kategorie. Als Illustration des Zusammenspiels zwischen topologischer und algebraischer Orbi-
foldisierung beweisen wir, dass die Auswertung einer 3-2-1-dimensionalen äquivarianten topolo-
gischen Feldtheorie auf dem Kreis eine G-(multi)modulare Kategorie ist.

Bereits die Formulierung der Beziehung zwischen topologischer und algebraischer Orbifoldi-
sierung verlangt den Beweis einer Vielzahl von Ergebnissen über die anzutreffende Struktur auf
der Kategorie, die durch Auswertung einer 3-2-1-dimensionalen G-äquivarianten topologischen
Feldtheorie auf dem Kreis erhalten wird. Uns gelingt dies durch die Einführung der sogenannten
Operade der kleinen Bündel, einer topologischen Operade, die die Operade der kleinen Scheiben
verallgemeinert. Durch Angabe einer Darstellung dieser asphärischen Operade durch Erzeuger
und Relationen beweisen wir, dass die kategoriellen Algebren dieser Operade gerade verzopfte
gekreuzte Kategorien sind.

Die Anwendungen der topologischen Orbifoldkonstruktion gehen über die in dieser Arbeit
präsentierten hinaus. In Kombination mit nachfolgender Arbeit des Autors mit L. Müller zu
erweiterten topologischen Feldtheorien aus kohomologischen Daten erlaubt sie uns, getwistete
Drinfeld-Doppel auf topologische Art zu verstehen. Weiterhin geht sie zentral ein in Arbeiten
von Müller-Szabo für die Beschreibung von Anomalien in Quantenfeldtheorien und von Young
für die Konstruktion von orientierungsgetwisteten Homotopiequantenfeldtheorien.
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