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Abstract

The interplay between intra- and intermolecular forces, with hydrogen bonding and
London dispersion interactions being among the most important ones, drives bio-
molecular aggregation and recognition processes. Although London dispersion inter-
actions were described in 1930 by Fritz London, the importance of their contribution
to intra- and intermolecular interactions is still not well understood at the quanti-
tative level. With geometrically well-defined molecular model systems, where the
interplay between dispersion and hydrogen bonding is particularly interesting, it is
possible to systematically examine and quantify the London dispersion contribution
to intermolecular interaction energies.

The spectroscopy of the model systems in a cold environment can give spectroscopic
data of these systems at low temperatures and isolated conditions, and this data
can be directly compared with the results from various theoretical methods. Fur-
ther, the experimental information can be taken to benchmark quantum-chemical
methods and can be utilized in the development and the testing of newer theoretical
methods. Rotational spectroscopy, as employed in this work, is a high resolution
and highly sensitive technique, which provides accurate structural information on
the different binding sites in the model systems and about the intra- and intermolec-
ular interactions within these complexes.

Within the framework of this thesis, three kinds of complexes were studied in a
systematic approach, which can serve as suitable challenging systems for the theo-
retical description and characterization of dispersion interactions. The first explores
the effect of dispersion interactions when complexes are dominated by a strong clas-
sical OH–O hydrogen bond, as studied in camphor complexes with methanol and
ethanol, respectively. In the second category, the effect of dispersion interaction
is explored when complexes can form either via strong, classical OH–O hydrogen
bonds and weaker OH–π bonds in the same molecule, as studied in the complexes
of phenyl vinyl ether with methanol, diphenyl ether with water, tert-butyl alcohol
and adamantanol, and dibenzofuran with water, methanol, and tert-butyl alcohol.
In the third category, the effect of dispersion interaction on molecular aggregation
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is investigated via complexes formed only by weak OH–π and/or CH-O hydrogen
bonds as well as π-π dispersion interactions, as in the study of homodimers of three
similar molecules, diphenyl ether, dibenzofuran, and fluorene, which have different
structural flexibility. Through these different model systems, we aim to investigate
how a preferred complex structure changes either by introducing small changes in
the main molecule or the binding partner or on aggregation.

The development of chirped-pulse Fourier transform microwave spectroscopy has
enabled the recording of wide portions of a rotational spectrum in a time-efficient
way. With the advancement in electronics, it is now possible to build microwave
spectrometers in a cost-effective way. Herein, a new design of a cost-effective 18-
26 GHz microwave spectrometer, based on a segmented chirped-pulse approach, is
built and evaluated. This new design will help to make the powerful technique of
rotational spectroscopy more widespread.
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Zusammenfassung

Das Zusammenspiel zwischen intra- und intermolekularen Kräften, von denen die
Wasserstoffbrückenbindungen und die London-Kräfte die wichtigsten darstellen,
steuert die Aggregation und Erkennungsprozesse von Biomolekülen. Obwohl die
London-Kräfte bereits 1930 von Fritz London beschrieben wurden, sind ihre quan-
titativen Beiträge zu intra- und intermolekularen Wechselwirkungen noch nicht
vollständig verstanden. Das Zusammenwirken der London-Dispersionskräfte und
Wasserstoffbrückenbindungen ist von besonderem Interesse. Mit strukturell gut
definierten, molekularen Modellsystemen ist es möglich, diese systematisch und
quantitativ in Hinblick auf intermolekulare Wechselwirkungsenergien zu unter-
suchen.

Spektroskopische Ergebnisse solcher Modellsysteme bei niedrigen Temperaturen
unter isolierten Bedingungen können direkt mit den Ergebnissen verschiedener theo-
retischer Methoden verglichen werden. Weiterhin können die experimentellen Ergeb-
nisse für die Weiterent-Wichlung und zum Testen neuer quantenchemischer Metho-
den rerwendet werden. Die in dieser Arbeit beschriebene Rotationsspektroskopie ist
eine hochauflösende und empfindliche Methode, mit der man genaue Strukturen und
damit auch Informationen über die intra- und intermolekularen Wechselwirkungen
in diesen Komplexen gewinnen und Aussagen über die jeweiligen Bindungsstellen
treffen kann.

Im Rahmen dieser Arbeit wurden in einem systematischen Ansatz drei unter-
schiedliche Arten von Molekülkomplexen untersucht, die Herausforderungen an die
theoretische Beschreibung und Charakterisierung der Dispersionwechselwirkungen
stellen. Zum Ersten wurden Komplexe untersucht, bei welchen klassische OH-O
Wasserstoffbrückenbindungen dominieren. Als Modellsysteme dienten Komplexe
aus Kampfermolekülen und Methanol oder Ethanol. In einer zweiten Kategorie sind
Komplexe mit Molekülen, die sowahl starke klassische Wasserstoffbrückenbindun-
gen als auch schwache OH-π-Bindungen bilden können. Hierzu wurden Komplexe
aus Phenyl-Vinyl-Ether mit Methanol, Diphenylether mit Wasser, tert-Butylalkohol
und Adamantanol sowie Dibenzofuran mit Wasser, Methanol und tert-Butylalkohol
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untersucht. Schließlich wurde in einer dritten Gruppe der Effekt der Dispersion-
wechselwirkungen auf die Aggregation von Molekülen studiert, welche ausschließlich
durch schwache OH-π und/oder CH-O Wasserstoffbindungen sowie π-π Dispersion-
swechselwirkungen gebildet werden. Untersucht wurden dabei Homodimere aus
den drei Molekülen Diphenylether, Dibenzofuran und Fluoren, welche interessante
strukturelle Ähnlichkeiten bei unterschiedlicher struktureller Flexibilität aufweisen.
Mit diesen verschiedenen Modellsystemen soll aufgedeckt werden, wie sich eine
bevorzugte Komplexstruktur durch das Einbringen kleiner Änderungen im Haupt-
molekül, der Bindungspartner oder bei der Aggregation ändert.

Die Entwicklung der Chirped-pulse Fourier-Transform Mikrowellenspektroskopie
ermöglichte es, weite Bereiche eines Rotationsspektrums in kurzer Zeit aufzunehmen.
Bedingt durch die rasante Entwicklung im Bereich der Elektronik ist es heute
möglich, Mikrowellenspektrometer kostengünstig zu bauen. In dieser Arbeit wurde
ein neues, auf dem Prinzip segmentierter, gechirpter Pulse beruhendes Design für ein
Spektrometer im Bereich zwischen 18 und 26 GHz aufgebaut und charakterisiert.
Dieses neue Design kann dazu beitragen, der Rotationsspektroskopie eine weitere
Verbreitung zu sichern.
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Chapter 1

Introduction

How do proteins fold? How are geckos and arthropods able to walk along walls and
ceilings? Why are branched alkanes more stable than linear alkanes? What are the
forces behind stabilizing graphene stacked sheet structure?

These important questions, based on every-day life observations, have been ratio-
nally explained by the interplay of van der Waals interaction [1–4]. One of the
weakest intra- and intermolecular interactions, the van der Waals interaction, is
omnipresent in all areas of science [5–8]. Intra- and intermolecular interactions
comprises of hydrogen bond, induction, and London dispersion interactions [9]. The
subtle interplay between these different forces, along with repulsion, determines a
full understanding of the structure, stability, and reactivity of a chemical system.

It has been 100 years since hydrogen bonding was first described in 1920 by Latimer
and Rodebush [10, 11]. The classical electrostatic donor-acceptor (OH-O) interac-
tion description of hydrogen bonding is the same as defined a century ago. From
then onwards, it has been considerably expanded by the International Union of Pure
and Applied Sciences (IUPAC) to include different classes of donor-acceptor inter-
actions to accommodate the appearance of new experimental and computational
results [12]. Because of hydrogen bonding, the structure, function, and dynamics of
a vast number of chemical systems, ranging from inorganic to biological molecules,
are being understood. Its strength lies between 0.25 - 40 kcal mol−1 (1 - 167 kJ
mol−1, 87 - 14000 cm−1) [13], but this major contribution does not completely cover
the attractive part of the intermolecular interactions. There are effects from dis-
persion interaction, which have shown to play an important role in the formation
and stability of a structure [6, 14]. For example, by including dispersion interaction
one can fully understand the greater stability of branched over linear alkanes or the
π − π attractive structures of graphene.
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Figure 1.1: a) Hydrogen bonding interaction, as in the water dimer (adapted from
[19]), is represented as an electrostatic interaction between two point charges, b) the
interaction between two moieties is governed by dispersion interaction, as in the π-
stacked structure of graphene (adapted from [20]). The idea for the figure is adapted
from Reference [6].

The concept of London dispersion interaction was described in 1930 by Fritz London
[15]. It is a purely quantum mechanical effect and arises from attractions between
instantaneously induced dipole moments on neighboring atoms [9, 16]. It is the force
that holds together noble gas clusters, e.g., Ar-Ar [17], and many noble gas/neutral
molecule clusters like benzene-Kr and benzene-Xe complexes [18]. The contribution
from London dispersion interaction has been underestimated for a long time. Re-
cently, with increasing molecular size, it has been noted that this contribution grows
rapidly and can amount to tens of kcal mol−1. It scales with the number of pairwise
interactions between atoms and molecules and can thus be added up [6]. But the
force between two molecules is influenced by other surrounding molecules so that
one cannot simply add all pairwise interactions to determine the total interaction
energy of one molecule with the others. Figure 1.1 shows a comparison between
hydrogen bonding, as in the water dimer, and dispersion interaction, represented by
π-stacked structure of graphene, where the strength of hydrogen bonding is defined
by the electrostatic interaction between two point charges, whereas dispersion inter-
action is present between two interacting moieties.

With the advancement in experimental and theoretical methods/techniques, it has
been realized that dispersion interactions, along with hydrogen bonding and induc-
tion, are an important element to determine the structure, stability, and reactivity
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of a chemical system [6, 16]. They play a role across many areas of science, including
molecular physics, surface physics, colloid science, biology, and astrophysics. From
protein folding to supramolecular synthesis, the contributions from these weak dis-
persion interactions are significant. It has potential in nanotechnology applications,
to stabilize unusual molecular fragments and also to construct new materials [8].

For a better understanding of dispersion interactions at the molecular level and to
use them to benchmark quantum-chemical methods, a priority program on ‘Con-
trol of London Dispersion Interactions in Molecular Chemistry’ is being funded by
the Deutsche Forschungsgemeinschaft (SPP1807) since 2015 [21]. The research pre-
sented in this thesis is embedded in the program. The interplay between hydrogen
bonding and dispersion interaction will help in understanding and describing biologi-
cal phenomena, as well as in designing and developing new materials. Though known
for decades, the determination of the strength of dispersive interactions between
certain groups is a challenging task [6]. With geometrically well-defined molecular
model systems, which are particularly interesting for the interplay between disper-
sion and hydrogen bonding, it is possible to systematically examine and quantify
the London dispersion contribution to interaction energies [16].

Dispersion interaction has shown its importance at both theoretical and experimen-
tal levels. In a recent study, on the conformations of allyl isocyanate (CH2=CHC-
H2N=C=O) [22], quantum chemical methods that include dispersion, such as
Møller-Plesset second-order perturbation theory (MP2) [23], and dispersion cor-
rected terms D3(BJ) [24, 25] added to density functional theory employing the
Becke, three parameter, Lee-Yang-Parr (B3LYP) [26, 27], predicted three different
conformers. These conformers were also observed experimentally with microwave
spectroscopy. Interestingly, computational methods without dispersion corrections
are not able to capture the global minimum conformation. With dispersion interac-
tion already becoming important at the conformational level, this indicates that with
increasing molecular complexity and complex formation, a better understanding of
dispersion is needed at the theoretical level. In another study on 12-crown-4 ether
interacting with water clusters [28], the structures observed using broadband rota-
tional spectroscopy are stabilized by OH-O and CH-O hydrogen bonds along with
dispersion interactions. 12-crown-4 ether is a flexible molecule, where the observed
conformation of the molecule remarkably changes when interacting with water com-
pared to its bare structure to maximize the interaction. This phenomenon cannot
only be explained by hydrogen bonding, making dispersion interaction an important
factor in providing extra stability to the changed conformation in cluster formation.
In yet another study, the observance of the shortest intermolecular CH-HC distance
of 1.566(5) Å to date [29], solely results from London dispersion interaction. This
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distance is even shorter than the prototypical classical OH-O hydrogen bond system
of water dimer (in water dimer O-O distance is 2.952 Å [19], for OH bond length of
0.96 Å, the OH-O hydrogen bond distance becomes 1.99 Å).

Examples where the interplay of hydrogen bonding and dispersion have been inves-
tigated in a systematic approach are presented. Clusters of anisole and its deriva-
tives with methanol have been investigated by Fourier transform infrared (FTIR)
spectroscopy. Anisole offers a hydrogen bonding site with the ether oxygen and a π
system with the phenyl ring for dispersion interaction. Its interaction with methanol
has shown a preference towards the oxygen bound complex [30]. On methylation
of anisole, the preferred interaction tips towards a dispersive π bound complex [31].
This observation is explained by the +I (inductive) effect of the methyl and the
+M (mesomeric) effect of the methoxy group that is known to interact differently in
ortho/para and meta position of anisole. In another example dimer formation was
studied systematically, as in clusters of benzyl alcohol, cyclohexyl methanol and 2-
methyl-1-propanol [32]. From the conformational flexibility of these molecules, the
dispersion interactions are sometimes adding up and sometimes competing with the
OH-O hydrogen bonds. Other examples are the homodimers of anisole [33], phenol
[34], and 1-naphthol [35], where the classical OH-O hydrogen bond is taken over by
π-π stacking due to increased π system.

With increasing the size of the interaction partner for similar molecules, the inter-
molecular interaction energy difference between hydrogen-bonded and van der Waals
clusters decreases. The synergistic contributions from weak hydrogen bonds like CH-
O or OH-π and/or π-π dispersion interactions to intermolecular interaction energy
in van der Waals clusters, can result in becoming equal to or take over the OH-O
hydrogen-bonded complex. In this thesis, in a systematic approach, three kinds
of complexes are studied. These complexes can be used to serve as a challenging
benchmarking system for the theoretical representation and analysis of dispersion
interactions if their energy differences are small. One kind of complexes explores
the effect of dispersion interaction when complexes are dominated by strong clas-
sical OH-O hydrogen bond. The second set of complexes are comparing strong,
classical OH-O hydrogen bonds and weak OH-π hydrogen bonds, while the third of
complexes are formed only by weak OH-π and/or CH-O hydrogen bonds as well as
π-π dispersion interaction.

In order to investigate these different kinds of complexes, rotational spectroscopy
has been employed. Rotational spectroscopy is a high resolution and highly sensitive
technique, which provides accurate structural information on the different docking
sites in these clusters. The structure of a complex can be determined by the effects of
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the molecular vibrations, centrifugal forces, and internal rotation on the rotational
Hamiltonian, and by dipole moments and quadrupole coupling [22, 36–38]. The
structural knowledge also provides information about the intra- and intermolecular
interactions within these complexes. However, rotational spectroscopy is limited to
gas phase molecules which have a non-zero dipole moment. The gas phase condition
is advantageous as the complex formation can be probed in a controlled and isolated
manner. Further, lowering the temperature of the molecules in the gas phase can
give rise to simple and intense spectra of only low-lying energy levels. The rotational
spectroscopic parameters obtained from these conditions can have a good agreement
with the theory and can further be used to benchmark quantum-chemical methods.
The maximum size of the system could be restricted because of the gas-phase re-
quirements. However, this could be (partially) solved by methods such as laser
ablation [39]. There are various examples where rotational spectroscopy has been
employed for structural determination of molecules or weakly bound complexes and
to determine intra- and intermolecular dynamics in these molecules or complexes
[34, 35, 40–45].

Microwave spectroscopy is also applicable in the fields of chirality and astrochem-
istry. It can differentiate between enantiomers of chiral molecules and can determine
the excess of one enantiomer over the other by extending the technique from its nor-
mal design [46–48]. In the field of astrochemistry, the detection of molecules in the
data collected by radio observatories e.g. Atacama Large Millimeter/submillimeter
Array (ALMA) [49] and the Herschel space telescope [50], relies on laboratory data,
in particular analyzed rotational spectra [51, 52]. The data collected by these ob-
servatories provide the molecular signals from dense molecular clouds, which gives
information on the chemical inventory of the interstellar medium on the information
on how molecules are formed in space.

Other than rotational spectroscopy, complex formation can also be investigated
by other spectroscopic techniques, such as Fourier transform infrared (FTIR) spec-
troscopy [53, 54] and infrared/ultraviolet (IR/UV) double resonance spectroscopy
[55, 56]. Both of these techniques can observe complex formation in the gas phase.
The FTIR technique gives information on the cluster formation, but due to its res-
olution, it can often not differentiate small changes in complex structure. Another
requirement of this technique is the vibrational stretching mode of the molecule
should be IR active. The IR/UV double resonance technique can often differentiate
between different complexes, but it requires a UV chromophore.

Spectroscopic techniques, which are not limited by the size of the molecules or can
study solution or solid-phase samples, are nuclear magnetic resonance (NMR) spec-
troscopy, X-ray diffraction, and electron diffraction. NMR spectroscopy, performed
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in the solution phase, provides excellent structures of molecules or complexes and
can even be applied to investigate the structure of larger (bio) molecules like protein
[57–60]. Another method for structure determination is X-ray diffraction [61, 62].
In this technique, the molecules usually exist in the form of molecular crystals, or
isolated molecules/particles. They are placed in ultrahigh vacuum conditions, and
the structure is determined by X-ray diffraction pattern produced from the electron
clouds of the molecules. In electron diffraction, instead of creating a diffraction pat-
tern as in X-ray, electrons interact with the electron cloud of the molecule [63–66].
The samples for electron diffraction should be very thin (typically less than 100 nm)
and therefore, its preparation is time-consuming.

Rotational spectroscopy

The field of rotational spectroscopy gained momentum after World War II. From
then onwards, there have been many modifications in the field, leading to the present
spectrometer designs. During the war, with the advancement in radar technology,
instruments like Stark-modulator [67] and Zeeman-modulator [68] were developed.
These instruments were based on broadcasting a continuous wave of microwave ra-
diation through a gas cell and monitoring the reduction of the wave amplitude.
These instruments were based on the absorption signal, which is typically less sen-
sitive, leading to the investigation of emission signals [69]. A drawback of both
the instruments was that they were operated at room temperature [70, 71]. This
resulted in the molecular population being distributed over many rotational and
vibrational states, which further results in less intense and more complex spectra.
This limitation was overcome with the combination of the supersonic jet technique
with microwave spectroscopy [72–74].

The next large advance for microwave spectroscopy came with the development of
Fourier transform microwave (FTMW) spectroscopy, leading to the Balle-Flygare
design of the Fabry-Perot cavity FTMW spectrometer, which was used together
with the supersonic jet [75–78]. In this setup, much like the FT-NMR technique
[79], a pulse of radiation was used to excite the molecular transition, and the molec-
ular emission was collected in the form of its free induction decay (FID). The time-
domain FID signal was Fourier transformed to yield the frequency spectrum. The
ability to take the Fourier transform of the time domain yields high-frequency res-
olution, and because it is a background-free technique, the instrument enjoys high
sensitivity. The resolution of this instrument was further improved by Grabow et.al.
[80], where they modified the design of the FTMW spectrometer by arranging the
molecular beam and the microwave field coaxially and perpendicularly. These fea-
tures enhanced the use of FTMW technique.
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But even with the success of this instrument, there was a major constraint. The
Balle-Flygare FTMW instrument can only operate over small bandwidths per acqui-
sition (1 MHz). Therefore, to acquire a spectrum over several GHz can be very time-
consuming and heavily relied on the predicted rotational constants. For a molecular
complex that has never been studied before, depending on the level of theory used,
the calculated transition frequencies are not accurate, making the spectrum analysis
tedious.

With the advancement in technology, a significant breakthrough in terms of band-
width per acquisition led to the development of chirped-pulsed Fourier transform
microwave (CP-FTMW) spectroscopy [83]. The digital synthesis of a chirped pulse
spanning several GHz became available. This allowed the collection of a broad spec-
trum at once and in a very short time, for example, 6 GHz bandwidth (between
2-8 GHz) can be spanned in 4 µs. With the observation of the rotational spec-

Figure 1.2: Simulation of camphor-ethanol complex 1 (presented in Chapter 5),
camphor [81], and alanine [82] at 1.5 K, highlighting their spectral patterns in a
broad frequency range. The intensity of a studied system in a frequency range varies
with the size of the system.
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trum in a broad frequency range, the identification of spectral patterns belonging
to different species enhanced the spectrum analysis process. Figure 1.2 shows the
simulation of camphor-ethanol complex 1 (C12H22O2, presented in Chapter 5), cam-
phor (C10H16O) [81] and alanine (C3H7NO2) [82] at 1.5 K, highlighting their spectral
pattern in a broad frequency range. This figure also illustrates the influence of the
size of a molecule on the density and intensity of the rotational transitions in a fre-
quency range. The CP-FTMW spectroscopy facilitated the structure determination
of increasingly large and complex systems [37] and the generation of molecules and
complexes through chemistry occurring within transient plasma [84].

Outline of the thesis

The work presented in this thesis have two main objective. The first is oriented to-
wards understanding the interplay between hydrogen bonding and dispersion inter-
actions in weakly bound complexes in a systematic approach, by using a home-built
2-8 GHz microwave spectrometer. The second objective is the construction and eval-
uation of a newly-designed segmented 18-26 GHz chirped-pulse spectrometer. The
theoretical background for the work described in this thesis is presented in Chapter
2. The Hamburg COMPACT 2-8 GHz broadband CP-FTMW spectrometer used
for studying the weakly bounded molecular clusters is described in Chapter 3, where
the low-frequency range is chosen as it is suitable for the analysis of relatively large
molecular clusters presented here. During this thesis, the COMPACT spectrometer
has been extended to cover 8-18 GHz. The setup of the instrumentation is also
described in Chapter 3.

One focus of this thesis is the development of a lower-cost instrument in the mi-
crowave regime (18-26 GHz) both for analytical uses as well as for astrochemistry.
This instrument design is based on a segmented chirped-pulse approach. The seg-
mented chirped-pulse method has been applied to built spectrometers in the mil-
limeter and sub-millimeter range [85]. With the advancement in technology, it is
now possible to design and decrease the cost of microwave spectrometers while still
maintaining the characteristics of the instrument. The design, construction and
evaluation of this spectrometer is presented in Chapter 3, Section 3.5 (A lower-cost
newly-designed segmented chirped-pulse 18-26 GHz Fourier transform microwave
spectrometer).

The influence of dispersion interactions on strong classical (OH-O) hydrogen bond
is presented through complexes of a ketone (camphor) and two alcohols (methanol
and ethanol) and is combined with the already-studied camphor-water complexes
[86]. This study is presented in Chapter 5 - Monographic Part, Section 5.1 - Side-
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chain length influencing dispersion interaction in camphor-alcohol complexes. For
comparing strong, classical OH-O hydrogen bonds and weak OH-π hydrogen bonds,
complexes between an ether/furan and an alcohol have been systematically studied
to understand the role of dispersion interactions (Chapter 4, section 4.1). The cu-
mulative part of this thesis presents the study of phenyl vinyl ether with methanol
in Section 4.1.1 (The phenyl vinyl ether-methanol complex ). Section 4.1.2 (Struc-
tures of diphenyl ether aggregates with water and alcohols) comprises of complexes
of DPE with water, tert-butyl alcohol, adamantanol, and combines it with the al-
ready studied diphenyl ether-methanol study [87]. With a small structural change
from diphenyl ether to dibenzofuran, the molecular complexes of dibenzofuran with
water, methanol, and tert-butyl alcohol are investigated in Section 4.1.3 (Complexes
of dibenzofuran with water and alcohols). The non-covalently bonded molecular
complexes of an ether/furan and an alcohol have been investigated by broadband
rotational spectroscopy, complemented by Fourier transform infrared (FTIR) and in-
frared/ultraviolet (IR/UV) double resonance spectroscopy. The homodimer clusters
diphenyl ether, dibenzofuran, and fluorene are studied to investigate how molecules
start to aggregate in the absence of classical OH-O hydrogen bond formation: two
different arrangements are possible (π stacking and hydrogen bonded T-shaped
structures). This study is presented in Chapter 4 - Section 4.2 (Dispersive stacking
in the aggregates of diphenyl ether, dibenzofuran and fluorene dimers).

In the microwave spectra of the above complexes, features like internal motion of
water and methyl internal rotation are observed. The barrier to methyl internal
rotation is calculated for all the methanol containing complexes. For where the
signal-to-noise ratio of the complex is sufficient, the experimental structure of those
complexes are presented. Through these fourteen different systems, we aim to in-
vestigate how a preferred complex structure changes by introducing small changes
in either the main molecule or the binding partner or on aggregation.

9





Chapter 2

Theoretical background

Spectroscopy is defined as the analysis of the interaction between a physical system
(atoms and molecules) with any portion of the electromagnetic radiation. The ab-
sorption or emission of photons from different energy levels of a system gives rise to
transitions in a spectrum. Molecular spectra can be complex, as they reflect changes
in the electronic, vibrational or rotational motions of a system. Quantum mechan-
ics are employed to understand the spectrum obtained from different spectroscopic
techniques. The theoretical background allows us to determine different aspects of
a molecule like structure, bond strengths, and electric dipole and nuclear electric
quadrupole moments.

For a molecule, the quantized energy of its states can be calculated with the time
independent Schrödinger equation,

Ĥψ = Eψ, (2.1)

where ψ is the eigenfunction of the Hamiltonian operator Ĥ and E is its correspond-
ing eigenvalue.

Within the Born-Oppenheimer approximation, the electronic and nuclear motion
can be separated as they occur at different timescales [88]. The total eigenfunction
ψtot of a molecule can be written as the product of vibrational ψvib, rotational ψrot,
translational ψtrans and electronic ψelec eigenfunctions:

ψtot = ψvibψrotψtransψelec. (2.2)

Its corresponding total Hamiltonian operator and the total energy of a molecule
can be presented as the sum of electronic, vibrational, rotational and translational
parts [89]:
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Ĥtot = Ĥvib + Ĥrot + Ĥtrans + Ĥelec (2.3)

E = Evib + Erot + Etrans + Eelec (2.4)

In this work only the rotational energy of a system in their electronic and vibrational
ground states is evaluated via microwave spectroscopy, and its corresponding time-
independent Schrödinger equation

Ĥrotψrot = Erotψrot (2.5)

are discussed in the following section.

2.1 Rotational Hamiltonian

Rigid rotor Hamiltonian

To calculate the Erot in quantum mechanics, an analogy with the rigid rotor model
from classical mechanics is made, where the rotational energy of a rigid body is
given as:

Erot =
1

2
ω†Iω (2.6)

with the inertia tensor I, and the angular velocity ω.

For a rotating system formed by N atoms, each one with mass mi and spatial
coordinates xi, yi, zi in a Cartesian axis system, the inertia tensor can be written
as:

I =
N∑
n=0

mi


y2i + z2i −xiyi −xizi
−yixi x2i + z2i −yizi
−zixi −ziyi x2i + y2i

 =


Ixx Ixy Ixz

Iyx Iyy Iyz

Izx Izy Izz

 (2.7)

The inertia tensor I can be simplified by placing the origin of the axis system at the
center of mass of the rotating body in such a way that the tensor becomes diagonal.
This molecular axis system is called the principal axis system, where the axes are
denoted as a, b, c, and it is unique for each rotating system. There are six ways to
correlate the Cartesian axis system to the principal axis system, as summarized in
Table 2.1. Other than the center of mass condition, the axis system is chosen such
that the diagonal elements of I, called the principal moments of inertia, are defined
with increasing size Ia ≤ Ib ≤ Ic.

12



Table 2.1: Possible identification of the principal axis system axes a, b, c with the
reference axes x, y, z leading to six different representations.

Ir I l IIr II l IIIr III l

x b c c a a b

y c b a c b a

z a a b b c c

Based on symmetry, molecules are classified into four different categories:

1. Linear top molecules (Ia = 0 and Ib = Ic) have a zero moment of inertia
about one of their molecular axes, and the other two principal moments of
inertia are equal in value, e.g., carbon dioxide (CO2), carbonyl sulfide (OCS).

2. Spherical top molecules (Ia = Ib = Ic) have all three principal moments of
inertia equal to each other, e.g. methane (CH4), carbon tetrachloride (CCl4).

3. Symmetric top molecules have one unique and two equal moments of in-
ertia. They are characterized by a threefold or higher symmetry axis and can
be divided into two cases:

• Prolate tops (Ia < Ib = Ic) have the unique moment of inertia smaller
than the other two. These molecules have a cigar shape, as the symmetry
axis lies on the a axis, e.g. propyne (CH3C≡CH), chloroform (CH3Cl).

• Oblate tops (Ia = Ib < Ic) have a disc shape, with the unique moment
of inertia being greater than the other two. For these molecules, the
symmetry axis lies on the c axis, e.g. ammonia (NH3), benzene (C6H6).

4. Asymmetric top molecules (Ia < Ib < Ic) are rotors where all the three
principal moments of inertia are different, e.g. water (H2O), phenol (C6H5OH).

In the principal axis system, the rotational energy takes the form:

Erot =
1

2

(
Iaω

2
a + Ibω

2
b + Icω

2
c

)
=

1

2

(
J2
a

Ia
+
J2
b

Ib
+
J2
c

Ic

)
(2.8)

where J is the angular momentum. In quantum mechanics, the equivalent of J is
the angular momentum operator Ĵ. The relation between Ĵ and the components of

angular moment in an axis system is given as Ĵ
2

= Ĵ2
x + Ĵ2

y + Ĵ2
z . Therefore, the
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rotational Hamiltonian for a molecule in the principal axis system describing the
rigid rotor system becomes:

Ĥrig =
~2Ĵ2

a

2Ia
+

~2Ĵ2
b

2Ib
+

~2Ĵ2
c

2Ic
(2.9)

The rotational constants A, B, C for a molecule are inversely proportional to the
moments of inertia about the three principal axes, a, b, and c, as follows:

A =
~2

2Ia
; B =

~2

2Ib
; C =

~2

2Ic
(2.10)

From this inverse relation it follows that A ≥ B ≥ C. For cases when the moments
of inertia are equal, Ib is used as a conventional notation.

From equation (2.10), (2.9) becomes:

Ĥrig = AĴ2
a +BĴ2

b + CĴ2
c (2.11)

The solution for the energy levels in a quantum mechanical system is obtained from
the Schrödinger equation of the rigid rotor as given in equation (2.5). The compo-
nents of the angular momentum operators are defined in the molecular axis system
(x, y, z) as Ĵg where g = x, y, z. Ĵg operators do not commute with each other, but

only one component of Ĵg commutes with the Ĵ
2

operator. Similarly, the compo-
nents of the angular momentum operator in the laboratory axis (X, Y , Z) system

do not commute with each other and only one component commutes with the Ĵ
2

operator. For both the axes systems, z and Z axes are conventionally chosen to

commute with the Ĵ
2

operator.

From quantum mechanics, the operators that commute have a common set of eigen-

functions. For the Ĵ
2
, Ĵz and ĴZ operators a complete set of eigenfunctions ψJKM

can be calculated. The derivation of wave functions ψJKM is long, but they can be
written in a closed form as given in equation 11.15, page 241 of Reference [90].

The eigenvalues of Ĵ
2
, Ĵz and ĴZ operators are:

Ĵ
2
ψJKM = ~2J(J + 1)ψJKM (2.12)

ĴzψJKM = K~ψJKM (2.13)

ĴZψJKM = M~ψJKM (2.14)
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The quantized eigenvalues are the quantum numbers J, K, and M. The quantum
number J is a measure of the total angular momentum, and the K and M quantum
numbers describe the projections of the total angular momentum onto the z -axis
and Z -axis, respectively. J can take any positive integer value starting from 0, and
both K and M can take any integer value ranging from –J to +J, and are thus
2J +1 degenerate.

Using the properties of the angular momentum operator and its corresponding eigen-
values, it is possible to calculate the rotational transitions of linear and symmetric
top molecules.

For a linear and symmetric top, the selection rules are:

∆J = ±1; ∆K = 0,∆M = 0,±1

where the K quantum number for a symmetric top molecule becomes doubly de-
generate.

The rotational transitions for both cases are given as:

ν = 2B(J + 1).

Spherical top cannot be studied by microwave spectroscopy as they do not have a
permanent dipole moment resulting from a high degree of symmetry.

With three unique moments of inertia, the method for energy level determination
of an asymmetric top molecule is more complicated. The Hamiltonian for an asym-

metric top can no longer be only related to Ĵ
2

and Ĵz operators, as in linear and
symmetric top cases. There are contributions from Ĵx and Ĵy operators and Ĥrig is
no longer diagonal, making it impossible to analyse analytically, but can be solved
numerically. Most polyatomic molecules belong to this category, and the large molec-
ular clusters investigated in this work belong to this class.

The Hamiltonian of an asymmetric-top molecule is set considering the asymmetry
of the molecule, which is described in terms of Ray’s asymmetry parameter κ, as
below,

κ =
2B − A− C
A− C

(2.15)

where κ can vary between the limiting cases of the prolate symmetric top (B = C)
with κ = -1 and the oblate symmetric top (A = B) with κ = +1. The highest
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Figure 2.1: Correlation diagram for the energy levels of prolate and oblate limiting
cases for an asymmetric top. Only the three lowest J levels are depicted.

degree of asymmetry is reached when κ = 0. To set the asymmetric Hamiltonian
and thus calculate the energy of the molecule, within the prolate limiting case, Ir

representation and for an oblate limiting case, IIIr, are commonly used .

The asymmetric Hamiltonian employing the Ir (A� B > C ) representation gives
the following non-vanishing terms of the energy matrix:

EJ,K =
1

2
(B + C)J(J + 1) +

[
A− 1

2
(B + C)

]
K2 (2.16)

EJ,K±2 =
1

4
(B − C)[(J(J + 1)−K(K ± 1))(J(J + 1)− (K ± 1)(K ± 2))]

1
2 (2.17)

For an asymmetric top, a given rotational level is no longer labelled only by the J
and K quantum numbers as in symmetric tops. In comparison to the symmetric
top, the two fold degeneracy in K is lifted. The rotational energy levels are labeled
using the King-Hainer-Cross notation JKaKc , where K a and K c are the pseudo quan-
tum numbers. They represents the K -values for the limiting cases of a prolate and
oblate symmetric-top molecule, respectively [91]. The energy level scheme of an
asymmetric-top molecule related with the two limiting cases of κ is illustrated in
Figure 2.1.

The selection rules for rotational transitions in asymmetric-top molecules with re-
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Table 2.2: Selection rules for an asymmetric-top molecule with respect to changes
in Ka and Kc.

dipole transition type ∆Ka ∆Kc

µa a-type 0, ±2,... ±1, ±3,...

µb b-type ±1, ±3,... ±1, ±3,...

µc c-type ±1, ±3,... 0, ±2,...

spect to J and M are:

∆J = 0,±1; ∆M = 0 (2.18)

where the condition ∆J = 0 gives rise to Q-branch, ∆J = -1 to P-branch and ∆J
= +1 to R-branch transitions. In addition, these molecules can have three nonzero
components of the dipole moment (µa, µb and µc), giving rise to three types of
selection rules based on the change in Ka and Kc, as summarized in Table 2.2.

Non-rigid rotor Hamiltonian

The rigid rotor model is an approximation to calculate the energy levels of a
molecule. However, real molecules are not rigid and undergo distortions in their
average nuclear positions as rotation occurs. These contributions, referred to as
centrifugal distortions, are more enormous for an asymmetric rotor than for sym-
metric molecules. Fortunately, the energy due to centrifugal distortion accounts for
only a small part of the total rotational energy, and therefore can be treated with
sufficient accuracy by adding various correction terms from perturbation theory to
the rigid rotor Hamiltonian [92].

For an asymmetric molecule, the rotational Hamiltonian, Ĥrot becomes:

Ĥrot = Ĥrig +
~4

4

∑
αβγδ

ταβγδĴαĴβĴγĴδ (2.19)

where α, β, γ and δ can take any value of x, y or z in the molecule fixed axis
system. Watson demonstrated that due to commutation relations and symmetry
properties, the number of components in the correction term can be reduced to five
determinable linear combinations of the fourth-order [91, 93, 94]. To analyse the
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centrifugal distortion, he proposed two possible combinations of the terms giving
rise to A (asymmetric) and S (symmetric) reduced Hamiltonians. The A reduced
Hamiltonian is best suited for most asymmetric top molecules, and the S reduced
Hamiltonian for symmetric and slightly asymmetric top molecules.

Watson’s A reduction Hamiltonian in the Ir representation including the five quartic
centrifugal distortion contants ∆J , ∆JK , ∆K , δJ and δK gives the following energy
matrix elements:

EJ,K = A(A)K2 +
1

2
(B(A) + C(A))[J(J + 1)−K2]−∆JJ

2(J + 1)2

−∆JKJ(J + 1)K2 −∆KK
4 (2.20)

EJ,K±2 = {1

4
(B(A) − C(A)) + δJJ(J + 1) +

1

2
δK [K2 + (K ± 2)2]}

× [(J(J + 1)−K(K ± 1))(J(J + 1)− (K ± 1)(K ± 2))]
1
2 (2.21)

The complete S-reduced Hamiltonian with the corresponding matrix elements can
be found in Reference [91]. The effect of centrifugal distortion on the observed
spectra is to shift the transitions to lower frequency from the value predicted for a
rigid rotor. Therefore, ∆J must always be positive since it already has a negative
sign (equation (2.20)). These effects are generally within a few kHz for small J ≤
10, but can become significant, that is on the order of several MHz and more, for
high J transitions [95].

2.2 Internal rotation

Some flexible molecules show additional features in a rotational spectrum as a result
of large amplitude motions such as internal rotation, ring puckering, inversion or
proton tunneling. From quantum mechanics, these motions are a result of coupling
between conventionally well-isolated vibration and rotation degrees of freedom in
molecules, which have a shallow double or even multi-well potentials. In particular
internal rotation of the methyl (CH3) group for asymmetric tops has been explored
extensively during this work.

In the case of CH3 internal rotation, the rotation of the methyl top in a molecule
or a molecular cluster leads to three equivalent minima in the potential energy
surface along the rotation coordinate of the methyl top (as shown in Figure 2.2). To
calculate the effect of internal motion on the molecule, the rotational Hamiltonian
is extended:
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Figure 2.2: Schematic potential energy for the internal rotation of the methyl group of
methanol by an angle α around the internal axis (orange) for the camphor-methanol
complex (see Chapter 5, section 5.1). The potential function is depicted showing the
corresponding minima and maxima and the A-E splitting of each tortional state.

Ĥ = Ĥrot + ĤI (2.22)

where Ĥrot is the rotational Hamiltonian as given in equation (2.19), and ĤI is the
internal rotation Hamiltonian for a methyl group, which is defined as:

ĤI = F (ĵα + Ĵ)2 + V (α) (2.23)

where F is the rotational constant for the internal rotor, ĵα is the angular momentum
operator of the internal rotation, Ĵ is the total angular momentum operator and
V (α) is the potential barrier with the internal rotation angle α. The rotation of the
methyl group is 2π/3 periodic based on the C3 symmetry axis of the methyl top.
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The height of V (α) is given by:

V (α) =
1

2
V3(1− cos3α) +

1

2
V6(1− cos6α) + .... (2.24)

where V 3 and V 6 are the three-fold and six-fold barriers. Usually in a first approxi-
mation to solve the problem, it is considered that V 3 � V 6, and therefore the other
terms in the series are neglected.

F can be calculated from the moment of inertia of the internal top (Iα). The direc-
tion cosines, λx (x = a, b, c), give the orientation of the internal rotation axes with
respect to the principal axis system:

F =
~2

2rIα
, where r = 1−

∑
x

λ2xIα
Ix

(2.25)

In the case of very high V 3 barrier (> 11-12 kJ mol−1, 1000 cm−1), the internal
motion due to the CH3 group is quenched, and the molecule corresponds to the
non-rigid Hamiltonian solution as given in equation (2.19). For a low barrier, the
internal top would essentially be free to rotate across the equivalent minima in the
potential energy surface via tunneling. In the case of an intermediate barrier, it is
possible to obtain the height of the internal rotation barrier V 3 and the orientation
of the methyl group with respect to the principal axes in the molecule with accu-
racy. In this way, the V 3 barrier height can also be helpful to analyze the chemical
environment around the methyl top.

The energy levels split into a non-degenerated A component and a doubly-degene-
rated E component. As a result, each transition appears to split into two components
in the spectrum. The spacing between the A and E components in the spectrum
depends on the V3 barrier height. For the methyl group internal rotation, an addi-
tional selection rule arises, where transitions are only allowed between states of the
same symmetry, A ← A or E ← E.

This work also included the analysis of an almost-free internal rotation of a water
molecule hydrogen-bonded to diphenylether and dibenzofuran, respectively. The ro-
tation of the water molecule is π periodic based on the C2v symmetry group. In this
case, the observed doublets are labeled as 0+ and 0−, and the allowed transitions
for this situation are 0+ ← 0+ or 0− ← 0− [96].
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2.3 Spectral analysis

There are a number of fitting programs available to assist the assignment of compli-
cated rotational spectra, e.g. JB95 [97], PGOPHER [98], AABS program suite [99,
100] and XIAM [101]. The latter two programs can be found on the PROSPE home-
page [102]. All of the programs are developed to fit the rigid rotor and non-rigid
rotor Hamiltonian for the assigned transitions to calculate the experimental rota-
tional constants. In the work presented in this thesis, the spectra were first fit using
the JB95 program or PGOPHER program, and then further refined using Pickett’s
SPFIT/SPCAT programs as implemented in the AABS program suite. The analy-
sis of the observed tunneling splitting arising from methyl group internal rotation
in complexes with methanol was performed using the XIAM program. A detailed
description of the properties of the programs can be found in the corresponding
literature. Other than these, additional programs are available on the PROSPE
homepage for analyzing rotational spectra.

2.4 Structure determination

The knowledge of the experimental rotational constants of a molecule gives informa-
tion about its structure, as the rotational constants are related to the moments of
inertia. For an asymmetric molecule composed of N atoms, the molecular structure
is determined from its 3N-6 independent internal parameters, containing N-1 bond
lengths, N-2 bond angles, and N-3 dihedral angles. The determination of molec-
ular structures (with high accuracy) using only the rotational constants from the
main isotopologue is not possible, and more information is required from rare sta-
ble isotopes. Microwave spectroscopy is known for its high sensitivity, allowing us
to often observe rare isotopologues in natural abundance, such as those containing
13C(1.1%), 34S (4.22%), 15N (0.368%), and 18O (0.204%). In some cases, where the
signal-to-noise ratio (SNR) is not sufficient, isotopically enriched samples can also
be used. The rare stable isotopes generate new sets of rotational constants for all the
singly substituted atoms in the molecule. From this information, there are different
ways to construct the experimental structure of a molecule, as discussed below [103,
104].

Equilibrium structure (re)

The equilibrium structure corresponds to a minimum in the potential energy surface
as shown in Figure 2.3. This structure represents the distances between nuclei in
a hypothetical vibrationless configuration. The relation between the equilibrium
rotational constant and the rotational constants of different vibrational states is

21



Figure 2.3: Potential energy function with vibrational states, rotational constants
and the structures derived from them.

given by:

Be = Bv +
3N−6∑
I

αi(νi +
di
2

) (2.26)

where αi is the rotation-vibration interaction constant and di is the vibrational
degeneracy. Equation (2.26) is applicable to all the three rotational constants in an
asymmetric-top molecule. The (re) structure cannot be directly determined from
the experiment, but the value of αi can be typically taken from calculations.

Effective structure (r0)

The effective structure represents the experimental structure in a certain vibrational
state [105]. Usually, the structure at the ground vibrational state, v = 0, is deter-
mined, and is known as the r0 structure. In this method, the structural parameters
are fit in a least squares manner to get a good agreement with the experimen-
tally obtained rotational constants of the parent and all the available isotopologue
species. This method may not be reliable in cases where the molecule contains large
amplitude motions or out-of-plane bending.
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Substitution structure (rs)

The Kraitchman’s equations method or the rs method determines the magnitude
of the coordinates of each atom from the information of the isotopologue rotational
constants [106]. This method uses the ground state moments of inertia Ix (x =a,b,c)
of the parent and of the substituted species and relates them to the planar moments
of inertia Px as given below:

Pa =
1

2
(Ib + Ic − Ia), Pb =

1

2
(Ic + Ia − Ib), Pc =

1

2
(Ia + Ib − Ic) (2.27)

For an asymmetric top, the coordinates can be calculated by the expressions:

|a| =
[

∆Pa
µ

(
1 +

∆Pb
Ia − Ib

)(
1 +

∆Pc
Ia − Ic

)]1/2
(2.28)

|b| =
[

∆Pb
µ

(
1 +

∆Pc
Ib − Ic

)(
1 +

∆Pa
Ib − Ia

)]1/2
(2.29)

|c| =
[

∆Pc
µ

(
1 +

∆Pa
Ic − Ia

)(
1 +

∆Pb
Ic − Ib

)]1/2
(2.30)

where µ is the reduced mass for the isotopic substitution and is given by:

µ =
M∆m

M + ∆m
(2.31)

where M is the total mass of the molecule and ∆m is the change in mass on isotopic
substitution.

The change of the moment of inertia upon isotopic substitution leads to a partial
cancellation of the ro-vibrational contribution. This partial cancellation reveals
a structure which is closer to the equilibrium structure re than the effective r0
structure. The rs method does not consider any structural changes due to isotopic
substitution. This method gives absolute values for the coordinates of each atom so
further information is required to set the proper signs. In cases where the coordinate
values are too small, the Kraitchman method yields imaginary values i.e., when the
substituted atom is close to an inertia axis. In the case of large amplitude motions
(LAM), isotopic substitution breaks the symmetry and the LAM are quenched, and
so an average structure can be obtained.
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2.5 Quantum chemical calculations

In general, the analysis of a rotational spectrum is assisted by the spectroscopic
parameters obtained from quantum chemical calculations. The following section
briefly describes the quantum chemical methods used to optimize structures and to
obtain their energy and rotational parameters, in this work. All the calculations
were performed with the GAUSSIAN 09 program suite [107] or ORCA 4.1 program
suite [108].

In this work, weakly bound molecular clusters were investigated. In a first step, an
initial search was conducted to find the minimum energy structures of the complexes
by either structures designed from chemical intuition or by using the Artificial Bee
Colony (ABCluster) method [109]. The ABCluster program calculates local mini-
mum structures using force field parameters of the molecules.

To optimize the obtained structures, the density functional theory (DFT) method
at B3LYP and ab-initio second order Møller-Plesset perturbation theory (MP2)
method, are mainly used in this work. The B3LYP method is composed of a num-
ber of terms: B3LYP (Becke, three parameter, Lee-Yang-Parr) is a hybrid func-
tional which uses a linear combination of the exact Hartree-Fock functional with
the electron-electron and exchange-correlation to describe the system [26, 27]. A
further empirical correction was made for dispersion correction (D3) including Becke-
Johnson damping (BJ), which is especially important for weakly bound complexes
[24, 25]. The MP2 [23] is based on the Hartree-Fock (HF) method [110] and also
includes electronic correlation, thus this method includes dispersion. The DFT level
of theory requires shorter computational time compared to the ab-intio method for
structural optimization.

Three kinds of basis sets, def2-TZVP, 6-311++G(d, p) and aug-cc-pVTZ, were cho-
sen to model the orbitals of the molecule. They were based on the computational
time, data storage, and their performance from the previous studies related to the
molecular systems presented in this work [86, 87]. The def2-TZVP basis set repre-
sents the polarized triple zeta basis set, where def stands for default in Turbomole
[111]. The 6-311++G(d,p) are a member of the Pople basis sets, where 6-311G
is a split-valence triple-zeta basis, and can be adjusted for the use of diffuse func-
tions (++) or polarization functions (d,p) [112, 113]. The aug-cc-pVTZ basis sets
represents the Dunning-type basis sets (cc-pVnZ) basis sets including correlation
correction and can be augmented (aug) by adding diffuse functions [114].

Additionally, for a quantitative analysis of the inter-molecular interactions present
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in large clusters, symmetry adapted perturbation theory (SAPT) calculations were
performed [115, 116]. This method calculates the total interaction energy in a clus-
ter without computing the total energy of the monomers or dimer. The interaction
energy is further used to determine the contribution of electrostatic, induction, ex-
change, and dispersion energy, in a perturbative approach. The first-order expansion
to the interaction energy gives the electrostatic and exchange terms, and the second-
order gives the dispersion and induction terms. These calculations were performed
using the Psi4 electronic structure package [117]. The simplest SAPT calculations
only include the first and second order expansion of the interaction energy, as is
denoted as SAPT0. Higher order terms can also be included, which can add higher
accuracy to the obtained results, but this requires relative more computational time.
For adequate values of the different contributions to the inter-molecular interactions,
SAPT0 calculations are optimal.
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Chapter 3

Experimental details and
instrumentation

The following chapter summarizes the setup and operation principle of a chirped-
pulse microwave spectrometer, the Hamburg ”COMPACT” spectrometer, which
operates between 2-8 GHz and which was employed for the study of intermolecular
interactions in large complexes in this thesis. The home-built COMPACT spec-
trometer was extended to work up to 18 GHz, and the setup of this extension is also
described. In the second part of this work, a newly-designed segmented chirped-pulse
spectrometer within the 18-26 GHz range has been built-up. All the instruments
described here use a supersonic expansion, which provide a cold environment for
molecules to be cooled into their vibronic ground state and only low-lying rotational
energy levels are populated. This allows for an intense spectra with only rotational
levels being observed in the spectra. Furthermore, the configurations of flexible
molecules can be frozen, which allows the study of low energy conformers. In the
case of complex formation in the first stages of supersonic expansion, where there
is high molecular density, the cold environment preserves the weakly bound cluster
[118].

3.1 Supersonic expansion

A supersonic jet is created by expanding a gas mixture from a region of high pres-
sure to a region of low pressure through a small orifice. The gas mixture is usually
composed of a few percentages of the sample molecules under analysis diluted with
a carrier gas (He, Ne, Ar, or mixtures of them). In the supersonic expansion, the
opening of the orifice is larger than the mean free path lengths of the atom. There-
fore, multiple collisions of the molecules with the carrier gas atoms can occur during
the expansion, resulting in exchange of kinetic energy (KE) among them. The ex-
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change of KE narrows down the velocity distribution of the molecules and carrier
gas atoms than that of before expansion. This narrow velocity distribution causes
decrease in translational temperature of the molecules, leading to efficient cooling
of their internal and external degrees of freedom. This brings down all the excited
state population of the molecule to their vibronic ground states, which leads to an
increase of the intensity of the populated energy levels. A typical temperature of
the supersonic jet after expansion, along the translational, rotational, and vibra-
tional degrees of freedom, is of the order of the 1 K, 10 K, and 50 K, respectively.
The narrow velocity distribution further leads to narrow line shapes, and since the
molecules are diluted, there is no collisional broadening.

In our experimental setups, the high-pressure area (reservoir) and the low-pressure
area (the vacuum chamber) are separated by a pulsed nozzle. By controlling the
opening time of the nozzle, defined molecular packets are allowed to expand into
the chamber. If the sample of interest is a liquid or a solid, it can be heated in the
reservoir and mix with the carrier gas before expansion.

The velocity distribution of the molecules can be calculated according to the

Figure 3.1: The Maxwell-Boltzmann velocity distribution of neon calculated at dif-
ferent temperatures.
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Maxwell-Boltzmann distribution:

P (ν) = 4π

(
m

2πkBT

) 3
2

ν2e
− mν2

2kBT (3.1)

where kB is the Boltzmann constant. Figure 3.1 shows the velocity distribution of
neon at different temperatures using equation 3.1.

For an monoatomic ideal gas undergoing supersonic jet expansion, an adiabatic and
isentropic behavior is considered, and the maximum velocity of the molecules can
be calculated using:

νmax =

√
5kBT

m
(3.2)

where T is the temperature of the reservoir, and m is the mass of the atoms and
molecules in the supersonic expansion. Equation 3.2 is only valid for ideal gases,
and for a real system an approximation can be made. As the gas mixture in the
supersonic expansion contains only a few percentage of the molecule, the carrier gas
can be used to calculate the terminal velocity of the gas mixture in the expansion.
For helium, neon, and argon a terminal velocities of 1760, 790, and 560 m s−1,
respectively, are achieved during the expansion, for T = 300 K.

The most common way to describe the different areas of the supersonic expansion
process is by using the Mach number, M ,

M =
v

c
(3.3)

Figure 3.2: Schematic drawing of the valve with the supersonic jet structure. The
valve and the supersonic jet are not drawn to the same scale.
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where v is the velocity of the atomic jet at a specific position, and c is the local
speed of sound. The supersonic expansion can be described in terms of the speed of
sound because the propagation of sound in a gas can also be treated as an adiabatic
and nearly isoentropic process.

As shown in Figure 3.2, the gas is in a ”stagnation state” in the reservoir defined
by the temperature T0 and the pressure P0. The Mach number in the reservoir is
smaller than one (M < 1) because the atoms frequently collide, which gives a much
slower velocity than the sound velocity. The pressure difference (P0-PB) between
the two areas, inside the reservoir and the vacuum chamber, accelerates the gas at
the throat of the orifice exit, as the volume of the reservoir decreases, reaching a
Mach number equal to 1 at the reservoir exit. The greater the difference in pressure
between the two areas, the greater the gas acceleration. During the expansion, the
density of the atoms as well as the number of collisions decreases, and the mean
velocity increases. At this point of the expansion, the Mach number is greater than
one (M� 1), and the jet can be treated as a supersonic jet. This area is also called
the zone of silence since the molecules in this area are so dilute that no collisions
take place any more.

The length x of the ”zone of silence” depends on the diameter (D) of the orifice
and on the difference in pressure between the two areas, inside the reservoir and the
vacuum chamber, and is given by:

x = 0.67D

√
P0

PB
(3.4)

The experimental performance will be influenced by the pumping speed, which de-
fines the ultimate pressure, PB, in the vacuum chamber. In our experimental setup,
low rotational temperatures leads to only low energy rotational states being pop-
ulated and therefore, to more intense and simple spectra. Additionally, different
carrier gases show different cooling behaviors. As the result of the exchange of en-
ergy of the molecules with heavier carrier gas atoms is efficient, argon would be a
good choice for reaching low temperatures in the molecular jet. However, argon
has a tendency to form weakly bound complexes with the molecules of interest and
thus can affect the monomer intensity and compete with the other molecules in case
of complex formation. Therefore, the choice of the best carrier gas is, therefore,
a compromise between optimal cooling and the tendency to form complexes. For
our experiments, the supersonic expansion is created by using neon as a carrier gas,
which results in achieving rotational temperatures of 1-3 Kelvin, and does not show
tendency to form complexes with the molecules.

The main goal in this work was to study weakly bound complexes of the molecules
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Figure 3.3: The simulated spectra of camphor-ethanol complex 1 (Chapter 5) at
different temperatures. Only the a-type transitions are shown for simplicity. At
higher temperatures more energy levels are populated, which leads to a decrease of
the intensities in the spectrum.

of interest. At the translational temperatures available in the supersonic jet, the
binding energy produced by the weakly bound complexes are larger than the trans-
lational kinetic energy of the atoms and molecules in the jet and therefore, the
complexes formed during the expansion do not dissociate during collisions and are
stable [118]. However, the formation of complexes requires at least three-body colli-
sions, while the cooling of the molecules in the supersonic jet requires only two-body
collisions. The ratio of three-body collisions to two-body collisions is proportional
to the number density of atoms, n0, and the mass throughput through the nozzle is
proportional to n0D

2. Therefore, for a constant D, increasing n0, can increase com-
plex formation [118]. Figure 3.3 shows the simulated spectra of camphor-ethanol
complex 1 (Chapter 5) at different temperatures. Only the a-type transitions are
shown for simplicity. At higher temperatures more energy levels are populated,
which leads to a decrease of the intensities in the spectrum.

Nevertheless, the optimal parameters for the expansion for each experiment have to
be adjusted to obtain a better signal level of the complexes in the spectra. This was
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performed by varying the opening time of the nozzle, or the pressure or the choice
of the carrier gas or by adjusting the temperature of the molecules in the reservoir.

3.2 Chirped-pulse Fourier transform microwave

spectroscopy

In 2006, chirped-pulse Fourier transform microwave spectroscopy (CP-FTMW) spec-
troscopy was developed by the research group of Brooks Pate (at the University of
Virginia, USA), which added a new dimension to the field of rotational spectroscopy
[83], compared to a high-quality Fabry-Perot cavity FTMW spectrometer. In the
CP-FTMW technique, a short chirped pulse covering a broad spectral range of
several gigahertz (GHz) is broadcast to simultaneously excite molecular transitions
which are resonant with a frequency in the chirp. The resulting molecular emission
is collected in the form of its free induction decay (FID) and averaged in the time
domain on a fast broadband oscilloscope. The averaged FID is Fourier transformed
to convert the data in-to the frequency domain. Using CP-FTMW spectroscopy,
it is possible to record rotational spectra of complex, flexible molecules spanning
several GHz bandwidth within a few microseconds. With this method, the data
acquisition time and sample consumption are decreased by a factor of 100[83] and
30[83], respectively, compared to a cavity based spectrometer.

CP-FTMW spectroscopy is based on a fast passage excitation of a linear microwave
chirp [83, 119]. The excitation pulse needs to be faster than the relaxation time of
the excited states and is typically 1-4 µs long. With advancement in technology, the
digital synthesis of a chirp became acheivable and was first applied by Brown et al.
[83] to built the CP-FTMW spectrometer. According to Reference [83], the electric
field waveform of a linear chirp is given by:

E(t) = E0ei(ωst+
αt2

2
) (3.5)

where E0 is the amplitude of the electric field and is kept constant, α is the chirp
rate, and is defined as:

α =
ωe − ωs
τpul

(3.6)

where ωs and ωe are the start and end frequency of the chirp, respectively, and τpul
is the pulse duration.

In a chirped-pulse based microwave spectrometer, the intensity of emitted molecular

32



signal (S) is proportional to the transition frequency ω, the square of the transition
dipole moment µ2, the amplitude of the excitation electric field E0, the population
difference of the two states involved in the transition ∆N0, and the inverse square
root of the chirp rate α [83]:

S ∝ ω · µ2 · E0 ·∆N0 ·
√
π

α
(3.7)

All these factors are needed to be considered for designing, building, and operating
a CP-FTMW instrument.

The instrument described below cover together the 2-26 GHz range and is based
on the linear sweep chirps as described in equation (3.5). The 2-8 GHz Ham-
burg compact-passage acquired coherence technique (COMPACT) spectrometer is
home-built [36], with constant developments to improve the performance [86]. The
design of the spectrometer follows the CP-FTMW approach introduced by Brown
et al. [83] and is based on a design proposed by Grabow [120]. An extension to in-
crease the frequency range of the COMPACT to 18 GHz is implemented. The 18-26
GHz spectrometer is based on the segmented chirped-pulse approach as discussed
in Section 3.5.

The 2-18 GHz frequency range is optimal for the investigation of large and complex
molecules with substantial moments of inertia and thus small rotational constants,
leading to transitions with low frequencies. The 18-26 GHz range is chosen for
medium sized molecules. This frequency range is optimal for astrochemically rele-
vant molecules, as medium sized molecules have their peak intensities in this region
at the cold conditions of the interstellar medium.

3.3 The Hamburg COMPACT (2-8 GHz) spec-

trometer

A schematic of the 2-8 GHz spectrometer design is given in Figure 3.3. A 24 GS/s
arbitrary waveform generator (AWG, Tektronix 7122A) is used to create a 4 µs
chirped excitation pulse from 2-8 GHz. The excitation chirp is amplified by an
adjustable traveling wave tube amplifier (Amplifier Research 300T2G8) with more
than 300 W output power, which has a frequency bandwidth of 6 GHz (2-8 GHz).

After amplification, the excitation chirp is transmitted into a vacuum chamber (oper-
ating pressure 10−5 mbar), using a high gain microwave horn antenna (Q-par Angus
WBH 2-18-NHG), operating between 2-18 GHz. As shown in Figure 3.3, another
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receiver horn antenna is placed approximately 20 cm away from the emitting an-
tenna. The molecules, along with an inert carrier gas, are supersonically expanded
into the vacuum chamber using a pulsed nozzle (Parker General Valve, Series 9).
The valve is mounted on the top of the vacuum chamber and perpendicular to the
microwave propagation. Usually, neon is used as a backing gas at stagnation pres-
sures of 2-5 bar, but helium and argon can also be used for this purpose. Depending
on the molecule being studied, a gas mixture can be prepared (typically 0.1-0.5% of
molecules in an inert gas). For solid or liquids, the sample can be heated if needed
in order to bring enough molecules into the gas phase. For this, the sample is placed
in a modified pulsed nozzle which is equipped with a heatable reservoir close to the
orifice. In the present setup, the sample can be heated to a maximum temperature
of approximately 200 °C, due to the operating specification of the pulse valve.

The high power excitation pulses during molecular excitation are blocked by a high-
power diode limiter (Aeroflex ACLM-4535) and a solid-state, single-pole single-throw
switch (SPST, Advanced Technical Materials S1517D) to protect the sensitive re-
ceiver electronics. After excitation, the FID of the polarized ensemble of molecules
is received by the second horn antenna. The FID is then amplified with a low-noise
amplifier (LNA, AMF-7D-01001800-22-10P) and digitized on a 100 GS/s oscillo-
scope (Tektronix DPO 72004C). The oscilloscope has an adjustable digitization rate
and is set to 25 GS/s for the 2-8 GHz experiment. The FID is collected for 40 µs
and Fourier transformed using a Kaiser Bessel windowing function for baseline im-
provement, giving a resolution of ∼25 kHz and frequency accuracy of 10 kHz. Other
time-domain filters such as Hamming and Gaussian are also available to improve
the baseline resolution of the spectrum.

The sensitivity of the spectrometer depends on the ability to average coherent FID
signals in the time domain over many acquisitions. For this, phase reproducibility
is mandatory. To ensure phase stability, the AWG, the TWT amplifier, the oscillo-
scope and a delay generator (Stanford Research Systems DG645) are phase-locked
to a 10 MHz Rb oscillator (Stanford Research FS 725). As shown in Figure 3.3, the
pulse generator triggers the AWG and the valve. One channel of the AWG triggers
the delay generator, which then triggers the TWT amplifier and the SPST (protec-
tion) switch. Another channel triggers the oscilloscope to start collecting the FID
after the excitation pulse.

The abundance of weakly bound complexes relative to their parent species is often
low. Therefore, to observe these weakly bound complexes, several million averages
of the FID are necessary to obtain a good signal-to-noise ratio (SNR), depending on
the molecular density and the strength of the dipole moment. With the advance-
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Figure 3.4: Experimental setup of the Hamburg COMPACT (2-8 GHz) microwave
spectrometer. The colored dotted lines are used to indicate triggers. The valve and
the AWG are triggered by the pulse generator (red dashed lines). The chirp is gener-
ated by the AWG, amplified by the TWT amplifier, and transmitted into the vacuum
chamber via a horn antenna. The FID is received with another horn antenna, ampli-
fied with a low-noise amplifier, and recorded on an oscilloscope. The delay generator,
the oscilloscope, the TWT amplifier and the AWG are phase-locked to a Rb-frequency
standard (green dashed lines). To ensure phase stability, the AWG triggers the delay
generator and the oscilloscope by its two marker channels (grey dashed lines). The
delay generator then triggers the TWT amplifier and the protection switch (purple
dashed lines).
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ment in digital electronics, especially for the digital oscilloscope used in this setup,
it is possible to implement a fast-frame approach. In this method, for one gas pulse
of about 600 µs, eight microwave chirps of 4 µs are used for excitation in a series,
with a 45 µs distance between two consecutive chirps for 40 µs FID collection and
1 µs buffer time for the electronics. The resulting FIDs are then summed up. With
the Hamburg COMPACT spectrometer, the fast-frame setup can be performed to-
gether with a gas pulse repetition rate of 9 Hz, giving an effective repetition rate of
72 Hz. The main limitation to further increase this rate is the pumping speed of the
roughing pump. The spectrometer is currently equipped with an oil diffusion pump
(Leybold DIP 12000, pump speed 12 000 l/s) backed by a mechanical pump (Ley-
bold D40B Trivac Vacuum pump) and a booster pump (Leybold WAU251 RUVAC
pump). With this setup, it is possible to record 6.2 million averages in approximately
24 hours.

Figure 3.5: Trigger scheme of the experiment carried out on the Hamburg COM-
PACT spectrometer. An experimental sequence starts with a gas pulse. The valve
is opened for a time τvalve. After a time texp, the expansion reaches the interaction
region, and the chirped-pulse excitation sequence starts with opening the protection
switch for a time τprot. After a short delay, the TWTA is turned on, followed by the
emission of the excitation pulse. The FID recording is set such that the excitation
pulse does not interfere with the recorded signal.
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3.4 The extended COMPACT (8-18 GHz) spec-

trometer

The schematic for the extension of the COMPACT spectrometer to the 8-18 GHz
frequency range is shown in Figure 3.4. The Nyquist frequency range of the AWG
is up to 12 GHz. Therefore, 2 µs duration chirps between 4-9 GHz are generated
with the AWG, amplified (Minicircuits, ZX60-123LN-S+) and doubled to 8-18 GHz
(ECLIPSE MICROWAVE, Model D2010LZ1), where the doubler only multiplies the
bandwidth of the chirp by two without changing the pulse duration. The interme-
diate amplification step is necessary to ensure adequate power requirement for the
doubler. The chirped pulses are then amplified with a 50 W solid state amplifier
(SSA, Mercury Systems, L0618-46-T680) and broadcasted into the vacuum chamber
with the horn antenna. The SSA operates between 6-18 GHz. Following each exci-
tation, the electronics for collecting and digitizing the FID are the same as the 2-8
GHz setup. The FID is recorded on the 100 GS/s oscilloscope, with the digitization

Figure 3.6: Experimental setup of the extended COMPACT (8-18 GHz) microwave
spectrometer. The colored dotted lines are used to indicate triggers. The valve and
the AWG are triggered by the pulse generator (red dashed lines). The chirp is gen-
erated by the AWG, amplified and doubled to 8-18 GHz, amplified by the SSA, and
transmitted into the vacuum chamber via a microwave horn antenna. The FID is
received with another microwave horn antenna, amplified with a low-noise amplifier,
and recorded on an oscilloscope. The delay generator, the oscilloscope, the SSA and
the AWG are phase locked to a Rb-frequency standard (green dashed lines). To en-
sure phase stability, the AWG triggers the delay generator and the oscilloscope by
its two marker channels (grey dashed lines). The delay generator then triggers the
SSA and the protection switch (purple dashed lines).
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rate set to 50 GS/s and collected for 20 µs yielding a frequency resolution of ∼50
kHz, but maintaining the frequency accuracy of the measurement.

Due to the limitations on the memory of the oscilloscope at high digitization rate,
it is not possible to run the experiments at 72 Hz effective repetition rate. With
eight frames, the maximum repetition rate of the gas pulse is set to 4 Hz, and an
effective repetition rate of 32 Hz is achieved.

To better match the power per GHz distribution of the 8-18 GHz range compared
to a previously known 8-18 GHz spectrometer [83, 84] for which a 300 W power am-
plifier is available, the 8-18 GHz chirps are synthesized in smaller bandwidths and
amplified with the 50 W SSA. The 10 GHz bandwidth is divided into 3 segments of
5 GHz, 2.5 GHz and 2.5 GHz each (8-13 GHz, 13-15.5 GHz and 15.5-18 GHz). But,
all microwave components (cables, connections, microwave horn antennas, switches
etc.) operating up to 18 GHz do not have a flat performance across the whole band
and show larger power losses at higher frequencies compared to low frequencies.
This results in a lower intensity of molecular transitions in the spectrum at higher
frequencies.
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3.5 A lower-cost newly-designed segmented 18-

26 GHz chirped-pulse Fourier transform mi-

crowave spectrometer

The 18-26 GHz frequency range of the spectrometer presented in this work, also
known as the K-band region, is well suited for the study of medium-sized molecules
and for studying astrochemically relevant molecules. This frequency range overlaps
with some modern radio observatories around the world, for example, the Jansky
Very Large Array (JVLA) in Mexico, the Radio Telescope Effelsberg in Germany,
the Australian Square Kilometer Array Pathfinder (ASKAP) in Australia, among
others where small to medium sized astrochemically relevant molecules are observed.
The detection of molecules in datasets from facilities such as these observatories re-
lies on high-level laboratory data, in particular analyzed rotational spectra. The
broadband CP-FTMW design to build rotational spectrometers is best suited for
collecting rotational spectra of unknown molecules.

However, the application of CP-FTMW spectroscopy is limited to still a few research
groups, and one of the factors governing this is the high cost involved in building
microwave spectrometers. In a CP-FTMW spectrometer, the most expensive elec-
tronics are arbitrary waveform generators (AWG) that synthesize a chirped pulse,
travelling wave tube amplifiers (TWTAs) that amplify a broad spectral range to
high output powers, and fast broadband oscilloscopes to average and digitize the
free induction decay (FID) in real time. This limitation is further enhanced in the
millimeter wave (MMW) and submillimeter range, where the availability of elec-
tronics is rare and therefore the cost of the instrument can be higher than in the
microwave range.

A cost reduction method has been applied before to design MMW and submillime-
ter instruments [85, 121]. These spectrometers have been based on the segmented
chirped-pulse approach. As the name suggest, in this method the entire bandwidth
of the spectrometer is divided into small chirped-pulse segments called a pulse train.
A general scheme of the principle difference between a broadband chirped-pulse and
segmented chirped-pulses is show in Figure 3.7. Usually, an AWG creates a low
frequency excitation pulse train, which is frequency up-converted by an active mul-
tiplier chain to give a chirped-pulse segment which lie within the spectrometer’s
bandwidth. The AWG is needed to achieve the sweep rates required for chirp gen-
eration, which are not attainable with conventional microwave sources. The FID
from each segment is then frequency down-converted and digitized on a narrow
band digitizer card, replacing the cost of broadband oscilloscopes. Finally, the en-
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Figure 3.7: A general scheme showing the principle difference between a broadband
chirped-pulse and segmented chirped-pulses. A broadband chirp spans the entire
bandwidth of a spectrometer at a time. In segmented chirps, the broadband chirp
is divided into several small segments, and one segmented-chirp spans one region of
the spectrometers bandwidth at a time. In this way, a number of segmented-chirps
cover the entire bandwidth of the spectrometer.

tire bandwidth is frequency corrected and constructed by adding together smaller
segments of the rotational spectrum.

With the advancement in technology it is now possible to decrease the cost of
chirped-pulse instruments in the microwave region. Using the segmented approach
we present a new design for the 18-26 GHz spectrometer. This new design has the
capability to decrease the total cost of expensive broadband microwave instruments
by at least two-third, compared to the previously reported broadband CP-FTMW
instruments, without compromising the quality of the data [122]. Similar to the fast
frame method, in this spectrometer each molecular pulse is scanned by three pulse
trains (multi-train). The instrument’s performance is characterized using molecular
signals of carbonyl sulphide and hexanal. A detailed analysis of the phase stability,
frequency accuracy, resolution and dynamic range of the spectrometer, including a
comparison with the first 18-26.5 GHz CP-FTMW spectrometer [123], is presented.
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3.5.1 Experimental details

A schematic of the newly designed segmented CP-FTMW spectrometer operating
between 18-26 GHz is shown in Figure 3.8. The design of the excitation pulse gen-
eration, free induction decay (FID) collection, optimization process, timing scheme,
sample chamber, and automation are described below.

Excitation pulse

This section describes the creation of the excitation pulse. In contrast to the COM-
PACT spectrometer (Section 3.3), the entire bandwidth from 18-26 GHz is covered
in a few steps.

The chirped excitation pulses are created via channel 1 (CH1) of a 25 GS/s dual-
channel arbitrary waveform generator (AWG, Tektronix AWG70000A series). As

Figure 3.8: Experimental setup of the segmented 18-26 GHz chirped-pulse microwave
spectrometer. The colored dotted lines are used to indicate triggers. The valve and
the AWG are triggered by the delay generator (purple dashed lines). The pulse train
is generated by the AWG, up-converted by LO-1 pulse (see text), doubled, amplified by
the SSA, and transmitted into the vacuum chamber via a microwave horn antenna.
The FID is received by another microwave horn antenna, amplified with two low-
noise amplifiers, and down-converted by LO-2 pulses (see text) to be digitized on the
digitizer. The AWG is phase locked to a TCXO oscillator of the Valon synthesizer
via a clock distribution board (grey dashed lines). To ensure phase stability, the
AWG triggers the SSA, the pulse switch, the protection switch, and the digitizer.
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given in Section 3.2, the waveform of the linear chirp and chirp rate are defined
by equations (3.5) and (3.6), respectively. These chirps cover the frequency range
from 7 - 3 GHz in 10 segments (known as the pulse train). Each segment is of 15
µs duration and has a 1.5 µs chirp covering 400 MHz bandwidth. This pulse train
is up-converted by mixing (M1, Marki T320LS-1521) it with a 16 GHz single fre-
quency local oscillator (LO-1, green box, Figure 3.8) pulse. The generation of LO-1
is described later in this section. The mixer M1 combines the two input frequencies
and results in both sum and difference frequencies, which in this case is 9-13 GHz
and 23-19 GHz. Only the lower side-bands of this mixing stage are selected by a
bandpass filter (Lorch 9IZ7-11000/4000S) to obtain segmented chirps in the 9-13
GHz range. After the mixing stage, the chirped pulses are then amplified (Marki
A-0126EZP5-1523) and doubled (Marki MLD0632LS-1452), where the doubler only
doubles the frequency range without changing the pulse duration. The amplification
step before the doubler is required to meet the power requirement for the doubler.
A bandpass filter (Reactel 9CX11-22G-X8G S11) is used to only allow frequencies
between 18-26 GHz to pass through, and then each segmented chirp of 800 MHz
bandwidth is amplified using a solid state amplifier (SSA) from Quinstar (QPP-
18273840MPI) resulting in an output power of around 38 dBm (6 W). The internal
switch of the SSA does not allow a pulse duration of less than 2 µs; therefore an
SPST switch (Kratos Microwave Electronics Division F9012) is used to allow a high

Figure 3.9: The 18-26 GHz range of the instrument is divided into 10 segments,
called a pulse train. Each segment of 15 µs duration has a 1.5 µs chirp of 800 MHz
bandwidth.
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power chirp of 1.5 µs duration. The microwave pulse train (as shown in Figure 3.9)
is then broadcast across the vacuum chamber using a microwave 20 dBm gain horn
antenna (ATM, Model number 42-442-6) which is separated by 20 cm from the same
model FID receiver antenna.

The single frequency 16 GHz LO-1 pulse (green box in Figure 3.8) is created by
quadrupling (Quadrupler - Marki AQA-1933), amplifying (Minicircuits, ZRON-
8G+) and doubling (Doubler - Eclipse D2010LZ1) a transform limited 2 GHz pulse
generated by a Valon synthesizer (Valon Technology 5008 Dual Frequency Syn-
thesizer). Cavity filters are used at each stage to remove any sideband signals
from the LO-1 pulse (2 GHz - DBWAVE DBBF0402000200A, 8 GHz - DBWAVE
DBBF0408000800B, 16 GHz – Lorch 2CF7-16000/80-S). The 16 GHz LO-1 pulse is
then amplified (Minicircuits, ZVA-183+) and passed through a power divider (Mini-
circuits ZX10-2-183-S+) to have the same LO-1 pulse for the excitation and the free
induction decay (FID) collection stages. This is further discussed in the next section.

FID collection

In summary, the free induction decays (FIDs) collected after the excitation of the
molecular ensemble are down-converted by mixing (M3, Marki M20240LP) with a

Table 3.1: The final up-converted chirped-pulse frequencies from CH1 of the AWG
for each segment, and their corresponding up-converted local oscillator (LO-2) fre-
quencies from CH2 of the AWG.

Segment Excitation chirped-pulse (MHz) LO-2 pulse (MHz)

1 18000-18800 19200

2 18800-19600 18400

3 19600-20400 20800

4 20400-21200 20000

5 21200-22000 20800

6 22000-22800 23200

7 22800-23600 24000

8 23600-24400 23200

9 24400-25200 24000

10 25200-26000 24800

43



local oscillator pulse (LO-2) to result in frequencies between 400-1200 MHz and
digitized on a 3.2 GS/s digitizer card (Keysight U5303A). The details of the process
follow.

Upon FID collection via the second horn antenna, the high-power SSA pulses are
blocked by an SPST switch (American Microwave Corporation SWCH1K-Dc40-SK),
which has a typical isolation of 65 dB. Only the FIDs of the molecular ensemble
are allowed to pass through, and they are amplified by two low noise amplifiers
(LNA) operating from 14-27 GHz (Hittite HMC504LC4B) and 17-27 GHz (Hittite
HMC751LC4). The amplified FIDs are then down-converted by mixing (M3, Marki
M20240LP) with a local oscillator pulse (LO-2), where the generation of LO-2 is
explained below. The intermediate frequency (IF) output of M3 is made to span
400-1200 MHz for each segment, and it is then digitized on a 3.2 GS/s digitizer card
(Keysight U5303A). This digitizer card is a 12-bit PCIe signal acquisition card with

Figure 3.10: Conceptual segmented 18-26 GHz CP-FTMW spectrogram of the chirp
pulses and LO-2 frequencies. The orange trace is the sequence of 800 MHz bandwidth
chirped pulses, 1.5 µs in duration, which are used to excite the molecular ensemble.
Simultaneously, the LO-2 frequencies (green trace) down-converted the FID signals
before being digitized on a 3.2 GS/s digitizer card.
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on-board data processing unit and can perform real time averaging.

The second channel (CH2) of the AWG is used to create a train of single-frequency
waves (subset LO-2, Figure 3.8), simultaneously to CH1, between 7-3 GHz. The
output of CH2 is then up-converted by mixing (M2, same as M1) with the second
divided output of the 16 GHz LO-1. In a similar way as the excitation pulse creation,
the lower side-bands of this mixing stage are selected, amplified, doubled, and again
filtered to only allow frequencies between 18-26 GHz to pass through. The final
single frequencies are then amplified (Marki A-0126EZP5-1534) and passed through
the triple balanced mixer (M3) to down-convert the FID signals. The resulting
LO-2 pulse is a train of 10 different single-frequency sine waves, synchronized in
time to each segment in CH1 and with an offset of 400 MHz above the end (for
segments 1, 3, 6 and 7) or below the start (for segments 2, 4, 5, 8, 9 and 10) of
the corresponding chirp. The mixing from above or below was chosen to decrease
spurious signals generated by electronics for each segment. The output of the two
up-converted AWG waveforms is given in Table 3.1 and a conceptual spectrogram
is presented in Figure 3.10.

Timing scheme

The AWG is phase-locked by using the internal 10 MHz temperature compen-
sated crystal oscillator (TCXO) of the Valon. A clock distribution board (Digikey
AD9513/PCBZ-ND) takes the TCXO clock reference as input, and it is used to
phase lock the AWG. The SSA, digitizer card, and SPST switches are then trig-
gered with the marker channels of the AWG. A delay generator is employed for
generating the triggered pulses, where it triggers the valve driver and the AWG.

The experiment sequence is depicted in Figure 3.11. At first, the valve is triggered
at time zero, and the valve driver holds it open for a time τvalve. The valve opening
time is usually set to > 450 µs to account for the three pulse trains. Then the AWG
is triggered after a time (texp) when the expansion reaches the interaction region.
The AWG triggers the protection switch, which protects the sensitive detection elec-
tronics from the strong excitation pulse. The protection switch stays open for the
time (τprot.) the SSA is on, and the microwave chirps are emitted. The protection
switch and the SSA starts 200 ns before the excitation pulse is emitted, to account
for the response time of the amplifier. Finally, the AWG emits the microwave pulses
and triggers the digitizer card to record the entire time domain for τsignal = 150.5
µs. The total time of the experiment is 150 µs, and the extra time of 0.5 µs accounts
for the rearm time of the digitizer card. After each pulse train, the digitizer card
requires 500 ns to transfer the data to the computer before it starts collecting the
next pulse train.
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Figure 3.11: Trigger scheme of the experiment carried out on the segmented 18-26
GHz chirped-pulse spectrometer. An experimental sequence starts with a gas pulse.
The valve is opened for a time τvalve. After a time texp, the expansion reaches the
interaction region, and the excitation sequence starts with opening the protection
switch for a time τprot. After a short delay, the SSA is turned on for time τamp,
followed by the emission of a segment of the excitation pulse for time τsegn. The dig-
itizer card collects the entire time domain for τsignal, and the FID signal is processed
from it.

The signal is then processed by extracting 10 µs of the FID from each segment, be-
ginning 200 ns after the end of the excitation pulse, applying a Kaiser-Bessel window
function for side-lobe suppression and FFTing the result. The LO-2 frequency is
then added or subtracted from each segment to reconstruct the molecular frequency
axis, and the segments are concatenated. After applying background subtraction, a
final spectrum is generated.

Sample chamber

The sample chamber, as shown in Figure 3.12 is a CF300 6-way cross chamber, with
ISO-KF250 extensions to account for the lengths of the horn antennae. It achieves
vacuum through HiPace 2300U and 1200 Pfeiffer turbomolecular pumps, backed by
a Leybold booster pump and an ACP 40 mechanical pump. Typical pressures inside
the chamber during the experiment are approximately 10−5 mbar. The pulsed nozzle
is operated at 10 Hz with an opening time > 450 µs. The long opening time allows
for the incorporation of three pulse trains for each molecular pulse, thereby making
the effective repetition rate 30 Hz. The experimental repetition rate is ultimately
limited by the pumping speed of the vacuum system. The sample is introduced
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Figure 3.12: The segmented 18-26 GHz chirped-pulse spectrometer at DESY. The
sample chamber is a CF300 6-way cross chamber, with ISO-KF250 extensions to
account for the lengths of the horn antennae. The electronics of the spectrometer
are placed on the rack next to the sample chamber, where the highlighted components
are 1) the AWG, which is used to create the excitation segmented chirps, and 2) the
delay generator, used to control the delay between the gas pulse and the AWG.
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into the chamber by using a pulsed valve (Parker General Valve, Series 9), which is
positioned perpendicular to the axis of microwave propagation and is equipped with
a heatable reservoir for liquid and solid samples.

Optimization process

This section presents the multiple train (multi-train) method employed to collect
FIDs in a fast approach, and a background subtraction method to remove electronic
spurious responses from the final molecular spectrum.

a. Multi-train method

The fast frame option of the Hamburg COMPACT spectrometer allows for fast data
acquisition in a short interval of time. In the Hamburg COMPACT spectrometer
operating between 2-8 GHz, each experiment cycle (frame) is 45 µs long. The ex-
periment is optimised in such a way, that the maximum number of frames can be
overlapped in space and time with one gas pulse. Presently, the Hamburg COM-
PACT spectrometer can include eight frames in one gas pulse. In a similar approach
to the fast frame option of the Hamburg COMPACT spectrometer, we included the
multi-frame option on the segmented 18-26 GHz CP-FTMW spectrometer. In this
spectrometer, each pulse train is 150.5 µs. Compared to the Hamburg COMPACT
spectrometer, in this spectrometer, each pulse train is approximately three times
longer, therefore, the number of pulse train per gas pulse is decreased by three.
This leads to a possibility to incorporate two to three pulse trains into each gas
pulse.

In the present design of the 18-26 GHz spectrometer, three pulse trains have been
incorporated in one gas pulse. The multi-train method is demonstrated using a
molecular signal of a 0.2% mixture of carbonyl sulphide (OCS) in neon at 3 bar
backing pressure, as it has a well characterized rotational spectrum and numerous
rare isotopologues, which can be used to characterize and compare the sensitivity of
the setup. Figure 3.13 shows a comparison of one average and ten averages, which
was collected using the multi-train method, for a molecular signal of the J=2←1
rotational transition (at 24325.9453 MHz) of OCS. It can be seen that the decrease
in the signal level from one to ten averages is around 10%. This decrease can be
attributed to the inhomogeneity of the gas pulse in each shot, and therefore a slight
decrease in the signal level on averaging can be expected. With the multi-train
method, the FID collection time is increased by a factor of three and allows us to
record around 2.5 million averages in a day.
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Figure 3.13: A comparison of 1 average and 10 averages (collected using the
multi-train method) for a molecular signal of the J=2←1 rotational transition (at
24325.9453 MHz) of OCS.

b. Background subtraction

The mixing of electronic signals at multiple stages leads to random and un-
wanted/spurious signals. The response of the electronic components without the
molecular signals can be captured by turning off CH1 of the AWG. This prevents
the generation of the pulse train. Without CH1, the mixing of LO-1 and outputs
of CH2 of the AWG will give a spectrum representing the response of electronics,
as shown in Figure 3.14. In the present design, due to this mixing, there are strong
spurious signals (spurs) every 200 MHz and some weak spurs in between, as shown
in the zoom-in of Figure 3.14. These unwanted signals can crowd a spectrum with
unwanted lines and can also mix with molecular signals leading to false intensity
patterns. To remove these spurious signals, the electronics response spectrum of
the spectrometer is subtracted from the molecular spectrum, matching the number
of acquisitions as in the molecular spectrum. As the intensity fluctuation of the
electronics response is random, the subtraction process does not guarantee removal
of all the spurs, and it can sometimes result in negative ”intensities” in the final
spectrum.
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Figure 3.14: Electronics response spectrum without CH1 of the AWG. In the present
design, due to the mixing of electronic signals, there are strong spurious signals every
200 MHz, as shown in the zoom-in. The y scale of the zoom-in is the same as the
main spectrum.

Automation

The instrument is controlled by home-built scripts written in Python 3.5 by Dr.
Amanda Steber, and the software packages available for Valon synthesizer and for
Keysight digitizer card. The 2 GHz pulse is created by Valon software, and the
data acquisition is controlled by Keysight soft front panel. Various steps involving
averaging and FFTing the time domain, adding the LO-2 frequencies to each FID
segment, stitching the spectrum together, and subtracting the background signal is
controlled by a combination of scripts written in Python. After data acquisition,
the complete process of obtaining the 18-26 GHz spectrum takes 1 minute.

3.5.2 Performance

As this approach has not been implemented before and the instrument is newly con-
structed, it is important to benchmark the performance of this spectrometer to the
first CP-FTMW instrument constructed in this frequency range from the University
of Virginia (UVa), USA, which is presented in Reference [122]. The first subsection
shows the phase stability achieved by the TCXO clock of the Valon synthesizer and
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compares with the standard rubidium clock using a molecular signal of hexanal. In
the next subsection, the frequency accuracy of the instrument is demonstrated us-
ing hexanal and OCS. Hexanal has a characteristically dense spectrum, allowing for
the identification of multiple conformers within its spectrum as well as isotopologue
species, and its study is presented in Reference [122]. OCS is a well characterized
molecule, and it exhibits distinct and easily identifiable spectral lines for various
isotopologues in natural abundance. The last subsection demonstrates the dynamic
range of the spectrometer again using hexanal and OCS.

Phase stability

As mentioned in the Hamburg COMPACT section (3.2), phase stability is a key
parameter of a CP-FTMW spectrometer. The sensitivity to observe weak signals
and the dynamic range of the spectrometer comes from the ability to average the
FID signal in the time domain over many spectrum acquisitions coherently. For
this purpose, phase reproducible excitation pulses are required. Generally, this is
dictated by a low phase noise, standard 10 MHz rubidium (Rb) oscillator used as
a reference, to phase lock microwave instrument [36, 83]. On the COMPACT spec-
trometer, this cost of the Rb clock is e3000. To remove the cost of the expensive
Rb clock and still maintaining phase reproduciblity, in the segmented 18-26 GHz
CP-FTMW instrument, the phase stability is achieved by using an internal 10 MHz
TCXO clock of the Valon synthesizer.

The phase stability of the instrument has been evaluated using both clocks as refer-
ences and the signal level of a transition of conformer 1 of hexanal. The phase noise
offered by the Rb clock is < -120 dBc/Hz and by the TCXO clock < -90 dBc/Hz at
10 MHz. To change the reference of the instrument from the TCXO clock to the 10
MHz Rb oscillator, the input for the clock distribution board was attached to one
output of the Rb clock and one output of the clock distribution board was sent to
the Valon synthesizer (which can also be set to accept an External reference), and
another one to the AWG. Figure 3.15 shows a comparison of the signal level of a
transition of conformer 1 of hexanal taken with one average and 1 million averages,
using a standard Rb clock or a TCXO clock offered by Valon as references. It can
be seen that in both the cases, the decrease in the signal on long averaging is ap-
proximately 10%, and the signal levels are comparable. This shows that the TXCO
clock is offering the same phase stability as the Rb clock on long averaging.

Frequency accuracy and resolution

The frequency accuracy of the instrument is benchmarked by comparing the center
frequencies determined for all of the measured rotational transitions of conformer 1
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Figure 3.15: A comparison between a standard rubidium (Rb) clock and the TCXO
clock offered by the Valon synthesizer used as references for the segmented 18-26
GHz CP-FTMW instrument. Both spectra compare the signal level for one versus 1
million averages for a rotational transition of conformer 1 of hexanal.

of hexanal and its 18O isotopologue, obtained from the UVa 18-26 GHz CP-FTMW
spectrometer [122], to those obtained from the segmented 18-26 GHz CP-FTMW
spectrometer. For simplicity in the following discussion, the UVa 18-26 GHz CP-
FTMW spectrometer is referred as ‘UVa’, and the segmented 18-26 GHz CP-FTMW
spectrometer as ‘Hamburg’. The measured transitions obtained from UVa were fit
to an asymmetric rotational Hamiltonian to generate a set of rotational constants
and calculated frequency values corresponding to conformer 1 of hexanal and its
18O isotopologue. These calculated frequency values of UVa were then compared
with the measured transitions obtained from Hamburg, and the difference between
the two values is observed to be less than 20 kHz, except for one discrepancy. In
the case that the measured transitions obtained from Hamburg were fit to an asym-
metric rotational Hamiltonian, the difference between the measured and calculated
frequency values is below 10 kHz, for both conformer 1 and its 18O isotopologue. The
two comparisons of the calculated frequencies with the observed transitions obtained
from Hamburg for conformer 1 of hexanal and its 18O isotopologue are given in Ap-
pendix 1. A summary of the fitted rotational constants and distortion constants for
conformer 1 of hexanal and its 18O isotopologue obtained from UVa and Hamburg
is given in Table 3.2. In microwave spectroscopy, a microwave root mean square
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(RMS) values of the measured transitions with the calculated frequencies is used to
determine the accuracy of the experimentally obtained rotational parameters, which
is used to calculated the structural parameters of a molecule. From the assigned
rotational transitions of hexanal with UVa, an RMS value of ∼ 4 kHz and ∼ 7 kHz
is obtained for conformer 1 of hexanal and its 18O isotopologue, respectively. With
Hamburg, RMS values of ∼ 12.7 kHz for conformer 1 and ∼ 17 kHz for the 18O
isotopologue are obtained when the rotational and distortion constants are fixed to
the values obtained from UVa. RMS values of ∼ 6 kHz for conformer 1 and ∼ 9 kHz
for the 18O isotopologue are obtained when the rotational and distortion constants
are allowed to be fit to the transitions obtained from Hamburg. The obtained rota-
tional parameters from Hamburg, when the fit is allowed to be float, is comparable
to the obtained rotational parameters from UVa, for both conformer 1 of hexanal
and its 18O isotopologue. Therefore, it can be concluded that the performance of
Hamburg with respect to frequency accuracy is similar to UVa.

Table 3.2: A comparison of the rotational constants (A, B, C) and distortion con-
stants (∆J , ∆JK , ∆K , δJ) for conformer 1 of hexanal and its 18O isotopologue,
obtained from the UVa CP-FTMW spectrometer, as presented in Reference [122],
and the Hamburg segmented CP-FTMW spectrometer, as presented in this work.

Conformer 1 18O Conformer 1

UVa [122] Hamburg UVa [122] Hamburg

Fixed Float Fixed Float

A (MHz) 9769.6385(41) a 9769.6429(61) 9511.5910(64) b 9511.6030(87)

B (MHz) 868.84583(21) a 868.84861(32) 843.5515(31) b 843.5600(42)

C (MHz) 818.51887(19) a 818.52102(28) 794.2703(11) b 794.2745(15)

∆J (kHz) 0.04597(48) a 0.05281(72) a b c

∆JK (kHz) −0.8782(47) a −0.8497(70) a b c

∆K (kHz) 25.70(79) a 24.5(11) a b c

δJ (kHz) 0.00514(18) a 0.00530(27) a b c

Nlines 46 46 46 6 6 6

σ (kHz) a 4.1 12.7 6.0 6.7 17.0 9.0

a: fixed to the assignments from the UVa CP-FTMW spectrometer for conformer
1.
b: fixed to the assignments from the UVa CP-FTMW spectrometer for 18O con-
former 1.
c: fixed to the assignments from the segmented CP-FTMW spectrometer for the
fitted value of the parent isotopologue of conformer 1.
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Another example to show the frequency accuracy of the instrument is performed
by comparing the experimental frequency values for some of the isotopologues of
OCS from literature with the frequencies obtained with the segmented CP-FTMW
spectrometer, as presented in Table 3.3. The agreement between the segmented
CP-FTMW frequencies and the literature frequencies are of the order of 20 kHz.

With the hexanal and OCS examples it can be concluded that the frequency ac-
curacy of the segmented 18-26 CP-FTMW spectrometer is around 20 kHz. The
resolution of the spectrometer based on the digitization rate of the Keysight digi-
tizer card is 100 kHz. After applying the Kaiser Bessel window function, in practice
a linewidth of 240 kHz is achieved.

Dynamic range

To compare the dynamic range, hexanal was measured under similar experimen-
tal conditions as were employed in Reference [122]. In that study, a mixture of
0.2% hexanal in neon was supersonically expanded into the vacuum chamber with
1 bar backing pressure using three nozzles, and a total of 1.9 million averages were
collected. They observed 12 conformers of hexanal, and they provided an experi-
mental relative energy ordering, with conformer 1 being the global minimum. For
conformers 1-4, all 13C isotopologues were assigned, with 18O isotopologues being
assigned for conformers 1 and 2 in natural abundance. With the segmented 18-26
GHz CP-FTMW spectrometer, 1.9 million averages of hexanal were collected using
one nozzle. All 12 of the conformers of hexanal were identified, as shown in Figure
3.16, and the same isotopologues were also observed in natural abundance.

The signal-to-noise ratio (SNR) of each conformer in both spectra can be compared
to benchmark the dynamic range of our instrument. Seifert et al. [122] obtained
an SNR of ca. 5000:1 for conformers 1 and 2, and ca. 300:1 for conformers 3 and
4. With our instrument, for conformer 1 and 2, the SNR was found to be approxi-
mately 2400:1 and 3200:1, respectively. For conformers 3 and 4, the SNR was greater
than 300:1. In order to directly compare our SNR to theirs, a linear scaling was
used to account for the fact that Seifert et al. [122] used three nozzles, while only
one was employed in our setup. This reduces their effective SNR per nozzle to ca.
1666:1 for conformers 1 and 2, and ca. 100:1 for conformer 3 and 4. With the seg-
mented 18-26 GHz CP-FTMW spectrometer, we were able to achieve the expected
SNR for conformers 1-4, compared to the UVa CP-FTMW spectrometer. There-
fore, it can be safely concluded that the SNR ratio observed with the segmented
18-26 GHz CP-FTMW spectrometer is comparable with the CP-FTMW 18-26 GHz
instrument, establishing that the dynamic range of the spectrometer is comparable
with the broadband instrument.
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Table 3.3: Comparison of the J=2←1 rotational transition of OCS obtained with
the segmented CP-FTMW spectrometer with reported values in the literature.

Isotopologue F’←F” Segmented CP-FTMW freq. (MHz) Lit. freq. (MHz) Difference (kHz)

OCS 24325.9453 24325.930(10)a 15.3

OC34S 23731.3112 23731.302(10)a 9.2

O13CS 24247.6799 24247.668(10)a 11.9

OC33S

3/2-1/2 24012.3693 24012.345(5)b 24.3

5/2-5/2 24012.9908 24012.964(5)b 26.8

5/2-3/2 24020.249(5)b,+

7/2-5/2 24020.2733 24020.249(5)b,+ 24.3

3/2-3/2 24025.4709 24025.488(5)b 22.9

18OCS 22819.4130 22819.3930(10)c 20.0

O13C34S 23646.9155 23646.8935(10)c 22.0

17OCS 9/2-7/2 23534.6933 23534.6780(5)b 15.3

OC36S 23198.7541 23198.7344(10)c 19.7

18OC34S 22239.8590 22239.8438(10)c 15.2

O13C33S 23938.8379 23938.8340(21)d 3.9

18O13CS 22764.2483 22764.240(20)e 8.3

a Bomsdorf, H., Dreizler, H. & Mäder, H. (1980). Zeitschrift für Natur-
forschung A, 35(7), pp. 723-730.
b Merke, I. & Dreizler, H. (1987). Zeitschrift für Naturforschung A, 42(9), pp.
1043-1044.
c R. D. Suenram, private communications (1998).
d F. J. Lovas, J. Phys. Chem., 7, (1978), 1445-1750.
e H. S. P. Müller, F. Schlöder, J. Stutzki, and G. Winnewisser, J. Mol. Struct.
742, (2005), 215-227.
+ For OC 33S, the F=5/2-3/2 and the 7/2-5/2 transitions are blended at the
experiment resolution.
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Figure 3.16: The rotational spectrum of 1-hexanal measured with the segmented 18-
26 GHz CP-FTMW spectrometer. The black trace shows the experimental spectrum,
and the simulations of all the 12 assigned conformers are shown in color.
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Figure 3.17 shows a comparison of the hexanal spectrum recorded in Hamburg (black

Figure 3.17: Comparison of the 1-hexanal spectrum recorded in Hamburg (black
trace) with the UVa spectrum previously reported (green trace). The blue box high-
lights the sharp cutoff in the intensity > 25 GHz. The x and the y scale of the
zoom-in are the same as the main spectrum.

trace showing 1.9 million averages) with the UVa spectrum previously reported
(green trace) [122]. The strongest line from the UVa spectrum has been scaled to
be compared with the Hamburg spectrum. The intensity profile of the Hamburg
spectrum is comparable to the UVa spectrum, but there is a sharp intensity cut-off
around 25 GHz. An important factor affecting the intensity distribution across the
whole range is the excitation pulse power in each segment. It can be seen that the
excitation pulse power between 25-26 GHz is weaker compared to the 18-25 GHz
range, highlighted with a blue box in Figure 3.17. This will be corrected in the
future by performing intensity calibrations for each segment. This would involve
measuring the power loss in the excitation pulses across the whole band, and a func-
tion, which will be derived from determining this power loss, will be applied to the
spectrum to account for intensity variation.
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Another example demonstrating the dynamic range of the instrument is presented
using the molecular signals of OCS. To measure the weak isotopologues of OCS, the
experiment was performed by using a 0.2% gas mixture of OCS in neon. This mix-
ture was supersonically expanded in the vacuum chamber using one nozzle, with 3
bar backing pressure. A total of 200 000 averages were collected and FFTed. Figure
3.18 shows the spectrum of OCS, where the strongest transition belongs to J = 2←1
transition of the parent species, 16O12C32S, and its 18O13C32S isotopologue is shown
in the zoom-in. The natural abundance of this isotopologue is 0.00211%. The SNR
obtained for the parent species transition is approximately 100 000:1.

The 18-26.5 GHz CP-FTMW spectrometer is also presented in the PhD thesis of Dr.

Figure 3.18: The spectrum for the J=2←1 rotational transition (at 24325.9453 MHz)
of OCS (0.2% in neon, 200 000 avgs). The inset shows a zoom-in on the 18O13C 32S
isotopologue which has a natural abundance of 0.00211% (44 000 times less abundant
than the normal species).
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Daniel P. Zaleski [124], and displays that with 200 000 averages of OCS, the weakest
isotope observed with their instrument was also the 18O13CS isotopologue. In their
experiment, the SNR obtained for the parent species transition is approximately
180 000:1 using three nozzles, which, on scaling for one nozzle, is 90 000. This ex-
ample also proves that the dynamic range of the segmented 18-26 GHz CP-FTMW
instrument is comparable with the broadband instrument.

59





Cumulative part





Chapter 4

Cumulative part

The interplay of different forces of intermolecular interactions, in particular, hy-
drogen bonding and dispersion interactions, plays a key role in the formation and
stability of chemical and biological systems. These forces can either act in a syn-
ergistic way or can compete against each other. This interplay can be observed in
molecular aggregation and recognition processes, where some structures are stabi-
lized mainly by hydrogen bonding, and others by dispersion interactions. To date,
the mechanism of these forces to stabilize certain structures is not well known, and
counter-intuitive results may be found [6]. A better understanding of this inter-
play of hydrogen bonding and dispersion interactions can be obtained by studying
molecular model systems to systematically examine and quantify the London dis-
persion contribution to interaction energies [16]. For this, three kinds of molecular
model systems are presented in this work. The first kind investigates the effect of
dispersion interactions on a strong classical hydrogen OH-O bonded complex in a
systematic approach. The second kind of complexes are studied to compare strong,
classical OH-O hydrogen bonds and weak OH-π hydrogen bonds, where dispersion
interactions play an important role in forming the preferred structure. In the third
kind, in the absence of a classical OH-O hydrogen bond formation, the effect of
dispersion interactions on dimer formation, by weak OH-π and/or CH-O hydrogen
bonds as well as π-π interaction, are investigated.

To investigate the first kind of model systems, complexes of camphor with alcohol
are studied, where the size of the binding partner is increased from methanol to
ethanol, and compared with a previous study on camphor-water [86]. This work is
presented in the Monographic part (Chapter 5, Section 5.1), where it is observed
that on increasing the side chain length of the alcohol, the contribution from dis-
persion interaction is increasing. In this chapter, the second and the third kinds of
model systems are investigated. For the second kind, complexes of ether/benzofuran
with different sizes of alcohols are studied and presented in Section 4.1, where the
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complexes of phenyl vinyl ether with methanol is presented in Section 4.1.1. The
complexes of diphenyl ether with water, methanol, tert-butyl alcohol and adaman-
tanol are presented in Section 4.1.2, and the complexes of dibenzofuran with water,
methanol, and tert-butyl alcohol are presented in section 4.1.3. Through these dif-
ferent systems investigated in Section 4.1, the outcome of the binding process with
partners of different sizes and complexity will allow for a systematic understanding
of the recognition process governed by the interplay of the individual forces. To
investigate the third kind, homodimers of diphenyl ether, dibenzofuran and fluorene
are studied and presented in Section 4.2. The interplay of weak OH-π and/or CH-O
hydrogen bonds as well as π-π interactions will give an insight into the stability of
the preferred structure of the respective homodimers.

4.1 Weakly bound complexes of ethers and ben-

zofuran with alcohols

The complexes between an ether and an alcohol molecule were studied with three
spectroscopic methods, within a priority program on ‘Control of London Disper-
sion Interactions in Molecular Chemistry’ by the Deutsche Forschungsgemeinschaft
(SPP1807). These three techniques are Fourier-transform infrared spectroscopy
(FTIR spectroscopy, performed by the group of Prof. Dr. Martin Suhm, Göttin-
gen), infrared/ultraviolet (IR/UV) double resonance spectroscopy (performed by
the group of Prof. Dr. Markus Gerhards, Kaiserslautern), and chirped-pulse Fourier
transform microwave spectroscopy (CP-FTMW, as part of this work). A short de-
scription of the three techniques with respect to the study of weakly bound clusters
within the collaboration follows.

FTIR spectroscopy [125] is a sensitive linear spectroscopic technique. As long as
the molecules are volatile enough to realize carrier gas mixtures in the 100 ppm
range [126] and their vibrational modes are IR active, they can be probed by FTIR
technique. This technique can provide an important insight into the intermolecular
interactions on cluster formation based on certain band patterns in the spectrum. In
an FTIR spectrum, clusters with direct hydrogen bonds to polar atoms tend to show
larger downshifts of the hydride (OH) stretching frequency than with the π-systems.
Also, cooperative hydrogen bond patterns lead to larger shifts than isolated hydro-
gen bonds due to their larger bond strengths. Further confirmation is obtained from
harmonic quantum-chemical calculations, which predict the frequency shifts of OH
fundamental stretching modes with different binding sites and provides a helpful
assignment. However, this technique becomes limited when comparing different ori-
entations of the solvent molecule for the same binding site. The spectral resolution
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provided by this technique is typically not sufficient to distinguish moments of in-
ertia and thus different structures in a direct way [126].

The IR/UV double resonance [55, 56] is a non-linear spectroscopic technique, which
can often differentiate between different clusters. In this technique, the UV laser is
parked on an S1 ← S0 electronic transition of a complex, and the IR laser is scanned
to probe its corresponding vibrational state [127, 128]. Similar to the FTIR spec-
troscopy, confirmation is obtained from harmonic quantum-chemical calculations for
the OH stretching mode. Additionally, theoretical predictions of electronic excita-
tion energy differences between complexes can further support an assignment and
differentiate between them.

Microwave spectroscopy, only restricted to polar molecules, is a high-resolution and
high-sensitivity technique [28, 38, 83, 86]. It allows one to detect isotopologues of
molecules and complexes in natural abundance if the signal-to-noise ratio of a com-
plex transition is sufficient. The structure of a complex can, in principle, be worked
out by systematic isotope substitution. However, with increasing system size this
can become a limitation. In such cases, it is often sufficient to compare theoretically
predicted rotational constants and dipole moment components with experimental

Figure 4.1: Schematic levels and transitions involved in the multi-spectroscopic
method used to identify the complexes between an ether and an alcohol, presented in
this thesis. Figure adapted from Reference [126].
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rotational constants and relative intensities of each type of transitions to distinguish
isomers and achieve an unambiguous assignment. A schematic diagram, connecting
the three techniques in this collaboration, is represented in Figure 4.1.

The three different ether molecules studied in this work are phenyl vinyl ether (PVE),
diphenyl ether (DPE), and dibenzofuran (DBF). As shown in Figure 4.2, the three
molecules are structurally similar and can be visualized as having a phenoxyl group
attached to either an ethenyl group for PVE, phenyl group for DPE, or benzyl group
for DBF. All ethers offer both a hydrogen bond acceptor site via the ether oxygen
as well as good dispersion interactions via the phenyl ring or ethenyl/phenyl/benzyl
groups. The binding partner R-OH is selected by increasing the bulkiness of the R
group (where R = H for H2O, CH3 in methanol, C(CH)3 in tert-butyl alcohol, and

Figure 4.2: a) Structures showing the similarity of the three ether molecules studied
in this work. b) Structures of the binding partner R-OH as water, methanol, tert-
butyl alcohol, and adamantanol.
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C10H15 in adamantanol), as shown in Figure 4.2.

An aliphatic alcohol can attach to an ether molecule either to its dispersive binding
pocket via OH-π interactions, or to the oxygen lone pairs resulting in a classical
OH-O hydrogen bond. Thus, the outcome of the binding process with partners
of different sizes and complexity will allow for a systematic understanding of the
recognition process governed by the interplay of the individual forces. This will help
us in determining the preferred binding positions, interactions, and the associated
binding energies. A comparison of the transition intensities recorded for different
cluster geometries to theoretical calculations will further give us information about
the relative energy ordering of the observed clusters.

4.1.1 The phenyl vinyl ether-methanol complex

The study of phenyl vinyl ether (PVE) with methanol has been performed to un-
derstand the role of dispersion interactions on structural preference in the presence
of multiple binding sites. In PVE-methanol complexes, a methanol molecule can
form a complex with PVE at any of the binding sites (the ether oxygen (O), the
phenyl (P) group, or the ethenyl (E) group). Quantum-chemical calculations were
performed at different levels in order to investigate the preferences of the different
binding sites. Energy orderings of these complexes at the three levels of theory
described below are inconsistent. At the B3LYP-D3(BJ)/def2-TZVP level of the-
ory, the OH-E structure is predicted to be the global minimum. According to
SCS-CC2/def2-TZVP calculations performed by another group in the collabora-
tion, OH-P is the global minimum. Calculations at a sophisticated local coupled
cluster method, the LCCSD(T0)-F12/CBS[T:Q]//B3LYP-D3/def2-TZVP level of
theory gives OH-O’ as the global minimum when only relative electronic energies
are compared, and OH-O as the global minimum when zero-point corrected relative
electronic energies are compared. This ambiguity from the calculations makes it an
interesting system for the multi-spectroscopic study.

As methanol is a small binding partner, its tendency to form an OH-O complex will
be higher than the OH-π. The results of the FTIR and the IR-UV technique reveal
the preference of a hydrogen bounded complex of PVE-methanol (OH-O) over the
π bound (OH-P or OH-E). This preference is confirmed by microwave spectroscopy,
and an additional less populated OH-P isomer is also detected only in the rotational
spectrum. In the microwave spectrum, the splitting of transitions due to internal
rotation of the methanol methyl group is observed. From this, the V 3 barrier height
and the orientation of the methyl group with respect to the principal axis system
for the OH-O hydrogen bound complex is determined. The experimentally deter-
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mined V 3 value is 261 cm−1 (3.1 kJ mol−1) and is less than the calculated value of
341 cm−1 (4.1 kJ mol−1) at the SCS-CC2/def2-TZVP level of theory. Further, in
the rotational spectrum, all the mono-substituted 13C isotopologues of the OH-O
hydrogen bound complex in natural abundance is observed. With this the carbon
backbone structure of the OH-O bound complex is determined using the Kraitch-
man’s equations (rs structure).

On comparing the experimental results with the quantum-chemical calculations for
these isomers, it can be seen that the correct energy ordering is only predicted with
the sophisticated local coupled cluster method. A further quantification and visu-
alization of dispersion interactions provides insights into the role of the secondary
CH-π interactions in deciding the binding preference. This study was published in
the Thematic Series ”Dispersion interactions” in the Beilstein Journal of Organic
Chemistry in 2018, and is given below.
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Abstract
The structure of the isolated aggregate of phenyl vinyl ether and methanol is studied by combining a multi-spectroscopic approach

and quantum-chemical calculations in order to investigate the delicate interplay of noncovalent interactions. The complementary

results of vibrational and rotational spectroscopy applied in molecular beam experiments reveal the preference of a hydrogen bond

of the methanol towards the ether oxygen (OH∙∙∙O) over the π-docking motifs via the phenyl and vinyl moieties, with an additional

less populated OH∙∙∙P(phenyl)-bound isomer detected only by microwave spectroscopy. The correct prediction of the energetic

order of the isomers using quantum-chemical calculations turns out to be challenging and succeeds with a sophisticated local

coupled cluster method. The latter also yields a quantification as well as a visualization of London dispersion, which prove to be

valuable tools for understanding the role of dispersion on the docking preferences. Beyond the structural analysis of the electronic

ground state (S0), the electronically excited (S1) state is analyzed, in which a destabilization of the OH∙∙∙O structure compared to the

S0 state is observed experimentally and theoretically.
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Introduction
The balance of different noncovalent interactions is crucial for

chemical and biochemical processes as it controls molecular

recognition and aggregation [1-6]. In order to gain a deeper

understanding of these processes, knowledge on exact struc-

tural arrangements and the respective role of different intermo-

lecular forces such as electrostatic, dispersion and induction

forces is needed. Thus, experimental examination as well as the

precise prediction of a preferred molecular docking site for dif-

ferent molecules is of crucial importance. Despite the remark-

able progress made in experiments and theory/computational

chemistry, there is still a need for improvement and bench-

marking [7].

Many aromatic solute–solvent complexes have been studied in

the gas phase (cf. [8-10] and references therein). Studied

systems involving methanol as attached solvent molecule

include the works on benzene–methanol clusters by the Zwier

group [11] and on fluorobenzene–methanol clusters by the

Brutschy group [12], to mention only two examples. Com-

plexes of aromatic ethers with polar solvent molecules are of

special interest due to the presence of different competing

hydrogen bond acceptor sites. An extensive study on diphe-

noxyethane–water clusters was performed by the Zwier group

[13-15] including studies in the excited S1 and S2 states. Con-

cerning aggregates of aromatic ethers with alcohols, there is a

work of Pietraperzia et al. [16] on the anisole–phenol complex

in which an OH∙∙∙O structure was identified. In a systematic

study by the Suhm group on complexes of anisole derivatives

with methanol, a balance between OH∙∙∙O and OH∙∙∙π structures

being very sensitive to the substitution pattern at the anisole

moiety was identified [17,18]. In previous multi-spectroscopic

studies by the Schnell, Suhm and Gerhards groups on diphenyl

ether (DPE)–solvent complexes [19-22], the influence of

different attached solvent molecules on the structural prefer-

ence was compared. It could be shown that the balance be-

tween OH∙∙∙π- and OH∙∙∙O-bound structures is very sensitive to

the size of the attached alcohol. Torsional balances in solution

have been used to probe aromatic OH∙∙∙π interactions and to

show that these interactions remain important at room tempera-

ture [23].

In such aromatic solute–solvent systems, one frequently en-

counters hydrogen bonds formed towards oxygen or nitrogen

lone pairs, or R–H∙∙∙π binding motifs (R = O, N, C, S,…) in-

volving aromatic π systems. Less often, R–H∙∙∙π bound com-

plexes are found involving nonconjugated, localized C=C

double bonds. Exceptions include the ethene–methanol com-

plex [24] as well as bulky olefin–tert-butyl alcohol complexes

[25] investigated by jet FTIR spectroscopy. The observed OH

stretching red-shifts compared to the free alcohols are small,

indicating a comparatively weak hydrogen bond, which is also

reflected in calculated binding energies [24,25].

With the herein presented work, we now extend our overall

multi-spectroscopic study to mixed aromatic olefinic ethers: in

the case of phenyl vinyl ether (PVE), there is an ethenyl moiety

replacing one of the phenyl rings compared to DPE. This intro-

duces a localized π system along with the delocalized phenyl π

system as hydrogen bond acceptor sites. Thereby, the complexi-

ty of the system is increased, as now three qualitatively differ-

ent basic binding motifs have to be regarded instead of only two

for DPE. This also provides an enhanced challenge for theory,

with no clear preference for one of the motifs to be expected.

As shown, e.g., in the case of DPE–t-BuOH [20], there is a need

for benchmarking systems in order to improve and develop

better theoretical approaches especially for non-covalently

bound complexes. The study on PVE–MeOH is meant to

present a further benchmark system, probably even more chal-

lenging than DPE–t-BuOH.

For an experimental elucidation of structural arrangements and

energetic preferences, investigations on a molecular level are re-

quired on isolated molecular aggregates, allowing for an ideal

comparison with gas phase calculations. This can be achieved

by molecular beam experiments, which can be combined with a

variety of spectroscopic techniques. For our multi-spectroscop-

ic studies, we utilize FTIR spectroscopy, mass- and isomer-

selective IR/UV techniques (IR/R2PI, for methodical develop-

ments, cf., e.g., [8,26-29] and UV/IR/UV spectroscopy, cf., e.g.,

[30-43]) and chirped-pulse Fourier transform microwave (CP-

FTMW) spectroscopy. Comparing spectroscopic results with

quantum-chemical calculations is often mandatory for the inter-

pretation of experiments. Furthermore, such comparison enables

a critical evaluation of the approximations used, comparing the

relative stability of different binding motifs.

In this paper, the first structural investigation on the complex of

phenyl vinyl ether with methanol is presented. An established

multi-spectroscopic approach [19,20] is used, coupling FTIR,

IR/UV and microwave spectroscopy with theoretical treatments

including dispersion-corrected density functional theory (DFT-

D3) [44,45], spin-component-scaled approximated coupled

cluster-singles-doubles (SCS-CC2) [46] as well as explicitly

correlated local coupled cluster theory (LCCSD(T0)-F12) [47]

calculations, the latter allowing for a quantification and visuali-

zation of London dispersion interactions [48]. The aim of the

presented study is the unambiguous experimental identification

of the preferred binding site of a first methanol solvent mole-

cule to the multivalent hydrogen bond scaffold of phenyl vinyl

ether, followed by a classification of theoretical methods in
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terms of success or failure to predict this preference. Visualiza-

tion of possible reasons for the subtle preference is a valuable

additional asset.

Experimental Setup
FTIR setup
For the FTIR experiments, the so-called filet-jet setup, as de-

scribed in detail in [49], was used. In this setup, the scans of a

Bruker IFS 66 v/s spectrometer (80 kHz, resolution 2 cm−1) are

synchronized to a pulsed supersonic expansion through a

600 × 0.2 mm2 slit nozzle. Using two separate cooled satura-

tors, low concentrations (<0.1%) of PVE (Sigma-Aldrich, 97%,

used as purchased) and methanol (Sigma-Aldrich, ≥99.8%, used

as purchased) were added to the carrier gas helium (Linde,

99.996%) and premixed at a pressure of 0.75 bar in a 67 L

reservoir before being expanded through the slit nozzle. The

pulsed operation with waiting times of 30–90 s between 150 ms

long pulses combined with a buffer volume of 12–23 m3 and a

pumping capacity of 500–2500 m3/h resulted in background

pressures of less than 0.1 mbar before expansions. This facili-

tated measurements of clusters of methanol and PVE in the

zone of silence of the expansion at an average distance of

10 mm to the nozzle. A calcium fluoride beam splitter, lenses

and windows were used in combination with a 150 W tungsten

filament and an optical filter (4200–2450 cm−1) to maximize

the signal-to-noise ratio in the OH stretching range of the vibra-

tional spectra. For the final spectra, 150 to 775 pulses were

co-added to further improve signal-to-noise.

IR/UV setup
The experimental setup for the IR/UV experiments is described

in detail elsewhere [29,50], thus only a brief description is given

here. All experiments were carried out in a molecular beam

apparatus consisting of a differentially pumped linear time-of-

flight (TOF) mass spectrometer with a pulsed valve (Series 9

and pulse driver Iota One, General Valve, 500 µm orifice) for

skimmed jet expansion. PVE was synthesized according to the

procedure reported in [51] (cf. Supporting Information File 1

for details). MeOH (Sigma-Aldrich, ≥99.7%) and PVE were

both supplied via separate cooled reservoirs (approx. −8 °C and

−13 °C, respectively) and co-expanded with the carrier gas neon

(2.5–3.0 bar).

For the one- and two-color R2PI, the IR/R2PI and the UV/IR/

UV experiments up to three tunable nanosecond laser systems

were necessary, including two independent UV laser systems

and one IR laser system. The UV laser radiation is obtained via

second harmonic generation in a BBO crystal using the output

of a dye laser (Cobra-Stretch and PrecisionScan, Sirah). They

are pumped by the second harmonic (532 nm) of a Nd:YAG

laser (SpitLight 600 and SpitLight 1000, Innolas). The IR laser

radiation in the range of 3520–3750 cm−1 is generated by

difference frequency mixing (DFM) in a LiNbO3 crystal using

the fundamental (1064 nm) of a seeded Nd:YAG laser (Quanta-

Ray Pro-230, Spectra-Physics) and the output of a further dye

laser (PrecisionScan, Sirah), which is pumped by the second

harmonic (532 nm) of the same Nd:YAG laser. Amplification

of the resulting IR radiation is obtained by an optical para-

metric amplification (OPA) process in a further LiNbO3 crystal

using the output of the DFM process and the fundamental

(1064 nm) of the Nd:YAG laser.

For the IR/R2PI spectra, the IR laser was fired 50 ns prior to the

UV excitation laser, whereas for the UV/IR/UV spectra the IR

laser was fired 2.0–3.0 ns after the UV excitation laser. The

time delay between UV excitation and ionizing laser was

4.0–4.5 ns.

CP-FTMW setup
The rotational spectroscopy measurements were performed with

the Hamburg chirped-pulse Fourier transform microwave (CP-

FTMW) spectrometer COMPACT covering the 2–8 GHz fre-

quency range, which has been described in detail in [52]. The

molecules were seeded into a supersonic expansion with neon

as the carrier gas by using a pulse nozzle (Parker General

Valve, Series 9, 0.9 mm diameter orifice) equipped with a heat-

able reservoir close to the valve orifice, operating at 8 Hz. PVE

was synthesized as described above and used without further

purification.

The liquid sample was held in the reservoir at room tempera-

ture, which resulted in sufficient vapor pressure (standard

boiling point of about 155 °C) for recording the rotational spec-

trum. MeOH was kept in a separate reservoir. PVE–MeOH

clusters were generated by first flowing the carrier gas (neon)

through the reservoir containing methanol that was external to

the chamber, followed by picking up PVE vapor. After super-

sonic expansion into vacuum using neon at 3 bar, the molecular

jet was polarized with a 4 µs chirp spanning 2–8 GHz. The

chirp was generated with an arbitrary waveform generator,

amplified to 300 W with a traveling wave tube amplifier, and

transmitted into the vacuum chamber via a horn antenna.

Following excitation, 40 µs of the free induction decay (FID) of

the macroscopic ensemble of polarized molecules was recorded.

The fast frame capability [53] of the Tektronix DPO 71254C

was used in which eight consecutive excitation chirps, each fol-

lowed by 40 µs during which the FID could be collected, were

recorded and averaged. This resulted in an effective repetition

rate of 64 Hz.

For the spectrum of the PVE–MeOH dimer, 3 million FIDs

were co-added. A resulting signal-to-noise ratio of about 500:1
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to 600:1 for the stronger transitions of the dominant complex

allowed us to determine the positions of the carbon atoms with

respect to the center of mass of the overall complex (see below)

exploiting the presence of 13C isotopologues in natural abun-

dance and using the Kraitchman approach [54]. Fourier trans-

formation of the averaged time domain FID, recorded at point

spacings of 10 ps, resulted in a frequency domain rotational

spectrum with frequency resolution of 25 kHz.

The assignment was performed with the program JB95 [55],

then the fits to an asymmetric-rotor Hamiltonian were per-

formed using SPFIT/SPCAT. The experimental results were

complemented by and compared with the results of electronic

structure calculations. B3LYP-D3/aug-cc-pVTZ calculations

were performed using the Gaussian 09, rev. D.01 program suite

[56] to guide the assignment.

Computational Methods
Various input structures for the PVE–MeOH complex were

generated by using the MMFF94s force field [57] as imple-

mented in Avogadro [58]. Afterwards, geometry optimizations

were performed by applying the Berny optimization algorithm

of Gaussian 09 [56] with energies and gradients obtained

from Turbomole 7.0 [59]. The DFT functional B3LYP with

Grimme's two-body D3 corrections and Becke–Johnson damp-

ing [45] was used in combination with the def2-TZVP basis set

based on the documented performance of this level of theory for

the similar diphenyl ether–methanol system [19]. Furthermore,

the obtained structures were re-optimized with the SCS-CC2

method using the def2-TZVP basis set, both in the electronic

ground (S0) and first excited state (S1). The ricc2 module in

Turbomole 7.0 requires an auxiliary Coulomb fitting basis set

(cbas) for the resolution-of-identity approximation (RI) for

which def2-TZVP-cbas was chosen [60]. All obtained geome-

tries were confirmed as minima by harmonic frequency calcula-

tions.

In order to evaluate the relative stability of the different

conformers found on the potential hypersurface, density fitted

explicitly correlated local coupled cluster with singles and

doubles excitations and perturbative triples (DF-LCCSD(T0)-

F12) calculations were carried out [47]. In order to converge the

energies relative to the one particle basis, the VTZ-F12 and

VQZ-F12 basis sets [61,62] were used together with a

Schwenke style basis set extrapolation, as proposed in [63]. The

orbitals were Pipek–Mezey [64] localized and orbital domains

determined by natural population analysis with a threshold of

TNPA = 0.03 [65]. Defaults were used for the pair classifica-

tion, with all pairs included in the F12 treatment. Furthermore,

the intermolecular pairs were classified as strong (meaning that

they were treated at the highest level of theory). The latter

method will be denoted as LCCSD(T0)-F12/CBS[T:Q]. In all

correlated calculations the 1s electrons were removed from the

treatment (frozen-core approximation). Furthermore, we

analyzed the relative impact of dispersion interactions in the

different complexes through a local orbital analysis of the

CCSD (connected) doubles energy terms. The latter discussion

is complemented with dispersion interaction density (DID) plots

[48]. The coupled cluster calculations were carried out with

Molpro 2015.1 [66].

Results and Discussion
Theoretical results
In contrast to the already studied diphenyl ether–alcohol clus-

ters [19,20,22], phenyl vinyl ether offers three different binding

sites for possible interactions with small solvent molecules: the

ether oxygen, the phenyl ring and the vinyl moiety. Since both

the phenyl ring and the vinyl moiety interact with the solvent

via a π cloud, preferred binding sites are indicated using the

following nomenclature: P (phenyl) and E (ethenyl), respective-

ly. The optimizations using B3LYP-D3(BJ)/def2-TZVP yield

six different structures, representing each binding motif with

two isomers (cf. Figure 1).

In order to verify the structures of the complexes, a second level

of theory was applied, namely SCS-CC2/def2-TZVP. Similar

minima were found in the latter calculations, confirming the

rich variety of binding motifs. However, distinct differences

were found between the two methods: While B3LYP-D3 pre-

dicted the OH–E conformer as the most stable complex SCS-

CC2 gave OH–P as the lowest minimum (cf. Table S1 in Sup-

porting Information File 1). This is in contrast to our results of

diphenyl ether–alcohol clusters [19,20,22], where both compu-

tational levels predicted the same energetic order of the isomers.

The two structures correspond to quite different docking posi-

tions, reflecting well the demanding test this system imposes on

quantum chemical methods. Several minima are separated by

energy differences of 1 kJ/mol or less. The complete energetic

analysis at both levels of theory is presented in Supporting

Information File 1 (cf. Tables S1 and S2). The reasons behind

the discrepancies are manifold, ranging from the method to the

small basis set used. In order to obtain a more reliable theoreti-

cal prediction, LCCSD(T0)-F12/CBS[T:Q] calculations were

carried out on top of the DFT-optimized geometries. The results

are presented in Table 1, with and without zero-point vibra-

tional energy (ZPVE) corrections.

The coupled cluster results show a clear energetic preference

for the OH–O and OH–O’ isomers. Observing the intermolecu-

lar contacts, which may or may not be designated as weak

hydrogen bonds but are expected to stabilize the complexes, the

main difference between the two structures is a phenyl vs
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Figure 1: Minimum structures of the most stable PVE–MeOH dimers obtained at the B3LYP-D3(BJ)/def2-TZVP level; dashed colored lines indicate
the different primary docking motifs, dashed gray lines illustrate secondary CH–O contacts; values in parentheses correspond to the relative, zero-
point-corrected energies E0,rel with respect to the OH–O isomer, calculated at the LCCSD(T0)-F12/CBS[T:Q]//B3LYP-D3/def2-TZVP level of theory
(cf. Table 1).

Table 1: Comparison of different structures for PVE–MeOH dimers in the S0 state with LCCSD(T0)-F12/CBS[T:Q]//B3LYP-D3/def2-TZVP electronic
energies Erel and B3LYP zero-point corrected energies E0,rel relative to the minimum OH–O structure. The scaled wavenumbers  of the
OH-stretching vibration together with the respective IR intensity I are presented for two levels of theory: B3LYP-D3 (scaling factor: 0.9600) and SCS-
CC2/def2-TZVP (scaling factor: 0.9635).

Erel [kJ/mol] E0,rel [kJ/mol]
B3LYP-D3 SCS-CC2

 [cm−1] I [km/mol]  [cm−1] I [km/mol]

OH–O 0.0 0.0 3597 219 3619 160
OH–O’ −0.3 0.2 3600 193 3621 144
OH–P 1.4 1.0 3619 112 3631 67
OH–P’ 3.9 2.4 3631 127 3636 110
OH–E 1.5 2.0 3567 187 3607 121
OH–E’ 4.8 4.7 3567 197 3606 128

ethenyl CH to methanol O contact (cf. dashed gray lines in

Figure 1). Both are separated by only a few tenths of a

kJ/mol, which is within the error of the method used

(considering that the coupled cluster expansion is truncated

at triples excitations and the neglect of core-valence correlation

effects, which should be the largest sources of error along

with the harmonic B3LYP ZPVE error). It also confirmed

the subtle difference between the six conformers, with an

energy span of approximately 4–5 kJ/mol (≈1 kcal/mol, the

commonly accepted definition of chemical accuracy) among all

structures.

Also featured in Table 1 are the computed O–H stretch funda-

mentals together with the IR intensity at the two different levels

of theory used in the optimizations. The frequencies were scaled

according to the experimental value of the OH–π isomer of

DPE–MeOH [19]. Based on the computational results, the

vibrational spectral signals of the OH–O and OH–O’ isomers

will be extremely hard to distinguish, as they lie less than

3 cm−1 apart, with very similar intensities. The same can be

asserted for the less stable OH–E and OH–E’ structures. This is

not surprising, given the similarities of the OH binding pattern

for both sets of structures.
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Table 2: Comparison of different structures for PVE–MeOH dimers, with dispersion energies calculated at the LCCSD/VQZ-F12 level of theory (the
parentheses contain the percentage of the fragment’s dispersion relative to the total dispersion energy).

∆Edisp(total) [kJ/mol] ∆Edisp(phenyl) [kJ/mol] ∆Edisp(O) [kJ/mol] ∆Edisp(ethenyl) [kJ/mol]

OH–O −14.3 −6.2 (43.2) −5.1 (35.8) −3.0 (21.1)
OH–O’ −15.7 −6.1 (38.7) −4.9 (31.5) −4.7 (29.8)
OH–P −16.9 −11.9 (70.4) −1.5 (9.2) −3.5 (20.5)
OH–P’ −16.0 −14.0 (87.6) −1.3 (8.0) −0.7 (4.4)
OH–E −15.6 −6.9 (44.3) −2.1 (13.3) −6.6 (42.4)
OH–E’ −13.1 −4.5 (34.0) −0.9 (6.7) −7.8 (59.3)

Figure 2: Dispersion interaction density (DID) plots calculated at the LCCSD/VQZ-F12 level. The brown zones indicate regions of electron density in
a monomer which interact strongly by dispersion interactions with the other molecule. Blue stands for weaker/diffuse contributions. For example, in
the top left figure one can observe that the OH group of methanol interacts strongly with the ether oxygen, with some dispersion energy coming as
well from a CH orbital in the phenyl close to the methanol.

In order to gain further insight into the energetic order of the

different isomers, we conducted an analysis of the dispersion

interactions present in the system by decomposing the CCSD

energy terms obtained with the largest basis set (VQZ-F12).

The latter procedure is based on the classification of the inter-

molecular excitation classes as detailed in [48,67]. The results

are shown in Table 2. Beyond the total dispersion contributions,

we also made use of the local analysis to separate the contribu-

tion of different molecular moieties in the PVE molecule (phe-

nyl, ether oxygen and ethenyl). Shared orbitals are split up ac-

cording to their NPA (natural population analysis) charges as

described in [68].

The dispersion interaction energies show an interesting pattern.

Although all structures are significantly stabilized by disper-

sion, with a maximum energy difference of 2.6 kJ/mol when

summed all together, the relative weight of the different molec-

ular fragments varies quite significantly. The moiety with the

largest potential as dispersion energy donor (DED) is the phe-

nyl ring. This results in the strongest stabilization for the two

conformers whereby the methanol is closest to the ring (OH–P

and OH–P’). The other conformers have much more spread out

contributions. What is surprising is that even for the ethenyl

binding complexes the contribution of the phenyl ring is size-

able. Geometrically, this seems unlikely, given that the metha-

nol moiety is not oriented favorably relative to the ring. The

effect can, however, be understood by inspecting the respective

dispersion interaction densities (DIDs, cf. Figure 2), which

allow for an even finer-grained analysis. There, one can observe

that the major contributor is not the π-system of the phenyl ring,
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Figure 3: FTIR spectra of the supersonic expansion of methanol (MeOH) and phenyl vinyl ether (PVE) at different concentrations in helium. The
spectra are spread out along the ordinate to improve visualization. Only one dominant mixed dimer band is visible in the spectra, lying at 3625 cm−1

(marked MeOH + PVE) between the methanol monomer at 3686 cm−1 (MeOH) and methanol dimer at 3575 cm−1 ((MeOH)2). By comparing the spec-
trum at the top with the other two spectra recorded at reduced concentrations of methanol (middle) or methanol and PVE (bottom), the further down-
shifted band at 3466 cm−1 can be attributed to a higher cluster, probably a methanol-rich mixed trimer ((MeOH)2 + PVE (?)), due to its scaling with the
variation of the concentrations.

but a C–H contact to the methanol (a similar effect had already

been observed in diphenyl ether–methanol complexes [19]).

This contact is reminiscent of stabilization effects observed in

coupled diamondoids [69] or supramolecular complexes [70],

where such interactions can be found in large numbers.

Electronic ground state spectra
FTIR spectroscopy
The results of an FTIR exploration of the conformational diver-

sity of this system are shown in Figure 3. Besides methanol

monomer, methanol dimer and a signal clearly attributed to a

larger cluster, only a single, reasonably narrow absorption at

3625 cm−1 is observed. It can be attributed to mixed dimers of

MeOH with PVE and allows for a single rigorous conclusion,

due to the linearity of the technique and the comparable IR

absorption cross section of all predicted dimer conformations

(cf. Table 1 and Table S1, Supporting Information File 1): the

global minimum structure and any other, higher lying isomers

which are initially formed and impeded from relaxation to the

global minimum due to broad or high interconversion barriers

must have their OH stretching fundamental at 3625 ± 5 cm−1 or

be significantly less abundant.

If one were to trust the relative harmonic wavenumber predic-

tions from the preceding subsection (cf. Table 1), this would

imply a single docking motif, as different docking motifs are

predicted to lead to larger spectral separations. However, differ-

ent extents of anharmonicity do not allow to completely ruling

out overlapping docking motifs. Therefore, conformationally

selective methods are desirable to investigate this possibility.

Finally, the actual docking site has to be identified by structural

or electronic excitation spectroscopy.

IR/R2PI spectroscopy
Additional insight can be gained by using the mass- and isomer-

selective IR/R2PI technique. This method requires knowledge

on electronic excitation energies of the PVE–MeOH complex.

For this reason, one-color R2PI spectra were recorded in the

range of 36100–37600 cm−1 (cf. Figure S1 in Supporting Infor-

mation File 1). While the R2PI spectrum of the PVE monomer

shows well-resolved vibrational progressions (cf. Figure S1a,

Supporting Information File 1), the spectrum of the solvent

aggregate is broadened and affected by ionization-induced frag-

mentation of larger clusters (cf. Figure S1b, Supporting Infor-

mation File 1). This is also reflected in the recorded IR/R2PI
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spectra (cf. Figure S2, Supporting Information File 1), yielding

solely the spectrum shown in Figure 4 via the excitation energy

of 36885 cm−1 containing an OH stretching vibration of a

PVE–MeOH dimer.

Figure 4: The IR/R2PI spectrum in the range of 3520–3750 cm−1 was
obtained via the excitation energy of 36885 cm−1 using the carrier gas
neon; the asterisk (*) indicates ionization-induced fragmentation from
larger clusters (cf. Figure S2 in Supporting Information File 1).

Comparing the calculated OH stretching frequencies for the dif-

ferent isomers obtained at the DFT-D3 and SCS-CC2 levels (cf.

Table 1) to the experiment does not allow for a clear structural

assignment: the DFT-D3 calculations show the best agreement

for the OH–P structure (3619 cm−1, scaling factor 0.9600).

Regarding the relative electronic energies, the OH–O structure

is somewhat favored, with OH–O’ coming as a close second.

The latter frequencies are 3597 and 3600 cm−1, respectively, at

the same level of theory. On the other hand, the computed SCS-

CC2 frequencies would provide a coincident assignment, as

both O-docking isomers would have the closest fundamentals

compared to the measured frequency (3619 and 3621 cm−1).

The assignment, however, would be tentative at best with this

information alone. The OH–E isomers on the other hand can be

excluded due to their lower OH stretching frequencies as well

as the energetic disadvantage at the LCCSD(T0)-F12/CBS[T:Q]

level (cf. Table 1).

In order to elucidate this problem, the electronic excitation ener-

gies can serve as a further indication for the binding motif, as

shown for DPE–alcohol clusters before [20-22]. Comparing the

vertical excitation energies for the different isomers with the ex-

perimental excitation energy of 36885 cm–1 yields the best

agreement for the OH–O or OH–O’ isomer, which also show a

significantly blue-shifted S1←S0 transition compared to the

PVE monomer (adiabatic excitation energies of 38291 and

38164 cm−1, respectively, compared to 38034 cm−1 for the PVE

monomer, cf. Table S2, Supporting Information File 1), as ob-

served experimentally. In contrast to that, a red-shifted S1←S0

transition compared to PVE is predicted for the OH–P isomer

(37907 cm−1), which would coincide with the fragmentation-

dominated region of the R2PI spectrum, where, however, only

signatures of larger clusters could be identified. These consider-

ations strengthen the arguments for the presence of an OH∙∙∙O

structure laid before, on the basis of the computed coupled

cluster energies and the SCS-CC2 fundamental stretch frequen-

cies. Additional experimental insight will be gained from the

UV/IR/UV spectrum of the S1 state as well as the microwave

investigations in the following section.

Chirp pulse Fourier transform microwave
(CP-FTMW) spectroscopy
From the broadband CP-FTMW spectra obtained with neon as a

carrier gas, we assigned two PVE–MeOH complexes with sig-

nificantly different intensities. Complex 1 is about ten times

more intense than complex 2. The experimental rotational con-

stants (Table 3) for the two isomers agree the best with the

values calculated for the OH–O’ isomer (as also indicated in the

FTIR and the IR–UV investigations, which are, however,

unable to distinguish OH–O from OH–O’) and the OH–P

isomer, respectively. The identification of the two complexes to

the OH–O’ and the OH–P isomers is guided by the absolute and

relative values of the B and C rotational constants. Generally,

the rotational constants calculated at the SCS-CC2/def2-TZVP

level of theory agree somewhat better with the experimental

values than the B3LYP-D3(BJ)/def2-TZVP values (note that we

compare experimental B0 rotational constants with theoretical

Be rotational constants here). For the OH–P complex, however,

we find that the B3LYP-D3(BJ)/def2-TZVP level of theory

provides a better prediction of the magnitudes of the dipole-

moment components. Experimentally, we only observe a-type

transitions for this complex, which points to rather low values

for μb and μc. SCS-CC2 calculations predict all three

dipole-moment components to be of comparable magnitude. At

the B3LYP-D3(BJ) level, μa is predicted to be significantly

stronger than μb and μc. This change in magnitude for the

dipole-moment components for different levels of calculation is

more often observed for weakly bound complexes because the

exact arrangement of the two monomers with respect to each

other can have a major influence on the dipole-moment compo-

nents. Also note that in none of the spectroscopic experiments,

we observe the OH–E isomer that is also predicted to be of rela-

tively low energy (cf. Table 1).

The rotational spectra of the two isomers are qualitatively dif-

ferent. For the OH–O’ isomer (complex 1), we observe a char-

acteristic line splitting into so-called A and E components (cf.

Figure 5) arising from internal rotation of the methyl group of

methanol, similar to the case of the DPE–MeOH complex. For

the OH–P isomer (complex 2), no line splitting due to internal

rotation was observed. This is consistent with the higher barrier
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Table 3: Experimental rotational constants of the two observed complexes, using neon as carrier gas, that are assigned to the OH–O’ and the OH–P
isomers, respectively. The experimental rotational parameters for the OH–O’ isomer (called Exp 1) are the results of a fit to a rigid-rotor asymmetric
Hamiltonian including solely the A lines of the internal rotation splitting. Rotational parameters of a global fit (XIAM) including both A and E levels due
to internal rotation for the OH–O’ isomer are presented in the Table S9 of Supporting Information File 1.

Complex 1
(OH–O’ isomer)

Complex 2
(OH–P isomer)

Exp 1 SCS-CC2/def2-TZVP Exp 1 SCS-CC2/def2-TZVP

A [MHz] 1466.59120(26) 1501.94 1275.7623(49) 1297.89
B [MHz] 697.48965(11) 697.58 818.45271(73) 818.01
C [MHz] 572.109900(95) 589.94 640.2184(11) 646.81
∆J [kHz] 0.72697(62) 0.070(14)
∆JK [kHz] −0.6669(26) 2.19(10)
∆K [kHz] 5.6217(62) –
δJ [kHz] 0.15121(11) –
δK [kHz] 2.5783(29) –
A state transition 213 (49/104/60) 20(20/0/0)
Dipole moment (D) (μa/μb/μc) 2.2/1.9/1.2 0.8/0.4/0.8
σ [kHz] 6.7 7.9

for this motion due to the secondary interactions of the methyl

group with PVE (cf. Figure 2).

Figure 5: A section of the experimental 2–8 GHz spectrum using a
mixture of PVE and MeOH (3 million acquisitions). The upper experi-
mental trace in black is compared with simulations, based on fitted pa-
rameters that can be assigned to the OH–O’ isomer (complex 1, red)
for the PVE–MeOHcomplex. The observed complex has a clear split-
ting pattern due to the internal rotation of the methyl group of metha-
nol, labeled with A and E. The experimental 13C positions (blue atoms)
(rs substitution structure) deduced from a Kraitchman analysis are
compared to the calculated structure at the SCS-CC2/def2-TZVP level
of theory and further confirm the observation of the OH–O’ isomer.

Two different ways of analyzing the rotational spectrum of the

OH–O’ isomer (complex 1) were performed. In Table 3, the

results from a fit to an asymmetric-top Hamiltonian of only the

A state species of the internal rotation splitting pair, which is

often a good approximation, is summarized (Exp 1). In addition,

we used the program XIAM to perform a global fit including

both A and E lines. This global fit does not only provide the

rotational constants, but also parameters of the internal rotor, in

this case the methyl group. This includes the barrier height for

internal rotation as well as the geometrical arrangement of the

rotor with respect to the overall rotating molecule, as also dis-

cussed for the DPE–MeOH complex [19]. For PVE–MeOH, the

barrier height was determined to be 261 cm−1, as summarized in

Table S9 of Supporting Information File 1. This value is in

agreement to barrier heights observed for other complexes with

methanol [19]. It is somewhat lower than in the case of free

methanol (373 cm−1) and also lower than the calculated barrier

height of 341 cm−1 (cf. Table S9, Supporting Information

File 1). This somewhat lower methyl group internal rotation

barrier for the OH–O’ isomer could point to a softening of the

C–O bond of methanol due to the hydrogen bond. The DID

plots in Figure 2 also indicate that the methyl group is basically

free from other interactions, so that no additional hindering is

expected.

Furthermore, the transition intensities for the OH–O’ isomer are

strong enough (with a signal-to-noise (SNR) of about 500:1 to

600:1 for the stronger transitions) to assign rotational transi-

tions arising from all nine singly substituted 13C isotopologues

in natural abundance (about 1%, cf. Figure S3, Supporting

Information File 1). The additional data sets of rotational

constants are summarized in Supporting Information File 1

(Table S12) together with line lists of the main isotopologues

(Tables S10–S11) and the 13C isotopologues (Tables S13–S21).

They allow us, using Kraitchman’s equations, to determine the
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carbon substitution structure, rs, of the complexes, which are

the positions of the respective substituted carbon atoms with

respect to the center of mass of the complex and thus the car-

bon backbone structure. The obtained rs structure for complex 1

(cf. Figure 5) further confirms the assignment of complex 1 as

the OH–O’ isomer, where the methyl group of the methanol

moiety points towards the phenyl ring.

As mentioned, the OH–O’ isomer is about ten times more

intense than the OH–P isomer. The intensity observed in

CP-FTMW spectroscopy directly depends on the number of

molecules, i.e., the population of the respective isomers, as well

as the square of the transition dipole moments. Since the μa

values for the two isomers differ by a factor of two (cf. Table

S11 in Supporting Information File 1), the OH–P isomer can be

considered to be about 2.5 times less populated than the OH–O’

isomer, as an upper estimate. Taking the predicted energy

difference of 0.8 kJ/mol for granted, this ratio would corre-

spond to a plausible [18] conformational freezing temperature

of 100 K. A three-fold lower or three-fold higher conformation-

al temperature appears unlikely, and thus a tentative experimen-

tal energy penalty for OH–P relative to OH–O’ ranges from 0.3

to 2 kJ/mol. This contradicts both inexpensive approaches

(B3LYP-D3 and SCS-CC2 with def2-TZVP) and suggests that

these methods somewhat underestimate the stability of OH∙∙∙O

contacts.

Electronically excited state spectrum
For the investigation of the electronically excited state by using

the UV/IR/UV technique, a two-color R2PI signal is required.

For this reason, the one-color R2PI signal was suppressed by

attenuating the laser power of the excitation laser. On the other

hand, higher pulse energies were used for the ionizing laser.

The latter was set to 31847 cm−1 for the UV/IR/UV experiment

in order to yield the best two-color R2PI signal. Figure 6 shows

the recorded UV/IR/UV spectrum for the PVE–MeOH mass

trace.

Due to temporally overlapping laser pulses, the spectrum

contains transitions from the S0 state, the electronically excited

(S1, at 3637 cm−1) and also the ionic D0 state (at 3667 cm−1).

This could not be avoided, as the lifetime of the excited state,

which is estimated to be in the order of 5–7 ns, is shorter than

the laser pulse-widths of 7–10 ns. The OH stretching vibration

at 3637 cm−1 originating from the electronically excited state of

the PVE–MeOH complex is blue-shifted compared to the

ground state, which indicates a decrease of the hydrogen bond

strength in the S1 compared to the S0 state. A comparison with

SCS-CC2 calculations shows a good agreement of a blue-

shifted OH stretching frequency at 3642 cm−1 (cf. Table S2,

Supporting Information File 1, scaled by 0.9635) compared to

Figure 6: UV/IR/UV spectrum of PVE–MeOH in the range of
3520–3750 cm−1; excitation laser: 36741 cm−1, ionizing laser:
31847 cm−1, carrier gas helium; the lower trace shows the calculated
OH stretching frequencies at the SCS-CC2/def2-TZVP level for the op-
timized S0 and S1 structure of the OH–O’ isomer scaled by 0.9635.

the ground state at 3619 cm−1 (cf. Table 1) for the OH–O’

isomer, which is also reflected in an increase of the H∙∙∙O

hydrogen bond distance from 2.068 to 2.168 Å from S0 to S1

state geometry. This destabilization of the OH∙∙∙O hydrogen

bond is further reflected in the calculated binding energies of

the PVE–MeOH complex obtained at the SCS-CC2/def2-TZVP

level, which are reduced by 0.9 kJ/mol regarding D0 and

1.6 kJ/mol regarding De in the S1 state compared to the S0 state

for OH–O’ (cf. Table S3, Supporting Information File 1). The

spectral shift can be explained by regarding the HOMO and

LUMO orbitals involved in the S1←S0 transition, which is pre-

dicted to be mainly a π–π* transition with a small charge

transfer contribution from the ether oxygen to the phenyl ring.

The latter leads to a slightly decreased electron density at the

binding site for the methanol molecule and therefore weakens

the hydrogen bond. These findings are in line with observations

in previous studies on diphenyl ether–alcohol complexes

[20,21].

In principle, as the OH–O’ isomer has been identified in the S0

state, the observation of a respective OH∙∙∙O-bound structure

can be expected in the S1 state as well. However, the OH–P

isomers are predicted to be significantly stabilized in the S1

state (cf. Table S2, Supporting Information File 1). Neverthe-

less, due to the predicted red-shifts of the OH stretching

frequencies of the OH–P isomers (indicating an increased

hydrogen bond strength compared to the S0 state), their pres-

ence, i.e., by a rearrangement reaction from the OH–O’ isomer,

can be excluded. By exciting the electronic origin of the OH–O’

isomer the formation of OH–E isomers can also be excluded as

their expected excitation energies are higher than the one for

OH–O’ and in addition they are energetically less stable (cf.

Table S2, Supporting Information File 1).
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Conclusion
In this paper, the first spectroscopic and theoretical investiga-

tion on the isolated phenyl vinyl ether–methanol complex is

presented. From the FTIR spectra, the existence of one isomer

is concluded, which is confirmed by IR/UV spectroscopy in the

electronic ground state (S0). The combined vibrational and elec-

tronic spectroscopic investigations, including a comparison of

vibrational frequencies and electronic excitation energies, allow

for an assignment of an OH∙∙∙O-bound structure. Broadband

rotational (CP-FTMW) spectroscopy ultimately identifies

OH–O’ as the observed isomer, ruling out the presence of the

nearly isoenergetic OH–O. One explanation for its elusiveness

would be a low interconversion barrier. However, rotational

spectroscopy further reveals the presence of the OH–P isomer

as a second isomer, being less populated, which is not observed

with the less sensitive FTIR technique and might be superim-

posed by fragmentation of larger clusters in the usually more

sensitive IR/UV experiments or it is even not populated due to

different expansion conditions. No evidence was found for an

OH∙∙∙ethenyl-bound structure, which is in agreement with the

more pronounced energetic discrimination of OH–E isomers

compared to the other binding motifs predicted at the

LCCSD(T0)-F12/CBS[T:Q] level of theory.

In the electronically excited state (S1), the OH stretching vibra-

tion of the attached methanol undergoes a blue-shift compared

to the S0 state. This indicates a weakening of the OH∙∙∙O bond

upon electronic excitation compared to the ground state and is

in good agreement with the calculated frequency shift for the S0

and S1 state structures obtained at the SCS-CC2/def2-TZVP

level and is furthermore in line with findings for similar

diphenyl ether–alcohol complexes from previous investigations

[20,21].

In summary, we present a multi-spectroscopic analysis on a mo-

lecular complex with a very delicate balance between, for the

first time, three different binding motifs. This provides an

excellent benchmark system for theory, since DFT-D3 as well

as SCS-CC2 methods fail in predicting the correct energetic

order, whereas LCCSD(T0)-F12 succeeds in the preferred

docking motif. These differences are in the range of only

2 kJ/mol, when considering relative electronic energies, but that

is already enough to tip the scales in the wrong direction.

Comparing VTZ-F12 and VQZ-F12 results, we observe that the

electronic energies are well converged for the smaller basis

(Table S6, Supporting Information File 1). This would place the

main accuracy bottleneck in the electronic structure method

(i.e., functional, correlation truncation) chosen.

Finally, regarding the docking preference in comparison to the

previously investigated diphenyl ether complex with methanol,

a conclusion might be that methanol needs the interaction with a

second phenyl ring in order to prefer the OH∙∙∙π motif over

OH∙∙∙O, as observed for diphenyl ether. The secondary interac-

tion of methanol with a smaller ethenyl moiety being present in

phenyl vinyl ether instead of a phenyl ring seems to be insuffi-

cient to favor the phenyl docking site.

Supporting Information
Supporting Information File 1
Additional computational and experimental data.

[https://www.beilstein-journals.org/bjoc/content/

supplementary/1860-5397-14-140-S1.pdf]
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4.1.2 Structures of diphenyl ether aggregates with water
and alcohols

Diphenyl ether (DPE)-alcohol aggregates are systematically studied to investigate
the interplay of different forces of the intermolecular interactions. DPE has two
binding sites (the ether oxygen (O), or the phenyl (P) group), compared to three in
VPE (Section 4.1.1) for an alcohol. DPE is also a floppy molecule, as the molecule
is free to rotate along the two CO bonds, and as a result, the CCOC dihedral an-
gles, which connect its two phenyl rings, can change. The minimum energy form
of the molecule is when the two dihedral angles are equal to 37°. The floppiness
of DPE further adds the study of structural flexibility of the molecule on com-
plex formation. The complexes of DPE with water, tert-butyl alcohol (TBA), and
adamantanol have been investigated, and compared with a previous study of DPE
with methanol (MeOH), in a multi-spectroscopic approach. Quantum-chemical cal-
culations have been performed at the B3LYP-D3(BJ)/def2-TZVP level of theory and
at the SCS-CC2/def2-TZVP level of theory (by another group within the collabo-
ration). Further, quantitative analysis of the intermolecular energy decomposition
for these complexes was performed using symmetry adapted perturbation theory
(SAPT) at the SAPT0/jun-cc-pvtz level of theory. Additionally, dispersion percent-
ages are obtained from LMP2/aug-cc-pVQZ calculations (by another group within
the collaboration).

For complexes of DPE with water, as water is a small binding partner, on a first
glimpse the probability of it forming an OH-O oxygen bond complex can be ex-
pected, but the calculations predicted OH-π to be the global minimum. In the
spectra obtained from the three techniques, the OH-π is observed to be more in-
tense than OH-O, agreeing with the calculations. From the microwave spectra, the
experimental structure of the OH-π complex is also determined. Additionally, in
this complex, transitions are split into doublets due to the internal motion of the
water molecule within the complex. In the OH-O complex, in addition to splitting of
transitions into doublets due to the internal motion of the water molecule, splitting
of only a-type transitions into four components is observed. This is attributed to a
concerted large-amplitude motion of both the water and DPE molecule in the com-
plex and is not discussed further in detail here. Only by fitting the center frequencies
from this splitting, the obtained rotational constants confirmed the assignment to
the OH-O complex.

In a previous study for DPE-MeOH complexes [87], from the complementary tech-
niques, the FTIR and IR/UV spectroscopy, two complexes as OH-O and OH-π were
observed, with OH-π more abundant than OH-O. In the microwave spectrum, only
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the OH-π complex was observed. Compared to VPE-methanol complexes (Section
4.1.1), this observation is opposite in the DPE-methanol, as the preferred interac-
tion is changing from OH-O to OH-π.

On increasing the size of the binding partner to TBA, as presented in a separate
study for DPE-TBA complexes [129], using the FTIR and IR/UV techniques, two
complexes (OH-O and OH-π) were detected. With the chirped-pulse microwave
study, using neon as the carrier gas for the supersonic expansion, only the OH-O
complex was identified. When helium was used as the carrier gas, both OH-O and
OH-π complexes were observed, indicating that the OH-O isomer is more stable than
the OH-π isomer. Hence, the preference of complex formation is reversed with TBA,
compared to DPE-water and DPE-methanol systems. For complexes of DPE with
adamantanol, only the OH-O isomer was observed experimentally using microwave
spectroscopy while the second isomer (the OH-π) remained untraceable.

The resulting solvent-size-dependent trend for the structural preference in DPE-
alcohol is counter-intuitive. For small binding partners, OH-π structure is more
stable and for larger alcohols, which are expected to be stronger dispersion energy
donors, the OH-O bound complex is preferred. From a combined intermolecular
energy analysis for all the DPE-alcohol complexes, it is observed that the dispersion
interaction contribution in the OH-π complex for small binding partner is greater
than the OH-O, due to additional CH-π interaction. When the size of the binding
partner is increased, the contribution from dispersion interaction is similar or more
in the OH-O complex because of increase in the overlapping interaction area, and
therefore it is preferred. In these complexes, the DPE molecule is twisting along
its dihedral angles to increase the interaction area. The results obtained from this
study can help in understand unusual binding behaviors in cluster formation due to
contributions from dispersion interactions. This study was published in Angewandte
Chemie in 2018, and is given below.
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Manuscript
Preparation
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Abstract: Dispersion interactions can play an important role in
understanding unusual binding behaviors. This is illustrated by
a systematic study of the structural preferences of diphenyl
ether (DPE)–alcohol aggregates, for which OH···O-bound or
OH···p-bound isomers can be formed. The investigation was
performed through a multi-spectroscopic approach including
IR/UV and microwave methods, combined with a detailed
theoretical analysis. The resulting solvent-size-dependent trend
for the structural preference turns out to be counter-intuitive:
the hydrogen-bonded OH···O structures become more stable
for larger alcohols, which are expected to be stronger
dispersion energy donors and thus should prefer an OH···p
arrangement. Dispersion interactions in combination with the
twisting of the ether upon solvent aggregation are key for
understanding this preference.

Dispersion interactions play an important role as intra- and
intermolecular forces, since they are omnipresent.[1] As a part
of van der Waals interactions, they appear as attractive forces
between non-polar molecules or molecular parts. Systematic
studies of the influence of molecular interactions on structural
preferences are of fundamental interest since they offer
valuable insight beyond the stand-alone investigation of
single systems. They reveal occasionally surprising systematic
trends. These trends can be transferred to predict the
structural properties of larger molecular systems, which, due
to their size, cannot always be described in detail by the
available experimental and theoretical methods. One estab-
lished approach is to systematically change the size of
substituents in a molecular system. An inherent factor
accompanying variation in size is a change in dispersion

interactions, which must not be neglected. An example of
a systematic analysis is the stability of a molecule depending
on the size of the alkyl substituents, which has been studied
based on the dimerization behavior of the Gomberg radical,
for example.[2]

Recently, we started a systematic analysis of aggregates of
diphenyl ether (DPE) with alcohols to elucidate the prefer-
ence of the hydrogen-bond acceptor site depending on the
alkyl group of the alcohol molecule, which is strongly
influenced by the magnitude of dispersion contributions.
The experiments were performed under the cold and isolated
gas-phase conditions of a molecular jet, so that we were solely
probing the respective aggregates, free from solvent effects.
The investigations of DPE with methanol (MeOH)[3] and tert-
butanol (tBuOH)[4] revealed an unexpected behavior. In both
cases, hydrogen bonding (either to the ether oxygen or the
phenyl ring) is the primary interaction, with dispersion as
a secondary interaction with a major influence on the
preferred geometries. Because of the different strength of
dispersion interactions of the methyl group with the DPE
phenyl ring, the isomer with MeOH binding to the phenyl ring
(OH-p) is more stable than the isomer with a hydrogen bond
towards the ether oxygen (OH-O). This energetic preference
is inverted for tBuOH, for which, intuitively, we expected
a dominance of dispersion and thus stabilizing the OH-p
isomer because of its three methyl groups. Part of the
explanation is that tBuOH is bulky enough to always allow
dispersion interaction with DPE, even in the OH-O isomer,
which has the stronger hydrogen bond.

Here, we extend this analysis by studying aggregates of
DPE with water and adamantanol (AdOH), which completes
both the lighter and heavier end of the series. We used mass-
and isomer-selective IR/UV spectroscopy as well as chirped-
pulse Fourier transform microwave (CP-FTMW) spectrosco-
py in a molecular beam. Quantum chemical calculations, as
described later, aided in the development of a quantitative
understanding of the underlying interactions.

For the DPE–H2O complexes, IR/R2PI spectra[5] were
recorded at different UV excitation wavenumbers obtained
from an R2PI spectrum (see Figure S6 in the Supporting
Information). This leads to partly isomer-selective IR spectra
as shown in Figure 1. The IR/R2PI spectrum shown in
Figure 1a (UV excitation wavenumber of 35 852 cm@1) exhib-
its vibrational transitions at 3619 and 3723 cm@1, representing
the two OH-stretching vibrations of the attached water
molecule. The lower trace (Figure 1b, UV excitation wave-
number of 36250 cm@1) contains four transitions. Two of them
are equal to the ones observed in Figure 1a (see the
Supporting Information for further explanation), whereas
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two additional transitions at 3602 and 3730 cm@1 indicate an
additional isomer. The experimentally observed vibrational
transitions are compared with results from DFTand SCS-CC2
calculations (compare Figure 1 and Table S1). The transitions
at 3619 and 3723 cm@1 are assigned to the OH-p structure,
whereas the transitions at 3602 and 3730 cm@1 belong to the
OH-O arrangement.

In particular, the significant red-shift of the vibration at
3602 cm@1 compared to the transition at 3619 cm@1 strongly
indicates the formation of an O@H···O bond. The structural
assignment is further confirmed by the predicted UV
excitation energies (see Table S2). In accordance with the
already investigated DPE–MeOH[6] and DPE–tBuOH[4] com-
plexes, the OH-p isomer has a lower excitation energy
compared to the OH-O arrangement.

In parallel, we performed CP-FTMW spectroscopy[7] to
obtain further spectroscopic proof for the existence of more
than one isomer for the DPE–H2O complex, as well as
structural information. A section of the experimental spec-
trum compared to the simulation based on rotational
constants fitted to an asymmetric-rotor Hamiltonian is
shown in Figure 2. Rotational signatures corresponding to
two 1:1 DPE–H2O complexes were observed. The stronger of
the two spectra can be assigned to the OH-p isomer by
comparison with calculated rotational constants (Table S7).
The second spectrum, which is weaker by about a factor of
two, arises from the OH-O isomer. In CP-FTMW spectros-
copy, the transition intensities depend, among other factors,
on the square of the dipole-moment components and the
number of molecules. Considering that the mb dipole-moment
component of OH-O is, at 3D, about three times stronger
than the strongest dipole-moment component of the OH-p
isomer, we can estimate the population of the OH-O isomer
for DPE–water to be about 5–6 % of that of the OH-p isomer.
This is in accordance with the calculated energetic preference
of the OH-p isomer over OH-O (Table S1). Details on the
experiment, the analysis, and the experimentally determined
molecular parameters are given in the Supporting Informa-
tion. Both complexes show splitting patterns due to tunneling

motion of the water moiety[8] with respect to DPE. For the
OH-O isomer, we observe indications of an additional large-
amplitude motion of the two phenyl rings of DPE with respect
to each other. A detailed analysis of these splittings for this
complex is beyond the scientific scope of this work and will be
addressed separately in a compilation with higher-order water
clusters.

For the OH-p isomer, the signal-to-noise ratio (SNR) of
about 400:1 is fully sufficient to also observe the spectra of all
singly substituted 13C isotopologues in natural abundance
(about 1%). This allows us to determine the carbon backbone
substitution (rs) structure using KraitchmanQs equations.[9]

Furthermore, we performed a second set of experiments
using an isotopically enriched sample of water with 50%
H2

18O, which provided us with the positions of the H2O
oxygen atoms for both isomers. The experimental structures
are included in Figure 2. A detailed description of the
structure determination for the two isomers using the
Kraitchman method is given in the Supporting Information.

Another set of experiments using CP-FTMW spectrosco-
py was performed to investigate the DPE–AdOH cluster.
Analysis of the spectrum revealed the presence of the OH-O
isomer in the molecular beam. No experimental evidence for
the OH-p isomer was observed. The rotational parameters as
well as the experimental frequencies can be found in Fig-
ure S8 and Tables S12,S32.

With our investigations on DPE–H2O and DPE–AdOH,
we now have a series of aggregates with increasingly large side
chains (from H2O to MeOH, tBuOH, and AdOH). The
results of the spectroscopic experiments and the quantum
chemical calculations (DFT and SCS-CC2) indicate an overall
stabilization of the OH-O motif with increasing side-chain
size in comparison with the OH-p motif (Table S3). This
behavior is counter-intuitive at first sight, since a larger side

Figure 1. IR/R2PI spectra in the OH stretching region with different UV
excitation wavenumbers: 35852 cm@1 (a) and 36250 cm@1 (b) com-
pared to calculated stick spectra at the B3LYP-D3(BJ)/def2-TZVP
level (c); scaling factor 0.9600.

Figure 2. A section of the measured 2–8 GHz spectrum of DPE–H2O
(5 million acquisitions). The upper experimental trace in black is
compared with simulations based on fitted parameters for the two
isomers of DPE–H2O. The two tunneling states for the OH-p isomers
are indicated with 0@ (red) and 0++ (green). The experimentally
determined substitution structures based on Kraitchman’s equations
are also included. The inner spheres represent the experimental atom
positions in comparison to B3LYP-D3(BJ)/def2-TZVP calculations. For
the OH-O isomer, only the experimental position of the water-oxygen
atom was determined.
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chain represents a better dispersion energy donor and should
stabilize the OH-p isomer. In order to explain this unexpected
preference, we analyzed two aspects: dispersion and an
approximation of the twisting energy of the DPE caused by
the aggregation of the solvent molecule. The corresponding
change in the dihedral angles on both sides of the ether
oxygen can be seen in Figure 3 and Table S4.

The twisting energy of DPE was quantified by removing
the solvent molecule from the corresponding aggregate,
applying single-point calculations at the B3LYP-D3(BJ)/
def2-TZVP level, and comparing them with the energy of
the optimized DPE molecule (Table S4). This approach
illustrates in a simple picture the impact of the solvent
molecule on the DPE backbone, summing up different
electronic effects including geometry changes like the elon-
gation of C@H bonds and distortion of the phenyl rings.
Concerning the twisting energy, the OH-O structure is less
stable than the OH-p isomer for the DPE–H2O cluster. The
difference between the two structural motifs decreases with
a larger alkyl chain, resulting in a switch of the preference for

aggregates of tBuOH and AdOH. This difference in Etwist

(Table S4) is shown in Figure 3a as black cross marks.
Besides the twisting energy difference, the dispersion

energy plays a crucial role in the isomer preference. A short
discussion of the results of SAPT(0) calculations, which
describe the trend of dispersion and electrostatic interactions
qualitatively (Table S6), is included in the Supporting Infor-
mation.

In addition, we extracted the percentage of dispersion
energy from less expensive localized MP2 calculations as
introduced by Wuttke et al.[10] This approach also provides an
illustration of the dispersion forces between two molecules in
an aggregate. These dispersion interaction densities for all
aggregates and isomers are given in the Supporting Informa-
tion (Figures S2–S5). The absolute values of the dispersion
energies are shown in Table S5 and Figure 3b, the difference
between the OH-O and OH-p isomers in Figure 3a as black
circles. There is a general increase of the dispersion energies
calculated with this method going from the small molecule
(water) to the bulky moiety (adamantanol). This is not

Figure 3. a) Differences DE between OH-O and OH-p isomers, regarding contributions of twisting (black crosses) and LMP2 dispersion energies
(black circles, see Tables S4 and S5) in comparison with the difference in zero-point and BSSE corrected energies calculated at the B3LYP-D3(BJ)/
def2-TZVP level (green triangles). b) Absolute values of the dispersion energy in dependence on the solvent molecule (obtained from LMP2/AVQZ
calculations, see Table S4). c) Overview of calculated OH-O and OH-p structures for different DPE–solvent complexes. Ticks indicate experimental
evidence for the respective structures, with their size indicating the observed abundance for the microwave experiments (neon expansion). A
cross means that no experimental evidence was found. *: Only observed in IR experiments with helium expansion.[3]

Angewandte
ChemieCommunications

9536 www.angewandte.org T 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2018, 57, 9534 –9537



surprising since the interaction area also increases with the
increasingly large alkyl group. However, the difference
between the two isomers changes its sign with increasing
size of the alkyl moiety (Figure 3b). While the OH-p isomer
contains significantly more dispersion energy for both the
water and the methanol cluster, the contribution of dispersion
is similar for both structures of the DPE–tBuOH aggregate.
For the DPE–AdOH clusters, the OH-O structure contains
more dispersion energy due to the larger interaction area of
the phenyl ring and the adamantyl moiety than in the OH-p
isomer. Both the twisting and the dispersion contributions
show the same trend, preferring OH-O over OH-p with
increasing alkyl-group size. The same trend is observed for
the energetic difference between OH-O and OH-p structures
calculated at the B3LYP-D3(BJ)/def2-TZVP level consider-
ing zero point and BSSE corrections (green triangles in
Figure 3a).

In summary, we present experimental evidence and
characterization of the OH-O and OH-p isomers of DPE–
H2O, which shows a clear preference for the OH-p isomer, by
applying IR/UV and microwave spectroscopy in molecular
beam experiments. In the case of DPE–AdOH, the OH-O
complex was identified using microwave spectroscopy. We
used these experiments together with the results for DPE–
MeOH[3] and DPE–tBuOH[4] complexes in combination with
a variety of calculations to describe and explain a counter-
intuitive behavior with respect to competing structures in
DPE–alcohol clusters with increasing side-chain size. These
effects are driven by dispersion energies, which become
stronger for larger side chains. Our systematic series points
out and quantifies the importance of different competing
interaction energies, a phenomenon relevant in almost all
areas of chemistry.
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4.1.3 Complexes of dibenzofuran with water and alcohols

In the study of dibenzofuran (DBF)-alcohol aggregates, the structural preference on
complex formation is investigated in a systematic approach by introducing structural
deformation in diphenyl ether (DPE). DBF also offers two intermolecular interaction
sites, one as the (furan) oxygen for hydrogen bonding (OH-O), and another as π
cloud of phenyl rings (OH-π). The complexes of DBF with water, methanol (MeOH),
and tert-butyl alcohol (TBA) have been investigated using the multi-spectroscopic
approach.

Quantum-chemical calculations were performed at various levels of theory within
the collaboration. For all DBF-alcohol complexes, dispersion energy contribution to
the total interaction energy was obtained at the DLPNO-CCSD(T)/cc-pVQZ level
via a local decomposition (LED) scheme (performed by other groups within the
collaboration). The intermolecular energy decomposition for these complexes was
performed using symmetry adapted perturbation theory (SAPT) at SAPT0/jun-cc-
pvtz level of theory.

For complexes of DBF with water, the IR/UV technique suggested OH-O bound
complex of DBF-water, which was further confirmed with the microwave spec-
troscopy. In the microwave spectra, as in the DPE-water complexes, the transitions
were split into doublet due to the internal motion of the water molecule with respect
to the DBF moiety. As the water molecule is also interacting with the CH part of
DBF, the observed splitting is not equal to the internal motion of the free water
molecule, and therefore the rotational constants for this complex was obtained by
fitting the center frequencies of the split transitions. Here the preferred complex
is OH-O over OH-π, as expected for small binding partners, but opposite to DPE-
water clusters (4.1.1).

In the DBF-MeOH complex, using the multi-spectroscopic approach, the OH-O
bound complex is observed to be more abundant than the OH-π bound complex. In
the microwave spectrum for the OH-π complex, splitting due to the internal rotation
of the methyl group of methanol is observed. The V 3 barrier height and the orien-
tation of the methyl group with respect to the principal axis system is determined.
The experimentally determined V 3 value is 338.99 cm−1 (4.055 kJ mol−1), and is
in decent agreement with the calculated value of 420 cm−1 (5 kJ mol−1) at B3LYP-
D3(BJ)/def2-TZVP level of theory. For the OH-O complex, the observed splitting
patterns of the complex could not be fit to the internal motion of the methyl group
of methanol, suggesting towards a second internal motion. This preference of OH-O
bound complex is in agreement with the VPE-methanol complexes (Section 4.1.1).
However, compared to DPE-methanol complexes (Section 4.1.2), this observation is
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opposite. For complexes of DBF with TBA, only the OH-π isomer was observed
experimentally using the multi-spectroscopic approach, resulting in a similar obser-
vation as DPE-methanol study.

From a combined analysis of the intermolecular interactions for all the DBF-ROH
complexes, it is found that the dispersion interaction contribution increases for OH-π
complexes with increasing size of the alcohol molecule compared to OH-O. Though
this contribution is smaller in the OH-π isomer of DBF-water than DPE-water,
therefore, the OH-O isomer remains dominant. Interestingly, even though the struc-
tures of DPE and DBF are similar, the observed pattern of the complex formation
(OH-O or OH-π) with increasing size of the alcohol molecule is reversed in DBF com-
pared to DPE. The results obtained from this study will help to expand the knowl-
edge about the binding preference in cluster formation and how they are changed
from the small difference in the intermolecular forces. This study was published in
Physical Chemistry Chemical Physics in 2019, and is given below.
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Dispersion-controlled docking preference:
multi-spectroscopic study on complexes of
dibenzofuran with alcohols and water†

D. Bernhard, a M. Fatima, b A. Poblotzki, c A. L. Steber, b C. Pérez, b

M. A. Suhm, *c M. Schnell *b and M. Gerhards *a

The structural preferences within a series of dibenzofuran–solvent complexes have been investigated

by electronic, vibrational, and rotational spectroscopic methods probing supersonic jet expansions. The

experimental study is accompanied by a detailed theoretical analysis including dispersion-corrected

density functional theory, symmetry adapted perturbation theory, as well as coupled cluster approaches.

The complementary, multi-spectroscopic results reveal a preferred OH� � �O structure for the smallest

complex of dibenzofuran–water, whereas for the methanol complex an OH� � �p isomer is simultaneously

observed. For the largest complex, dibenzofuran–tert-butyl alcohol, only a p-bound structure is found.

These comprehensive investigations show that a completely inverse trend regarding the docking preference

is observed by comparing the present results with the ones for analogous diphenyl ether complexes. This

can be rationalized on the basis of the planarity/non-planarity and rigidity/flexibility of the different systems,

providing valuable insight into the interplay between different non-covalent interactions. This analysis is a

further step towards a quantitative description of very delicate energetic balances with the overall goal of

yielding reliable structural predictions for non-covalently bound systems.

1 Introduction

Non-covalent attraction plays a key role in molecular recogni-
tion and aggregation, which can be fundamental for governing
(bio)chemical processes.1–4 Already small changes within the
interplay of intermolecular forces can affect these processes
significantly. London dispersion is one of the major attractive
contributors, along with ambivalent Keesom and always attrac-
tive Debye forces. These forces may compete with or reinforce
each other, and most importantly they are balanced by Pauli
repulsion at a short distance. London dispersion is particularly
able to control the formation of a certain molecular arrange-
ment in anisotropic systems due to its cumulative, non-local
nature in contrast to the very local Pauli repulsion.5,6

The structures of neutral, non-covalently bound molecular
complexes involving aromatic moieties and water or alcohol
molecules have been extensively studied in the gas phase (see
e.g. ref. 7–9 and references therein). Among these studies,
several complexes involving heteroaromatic moieties are found
including works on indole–water,10 7-azaindole–water,11 pyrrole–12

and carbazole–solvent complexes.13,14 Moreover, several studies on
furan derivatives were carried out, including a comparative FTIR
jet and theoretical study on 2,5-dimethylfuran– as well as the
2,3-benzofuran–methanol complexes.15 The latter have addi-
tionally been studied by laser induced fluorescence and IR
fluorescence dip spectroscopy, including the respective water
complexes.16 For the 2,5-dimethylfuran–methanol complex, the
OH� � �O binding motif was identified as the preferred structure,
which exhibits additional CH� � �p stabilization by the interaction
of the methyl group with the p-cloud. The OH� � �p-bound isomer
was also observed as a slightly less stable structure, although it
turned out to cause a stronger OH stretching red-shift than the
OH� � �O-bound structure, i.e. the p-cloud causes a stronger distor-
tion of the OH bond than the lone pairs of the ether oxygen. In the
case of 2,3-benzofuran–water,16 a balanced situation was found
with the coexisting, nearly isoenergetic OH� � �O and OH� � �p
isomers. Within that study, no preferred site could be identified,
which agrees with the theoretical predictions of less than
0.5 kJ mol�1 energy difference for the applied methods.16
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However, the methanol complex of 2,3-benzofuran was found
to prefer the p-docking site over the oxygen, which was clearly
identified by linear FTIR jet spectroscopy.15 In this case, the
p-bound structure exhibits a larger OH stretching red-shift than
the OH� � �O structure, whereas theoretical predictions were
ambiguous. The competing binding motifs in 2-methylfuran–
and furan–methanol complexes are currently being examined
in an experimental benchmarking study, with initial FTIR
results already published,17 and a refined analysis with micro-
wave support in preparation.

Several spectroscopic studies on dibenzofuran (DBF) have
been performed in the condensed phase18–23 and in the gas
phase,23–30 including works on the DBF dimer27,28,31 and mixed
dimers of DBF with fluorene and benzofuran.28,32,33 Auty et al.24

recorded fluorescence excitation spectra of DBF and the
DBF–water complex. They assumed that the complex is hydrogen-
bonded to the oxygen atom of DBF based on the spectral shift
of the fluorescence excitation bands. However, there is a lack of
ab initio calculations supporting this assumption as well as further,
structurally more sensitive spectroscopic experiments.

In previous studies, we established a multi-spectroscopic
approach in order to elucidate the preferred binding sites in
different aromatic ether–alcohol and –water complexes.34–38

Within the series of diphenyl ether (DPE) complexes, we have
shown that water and small alcohol molecules prefer the
p-docking site, whereas larger alcohols preferably bind to the
ether oxygen atom. This observation contradicts the intuitive
expectation of a preferred p docking, when the size of the
alcohol increases. In that study, the respective contribution of
London dispersion to the interaction energy for the different
complexes was analyzed in order to explain the observed trend.
In addition to that, the distortion of the DPE structure, caused
by a twist of the phenyl rings upon aggregation of alcohol or
water molecules, was identified as another major aspect influ-
encing the trend.

In order to gain a deeper understanding of the influence of
structural deformation upon complex formation, a systematic
change in the structure of the ether is valuable. One possible
change is the direct connection of the two phenyl rings of DPE,
which leads to dibenzofuran (DBF). By doing so, the initial
flexibility of DPE is entirely disabled since DBF is planar and
rigid. Considering the fact that the p system is delocalized over
both phenyl rings via the furan ring, the molecule is expected to
remain planar upon solvent aggregation in order to maximize
aromaticity. Therefore, there is no deformation of the ether
geometry within the solvent complexes that might influence the
binding preference, contrary to the case of DPE complexes in
which deformation plays a substantial role.37 Moreover, the
twisted structure of DPE was shown to enable CH� � �O contacts
between ortho CH moieties and the oxygen atom of the alcohol
or water molecule. This had a significant influence on the
structural preference as well. Since for DBF only in-plane CH
groups are available for CH� � �O contacts, structures mainly
interacting via the p-cloud should not be affected by CH� � �O
contacts. Whatever the relative importance of such qualitative
concepts may be, they add up to a computable and

experimentally verifiable energy difference between competing
solvent docking sites.

Experimental verification of predicted structural preferences
of such molecular complexes requires studies on a molecular
level, where the isolated molecular aggregates can be investi-
gated without the influence of any environment. These condi-
tions can be fulfilled by molecular beam investigations,
allowing the formation of molecular complexes and clusters
in a supersonic expansion. A variety of spectroscopic methods
can be combined with molecular beam experiments, including
FTIR spectroscopy,15,34,35,38 mass- and isomer-selective IR/UV
laser spectroscopy (IR/R2PI8,39–42) and chirped-pulse Fourier
transform microwave (CP-FTMW43–45) spectroscopy. The
combination of these different spectroscopic techniques yields
complementary results, providing valuable experimental data
ideally suited for benchmarking theoretical approaches.

In the present paper, we investigate a series of DBF
complexes with water, methanol and tert-butyl alcohol (ROH
with R = H, Me, t-Bu) by a multi-spectroscopic strategy, includ-
ing FTIR, IR/UV and CP-FTMW spectroscopy. The experimental
study is accompanied by a detailed theoretical analysis includ-
ing dispersion-corrected density functional theory as well as
wave function-based methods.

2 Experimental methods
2.1 FTIR spectroscopy

Linear FTIR spectra were recorded using the ‘popcorn’ jet
set-up. DBF (alfa aesar, Z99%) was deposited on molecular
sieve and exposed to carrier gas pulses in a heatable sample
compartment enclosed by two poppet valves (opening at 70 mbar
differential pressure upstream and either 690 or 350 mbar down-
stream). Helium was used as the carrier gas at 1.5 bar. A gas pulse
from a 0.069 m3 reservoir picked up the sample and was super-
sonically expanded into a 3.6 m3 buffer volume. A sufficiently low
background pressure is ensured by a pumping system operating
at 500 m3 h�1. Two nozzle variants were applied: a 2 � 10 �
0.5 mm double-slit nozzle and a newly designed 60 � 0.2 mm
heatable ‘V-nozzle’, which is angled (1621) to approximately
fit the focused IR beam shape. The alcohols (MeOH (Sigma
Aldrich, Z99.8%), MeOD (eurisotop, 99% D), t-BuOH (Roth,
Z99%)) were introduced upstream of the gas reservoir by a
coolable saturator or by using premixed gas bottles. Each gas
pulse was probed by a single synchronized scan of a Bruker IFS
66v/S FTIR spectrometer. 100–400 scans were averaged to obtain
the final spectrum. More details can be found in ref. 34 and 46.

2.2 IR/UV spectroscopy

The experimental set-up for the combined IR/UV experiments is
described in detail elsewhere,42,47 thus only a brief description
is given here. The experiments were carried out in a molecular
beam apparatus consisting of a differentially pumped linear
time-of-flight (TOF) mass spectrometer with a pulsed valve
(Series 9 with pulse driver Iota One, General Valve, 500 mm
orifice) for skimmed jet expansion. DBF was purchased from
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Merck (Z97.0%). MeOH (Sigma-Aldrich, Z99.7%) and t-BuOH
(Sigma-Aldrich, Z99.7%) were each supplied via cooled reservoirs
and co-expanded with DBF (held at room temperature) using the
carrier gas neon (2.5–3.0 bar).

For the R2PI and IR/R2PI experiments, two tunable nano-
second laser systems were necessary, including one indepen-
dent UV laser system and one IR laser system. The UV laser
radiation is obtained via second harmonic generation in a BBO
crystal using the output of a dye laser (Cobra-Stretch, Sirah).
The latter is pumped by the second harmonic (532 nm) of a
Nd:YAG laser (SpitLight 600, Innolas). The IR laser radiation
in the range of 3520–3750 cm�1 is generated by difference
frequency mixing (DFM) in a LiNbO3 crystal using the funda-
mental (1064 nm) of a Nd:YAG laser (Quanta-Ray Pro-230, Spectra-
Physics) and the output of a second dye laser (PrecisionScan,
Sirah), which is pumped by the second harmonic (532 nm) of the
same Nd:YAG laser. The resulting IR radiation is amplified in an
optical parametric amplification (OPA) process in another LiNbO3

crystal using the output of the DFM process and the fundamental
(1064 nm) of the Nd:YAG laser. For the IR/R2PI spectra, the IR
laser was irradiated 50 ns prior to the UV laser.

2.3 CP-FTMW spectroscopy

The rotational spectra of the DBF–ROH complexes were recorded
with the Hamburg CP-FTMW spectrometer COMPACT, which is
operated between 2–8 GHz.48,49 DBF (stated purity Z98%) was
purchased from Sigma-Aldrich and used without further purifica-
tion. The molecules were seeded into a supersonic expansion
using a modified pulse nozzle (Parker General Valve, Series 9,
1.1 mm orifice diameter) equipped with a heatable reservoir. DBF
was placed into the reservoir close to the valve orifice and heated
to 100 1C. The solvent (ROH) was placed in an external reservoir
upstream of the valve at a second set of tubing to regulate the
amount of carrier gas that was flowed over it and thus to regulate
the amount of solvent. For all of the experiments, neon (3 bar
backing pressure) was used as a carrier gas to form a supersonic
expansion into the vacuum chamber. Additional experiments with
helium as a carrier gas (3 bar backing pressure) were performed
for DBF–MeOH.

For each gas pulse, the ensemble of molecules was polarized
with a series of eight microwave chirps with a 4 ms duration and
spanning 2–8 GHz, following the fast-frame approach.50 The
chirps were generated with an arbitrary waveform generator,
amplified by a 300 W travelling wave tube amplifier, and
transmitted into the vacuum chamber with a horn antenna.
Following each excitation chirp, 40 ms of the free induction
decay (FID) of the macroscopic ensemble of polarized mole-
cules was recorded, yielding a frequency resolution of 25 kHz.
For the experiments, a total of 5 million averages (for DBF–H2O)
and 2 million averages (for DBF–MeOH and DBF–t-BuOH,
respectively) were co-added and Fourier transformed with a
Kaiser–Bessel window function to give the broadband rota-
tional spectrum in the frequency domain.

All spectra were first fit to an asymmetric rotor Hamiltonian
using the JB95 program.51 The transition frequencies were then
refined using the AABS program suite, and the final asymmetric

rotor Hamiltonian fits were completed with SPFIT.52 Line lists
for all three dimers are provided in the ESI.† An analysis of the
observed tunneling splitting arising from internal rotation of
the methanol methyl group in the dibenzofuran–methanol
complex was performed using the XIAM program.53 XIAM is a
least squares fitting program specifically designed for analyzing
spectra of molecules exhibiting internal rotors by employing
the combined axis method of Woods to account for internal
rotation through a potential barrier.

3 Computational methods

Input structures were manually constructed with Avogadro54

using the MMFF94s force field55 for pre-optimization, whereas
additional geometries were generated by the simulated anneal-
ing conformational search implemented in the GFN-xTB56

program (option -siman). Geometry optimizations and harmo-
nic vibrational frequency calculations were performed at the
DFT as well as the SCS-CC257 level.

For the DFT calculations, the B3LYP functional58–60 includ-
ing the D3 dispersion correction61 with Becke–Johnson (BJ)
damping62 was used with the basis sets def2-TZVP,63 def2-QZVP63

and aug-cc-pVTZ64 (identical auxiliary basis sets for the RI approxi-
mation), while using the Berny optimization algorithm from
Gaussian 0965 combined with energies and gradients calculated
with Turbomole 7.3.66,67 Similarly, calculations were performed
with the M06-2X functional68 including the D3 correction and the
def2-TZVP basis set.

The SCS-CC2 calculations were carried out with the aug-cc-
pVDZ64 and def2-TZVP basis sets using Turbomole 7.3, while
correspondingly aug-cc-pVDZ-cbas69 and def2-TZVP-cbas69

were chosen as the auxiliary Coulomb fitting basis sets (cbas)
required by the ricc2 module for the RI approximation. Harmonic
vibrational frequencies at the SCS-CC2 level were calculated with
the NumForce script of Turbomole 7.3.

All geometries were confirmed to be minima with only real
harmonic vibrational frequencies. All DFT and SCS-CC2 energies
were corrected for the basis set superposition error (BSSE) by
applying the counterpoise correction method.70

DLPNO-CCSD(T) single-point calculations for the B3LYP-
D3(BJ)/aug-cc-pVTZ geometries were carried out with ORCA
4.0.171 using the cc-pVTZ and cc-pVQZ basis sets64 with corres-
ponding cc-pVTZ/C and cc-pVQZ auxiliary basis sets69 for the RI
approximation. Additionally, the ‘‘TightPNO’’72 and ‘‘TightSCF’’
options were applied. For comparison of zero-point-vibrational-
energy (ZPE)-corrected energies, harmonic ZPE corrections
obtained at the B3LYP-D3(BJ)/aug-cc-pVTZ level were added to
the DLPNO-CCSD(T)/cc-pVTZ and DLPNO-CCSD(T)/cc-pVQZ
energies. Furthermore, a local energy decomposition (LED)
scheme73,74 was applied within the DLPNO-CCSD(T)/cc-pVQZ
calculations. This was mainly used for extracting physically
meaningful dispersion contributions to the total interaction
energies. For comparison, second order SAPT(0) calculations75

were carried out with the truncated jun-cc-pVDZ basis set,64,76,77

using the PSI4 program.78
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Transition state calculations were performed with the
QST379 module of Gaussian 09 (B3LYP-D3(BJ)/def2-TZVP) with
initial transition state and barrier guesses from the woelfling80

module of Turbomole 7.3 as well as the reaction path finder of
the GFN-xTB program (option -path).

4 Results and discussion
4.1 Theoretical results

Fig. 1 shows the optimized minimum structures for DBF
complexes with H2O, MeOH and t-BuOH at the B3LYP-D3(BJ)/
def2-TZVP level. The oxygen-bound structure, denoted as
OH� � �Op (in the DBF plane), of the DBF–H2O complex is further
stabilized by a CH� � �O interaction, which is reflected in a slight
tilt of the water with its oxygen atom towards the C–H group
that is in close proximity. Within the structure of the OH� � �p5
isomer, the water molecule is positioned above the furan C–C
bond connecting the two phenyl rings, whereas in the OH� � �p6
isomer the water molecule is positioned above the center of one
of the six-membered phenyl rings. Upon comparing all three
isomers it can be seen that there are two intermolecular contacts
within each arrangement: one OH� � �O hydrogen bond along with
a CH� � �O contact in OH� � �Op, and two OH� � �p contacts respec-
tively in both OH� � �p isomers. Considering the calculated relative
energies obtained at different levels of theory (see Table 1), the
OH� � �Op isomer is mostly preferred. This suggests that the
OH� � �O hydrogen bond combined with the CH� � �O contact
outweighs the sum of two OH� � �p contacts in terms of the
strength of the intermolecular interaction.

In order to analyze the respective contributions to the inter-
action energy of the investigated complexes, SAPT(0)/jun-cc-pVDZ
calculations were performed (see Table S1, ESI†) as well as
more sophisticated DLPNO-CCSD(T)/cc-pVQZ calculations for
which a local energy decomposition (LED) scheme was applied
(see Table S2, ESI†). As expected, both approaches yield a larger
dispersion contribution in the OH� � �p motifs and significantly
more electrostatic contribution for the OH� � �Op structure. This
supports the finding that the OH� � �O hydrogen bond, domi-
nated by electrostatics (see Table S1, ESI†), combined with the
CH� � �O contact leads to a stronger stabilization than the two
OH� � �p contacts within the other isomers.

For the DBF–MeOH complex, the calculated minimum
structures at the B3LYP-D3(BJ)/def2-TZVP level are depicted in
the second row of Fig. 1. In this case, two oxygen-bound
isomers are found: within the Cs-symmetric OH� � �Ot isomer
(on top), the methyl group of the methanol molecule is positioned
above the furan ring, enabling CH� � �p interactions. The second
oxygen-bound structure is denoted as OH� � �Op and exhibits an
OH� � �O hydrogen bond in the DBF plane with the methyl group
pointing away from the DBF plane. Therefore, the OH� � �Op
isomer lacks CH� � �p interactions in contrast to the OH� � �Ot
arrangement. However, the in-plane hydrogen bond allows for a
stabilizing CH� � �O contact between the MeOH oxygen atom and a
CH group of DBF (see Fig. 1), similar to the OH� � �Op isomer of
DBF–H2O. The OH� � �p6 isomer is bound via an OH� � �p contact,
and it is stabilized by CH� � �p interactions of the methyl
group with the p-cloud. In contrast to the related systems
2,5-dimethylfuran–MeOH and 2,3-benzofuran–MeOH,15,16 no
minimum structure is found with an OH� � �p interaction

Fig. 1 Optimized minimum structures at the B3LYP-D3(BJ)/def2-TZVP level for DBF–ROH complexes (R = H, Me, t-Bu). Values in parentheses represent
relative, ZPE-corrected energies in kJ mol�1 obtained at the DLPNO-CCSD(T)/cc-pVQZ level with ZPE from B3LYP-D3(BJ)/aug-cc-pVTZ calculations
(see Table 1). Dashed lines qualitatively indicate different intermolecular contacts.
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involving the five-membered furan ring. This might allow for
the conclusion that within the extended p system of DBF, the
six-membered benzene rings are better hydrogen bond accep-
tors than the furan moiety. As discussed in previous works on
2-methylfuran, 2,5-dimethylfuran, and 2,3-benzofuran,15–17 the
furan oxygen acceptor site loses attractiveness upon the intro-
duction of methyl groups or one phenyl moiety.

Analyzing the different energy contributions shows that the
largest dispersion contribution is in the OH� � �p6 isomer,
followed by the symmetric OH� � �Ot structure (see Tables S1
and S2, ESI†). Both arrangements contain CH� � �p stabilization.
Accordingly, the dispersion contribution is significantly lower
in OH� � �Op, and the structure is clearly dominated by the
electrostatic contribution. The large difference in Eelst between
the two OH� � �O structures might be explained by the almost
coplanar arrangement of the hydrogen bond and the DBF plane
in OH� � �Op in contrast to the clearly bent arrangement in
OH� � �Ot.

In the latter case, this arrangement obviously reduces the
electrostatic stabilization, while it simultaneously increases
dispersion stabilization from CH� � �p interactions. Note that
the OH� � �O hydrogen bonding angle itself is nearly identical
in both structures (1551, Table S3, ESI†), indicating a clearly
weakened hydrogen bond as it largely deviates from an ideal
linear hydrogen bond. This significantly affects the OH stretch-
ing frequencies, which will be discussed in the Experimental
results section.

The optimized minimum structures for the t-BuOH complex
are shown in the last row of Fig. 1. Similar to the methanol
complex, two OH� � �O structures and one OH� � �p arrangement
are found as minimum geometries. The OH� � �Ot isomer is
Cs-symmetric, identical to the OH� � �Ot isomer of the corres-
ponding MeOH complex. The t-Bu moiety is positioned on top
of the furan ring leading to CH� � �p interactions with the
p-cloud. In contrast to the analogous MeOH complex, the
hydrogen bond is less bent (1771 for t-BuOH vs. 1551 for MeOH,
B3LYP-D3(BJ)/def2-TZVP level, see Table S3, ESI†).

In the OH� � �Op isomer, the t-BuOH moiety is tilted to one
side, which indicates a slight CH� � �O interaction between the

alcohol oxygen atom and a neighboring CH group, resembling
a somehow distorted version of the OH� � �Op isomer of
DBF–MeOH with the alcohol being located rather above the p
plane due to stronger CH� � �p interactions. Comparing all
non-Cs-symmetric OH� � �Op structures, the solvent molecule
increasingly approaches the p-cloud above the DBF plane going
from water to t-BuOH. In the respective OH� � �p6-bound isomer,
the t-Bu moiety is in closer proximity to the DBF p-cloud,
resulting in a larger interaction surface for CH� � �p interactions
compared to the OH� � �Op isomer. However, CH� � �p inter-
actions should be of similar magnitude in the OH� � �p and
the Cs-symmetric OH� � �Ot isomer. This is in line with disper-
sion contributions obtained at the SAPT(0)/jun-cc-pVDZ and
the DLPNO-CCSD(T)/cc-pVQZ levels, which are similar for the
two isomers, but clearly smaller for the OH� � �Op isomer. As a
hydrogen bond interaction is indicated by the OH stretching
red-shift, calculated OH stretching frequencies can be compared
for the competing structures. Calculations at the B3LYP-D3 level
suggest a stronger OH� � �O hydrogen bond compared to OH� � �p.
However, the contrary is predicted at the M06-2X/def2-TZVP and
SCS-CC2 levels, indicating a stronger OH� � �p acceptor compared
to OH� � �Ot. This aspect will be discussed later in the Experimental
results section.

The calculated relative energies for all DBF–ROH complexes
at different levels of theory are found in Table 1. The values for
the B3LYP-D3(BJ) and SCS-CC2 levels result from geometry
optimizations and harmonic frequency calculations, whereas
single point calculations were performed at the DLPNO-CCSD(T)/
cc-pVQZ level using the geometries obtained at the B3LYP-D3(BJ)/
aug-cc-pVTZ level. No anharmonic treatments of the ZPE were
used, as anharmonic corrections are expected to be small
(assumed to be on the order of o0.5 kJ mol�1), and they have
furthermore proven to perform non-systematically in relative
energy predictions for similar systems.17 As shown in previous
studies15 the structures with a rather localized OH� � �O hydro-
gen bond contain more ZPE than OH� � �p-bound structures.
This is reflected in a consistent OH� � �Op destabilization on the
order of 0.7–2.3 kJ mol�1 with respect to OH� � �p isomers when
electronic (DE) and ZPE-corrected energies (DE0) are compared.

Table 1 Relative energies for DBF–ROH complexes with (DE0) and without ZPE correction (DE) obtained at different levels of theory. All values are given
in kJ mol�1 and include BSSE correction

Isomer

B3LYP-D3(BJ)/def2-TZVP B3LYP-D3(BJ)/aug-cc-pVTZ SCS-CC2/def2-TZVP DLPNO-CCSD(T)/cc-pVQZa

DE DE0 DE DE0 DE DE0 DE DE0
b

H2O OH� � �Op 0 0 0 0 0 1.58 0 0
OH� � �p5 2.42 1.18 2.92 1.88 0.58 0 3.38 2.34
OH� � �p6 3.79 1.47 3.87 2.02 — — 3.80 1.95

MeOH OH� � �Op 0 0.57 0.39 1.06 1.62 3.63 0 0
OH� � �Ot 1.33 0.96 0 0.05 0.88 1.88 0.85 0.21
OH� � �p6 1.22 0 0.03 0 0 0 1.21 0.51

t-BuOH OH� � �Op 1.66 1.57 0 0.21 0.60 1.38 0 0
OH� � �Ot 0 0 0.16 0.84 0.64 0.85 0.98 1.46
OH� � �p6 2.35 1.29 0.78 0 0 0 1.48 0.49

a Geometries were used from B3LYP-D3(BJ)/aug-cc-pVTZ calculations. b Harmonic ZPE correction obtained from B3LYP-D3(BJ)/aug-cc-pVTZ
calculations.
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For the water complex, the prediction of the energetic order
is almost uniform: the OH� � �Op structure is preferred by 0.6 up
to 3.4 kJ mol�1, depending on the theoretical level and basis
set. The highest applied level suggests the oxygen site to be
preferred by about 2 kJ mol�1, which might raise questions
about the population of a p-bound structure in molecular beam
experiments unless major isomerization barriers prevent
relaxation. The SCS-CC2 and M06-2X/def2-TZVP calculations
(see Table S4, ESI†) prefer the OH� � �p5 structure. Regarding the
DBF–MeOH complex, a rather undecided situation is found
with an oscillation of the energetic order between an OH� � �p6,
OH� � �Op and even OH� � �Ot preference. The ZPE destabilization
of the oxygen-bound structures compared to the OH� � �p6
structure is even more relevant than in the case of water, since
it switches the energetic order from a preferred OH� � �O isomer
for pure electronic energies towards OH� � �p6 upon ZPE correc-
tion for B3LYP-D3(BJ)/def2-TZVP calculations. The most sophis-
ticated theoretical approach at the DLPNO-CCSD(T)/cc-pVQZ
level suggests an advantage for OH� � �Op of about 0.5 kJ mol�1

over OH� � �p6 and 0.2 kJ mol�1 over OH� � �Ot, whereas the
B3LYP-D3(BJ)/aug-cc-pVTZ calculations even predict the OH� � �Ot
and OH� � �p6 isomer to be isoenergetic (within 0.05 kJ mol�1)
upon ZPE correction (see Table 1). Considering the energetic
range of 0.5 kJ mol�1 for all three binding motifs obtained at
the DLPNO-CCSD(T)/cc-pVQZ level – being certainly within the
error bar of the method – would not exclude the presence of more
than one isomer in molecular beam experiments. In the case of
DBF–t-BuOH, the predicted binding preference is undecided as
well among the different applied computational approaches: the
symmetric OH� � �Ot isomer is preferred at the B3LYP-D3(BJ)/def2-
TZVP level, whereas the larger aug-cc-pVTZ basis leads to an
OH� � �p6 preference, together with the SCS-CC2 approach. Finally,
the DLPNO-CCSD(T) approach favors the OH� � �Op structure by
0.5 kJ mol�1 over OH� � �p6. Overall, the relative ZPE-corrected
energies of all three binding motifs are predicted to be within a
range of 1.6 kJ mol�1. Thus, the simultaneous presence of more
than one isomer cannot be excluded within supersonic jet
experiments.

In order to elucidate the aspect of possibly co-existing
isomers, being relevant for all investigated DBF–ROH com-
plexes, the analysis of interconversion barriers can be helpful,
aside from considering only the relative energies of the
isomers. Therefore, transition state calculations were per-
formed with the QST3 method as well as the woelfling module
based on transition state guesses from the GFN-xTB method.
The obtained interconversion barriers and transition state
structures are shown in Fig. S1 (ESI†). In the case of the water
complex, the calculated barrier of less than 1 kJ mol�1 between
the two p-bound isomers OH� � �p5 and OH� � �p6 suggests that
interconversion occurs under the supersonic expansion condi-
tions. However, barriers of about 5 kJ mol�1 between the
p-bound structures and the OH� � �Op isomer might allow a
kinetic trapping of oxygen- and p-bound isomers, respectively,
in the case where they are both initially populated.

For the MeOH complex, a low barrier of about 1 kJ mol�1 is
predicted between the two oxygen-bound isomers OH� � �Ot and

OH� � �Op, suggesting that interconversion occurs under the
experimental conditions. Similar to the water complex, the
isomerization barriers between OH� � �O and OH� � �p binding
motifs are larger than the ones between the same binding
motifs, yet they are slightly lower than that for DBF–H2O at
about 3 kJ mol�1. Nevertheless, kinetic trapping of the respec-
tive lower energy isomer can be expected, in the case where
more than one isomer is initially populated. Furthermore, the
TS calculations suggest that the interconversion of the OH� � �Op
structure into the OH� � �p6 isomer involves the Cs-symmetric
OH� � �Ot structure as an intermediate state.

Regarding the tert-butyl alcohol complex, the barrier
between the oxygen-bound isomers OH� � �Ot and OH� � �Op is
calculated to be o1 kJ mol�1, suggesting interconversion.
Similar to the case of DBF–MeOH, the TS calculations suggest
that conversion of the OH� � �Op structure into the OH� � �p6
isomer occurs via the intermediate OH� � �Ot arrangement.
The predicted isomerization barrier from the OH� � �Ot to the
OH� � �p6 isomer is approximately 2 kJ mol�1. Hence, inter-
conversion between the binding motifs should not be excluded
as well. A discussion of these aspects with respect to the
experimental findings will be continued in the Experimental
results section.

For a comparison of theory and experiment, the structurally
sensitive OH stretching vibration can serve as a spectroscopic
probe to be compared to calculated harmonic OH stretching
wavenumbers. In some cases, particularly if two competing
structures with the same binding motif are present, the OH
stretching vibrations might be indistinguishable. Therefore,
the experimental rotational constants obtained from rotational
spectroscopy combined with calculated dipole moment compo-
nents can lead to an unambiguous structural assignment. All
calculated values relevant for comparison to the experiments
are found in Tables S5, S6 and S9–S11 (ESI†) and are discussed
in the Experimental results section. In the end, comparison to
the experiments will reveal the individual performance of each
theoretical approach.

4.2 Experimental results

4.2.1 DBF–H2O
IR/UV results. For all investigated systems, R2PI spectra

were recorded, revealing isomer-specific electronic excitation
energies of the respective complexes (see Fig. S2, ESI†). Based
on these findings, IR/R2PI spectra were measured in the
OH-stretching region (3520–3750 cm�1) for different excitation
energies of the respective complexes.

The R2PI spectrum of the DBF–H2O complex reveals a
S1 ’ S0 transition that is blue-shifted by +171 cm�1 compared
to the DBF monomer transition (see Fig. S2, ESI†). This is in
agreement with the findings of fluorescence excitation
spectra.24 No additional, red-shifted transitions with respect
to the monomer were detected. The experimentally observed
shift of +171 cm�1 is in qualitative agreement with the pre-
dicted blue-shift of +174 cm�1 for the OH� � �Op isomer at the
SCS-CC2/def2-TZVP level with respect to the DBF monomer
transition (see Table S5, ESI†). In contrast, the OH� � �p6 isomer
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is expected to have a red-shifted S1 ’ S0 transition compared to
the DBF monomer (�138 cm�1; see Table S5, ESI†). Based on
these findings, the assumption of an OH� � �O binding motif for
the DBF–H2O complex based on the early non-mass-selective
study by Auty et al.24 is confirmed by our mass-selective R2PI
experiments combined with predicted S1 ’ S0 excitation
energies at the SCS-CC2/def2-TZVP level. These calculations
have proven to yield robust predictions.57

In order to obtain additional structural information, the OH
stretching vibration is used as a spectroscopic probe for identi-
fying the docking motif of the complex. Therefore, an IR/R2PI
spectrum was recorded via the electronic resonance at +171 cm�1,
which is shown in Fig. 2 for the mass trace of the DBF–H2O
complex compared to calculated harmonic OH stretching
frequencies at the B3LYP-D3(BJ)/def2-TZVP level (additional
computational results are found in Table S6, ESI†). The IR/
R2PI spectrum obtained for the DBF–H2O complex (Fig. 2(a))
exhibits two OH stretching vibrations at 3623 and 3734 cm�1

(confirming preliminary observations in ref. 81). Calculations
uniformly predict a red-shifted symmetric ~nOH of the oxygen-
bound structure compared to the p-bound structures. Mainly the
symmetric ~nOH is sensitive to the docking site, whereas the
asymmetric ~nOH is less affected. It is noticeable that the relative
shifts of the symmetric ~nOH between OH� � �O and OH� � �p struc-
tures are quite large for the B3LYP-D3(BJ) calculations in contrast
to the ones for the M06-2X functional as well as the SCS-CC2
predictions. Upon comparison of symmetric ~nOH frequencies to
the experiment, the OH� � �O isomer matches better than the
OH� � �p isomers for all applied theoretical approaches. In order
to find a robust assignment, an additional aspect to be considered
is the splitting between symmetric and asymmetric ~nOH, which
is significantly different for the OH� � �O and OH� � �p motifs
(see Table S6, ESI†). The experimental splitting is found to be
111 cm�1, while the calculated splittings range from 105–131 cm�1

for the OH� � �Op isomer and only from 83 to 87 cm�1 for OH� � �p
structures. Moreover, the changes of the splitting with respect to
the splitting of free water clearly suggest the OH� � �Op isomer to be
the observed structure. Note that the splittings obtained from the
SCS-CC2 calculations are not considered here, as they are found to
be unable to reproduce the frequency splitting of the free water
molecule correctly.

CP-FTMW results. Rotationally resolved spectroscopy can
provide unambiguous proof of the observed clusters (a) via
comparison of the experimental rotational constants with the
results of quantum chemical calculations and (b) via structure
determination using isotopic substitution, either in natural
abundance or using enriched samples. The experimental rota-
tional constants for DBF–H2O obtained from broadband
CP-FTMW spectroscopy are summarized in Table 2 together
with the results from quantum-chemical calculations. The
comparison clearly identifies the observed complex as the
OH� � �Op structure, in agreement with the (IR/)R2PI studies,
with the rotational constants of the OH� � �p5 isomer being
clearly different. Other complexes were not observed under
the experimental conditions using neon as a carrier gas. Note
that we report an average fit, i.e., fitting the center frequencies
of a doublet splitting arising from the internal motion of the
water molecule with respect to the DBF moiety. A more detailed
analysis of this internal motion is beyond the scope of the
present study and will be reported elsewhere. The spectrum is
dominated by a- and b-type transitions, while no c-type transi-
tions were observed, which points to averaging due to the
internal motion.

4.2.2 DBF–MeOH. In contrast to the clear-cut case of
DBF–H2O, where the different experimental and most theore-
tical methods match nicely in finding a single dominant
isomer, a more difficult case is found for DBF–MeOH where
the theoretical methods are rather undecided between up to
three different structures. Therefore, we include an FTIR study,
to provide an overview of the cluster distribution under warmer
expansion conditions.

FTIR results. FTIR spectra of the co-expanded DBF–MeOH
mixture using the double-slit nozzle are shown in Fig. 3(b). The
methanol concentration of 0.15% is chosen such that almost
no monomer (3686 cm�1) or homodimer (3575 cm�1) are
visible. A distinct band at 3594 cm�1 is observed, but the red-
shift upon complexation seems too large to be associated with
a heterodimer. Indeed, when comparing to the previously
measured spectrum of 2,3-benzofuran–MeOH15 (Fig. 3(a)) this

Fig. 2 (a) IR/R2PI spectrum of DBF–H2O obtained via UV excitation
at +171 cm�1 compared to calculated OH stretching frequencies (b) at
the B3LYP-D3(BJ)/def2-TZVP level; scaling factor: 0.9677.

Table 2 Molecular rotational parameters of DBF–H2O: the experimental
parameters are based on a fit to an asymmetric rotor Hamiltonian using the
JB95 program in comparison to calculated results

Parametersa

Experiment
B3LYP-D3(BJ)/
def2-TZVP

B3LYP-D3(BJ)/
def2-TZVP

OH� � �Op OH� � �Op OH� � �p5

A (MHz) 974.08 973 1339
B (MHz) 575.23 581 479
C (MHz) 362.00 365 447
DJ (kHz) 0.0334
s (kHz) 40
Nlines

b (a/b/c) 65(44/21/0)
ma/mb/mc (D) 1.3/2.2/1.3 1.1/0.2/2.3

a A, B, and C are the experimental rotational constants, DJ is the
centrifugal distortion constant, and s is the standard deviation of the
fit. b Total number of fitted lines and as distributed over a-, b-, and
c-type transitions.
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band lies within the region of larger clusters. Taking the strong
cohesion and excess of DBF into account, a trimer including
one methanol and two DBF molecules is the most probable
assignment. Further discussion on this trimer can be found in
the ESI.† Searching for spectral features in proximity to the
dimer bands of 2,3-benzofuran–MeOH, two peaks might be
located at 3639 and 3646 cm�1, hardly distinguishable from the
noise level. In an attempt to alter the expansion conditions to
form more mixed dimers, spectrum (c) was recorded. The
methanol concentration was increased about two-fold, while
the DBF concentration was slightly decreased. However, the
major changes were the use of a newly developed V-nozzle,
which nominally enhances the absorption path by a factor of
about 6, and a simultaneous lowering of the differential open-
ing pressure of the second check valve to 350 mbar. A small
and broad spectral feature was observed between 3636 and
3650 cm�1, which supports a dimer origin of the weak bands at
3639 and 3646 cm�1. A further increase of the methanol
concentration (spectrum (d) in Fig. 3) did not seem to enhance
the dimer abundance any further. Given the weakness and
broadness of these bands, only a vague assignment to a specific
isomer could be made, but on comparing the dimer band
positions of 2,3-benzofuran–MeOH, it is plausible that two
dimers are observed due to an OH� � �p isomer further red-shifted
than an OH� � �O isomer. The peak intensity of the further red-
shifted isomer is at best two-fold higher, but given the lower

predicted IR intensity of OH� � �p isomers, the actual excess in
abundance may be larger, even in the weakly relaxing helium
expansion employed. This tentative assignment called for
confirmation by complementary spectroscopic methods.

IR/UV results. IR/UV spectroscopy provides additional mass-
and isomer-selective insight in addition to the results obtained
from the FTIR investigations. The IR/UV experiments on the
DBF–MeOH complex revealed the presence of two different
isomers with distinct electronic resonances at +135 cm�1

and �24 cm�1 with respect to the DBF monomer transition
observed in the R2PI spectrum (see Fig. S2, ESI†; further
transitions yield the same IR/R2PI spectra, thus no third isomer
is found). The electronic excitation spectrum itself contains
valuable information: a comparison to calculated S1 ’ S0

excitation energies at the SCS-CC2/def2-TZVP level suggests
that the blue-shifted transition arises from the OH� � �Ot isomer
with a qualitatively matching predicted shift of +126 cm�1. The
slightly red-shifted transition observed at �24 cm�1 is in
qualitative agreement with the predicted shift for the OH� � �p6
isomer (�245 cm�1). The recorded IR/R2PI spectra via the
electronic resonances at +135 cm�1 and �24 cm�1 are depicted
in Fig. 4. The spectrum shown in the upper trace (a) exhibits
one OH stretching vibration at 3642 cm�1. The spectrum for
the second isomer in trace (b) reveals a slightly red-shifted
transition at 3637 cm�1.

Fig. 3 FTIR spectra of DBF–MeOH (b–d) in comparison to 2,3-benzofuran–MeOH (a) taken from ref. 15. Spectrum (b) was measured using the double-
slit nozzle (0.15% MeOH, T(DBF) = 120 1C), spectra (c) and (d) using the V-nozzle introducing MeOH via the saturator at temperatures of T(MeOH) =
�25 1C (E0.3%) and T(MeOH) = �10 1C (E1%), respectively. The DBF concentration is slightly decreased in these spectra (T(DBF) = 110 1C).
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The two additional features marked with an asterisk (*)
originate from ionization-induced fragmentation of a mixed
DBF–MeOH–H2O cluster (see Fig. S3, ESI†). Given the overlap
situation in the FTIR experiment and its relatively high nozzle
temperature, as well as the different carrier gas, the wavenumber
agreement between the two IR experiments is satisfactory. The
observed isomer splitting of 5 cm�1 is probably more reliable than
the 7 cm�1 deduced from the FTIR spectrum.

The relative order of calculated OH stretching wavenumbers
for the different OH� � �O and OH� � �p structures turns out to be
ambiguous: DFT calculations using the B3LYP-D3(BJ) functional
predict a red-shifted OH stretch for both OH� � �O-bound struc-
tures compared to the OH� � �p6 isomer. Interestingly, calculations
at the SCS-CC2 level suggest a switch of the order: the OH� � �p6
structure is predicted to have a lower OH stretching frequency
than the OH� � �O equivalent, which suggests the p-cloud to be the
stronger acceptor site. The same is observed for calculations with
the functional M06-2X (see Table S6, ESI†). Note, however, that
these two methods failed in predicting the correct complex
with water.

Given the very small OH stretching frequency differences
between the observed species, the prediction of the frequency
order for a distinct theoretical method is ambiguous. Finally,
based on the clear isomer assignment via the electronic reso-
nances, the OH� � �Ot isomer is found to exhibit the less red-
shifted OH stretching vibration compared to the OH� � �p6
isomer. This has been observed for similar systems as well
(cf. discussion in the ESI† and ref. 15 and 16).

Drawing conclusions on relative populations from the elec-
tronic resonances in the R2PI spectrum is difficult in this
specific case, as the R2PI spectrum of the DBF–MeOH mass

trace is influenced by very strong resonances of the DBF
monomer (for further explanation see Fig. S2, ESI†). Additional
structural and abundance insight will be gained by rotational
spectroscopy.

CP-FTMW results. In the rotational spectrum of the DBF–
MeOH mixture, we observed two DBF–MeOH complexes (see
Fig. 5). The experimentally obtained rotational parameters are
summarized in Table 3. The rotational constants for the two
complexes are clearly different, and the spectra also differ in

Fig. 4 IR/R2PI spectra of DBF–MeOH via UV excitations (a) of +135 cm�1

and (b) �24 cm�1 compared to calculated OH stretching frequencies for
OH� � �O and OH� � �p isomers (c) at the B3LYP-D3(BJ)/def2-TZVP level and
(d) at the SCS-CC2/def2-TZVP level; scaling factors: (c) 0.9674 and (d)
0.9684 derived from reference calculations for MeOH, respectively. Tran-
sitions marked with an asterisk result from fragmentation of larger clusters.

Fig. 5 Parts of the CP-FTMW broadband rotational spectrum, indicating
the coexistence of the OH� � �p6 and the OH� � �Ot isomer.

Table 3 Molecular parameters of DBF–MeOH: experimental values are
based on a fit to an asymmetric rotor Hamiltonian using the AABS software
and the XIAM program, respectively. For OH� � �p6, two sets of rotational
constants are presented, with and without including the internal rotation of
the methyl group (see text)

Parametersa

OH� � �p6 OH� � �Ot

Fit 1 A-states Fit 2 XIAM Fit 1 A-states

A (MHz) 987.3953(36) 987.3736(27) 808.91099(33)
B (MHz) 439.33213(28) 439.32995(25) 524.58247(15)
C (MHz) 417.58829(26) 417.58775(21) 375.30332(18)
DJ (kHz) 0.0529(17) 0.0554(13) 0. 1434(15)
DJK (kHz) 0.738(10) 0.7388(82) 1.934(71)
DK (kHz) 56.91(80) 56.85(75) �0. 848(60)
dJ (kHz) — — 1.2416(45)
F0 (cm�1) — 159.0 —
V3

b (cm-1) — 338.99(89) —
V3

b (kJ mol�1) — 4.055(11) —
Dpi2J (kHz) — 34.7(2.9) —
D (rad) — 3.883(13) —
e (rad) — 0.579(23) —
# A state transitionsc 65 (49/16/0) 65 (49/16/0) 122 (0/94/28)
# E state transitions — 41 (29/12/0) —
s (kHz) 6.9 7.1 7.0

a A, B, and C are the rotational constants, DJ, DJK, DK, dJ and dK are the
centrifugal distortion constants, and s is the standard deviation of the
fit. b V3 is the barrier to internal rotation of the methanol methyl top,
F0 is the corresponding rotational constant of the methyl top, and Dpi2J
accounts for the internal motion-overall rotation centrifugal distortion,
obtained from a global fit of both internal rotational components A
and E with the program XIAM. c Total number of fitted lines and as
distributed over a-, b-, and c-type transitions.
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the type of rotational transitions observed (i.e., only a- and
b-type transitions but no c-type transitions for one complex
and only b- and c-type transitions but no a-type transitions
for the other complex). Such observations provide additional
input for assigning the structures. Based on a comparison of
the rotational constants and the observed type of transition vs.
calculated dipole-moment components (see Table 4), the two
structures can be unambiguously assigned to the OH� � �p6 and
the OH� � �Ot complexes. Thus, the results also allow us to
differentiate between the two OH� � �O bound isomers, OH� � �Ot
and OH� � �Op.

Both complexes show internal rotation splitting due to the
internal rotation of the methyl group of the methanol moiety,
which results in characteristic doublets for each rotational line.
The fact that this internal rotation leads to sizeable splittings
and is not locked points to only a loose interaction of the
methyl group with DBF. For OH� � �p6, two sets of rotational
constants are presented. Fit 1 corresponds to a fit to an
asymmetric rotor Hamiltonian including only the A states due
to methyl group internal rotation, thus presenting effective
rotational constants. Using the program XIAM, these line
splittings can be analyzed, resulting in Fit 2. It includes the
analysis of the methyl group internal rotation and thus also
provides information about the torsional barrier V3. The V3

barrier determined from the experimental line splitting into A
and E states is V3(exp) = 4.055(11) kJ mol�1 (Table 3), which
is in decent agreement with the calculated barrier of about
5 kJ mol�1 (B3LYP-D3(BJ)/def2-TZVP). For OH� � �Ot, only an
A-state fit is presented. An initial global fit including internal
rotation via about 20 E-state lines resulted in standard devia-
tions on the order of 100 kHz, potentially pointing to a second
internal motion. The obtained rotational parameters of the
A-state fit, however, allow a clear identification of the respective
isomers.

The wealth of experimental information is thus well suited
to identify and further characterize the respective molecules
under study and can also be used to benchmark the theoretical
models employed. Based on our experimental line intensities,
the OH� � �p6 complex is found to be about 10 times stronger
than the one for the OH� � �Ot complex. Considering the stronger
dipole moment for the OH� � �Ot complex, this points to a clear
energetic preference for the OH� � �p6 complex, which is also the
global minimum at the B3LYP-D3(BJ)/def2-TZVP, B3LYP-D3(BJ)/
aug-cc-pVTZ and the SCS-CC2/def2-TZVP levels. In the case of the
B3LYP-D3(BJ)/aug-cc-pVTZ level, OH� � �p6 is nearly isoenergetic
with the OH� � �Ot isomer. This finding agrees qualitatively with
the FTIR evidence of a higher abundance of the more red-shifted

species and the corresponding results for 2,3-benzofuran.15 It also
agrees with the IR/UV experiment, considering the mentioned
intensity uncertainty within the R2PI spectra. Interestingly, the
third complex, OH� � �Op, was not observed in our microwave
study despite intense analysis, even though it is predicted
to be the global minimum by the DLPNO-CCSD(T) approach
(cf. Table 1). Thus, a low interconversion barrier from the
OH� � �Op complex to one or both of the other complexes,
OH� � �Ot and OH� � �p6, can be assumed.

4.2.3 DBF–t-BuOH
FTIR results. The FTIR spectrum of DBF–t-BuOH (see Fig. 6),

measured in helium carrier gas with the V-nozzle, shows
similar features as DBF–MeOH. The monomer and homodimer
bands of tert-butyl alcohol are observed at 3643 cm�1 and
3499 cm�1, respectively. These values are slightly blue-shifted
to those reported previously,82 which hints at warmer expan-
sion conditions, probably due to the heated nozzle. Fortunately,
the proposedly mixed dimer signals are more pronounced than
for methanol, revealing one band at 3607 cm�1 with a weak
shoulder at 3613 cm�1. Given the similarity of the experimental
data, an analogous assignment to the DBF–MeOH clusters is
suggestive. Therefore, the band at 3607 cm�1 and the shoulder
are tentatively assigned to an OH� � �p and an OH� � �O isomer,
respectively. However, without complementary experimental
evidence, only a single dominant complex absorbing at
3607 cm�1 can be safely concluded.

IR/UV results. The IR/UV analysis of the DBF–t-BuOH
complex yielded the presence of one single isomer in a con-
formationally colder neon expansion. Regarding the recorded
R2PI spectrum (see Fig. S2, ESI†), containing pronounced
vibrational progressions, the observed 0 ’ 0 transition for
DBF–t-BuOH is red-shifted by �39 cm�1 compared to the DBF
monomer. Considering the predicted S1 ’ S0 transitions, only
the OH� � �p6 isomer is found to exhibit a lower S1 ’ S0

transition than the DBF monomer (�263 cm�1), whereas for
the OH� � �O-bound structures blue-shifted excitation energies
are predicted (see Table S5, ESI†). Therefore, an assignment of
the OH� � �p6 isomer can already be made based on the shift of
the electronic origin. Fig. 7 shows the IR/R2PI spectrum obtained
via the electronic transition at �39 cm�1 with respect to the DBF
monomer transition. It exhibits a single OH stretching vibration
at 3605 cm�1. The spectra obtained via all further transitions
observed in the R2PI spectrum (see Fig. S2, ESI†) exhibit the same
vibrational transition. Therefore, the presence of a second isomer
is unlikely (see also the IRfixed/R2PI spectrum in Fig. S5, ESI†).

Table 4 Theoretical rotational constants for DBF–MeOH obtained at the
B3LYP-D3(BJ)/def2-TZVP level of theory

OH� � �Op OH� � �Ot OH� � �p6

A (MHz) 737.4 831.9 1000.3
B (MHz) 515.2 523.1 437.5
C (MHz) 316.9 381.5 418.6
V3 (kJ mol�1) 3.8 3.1 5.1
ma/mb/mc (D) 1.9/1.6/1.3 0.01/3.1/0.5 1.1/1.2/0.2 Fig. 6 FTIR spectrum of DBF–t-BuOH. The V-nozzle was used and the

temperatures set to T(DBF) = 110 1C and T(t-BuOH) = 10 1C.
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Based on the aforementioned comparison to calculated electronic
excitation energies, the presence of OH� � �O-bound structures
would therefore be ruled out. Comparing the recorded IR/R2PI
spectrum to the calculated OH stretching frequencies for the
different optimized structures does not allow for an unambiguous
assignment to one of the isomers. Calculations with the B3LYP-
D3(BJ) functional yield a larger OH stretching red-shift for
the oxygen-bound structures compared to the OH� � �p isomer
(see Fig. 7b and Table S6, ESI†). In contrast, M06-2X/def2-TZVP
and SCS-CC2 calculations suggest a stronger red-shift for the
OH� � �p6 structure compared to OH� � �Ot and therefore an
inverse frequency order compared to B3LYP-D3(BJ) predictions –
analogous to the case of DBF–MeOH. According to the B3LYP-
D3(BJ) calculations, the OH� � �Op isomer yields the best agree-
ment with the experimentally observed transition. On the other
hand, M06-2X/def2-TZVP and SCS-CC2 predictions yield the best
match for the OH� � �p6 isomer. Based on the similar findings for
DBF–MeOH, an assignment of the OH� � �p6 isomer seems more
reasonable, which is however very tentative, since no second
isomer is present for comparison of OH stretching vibrations.
Additional insight regarding the structural assignment is provided
by rotational spectroscopy.

As pointed out in the theoretical results section, the isomeriza-
tion barrier between the OH� � �Op and the OH� � �p structure of the
DBF-t-BuOH complex is calculated to be about 2 kJ mol�1,
whereas the barrier between OH� � �Ot and OH� � �Op is smaller
than 1 kJ mol�1. Since only one isomer is found in the
experiment with neon as the carrier gas, it might be concluded
that the isomerization barriers are too low for both binding motifs
to be stabilized during the supersonic expansion. This would lead
to the exclusive population of the global minimum structure in
the molecular beam. Comparing the IR/UV and FTIR investiga-
tions (see Fig. 6 and 7), the shoulder at 3613 cm�1 exclusively
observed in the FTIR spectrum seems to originate either from a
less stable DBF–t-BuOH isomer, populated due to different expan-
sion conditions, or from a larger cluster.

CP-FTMW results. The analysis of the broadband rotational
spectra for the DBF–t-BuOH mixture also reveals the presence
of only one strong spectrum, for which 162 rotational lines,
distributed over a-, b-, and c-type transitions, could be identi-
fied and fitted to an asymmetric rotor Hamiltonian, with a-type
transitions dominating the spectrum (see Fig. 8). The resulting
molecular parameters are summarized in Table 5, together with
the results from quantum chemical calculations. The widely
different rotational constants for the three DBF–t-BuOH com-
plexes allow their identification as the OH� � �p6 isomer, which
is stabilized by secondary CH� � �p interactions, in agreement
with the IR/UV spectroscopic results. As in the t-BuOH mono-
mer and in other complexes involving t-BuOH, no internal
rotation splitting due to internal rotation of the three methyl
groups is observed because of the high barrier hindering this
motion. The OH� � �p6 structure is predicted to be the global

Fig. 7 (a) IR/R2PI spectrum of (a) DBF–t-BuOH via UV excitation at
�39 cm�1 compared to calculated OH stretching vibrations (b) at the
B3LYP-D3(BJ)/def2-TZVP level (scaling factor 0.9618) and (c) at the
SCS-CC2/def2-TZVP level (scaling factor: 0.9686).

Fig. 8 Part of the CP-FTMW broadband rotational spectrum for DBF–t-
BuOH, illustrating the presence of the OH� � �p6 isomer.

Table 5 Molecular parameters of DBF–t-BuOH: results of the fit of
experimental rotational transitions to an asymmetric rotor Hamiltonian
using the AABS software in comparison to the results from density-
functional theory calculations (B3LYP-D3(BJ)/def2-TZVP)

Parametersa

Experiment
B3LYP-D3/
def2-TZVP

B3LYP-D3/
def2-TZVP

B3LYP-D3/
def2-TZVP

OH� � �p6 OH� � �p6 OH� � �Ot OH� � �Op

A (MHz) 513.73023(20) 515 453 473
B (MHz) 351.76117(15) 353 404 376
C (MHz) 269.56523(14) 269 263 246
DJ (kHz) 0.10324(73)
DJK (kHz) �0.3604(29)
DK (kHz) 0.2601(43)
dJ (kHz) 0.03650(54)
s (kHz) 7.1
Nlines

b (a/b/c) 162 (83/36/43)
ma/mb/mc (D) 1.3/0.1/0.4 2.2/0/2.0 2.1/0.6/1.7

a A, B, and C are the rotational constants, DJ, DJK, DK and dJ are the
centrifugal distortion constants, and s is the standard deviation of the
fit. b Total number of fitted lines and as distributed over a-, b-, and
c-type transitions.
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minimum by several quantum chemical methods (including
ZPE correction, Table 1). Note the interesting basis set depen-
dence for the dispersion corrected B3LYP-D3(BJ) approach:
using the aug-cc-pVTZ basis set, the correct global minimum
(after ZPE correction) is predicted, while usage of the def2-TZVP
basis set leads to the OH� � �Ot isomer as the energetic mini-
mum structure. The fact that only one species is observed
with CP-FTMW and IR/UV spectroscopy employing neon as a
carrier gas, while FTIR spectroscopy using helium observes
weak evidence for a second isomer gives an indication that
the barrier between the OH� � �Ot and OH� � �p6 structures,
calculated to be 1.8 kJ mol�1 (Fig. S1, ESI†), is indeed suffi-
ciently low to be overcome in a neon expansion (Fig. 7 and 8).

5 Conclusions

A detailed multi-spectroscopic and theoretical analysis on a
series of isolated dibenzofuran–alcohol and –water complexes
is presented. By combining FTIR, IR/UV and CP-FTMW spectro-
scopy, the unambiguous assignment of the preferred structures
for the respective complexes could be achieved. The most
valuable contribution of the FTIR approach, for which DBF
complexes are currently at the technological limit, is a survey
over the minimum number of relevant complexes under
warmer expansion conditions. The IR/UV approach is less
limited in molecular size. It provides conformationally resolved
IR spectra, and the UV shift from the monomer gives valuable
information on the docking position, O vs. p, of the OH group.
This is crucial because the spectral shifts between these two
docking positions are extremely subtle such that theoretical
harmonic predictions remain ambiguous. The CP-FTMW
approach provides a firm structural assignment of dominant
and also secondary complexes, which goes beyond the O vs. p

contact information. It discriminates between O docking
geometries, which exploit secondary interactions with either
peripheric C–H groups (p) or aromatic p clouds (t) in the planar
acceptor molecule. The comparison to theory revealed deficien-
cies and strengths of different theoretical approaches.

For the DBF–H2O complex an oxygen bound structure
was identified by electronic, vibrational and rotational spectro-
scopy, building on the early work of Auty et al.24 Despite the
prediction of nearly isoenergetic p-bound structures, no second
isomer is found. The DLPNO-CCSD(T)/cc-pVQZ method as well
as B3LYP-D3(BJ)/aug-cc-pVTZ calculations yield reasonable
relative energies that explain the experimental observations.
Regarding the methanol complex, two isomers were identified
in the molecular beam experiments. The species were identi-
fied as the OH� � �p6 isomer and the OH� � �Ot isomer. For the
oxygen-bound structure, an interconversion of OH� � �Op to
OH� � �Ot is expected due to a low isomerization barrier. Based
on the broadband rotational spectroscopic results, the OH� � �p6
isomer is found to be more strongly populated than the
OH� � �Ot structure, which is confirmed by the FTIR results
and is also reasonable within the uncertainty of the R2PI signal
intensities. Nevertheless, within the error of the methods, the
predicted relative energies at the DLPNO-CCSD(T)/cc-pVQZ and
B3LYP-D3(BJ)/aug-cc-pVTZ level are in agreement with the
experimental findings since both theoretical methods indicate
two nearly isoenergetic structures. Furthermore, the chosen
theoretical approaches largely deviate in predicting OH stretch-
ing wavenumbers, which even leads to a switch in the order
between the OH stretches of the two docking motifs. This has
also been observed for the related 2,5-dimethylfuran–methanol15

and 2,3-benzofuran–methanol complexes.15,16 The only approaches
that correctly predict a red-shifted OH stretching vibration for the
OH� � �p6 isomer compared to OH� � �Ot are the M06-2X functional
and calculations at the SCS-CC2 level. This probably indicates a

Fig. 9 Schematic overview of the transition of binding motif preferences from oxygen-bound to p-bound structures with increasingly larger solvent
molecules in DBF–ROH complexes.
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deficiency of the established theoretical approaches including
the harmonic approximation, which should be considered in
future developments.

The tert-butyl alcohol complex, representing the largest
ether–solvent complex in this study, was shown to form only
one stable isomer in the molecular beam experiments. Based
on a red-shifted S1 ’ S0 transition, a p-bound structure was
identified. Rotational spectroscopy clearly confirmed the
observed structure to be the OH� � �p6 isomer.

By comparing all investigated DBF–solvent complexes, we
observe a binding preference that switches from oxygen via a
balanced situation to the p site when going from small solvent
molecules to larger ones (see Fig. 9). This is inverse to the trend
that has been observed for the previously studied series of
diphenyl ether–solvent complexes. The stabilization due to
London dispersion is found to be more pronounced in
p-bound structures than in oxygen motifs, indicated by disper-
sion contributions extracted from both SAPT(0) and DLPNO-
CCSD(T) calculations. An exception is found for the t-BuOH
complex, where the Cs-symmetric OH� � �Ot and the OH� � �p6
isomers are found to have similar dispersion contributions. We
moreover found the influence of CH� � �O contacts on OH� � �Op
structures to decrease from the small solvent molecules to the
larger ones, while simultaneously enabling stronger CH� � �p
interactions in this series. However, their magnitude in the
OH� � �O arrangements is always outweighed by the one in the
respective OH� � �p structures. Thus, the additional CH� � �O
contact leads to preferred oxygen-binding for the smaller
solvent molecules, whereas for the larger t-BuOH, London
dispersion finally outbalances the CH� � �O-stabilization, leading
to preferred p-binding. Regarding relative energies, the overall
performance of the B3LYP-D3(BJ)/aug-cc-pVTZ approach is
satisfactory and it is, at a first glance surprisingly, even superior
to the DLPNO-CCSD(T) approach that seems to slightly under-
estimate the stability of OH� � �p6 complexes compared to
OH� � �Op. Given the fact that the relative energies are mostly
below 1 kJ mol�1 and therefore in the order of ZPE corrections,
this slight inconsistency might be attributed to the usually less
relevant fact that the geometries are not optimized at the
DLPNO-CCSD(T) level. Furthermore, neglected anharmonic
contributions to the ZPE do not allow for a safe relative ranking
of the two electronic structure methods at this subtle level.

Upon comparison to the series of diphenyl ether–solvent
complexes37 and also the phenyl vinyl ether–methanol complex,38

the absence of backbone deformation in the DBF complexes
proves to be true, as no structures were found involving a non-
planar DBF structure, which is not surprising since aromaticity is
preserved. The influence of CH� � �O contacts – playing a decisive
role in DPE and PVE complexes – partly remains in the
DBF–solvent structures as well. However, it is constrained to
the oxygen-bound motifs, as the CH moieties of DBF available
for CH� � �O contacts are within the DBF plane and therefore not
in vicinity to the alcohol oxygen atoms within OH� � �p arrange-
ments. This finally leads to a trend regarding the binding
preference that is contrary to the series of DPE–solvent
complexes. A further interesting aspect is that the central,

five-membered furan moiety in DBF is only a competitive p
docking site for the water complex. In the MeOH and t-BuOH
complexes, only structures involving the six-membered benzene
moieties as p acceptors were observed.

One parameter, namely the rigidity of the aromatic chromo-
phore (DBF vs. DPE), completely changes the preferred binding
site within a series of solvent complexes. The big challenge is to
quantify the low-temperature abundance by small energy differ-
ences between different structures. We succeeded by a compre-
hensive combination of different experimental and theoretical
methods, which finally offers a clear structural assignment.
Within the investigated series of DBF–solvent complexes, we
found a variable interplay between non-covalent interactions
among which London dispersion forces make an important
difference in determining the final docking preference.
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4.2 Dispersive stacking in the aggregates of

diphenyl ether, dibenzofuran and fluorene

dimers

This study investigates structural changes in dimer formation by introducing struc-
tural deformation in diphenyl ether (DPE). DPE, dibenzofuran (DBF), and fluorene
(FLU) are three similar molecules consisting of two phenyl rings connected by ei-
ther an ether oxygen (DPE and DBF) or a CH2 group (FLU). In the complexes
of DPE and DBF with different alcohols (Sections 4.1.2 and 4.1.3), where the only
difference between DPE and DBF molecules is an “extra” bond in DBF connecting
the two phenyl rings in DPE, contrasting and counterintuitive results are observed.
Therefore, interesting insights can be expected in the study of the homodimers of
DPE and DBF, where the dimers could be similar due to the similarities of the two
monomers, or it can be different due to the interplay of dispersion interactions. A
further comparison of the similarity and interactions in these homodimers can be
made by replacing the influence of a heteroatom, oxygen, in DBF with a CH2 group
in FLU.

To form homodimers, all three molecules lacks the possibility of a classical OH-O
hydrogen bond formation due to the absence of an OH group, but the aromatic rings
of these molecules provide strong dispersion centers for CH-π or π-π interactions.
The homodimers can, in principle, start to aggregate in two different arrangements:
π-π stacking or CH-π T-shaped structures, similar to the well-studied benzene dimer
[40, 130–134] and further resembling the interaction patterns present in biological
systems, such as deoxyribonucleic acid (DNA) and proteins.

The homodimers were studied with broadband chirped-pulse microwave spec-
troscopy. Quantum-chemical calculations were performed at the B3LYP-D3(BJ)/
def2-TZVP level of theory. Experimentally, only one homodimer of each molecule
was observed, which is also the global minimum from the calculations of each system.
In the DPE, the observed dimer is stabilized by four CH-π interactions, much like
the T-shaped structure of the benzene dimer and an additional CH-O interaction.
As observed in the DPE-alcohol complexes (Section 4.1.2), the dihedral angles of
DPE monomers also twist in the DPE dimer to increase interaction. The observed
DBF and FLU dimers are stabilized by π-π interaction between the two molecules
and resembles the π-π stacked structure of the benzene dimer. In the DBF dimer,
there is also oxygen-π repulsion, which is replaced in the FLU dimer by attractive
CH-π interactions.
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The interplay between different forces of the intermolecular interactions in the ho-
modimers is quantitatively analyzed by SAPT calculations, which results in a similar
contribution from dispersion interactions. Even though the intermolecular interac-
tions in the DPE, DBF, and FLU homodimers are different, the similarity of the
overall structure of the these dimers is noteworthy. The relative positions of oxygen
atoms in DPE dimer and DBF dimer or CH2 part in FLU dimer is very similar.
The results obtained from this study can be useful to better understand the factors
at play in the first stages of molecular aggregation and can be applicable in under-
standing biological systems. This study was published in Angewandte Chemie in
2019, and is given below.
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Rotational Signatures of Dispersive Stacking in the Formation of
Aromatic Dimers
Mariyam Fatima, Amanda L. Steber, Anja Poblotzki, Cristlbal P8rez, Sabrina Zinn, and
Melanie Schnell*

Abstract: The aggregation of aromatic species is dictated by
inter- and intramolecular forces. Not only is characterizing
these forces in aromatic growth important for understanding
grain formation in the interstellar medium, but it is also
imperative to comprehend biological functions. We report
a combined rotational spectroscopic and quantum-chemical
study on three homo-dimers, comprising of diphenyl ether,
dibenzofuran, and fluorene, to analyze the influence of
structural flexibility and the presence of heteroatoms on
dimer formation. The structural information obtained shows
clear similarities between the dimers, despite their qualitatively
different molecular interactions. All dimers are dominated by
dispersion interactions, but the dibenzofuran dimer is also
influenced by repulsion between the free electron pairs of the
oxygen atoms and the p-clouds. This study lays the ground-
work for understanding the first steps of molecular aggregation
in systems with aromatic residues.

The interplay between different intermolecular forces drives
(bio)molecular aggregation and recognition.[1] Although sig-
nificant theoretical and experimental progress has been made,
molecular recognition based on non-covalent interactions is
still not fully understood at a quantitative molecular level.[2]

Decoupling the complex balance of forces that define non-
covalent interactions and understanding exactly how the
various non-covalent interactions reinforce or compete with
each other in complex systems is of fundamental and practical
importance. The generation of a toolbox of molecular groups
that can introduce specific types of intermolecular interac-
tions into a system would help synthetic chemists shape
molecules in ways that customize the interaction forces. This
can be by the inclusion of specific heteroatoms, such as
oxygen and fluorine, or bulky groups that support dispersion
interactions. Another aspect that has yet to receive more

attention is the role of structural flexibility.[3] Further knowl-
edge will help predict and design the outcome of molecular
recognition events. A better quantitative description of
dispersion interactions is one of the key steps towards this
goal.

In molecular chemistry, dispersion interactions are omni-
present.[4] They play an important role in stabilizing both
protein and DNA through the interplay between aromatic
components. These aromatic interactions also help govern the
binding mechanism between DNA and protein. Mainly two
arrangements of the aromatic elements can arise in these
structures:[5] edge-to-face (dominated by CH–p interactions)
and stacked orientations (dominated by p–p dispersion
interactions). A prototypical system for studying the subtle
balance between these two assemblies is the benzene dimer. It
has received much experimental attention and also acts as
a benchmark for quantum-chemical calculations on systems
involving these intricate dispersive interactions.[6] By using
rotational spectroscopy, the rich internal dynamics of the T-
shaped global-minimum structure, and therefore the edge-to-
face cooperation between the benzene molecules of the
benzene dimer, were revealed.[7]

Here, we concentrate on a comparative rotational spec-
troscopy study of dimers of the structurally related aromatic
molecules diphenyl ether (DPE), dibenzofuran (DBF), and
the polycyclic aromatic hydrocarbon (PAH) fluorene (FLU)
(Scheme 1). Such complexes can be important nucleation

seeds for molecular clustering and growth. This broadband
rotational-spectroscopy study will provide us with important
insight into the first steps of molecular aggregation, which can
also be relevant for understanding the first steps of ice-grain
formation.[8] This technique can provide unprecedented
structural information for isolated molecules and com-
plexes.[9]

Aromatic rings provide powerful dispersion centers due to
their polarizable, delocalized p-electron systems and their
planarity, which allows for short intermolecular contacts. All
three molecules consist of these extended p-electron clouds

Scheme 1. Lewis structures of the monomers diphenyl ether (DPE),
dibenzofuran (DBF), and the polycyclic aromatic hydrocarbon (PAH)
fluorene (FLU).
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that are amenable to strong p–p and CH–p

intermolecular interactions. As in the case of the
benzene dimer, at least two qualitatively different
structures are possible: a stacking configuration,
mainly resulting from p–p interactions, and a T-
shaped structure, due to CH–p interactions as well
as combinations of CH–p and p–p interactions.

Despite their clear similarities, DPE, DBF, and
FLU differ in structural flexibility, symmetry,
dipole-moment magnitudes, as well as the pres-
ence or absence of an oxygen atom. Their com-
parative study will thus allow us to pin down the
influences of these properties on the preferred
dimer structure. The DBF and the FLU dimers
have been previously studied using laser-spectros-
copy techniques to investigate low-lying excimer
states, but their structures were not unambigu-
ously identified.[10]

DBF is structurally related to FLU, which is
a three-ring PAH with an extended p-electron
system. Due to its symmetry (point group C2v),
FLU has a permanent dipole moment calculated
to be 0.56 D along the C2 symmetry axis. In DBF,
the CH2 group of FLU is exchanged for an oxygen
atom, with the C2v symmetry being preserved. The overall
calculated dipole moment of DBF is 0.7 D along the C2

symmetry axis. The calculated dipole moment of DPE is
1.17 D. While FLU and DBF are planar, rigid molecules, DPE
is flexible and exhibits low-barrier tunneling between equiv-
alent minima. We thus expect that DPE can adjust its
arrangement of the phenyl rings to maximize molecular
interactions upon dimer formation, as we observed in
a previous study on DPE–alcohol and DPE–H2O complex-
es.[3a] For those complexes, the flexibility of DPE led to an, at
first glance, counter-intuitive binding site preference for
larger, bulky alcohols to DPE.

The rotational spectra of the three dimers were recorded
with the Hamburg CP-FTMW spectrometer COMPACT in
the 2–8 GHz range, and the cold and isolated conditions of
a molecular jet were exploited.[11] Experimental details are
provided in the Experimental and Computational Section in
the Supporting Information. In the following, the rotational
spectroscopy results are summarized for all three dimers, and
a comparative discussion of their structures and respective
intermolecular interactions is provided.

Sections of the experimental spectra with simulations
employing the experimentally determined rotational param-
eters for the complexes are shown in Figure 1. For the DPE
dimer (C24O2H20, molecular mass 340 amu), the experimental
rotational constants are summarized in Table 1, together with
calculated values for two dimer structures from quantum
chemistry. Only one dimer species is observed in the experi-
ment (Figure 2a), and there is no indication of further dimer
spectra. Quantum-chemical calculations predict two low-lying
forms, with an energy difference of only 0.9 kJ mol@1. Three
further dimers are predicted to be 5.7, 9.0, and 15.9 kJmol@1

higher in energy, which are too high in energy to be
sufficiently populated under the cold conditions of our
molecular jet (Supporting Information, Figure S1). The two

low-energy dimers, however, are structurally very similar,
resulting in similar rotational constants. They differ in the
relative orientation of one phenyl group: Dimer 1 has the
CH–p interaction in the C2 (ortho) hydrogen, while for
dimer 2 the C3 (meta) hydrogen is involved in this interaction
(Supporting Information, Figure S1).

It is not possible to unambiguously assign the experimen-
tally observed dimer to either the calculated dimer 1 or to
dimer 2. Both dimers should be populated under the cold
conditions of the molecular jet. The experimental rotational
constants are closer to the values calculated for dimer 2, while
the large number of assigned c-type transitions points to

Figure 1. Portions of the broadband rotational spectra showing rotational signa-
tures of the three dimers, a) and b) DPE, c) DBF and d) FLU. In each case, the
black trace is the experimental spectrum, while the lower trace represents
a simulation of the observed dimer (at 1 K) based on fitted experimental
parameters.

Table 1: Comparison of experimental and calculated molecular param-
eters of the DPE dimer. The experimental values are determined from
a fit to an asymmetric rotor Hamiltonian using the SPFIT software. The
calculations were performed at the B3LYP-D3(BJ)/def2-TZVP level of
theory.

Parameters[a]

DPE dimer
Experimental data Calculations for

dimer 1
Calculations for

dimer 2

A [MHz] 227.168244(52) 227 223
B [MHz]
C [MHz]

179.225983(25)
172.344790(25)

205
188

190
184

DJ [kHz]
DJK [kHz]
DK [kHz]
dJ [kHz]
dk [kHz]

0.019927(41)
@0.01720(18)
0.01101(31)
0.000713(22)
@0.00900(77)

ma jmb jmc [D]
DE [kJmol@1]

0.8/0.9/0.5
0

0.9/0.9/0.1
0.9

s [kHz] 4.56
Nlines

[b] (a jb jc) 729 (409 j186 j132)

[a] A, B, and C are the rotational constants, DJ, DJK, DK, dJ, and dK are the
experimental centrifugal-distortion constants, and s is the standard
deviation of the fit. [b] Total number of rotational transitions included in
the fit.
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dimer 1 (Table 1). The observation of only one dimer could
point towards a low relaxation barrier between them. Re-
optimization at the MP2/aug-cc-pVTZ level led to a larger
energy difference of about 4.8 kJ mol@1 (not ZPE corrected,
with dimer 2 higher in energy).

As previously mentioned, the main intermolecular inter-
action in the DPE dimer is CH–p, with some additional CH–
O interactions (Figure 2a), which also expresses itself in the
larger electrostatic contribution to the binding energy com-
pared to the other two dimers (DBF and FLU), based on
a symmetry-adapted perturbation theory (SAPT) analysis
(see below, Table 4). The shortest CH–O distances in the DPE
dimer are 3.2 c. While rich internal dynamics were observed
for the DPE monomer, these are quenched upon dimer
formation. In this respect it is also interesting to compare the

dihedral angles y1 and y2 (defined in Figure S2 in the
Supporting Information) in the two DPE molecules (DPE1
and DPE2; Supporting Information, Figure S3) to those
obtained for the free monomer (y1 = y2 = 3788) and other
DPE complexes. The structural flexibility of DPE allows it to
rearrange for optimal interactions. In dimer 1, y1& 2088 and y2

& 8588 for DPE1, and y1& 1988 and y2& 5388 for DPE2, were
obtained. In the recent study on DPE complexed with water,
methanol, tertbutyl alcohol, and adamantol, similar values
were obtained for the dihedral angles of these complexes.[3a] A
comparison of the dihedral angles for the DPE dimer with
those of the other DPE complexes is given in Table S1 in the
Supporting Information.

For the DBF dimer, only b-type transitions were observed
(Figure 1c, Table 2). Four DBF dimer structures (Supporting

Table 2: Comparison of experimental and calculated molecular parameters of the DBF dimer. The experimental values are obtained from a fit to an
asymmetric rotor Hamiltonian using the SPFIT software. The calculations were performed at the B3LYP-D3(BJ)/def2-TZVP level of theory.

Parameters[a]

DBF dimer
Experimental data Calculations

for dimer 1
Calculations
for dimer 2

Calculations
for dimer 3

Calculations
for dimer 4

A [MHz] 300.90323(17) 303 359 334 313
B [MHz]
C [MHz]
B-C [MHz]

227.98085(17)
190.60573(17)

37.4

232
192
40

220
190
30

230
201
29

230
192
38

DJ [kHz]
DJK [kHz]

0.0199(11)
0.0180(18)

DE [kJmol@1] 0 1.2 2.0 2.9
ma jmb jmc [D] 0 j0.6 j0 0.3 j0.1 j0.1 0 j0 j1.2 0.5 j0.7 j0.6
s [kHz] 6.09
Nlines

[b] (a jb jc) 83 (0 j83 j0)

[a] A, B, and C are the rotational constants, DJ and DJK are the experimental centrifugal distortion constants, and s is the standard deviation of the fit.
[b] Total number of rotational transitions included in the fit.

Figure 2. Optimized structures (B3LYP-D3(BJ)/def2-TZVP) of a) DPE, b) DBF, and c) FLU dimers. Top row: side view, bottom row: top view. In the
top view, the bottom molecule is made transparent for better visibility and differentiation between the two moieties. Ray’s asymmetry parameter k
(see text) is also included.
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Information, Figure S4) were calculated with relative energies
within 3 kJ mol@1 (B3LYP-D3(BJ)/def2-TZVP). All four are
formed via p–p intermolecular interactions, but differ in the
relative orientation of the two planar DBF molecules within
the complex. These different relative orientations cause only
small changes in the mass distribution because of the overall
large mass of the dimer (C24O2H16, molecular mass 336 amu).
Thus, the rotational constants for the four calculated dimer
structures are clearly similar (Table 2), which complicates an
assignment based only on rotational constants. However, the
fact that only b-type transitions were observed provides useful
structural information. The monomer dipole moments along
the C2 symmetry axis have different relative arrangements in
the calculated dimer structures, as indicated by arrows in
Figure S4 in the Supporting Information. This gives rise to
characteristic differences in the electric charge distribution
and thus in the electric dipole-moment components ma, mb, and
mc (Table 2). The observation of only b-type transitions
supports the assignment of the experimental structure as
dimer 1, which is also the global minimum. For dimers 2 and
3, the mb dipole-moment components are predicted to be
identical or close to zero, so no b-type transitions are
expected. For dimer 4, some additional (weak) a- and c-type
transitions would be expected, which were not observed.

The assignment of the experimentally observed DBF
dimer as dimer 1 is also supported by the good agreement
between the experimental and calculated A rotational con-
stant as well as the difference between the rotational
constants, B-C, of 37.4 MHz. By taking all of this into
account, we have sufficient evidence to assign the exper-
imentally observed DBF dimer structure to the calculated
lowest-energy isomer, dimer 1. This structure is characterized
by an interesting symmetry. Based on inspection, this
symmetry seems to arise from the interplay between attrac-
tive p–p interactions, on the one hand, and repulsion between
the oxygen lone pairs and the p-cloud, on the other. Note that
the two DBF monomers are not arranged perfectly in parallel
but deviate by about 12 degrees (Supporting Information,
Figure S5), which supports this interpretation.

This is different to the DPE dimer in which the ether
oxygen atom is involved in an attractive (CH–O) interaction,
which is supported by the flexible structure of DPE. For the
DBF dimer, CH–O interactions are not possible in a stacked
arrangement because of the planarity of DBF.

Despite the aforementioned differences between the DPE
and the DBF dimer structures, they also show similarities
(Figure 2). The positions and relative arrangements of the
oxygen atoms are strikingly similar in both dimers, while
a transition from CH–p to p–p bonding is observed once the
binding partners become planar and rigid. The distances
between the two oxygen atoms in the dimers are quite
comparable with 5.2 c for DPE and 5.4 c for DBF, based on
the quantum-chemical calculations.

The FLU dimer (C26H20, molecular mass 332 amu)
completes the series. The experimentally observed dimer
structure is shown in Figure 2c, with the rotational parame-
ters reported in Table 3. It is strongly related to the structure
of the DBF dimer. The FLU dimer is stacked, with the two
monomers being skewed with respect to one another by

approximately 90 degrees. Mainly two types of interaction are
observed when inspecting the structures: two CH–p inter-
actions involving the CH2 groups and parallel-displaced p–p

interaction between the aromatic rings. Different to the DBF
dimer, this FLU dimer structure is almost perfectly parallel,
with an angle between the two monomer planes of only 0.7
degrees (Supporting Information, Figure S5). A second, non-
polar, dimer in which the two monomers are stacked, but with
their long axes aligned, is about 5.5 kJmol@1 higher in energy
than the experimentally confirmed structure (Supporting
Information, Figure S6). A T-shaped moiety, similar to the
global minimum of the benzene dimer and consisting of CH–
p contacts, is about 22 kJmol@1 higher in energy.

It is now interesting to compare the results for the three
dimers with respect to a) their structures and b) their binding
energies. RayQs asymmetry parameter k ¼ 2B@A@C

A@C provides
a measure of the asymmetry of the complexes. It ranges from
@1 in the prolate to + 1 in the oblate case. k= 0 corresponds
to the fully asymmetric structure. According to these, the
DPE dimer is a near prolate asymmetric top (k=@0.75),
while the DBF dimer is significantly more asymmetric with
k=@0.32. The FLU dimer has a positive k value (k=+ 0.2)
and is thus closer to an oblate top, but still quite asymmetric.

The binding energies, calculated at the B3LYP-D3(BJ)/
def2-TZVP level and corrected for basis-set-superposition
errors (BSSE), as well as results of symmetry-adapted
perturbation theory (SAPT) calculations,[12] which give a qual-
itative breakdown of the individual contributions to the
binding energy, are summarized in Table 4. The binding
energies of DPE and DBF are comparable (@41.2 vs.
@42.3 kJmol@1), while FLU is more strongly bound
(@51.1 kJmol@1). This might be surprising at first glance
because, naively, one would expect stronger interactions for
the molecules containing the heteroatom and/or the stronger
dipole moment (DPE). SAPT(0)/jun-cc-pVDZ calculations,
together with revisiting the structures, can help to gain better
insight into these binding energies (Table 4). Etot corresponds
to the binding energy from the SAPT(0)/jun-cc-pVDZ

Table 3: Comparison of experimental and calculated molecular param-
eters of the FLU dimer. The experimental values are ascertained from a fit
to an asymmetric rotor Hamiltonian using the SPFIT software. The
calculations were performed at the B3LYP-D3(BJ)/def2-TZVP level of
theory.

Parameters[a]

FLU dimer
Experimental

data
Calculations for

dimer 1
Calculations for

dimer 2

A [MHz] 260.86916(27) 266 324
B [MHz]
C [MHz]

242.82643(10)
215.586530(98)

245
219

240
176

DJ [kHz]
DK [kHz]

0.00702(20)
0.00639(36)

DE [kJmol@1] 0 5.5
ma jmb jmc [D] 0.5 j0 j0 0 j0 j0
s [kHz] 4.47
Nlines

[b]

(a jb jc)
116 (116 j0 j0)

[a] A, B, and C are the rotational constants, DJ and DK are the
experimental centrifugal distortion constants, and s is the standard
deviation of the fit. [b] Total number of rotational transitions included in
the fit.
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calculations (based only on the interaction energies), which
shows a similar trend as Eb. The three dimers have significant
dispersion contributions, accounting for 60–70 % of the
overall attractive interaction. For the electrostatic contribu-
tion, the DPE dimer dominates, which probably arises from
its larger dipole moment and from the attractive CH–O
interactions between the two molecules in the DPE dimer
(see above). Furthermore, contributions from induction are
small and on the same order of magnitude for all three dimers.
This can be expected for such stacked structures because of
the rather small polarizability of these molecules in the
direction perpendicular to the aromatic plane. As expected,
the contribution is somewhat larger for the DPE dimer
because of the non-planarity of the DPE monomer.

Another way to visualize the different parts of intermo-
lecular interactions is by using non-covalent interaction (NCI)
plots (Supporting Information, Figure S7).[13] NCI plots are
a visualization index based on the density and its derivatives,
and they enable the identification of NCIs. In contrast to the
DPE dimer, the planar structures of both DBF and FLU allow
for good molecular overlap. In the FLU dimer, all three rings
are involved in the attractive interaction via p–p and CH–p

contacts. In the DBF dimer, however, a compromise has to be
found to minimize repulsion between the oxygen lone-pairs
and the p-cloud of the phenyl rings. The almost perfect
parallel stacking in the FLU dimer might also contribute to its
larger binding energy compared to the DPE and the DBF
dimers.

In summary, all three dimers show striking structural
similarities, although governed by different intermolecular
interactions. The DPE dimer consists of two structurally
flexible DPE units, in which the internal dynamics of the DPE
monomers are locked. Its structure is governed by CH–p as
well as additional CH–O interactions that further stabilize the
dimer. The rigid DBF dimer has mainly p–p interactions and
the two monomers are skewed with respect to one another to
facilitate an optimal contact and minimize electrostatic
repulsion between the p-clouds and the oxygen-atom lone
pairs. The two DBF molecules are not fully parallel but
deviate by about 12 degrees. The dimer of FLU is dominated
by p–p and CH–p interactions involving the non-aromatic
hydrogen atoms, with all three rings involved in the inter-

molecular contact, forming an almost perfect parallel
arrangement.

Our systematic study of these structurally related aro-
matic molecules shows the differences and similarities that
result from dimer formation and the kind of interactions that
control their aggregation. A subtle balance of forces is the
main contributor to the observed geometries. The results
presented here will help chemists to better understand the
factors at play in the first stages of molecular aggregation,
which can be relevant for soot production in combustion as
well as grain formation in astrochemical environments.
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Chapter 5

Monographic part

5.1 Side-chain length influencing dispersion inter-

action in camphor-alcohol complexes

Camphor is a rigid bicyclic terpene molecule that offers only one polar group to form
OH-O hydrogen-bonded complexes with an alcohol. Unlike in the ether/benzofuran
molecules, there is no dispersive π-cloud density in camphor to form OH-π bound
complex with an alcohol. Further, the rigidity of the camphor molecule cannot
allow it to adjust to the binding partner to increase dispersion interactions, as in
the diphenyl ether-alcohol clusters. This makes camphor an interesting system to
investigate on how oxygen bonded complex formation can be affected by dispersion
interactions when the chain length of the respective aliphatic alcohol is increased.

Camphor and its complexes with water have been studied using microwave spec-

Figure 5.1: The structure of camphor, where the keto group for hydrogen bonding
interaction is highlighted, with dispersion interaction sites at either a CH2 (denoted
as 1) or a CH3 (denoted as 2) group of camphor.
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troscopy before [81, 86], where the effect of dispersion already became apparent.
Camphor is a chiral molecule and has only one conformation. It has three methyl
tops, but the barrier to the internal rotation is high enough that no splitting is ob-
served in the spectrum. A water molecule establishes a strong hydrogen bond with
the keto group of camphor, and the two observed one water complexes differ in the
secondary interaction of water with either a CH2 or a CH3 group of camphor, as
shown in Figure 5.1. For these complexes, symmetry adapted perturbation theory
(SAPT) predicts that electrostatic contributions to the interaction energy (mainly
corresponding to hydrogen bonding) dominate with about 50 kJ mol−1, while disper-
sion already amounts to about 12 kJ mol−1. Complexes of camphor with methanol
have been studied using matrix isolation infrared spectroscopy [135], where the two
identified structures are similar to the two camphor-water complexes.

In this work, we present the rotational spectra and quantum-chemical calculations
of complexes of camphor with methanol and ethanol, respectively, and compare it
with the complexes of camphor-water in order to learn about the binding preference
of alcohol with terpenes. In the experimental camphor-methanol spectrum, we ob-
served splitting due to the internal rotation of the methyl group of methanol in the
camphor-methanol complexes. From the anaylsis of these splittings we determined
the V3 barrier height and the orientation of the methyl group with respect to the
principal axis system. In the camphor-ethanol spectrum , we were also able to ob-
tain the rotational constants for all the mono-substituted 13C-isotopologues of the
lowest energy isomer of camphor-ethanol in natural abundance and hence determine
its carbon backbone structure using the Kraitchman’s equations (rs-structure) and
an effective method (r0-structure). A comparison with camphor-water complexes
provides further insight into the interplay between different types of intermolecular
interactions.

5.1.1 Experimental details

Camphor (stated purity ≥ 99 %), methanol (stated purity ≥ 99.8 %), and ethanol
(stated purity ≥ 99 %) were purchased from Sigma-Aldrich and used without further
purification. Camphor was placed in a small sample reservoir in front of the solenoid,
close to the valve orifice, and heated to 85 ◦C. The alcohol (methanol or ethanol)
was placed in a reservoir on a separate section of tubing outside of the vacuum
chamber. The carrier gas (neon, 3 bar backing pressure) was allowed to flow over
the alcohol and then mix with the camphor vapor, and a supersonic expansion into
the chamber of the COMPACT spectrometer was created.

As given in Section 3.3 (the Hamburg COMPACT Spectrometer), for each gas pulse,
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the ensemble of molecules was polarized with a series of eight microwave chirps of
4 µs duration spanning 2 → 8 GHz using the fast-frame option of the oscilloscope.
Following each excitation, 40 µs of the free induction decay (FID) of the macroscopic
ensemble of polarized molecules was recorded. This yielded a frequency resolution
of 25 kHz. A total of 2 million FIDs were co-added and Fourier transformed with a
Kaiser-Bessel window function to obtain the broadband rotational spectrum in the
frequency domain.

Prediction for minimum energy structures for the camphor-alcohol complexes was
conducted using the Artificial Bee Colony (ABCluster) method [109]. Twenty semi-
empirical structures were calculated for camphor-methanol and camphor-ethanol (t,
g+ and g-). Here t, g- and g+ represent trans and gauche forms of ethanol. These
structures were optimized using the Gaussian 09 software at the B3LYP-D3/aug-
cc-pVTZ level. For selected stationary points, the structures obtained were then
re-optimized using MP2/6-311++G(d,p). All the reported structures at both levels
of theory were confirmed as minima by harmonic frequency calculations. In addition,
for qualitative analysis of the intermolecular interactions in the observed clusters,
symmetry adapted perturbation theory (SAPT) calculations at zeroth order were
performed using the jun-ccpVDZ basis set [115–117]. The jun-ccpVDZ corresponds
to a reduced aug-cc-pVDZ basis set (without diffuse functions on hydrogen atoms
and without diffuse d functions on heavy atoms).

The spectra were first fit using the JB95 program [97], then further refined with
the AABS program suite [99, 100]. A detailed analysis of the observed tunneling
splitting arising from the internal rotation of the methyl group of methanol in the
camphor-methanol complex was performed using the XIAM program [101].

5.1.2 Results and discussion

5.1.2.1 Camphor-methanol clusters

Quantum-chemical calculations at the B3LYP-D3 level of theory predicted seven
low-energy 1:1 camphor-methanol isomers with relative energies between 0-1 kJ
mol−1, starting from twenty isomers obtained from ABCluster method. As cam-
phor is a rigid molecule with only one conformer, the structural variety arises from
different orientations of methanol relative to camphor. These seven structures were
re-optimized at the MP2 level. The three lowest energy isomers with relative en-
ergies around 1 kJ mol−1 with the global minimum from both levels of theory are
shown in Figure 5.2, and the rotational parameters are summarized in Table 5.1.
The next available isomer is ∼ 2.6 kJ mol−1 higher in energy than the global min-
imum at both the levels of theory and is not shown here, but it was searched for

121



in the experiment. In all three 1:1 isomers, that we denote as 1Me(I), 1Me(II), and
1Me(III), respectively, a well defined OH-O hydrogen bond is formed between the
methanol hydrogen and the camphor keto group is formed as in the camphor-water
complexes [86], while the methanol methyl group points away from camphor. In the
three isomers, the O-O distance is ∼ 2.8 Å and the OH-O bond angle is greater than
160°, from these two features the hydrogen bond can be determined as close to a
strong bond [12]. The main difference between the isomers stems from the relative
orientation of the methanol moiety with respect to camphor via different secondary
interactions, i.e., either to a CH2 group in Me(I) or a CH3 group in Me(II) and
Me(III) of camphor. This difference also manifests itself as a small change in the
dihedral angle ∠CCOO, as indicated in Figure 1 for 1Me(I).

The CH2 group of camphor is in the α position to the keto group. The resonance-
assisted activation of the C(α)-H due to the hydrogen bond can explain the pref-
erence of secondary interactions towards the CH2 over the CH3 group. In 1Me(II)
and 1Me(III), the structures differ in the orientation of the methanol methyl group,
while exhibiting similar secondary interactions, resulting in similar relative energies
with respect to 1Me(I). As the energy difference between the complexes is around 1
kJ mol−1 and the a-type dipole moment component is approximately the same, it
can be expected that all the three isomers are observed in the spectrum.

In the broadband rotational spectrum, most of the stronger lines belonged to the

Figure 5.2: Structures of the most stable camphor–methanol 1:1 complexes opti-
mized at the B3LYP-D3/aug-cc-pVTZ level of theory with relative zero-point-energy-
corrected energies in kJ mol−1 in square brackets. Hydrogen bonding and secondary
interactions, either to a CH2 or CH3 part of camphor, are indicated by dashed lines.
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Table 5.1: Calculated rotational parameters for the lowest energy conformers
of camphor–methanol, performed at the B3LYP-D3/aug-cc-pVTZ and MP2/6-
311++G(d,p) levels.

1Me(I) 1Me(II) 1Me(III)

Parameters B3LYP MP2 B3LYP MP2 B3LYP MP2

A (MHz) 1337.1 1205.1 1327.3 1321.1 1280.8 1278.3

B (MHz) 441.5 540.5 470.6 476.5 503.8 518.1

C (MHz) 429.6 524.9 462.3 469.4 493.8 509.1

µa (D) 3.0 2.9 3.0 2.8 4.0 3.5

µb (D) 0.4 1.0 0.5 0.9 1.2 1.9

µc (D) 0.1 0.4 0.3 0.3 1.0 0.4

V3 (cm−1) 268.6 367.8 253.5 326.0 256.8 330.0

V3 (kJ mol−1) 3.2 4.4 3.0 3.9 3.1 4.0

δ a (°) 24.0 65.6 19.6 28.1 67.9 65.3

ε a (°) 6.7 52.0 38.6 14.3 19.3 3.2

∆EZP (kJ mol−1) 0.0 0.0 0.8 1.2 0.9 1.0

a δ, ε are angles between the methyl rotor of the methanol unit and the inertial
axes.

camphor monomer and the methanol dimer. After removing these lines, a rich spec-
trum remained, and we were able to assign and fit the spectra of two 1:1 camphor-
methanol isomers. A zoom-in to the broadband experimental spectrum is shown in
Figure 5.3, highlighting the JKaKc : 404←303, 423←322 and 422←321 rotational transi-
tions of 1Me(I). Most of the assigned transitions of the camphor–methanol spectrum
show an obvious splitting into doublets that can be attributed to internal rotation
of the methyl group of methanol, which are denoted as A and E states according to
their symmetry, as shown in Figure 5.3 for Me(I) complex. This internal rotation
splitting can be understood from the optimized structures, where the methyl group
is not interacting with camphor, so a low barrier to internal rotation, similar to that
observed for free methanol, can be expected. We first performed a semi-rigid rotor
fit to assign the A-state lines. The E-state lines were subsequently assigned using the
calculated molecular parameters and fitted with the program XIAM [101], similar
to the cases of phenyl vinyl ether-methanol (PVE-MeOH), dibenzofuran-methanol
(DBF-MeOH) [Chapter 4, Sections 1 and 3] and diphenyl ether-methanol (DPE-
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MeOH) complexes [87]. A global fit of both the A and E states using the XIAM
fitting program was then used to determine the experimental barrier height (V3)
for the internal rotation of the methyl top. The results are summarized in Table
5.2. The experimental rotational constants are in agreement with the calculated
values (B3LYP-D3) for 1Me(I). Note that the MP2 level calculation changes the
orientation of the methanol with respect to camphor after re-optimizing the B3LYP
structure, resulting in a slightly different global minimum.

The rotational transitions corresponding to a second camphor-methanol 1:1 isomer
could also be identified and fit to an asymmetric rotor Hamiltonian. The most in-
tense line for this isomer is about fifteen times weaker than for 1Me(I). Only 25
a-type A state transitions were assigned. Therefore, the A rotational constant is not
well determined (Table 2). However, comparison of the molecular parameters for
this complex with quantum-chemical calculations suggests it to be 1Me(II) (Figure
1). The energy difference between 1Me(II) and 1Me(III) is negligible at both levels
of theory. We do not observe any b-type transitions for this complex, which should
be rather pronounced for 1Me(III). Their absence further supports our assignment
to 1Me(II) and points to a low interconversion barrier from 1Me(III) to 1Me(II)
and/or 1Me(I), resulting in an efficient depopulation of 1Me(III). The next avail-
able isomer, which is 2.6 kJ mol−1 higher in energy and could be present in the
expansion but remained untraceable in the spectrum.

Barrier height (V3) for the internal rotation of the methyl group of
methanol

From using the XIAM program, the V3 barrier was determined to be 208.184(84)
cm−1 (2.5 kJ mol−1) for 1Me(I) and 210.63(25) cm−1 for 1Me(II), as summarized in
Table 2. These values are lower than the the predicted barrier heights of 267 cm−1

and 254 cm−1 calculated at the B3LYP level, as well as the barrier heights observed
for free methanol (373 cm−1), DPE-MeOH (480 cm−1, Fit 2 [87]), and PVE-MeOH
(261 cm−1). Comparison of the barrier height with free methanol gives an indi-
cation of the environment around methanol. For DPE-MeOH, the higher barrier
height indicates that the CH3 group is involved in a CH-π interaction, whereas in
PVE-MeOH the lower barrier height points towards no interaction of the methyl
group with PVE and could indicate a weakening of the C–O bond of methanol due
to the hydrogen bonding. In 1Me(I) and 1Me(II) (Figure 1), the methyl group is
not interacting with camphor, but V3 is even lower than for PVE-MeOH.

This decrease could point towards the molecular parameters used for the fit. For
DPE-MeOH, for example, V3 is dependent on the F value, which is the rotational
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Table 5.2: Experimentally determined molecular parameters of the camphor-
methanol 1:1 isomers: results of the global fit based on the experimentally ob-
served transitions, including internal rotation of the methanol methyl group using
the XIAM program for 1Me(I) and 1Me(II).

Parameters 1Me(I) 1Me(II)

A (MHz) 1325.0644(19) 1334.2(12)

B (MHz) 442.01559(31) 470.4897(13)

C (MHz) 431.48600(30) 463.2808(13)

∆J (kHz) 0.0812(15) 0.3083(38)

∆JK (kHz) 3.0844(68) −
δJ (kHz) − 0.0371(65)

Dpi2J
a − 65.7(14)

F (cm−1) b [5.3]e [5.3]e

V3 (cm−1) 208.184(84) 210.63(25)

V3 (kJ mol−1) 2.4904(10) 2.5197(30)

δ (°) c 22.10(17) 24.07(34)

ε (°) c [0.0]f 21.1(28)

σ (kHz) d 6.9 10.4

A state transition(a/b/c) 38/0/0 25/0/0

E state transition(a/b/c) 30/0/0 21/0/0

a Dpi2J accounts for the internal motion-overall rotation centrifugal distortion,
obtained from a global fit of both internal rotational components A and E with
the program XIAM.
b F is the rotational constant of the internally rotating methyl top and it is fixed
to 5.3 cm−1.
c δ, ε are angles between the methyl rotor of the methanol unit and the inertial
axes.
d σ is the standard deviation of the fit.
e fixed to the the barrier height of internally rotation methyl top in methanol
complexes.
f fixed to the calculated value at the B3LYP-D3/aug-cc-pvtz level of theory.
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Figure 5.3: Portion of the experimental rotational spectrum using a mixture of
camphor-methanol (2 million acquisitions), illustrating the JKaKc: 404←303, 423←322

and 422←321 rotational transitions of 1Me(I). The upper experimental trace in black
is compared with a simulation based on fitted parameters that can be assigned to
1Me(I) (green) at a temperature of 1.5 K. The observed complex has a clear split-
ting pattern due to the internal rotation of the methyl group of methanol, labeled
with A and E.

constant of the internally rotating methyl top. For most studies with methanol com-
plexes, F is fixed to 5.3 cm−1. For DPE-MeOH, to get a more realistic value of the
barrier height, F was allowed to be optimized during the fit, as given in Table 2 by
Medcraft et al. [87]. Interestingly, for 1Me(I) and 1Me(II), there are no significant
changes observed for V3 and F when F is allowed to float.

5.1.2.2 Camphor-ethanol clusters

The ABCluster method gave 19 structures for the camphor-ethanol complex with
relative energies within 4 kJ mol−1 after optimization at the B3LYP-D3 level of
theory. From this set, six low energy structures between 0-1.5 kJ mol−1 were then
re-optimized at the MP2 level of theory, as shown in Figure 3, which are denoted
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Figure 5.4: Structures of the most stable camphor–ethanol 1:1 complexes obtained at
the B3LYP-D3/aug-cc-pVTZ level with relative zero-point-corrected energies in kJ
mol−1 in square brackets. Hydrogen bonding and secondary interactions, either to a
CH2 or a CH3 part of camphor, are indicated by dashed lines.
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as C for camphor and ethanol configurations as trans (t), gauche(+) (g+), and
gauche(-) (g-). All the six structures from both the level of calculations are real min-
ima. Table 5.3 summarizes the calculated rotational constants and dipole-moment
components for the six isomers. In all the six isomers, as in the camphor-water and
camphor-methanol complexes, the ethanol molecule is bound by a well-defined O–H-
O hydrogen bond to the keto group of camphor. In the six isomers, the O-O distance
is ∼ 2.9 Å and the OH-O bond angle is around 150°, from these two features the
hydrogen bond can be determined as close to a strong bond [12]. In these complexes,
1Et(I), 1Et(I’), 1Et(II), 1Et(III), and 1Et(V), have a secondary interaction with a
CH2 part of camphor, and 1Et(IV) has a secondary interaction with a CH3 group of
camphor. As in the camphor-methanol case, complexes with secondary interactions
to the CH2 group in the α position are lower in energy than those with secondary
interactions to a CH3 group. In addition, the arrangement of the ethanol either in
trans or gauche form also leads to some tertiary interactions with camphor, which
are mainly dispersive. These tertiary interactions are between the methyl part of
ethanol with different CH2 or CH3 moieties of camphor. The C-C distance of the
methyl or methylene groups in these complexes are around 4 Å and the Van der
Waal radii for methyl and methylene groups are 4 Å, this could potentially imply
weak methyl-methyl interactions [Page 261, Reference [136]]. Structures of 1Et(I)
and 1Et(I’) obtained at the B3LYP-D3 level optimize to the same complex (namely
1Et(I)) at the MP2 level. Note here that at the B3LYP-D3 level 1Et(I’) is the global
minimum structure. The overall structures of 1Et(I) and 1Et(I’) at the B3LYP-D3
level are very similar, and they only differ in a slight shift of the ethyl group. As
in the study of camphor-methanol complexes, with the small energy difference and
almost the same a-type dipole moment components between the camphor-ethanol
complexes, it can be expected that all the six isomers of camphor-ethanol are present
in the spectrum.

A section from the broadband spectrum of the camphor-ethanol mixture is shown
in Figure 5.5. Four 1Et complexes were observed. The observed rotational con-
stants are given in Table 4. To identify the complexes, quantum-chemical rotational
constants obtained at the B3LYP-D3 and the MP2 level were compared with the
experimental rotational constants. The most intense complex belongs to 1Et(I).
The energy ordering is different at the two levels of calculation, but the differences
in their rotational constants allow for their unequivocal assignment. By comparing
the experimental rotational constants and the type of transitions (a-, b-, or c-type)
with the calculated dipole moment components, the other observed 1Et complexes
have been assigned to 1Et(II), 1Et(V) and 1Et(IV), based on their relative intensity
with respect to Et(I). Theoretical predictions for 1Et(III) suggest that the spectrum
consists of weak b-type and strong c-type transitions, but in all of the four observed
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Table 5.3: Calculated rotational parameters for the lowest energy conformers of cam-
phor–ethanol, performed at the B3LYP-D3/aug-cc-pVTZ and MP2/6-311++G(d,p)
levels.

1Et(I) [C-g+] 1Et(I’) [C-g+] 1Et(II) [C-g-]

Parameters B3LYP MP2 B3LYP MP2 B3LYP MP2

A (MHz) 1115.2 1115.2 1106.3 - 1198.6 1199.3

B (MHz) 412.2 425.4 432.5 - 401.9 398.0

C (MHz) 396.1 413.3 417.5 - 396.0 393.8

µa (D) 3.3 2.4 2.9 - 3.3 3.0

µb (D) 1.4 1.2 1.2 - 1.8 1.8

µc (D) 0.4 0.1 0.2 - 0.5 0.8

∆EZP (kJ mol−1) 0.0 0.0 -0.3 - -0.1 1.4

1Et(III) [C-g+] 1Et(IV) [C-g+]) 1Et(V) [C-t ]

B3LYP MP2 B3LYP MP2 B3LYP MP2

A (MHz) 1182.1 1183.0 1176.3 1175.5 1079.6 1088.4

B (MHz) 420.6 418.2 413.7 420.8 432.9 428.6

C (MHz) 414.0 411.3 397.0 405.2 406.7 404.6

µa (D) 4.0 3.8 3.3 2.6 2.8 2.6

µb (D) 0.7 0.4 2.1 2.0 1.7 1.5

µc (D) 2.0 2.0 0.3 0.2 0.2 0.4

∆EZP (kJ mol−1) 0.9 1.1 1.2 1.0 1.4 0.2
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Figure 5.5: Portion of the 2-8 GHz spectrum (2 million acquisitions) of camphor-
ethanol. The black trace shows the experimental spectrum, while the lower traces rep-
resent simulations based on fitted parameters for four camphor-ethanol 1:1 complexes
(1Et(I) [red], 1Et(II) [blue], 1Et(V) [green], and 1Et(IV) [orange]) at a temperature
of 1.5 K.

isomers, b-type transitions are stronger than c-type transitions, and so it can be
concluded that 1Et(III) was not present in sufficient amount to be detected. In all
the four observed isomers, no internal rotation splitting was observed due to the
methyl end of ethanol, which is in agreement with other weakly bound complexes
with ethanol [44].

The interplay between hydrogen bonding and dispersion interaction plays an impor-
tant role in stabilizing the different 1:1 camphor-ethanol clusters. In 1Et(I), 1Et(II),
and 1Et(IV), ethanol is in the gauche form, whereas in 1Et(V), it is in the trans
form. In the case of the ethanol monomer, trans ethanol has been found to be
slightly more stable than gauche ethanol [137], but when forming a complex, the
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gauche form has been observed to be the most stable conformation of ethanol [44,
138]. These findings thus confirm that dispersion interactions, although weak, are
able to overcome the conformational differences in complex formation.

CP-FTMW spectroscopy provides useful intensity information to estimate relative
populations. The estimated population ratios of 25:7:4:1 based on the observed in-
tensity ratios for 1Et(I), 1Et(II), 1Et(V), and 1Et(IV) do not correspond to those
expected from theory for a sample at 298.5 K. Assuming that entropic differences
between the four dimers are negligible and that the barriers between the isomers are
sufficiently high so that no or only little interconversion occurs between them dur-
ing the supersonic expansion, theory predicts a mixture composition of 1.8:1.8:1.1:1
from the energy difference of 0, -0.1, 1.2, 1.4 kJ mol−1 at the B3LYP-D3 level and
of 1.8:1:1.2:1.6 from the energy difference of 0, 1.4, 1 and 0.2 kJ mol−1 at the MP2
level. This difference can be partially rationalized considering that the experimen-
tally observed population ratios are related to the complex formation kinetics in
the supersonic expansion, which can be frozen far from equilibrium if the barriers
between the different isomers are sufficiently high. In the present case both energy
factors (balance of attractive/repulsive forces) and kinetic factors seem to favor the
formation of 1Et(I). This strong preference of 1Et(I) over the other isomers can also
indicate rather low interconversion barriers so that the global minimum structure is
strengthened during the supersonic expansion using neon as a carrier gas.

The experimental rotational constants have a good agreement with the calculations
within 3% accuracy at both the levels, but clearly the energy ordering does not agree
well with the observed abundance ratio of the complexes. An improvement in the
available quantum-chemical methods is required for systems like camphor-alcohol,
which have a flat potential energy surface to accurately predict the energy of these
complexes.

Experimental structure of 1Et(I)

For 1Et(I), the signal-to-noise ratio was sufficient to observe all singly substituted
13C isotopologues in natural abundance (1.1 %). In the respective fits to asymmet-
ric rotor Hamiltonians, the centrifugal distortion constants for the 12 isotopologues
were fixed to the values obtained for the parent species (a summary of the rotational
constants of the 13C isotopologous is given in Table 5.5). The Kraitchman equa-
tions (rs structure [106]) were used to determine the experimental carbon backbone
substitution structure for 1Et(I). To confirm that the structure is Et(I) and not
Et(I’), another procedure was employed to determine the experimental positions of
the atoms by using the r0-effective structure method [105]. The primary parameters
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Table 5.4: Molecular parameters of the camphor-ethanol 1:1 isomers: results of the
fit based on the experimentally observed transitions using the AABS software.

Parameters 1Et(I) 1Et(II) 1Et(V) 1Et(IV)

A (MHz) 1117.11284(34) 1199.97903(48) 1093.32171(47) 1179.69392(55)

B (MHz) 410.21456(15) 388.56843(16) 411.41706(26) 407.55863(20)

C (MHz) 397.49279(14) 383.31605(15) 390.42560(21) 392.53267(20)

∆J (kHz) 0.1580(12) 0.0971(10) 0.1880(14) 0.1580(14)

∆JK (kHz) 0.4260(35) 0.3787(39) −0.1358(53) 0.1112(76)

δJ (kHz) − − 0.0254(12) −
σ a (kHz) 7.4 7.2 6.3 7.6

Nlines(a/b/c) 127(56/55/16) 109(53/42/14) 84(57/27/0) 81(50/31/0)

a σ is the standard deviation of the fit.

Table 5.5: Spectroscopic parameters for camphor-ethanol 1Et(I), and its 12 singly
substituted 13C isotopologues. Centrifugal distortion constants for all isotopologues
are held fixed to the reported parent species values (denoted as ’a’ in the table).
The atom labeling is shown in Figure 5.6.

A (MHz) B (MHz) C (MHz) ∆J (kHz) ∆JK (kHz) Nlines σ a (kHz)

1Et(I) 1117.11284(34) 410.21456(15) 397.49279(14) 0.1580(12) 0.4260(35) 127 7.4

13C1 1115.46(18) 410.11830(32) 397.34917(32) a a 25 6.1

13C2 1110.96(17) 410.02209(31) 396.85072(30) a a 26 6.2

13C3 1112.06(18) 408.93314(29) 396.54264(30) a a 24 4.5

13C4 1112.86(17) 407.82619(42) 394.72929(38) a a 24 6.3

13C5 1112.90(15) 407.99760(38) 395.63553(36) a a 25 5.1

13C6 1114.63(31) 409.57081(48) 397.06552(50) a a 22 8.7

13C7 1115.03(23) 409.41489(34) 396.72249(34) a a 26 6.4

13C8 1107.86(22) 409.70612(36) 396.81754(34) a a 22 6.5

13C9 1109.55(18) 407.63145(44) 394.52156(43) a a 24 6.8

13C10 1104.18(21) 408.87246(41) 396.66438(39) a a 23 5.4

13C11 1117.50(16) 404.48221(34) 392.13470(32) a a 25 5.6

13C12 1112.84(14) 405.68836(30) 392.78646(31) a a 29 5.7

a σ is the standard deviation of the fit.
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Figure 5.6: (a) Experimental structure of the most stable camphor-ethanol 1:1 cluster
(1Et(I)). The r0 experimental parameters (upper value) are obtained in each case
from a fit to 39 moments of inertia: the parent and the twelve singly-substituted 13C
isotolopogues. The O-O distance obtained from the fit is compared with results from
B3LYP-D3/aug-cc-pVTZ and MP2/6-311++g(d,p) calculations. (b) Comparison of
the position of ethanol in isomer 1Et(I’) calculated at the B3LYP-D3 level (in green)
with the experimental position (in orange) and the MP2 level calculated structure (in
grey) of ethanol, illustrating the slight rotation between the two theoretical methods.

of the fit were the O-O distance and dihedral angles. The other parameters were
taken from the MP2/6-311++G(d,p) calculation and allowed to float. Figure 5.6(a)
shows the overlap of the experimental atom positions obtained from the r0 method
(blue atoms) with the calculated structure at the MP2 level of theory. In 5.6(b) the
difference in the position of ethanol in 1Et(I’), which is the global minimum at the
B3LYP-D3 level, with the experimental position and MP2 level calculated structure
of ethanol is shown. This analysis provides us with precise structural information,
further confirming our assignment to Et(I).

5.1.3 SAPT calculations

The SAPT calculation results (Table 5.6) for the observed 1Me and 1Et complexes
provide a useful insight into the individual contributions to their intermolecular
energy for the observed dimers. Here, a comparison with the two previously ob-
served camphor-H2O 1:1 complexes is particularly interesting with respect to the
role of dispersion interactions. The six dimers have significant electrostatic contri-
bution, accounting for 55-65% of the overall attractive interaction. For the dispersion
contributions, an increase in the contribution can be seen from camphor-water to
camphor-ethanol complexes.
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Table 5.6: Energy decompositions from a SAPT(0)/jun-cc-pVDZ analysis of the
observed isomers of camphor-methanol (C-MeOH, 1Me) and camphor-ethanol (C-
EtOH, 1Et) compared with camphor-water (C-H2O, 1w) [86]

C-H2O C-MeOH EtOH

1w 1Me 1Et

(I) (II) (I) (II) (I) (II) (IV) (V)

∆Eelst (kJ mol−1) -49.2 -46.0 -41.4 -47.8 -44.0 -43.7 -43.0 -41.5

(65%) (64%) (61%) (63%) (58%) (60%) (57%) (57%)

∆Eind (kJ mol−1) -14.6 -13.6 -10.3 -14.9 -11.9 -12.3 -12.4 -10.5

(19%) (19%) (15%) (20%) (16%) (17%) (16%) (15%)

∆Edisp (kJ mol−1) -11.6 -12.6 -16.1 -13.8 -20.2 -17.7 -20.7 -20.4

(15%) (18%) (24%) (18%) (27%) (24%) (27%) (28%)

∆Eexch (kJ mol−1) 43.6 42.1 37.3 44.9 42.7 43.1 43.9 42.1

∆Etot (kJ mol−1) -31.8 -30.2 -30.5 -31.5 -33.4 -30.5 -32.2 -30.3

For the camphor-methanol complex 1Me(I), an increase in the dispersion energy con-
tribution compared to 1w(I) is observed. The secondary interaction with the CH2

moiety of camphor is stronger with methanol than water, resulting in an overall
increase in dispersion interaction. For 1Me(II), all energy contributions are com-
parable to 1w(II), which points to only weak secondary interactions in this com-
plex. Whereas, in all four observed camphor-ethanol complexes, apart from the
secondary interactions, the flexibility of ethanol to be in either the trans or gauche
form influences weak methyl-methyl dispersive interactions, and so an increase in
the dispersion energy is observed. Furthermore, contributions from induction are
around 15-20% and on the same order of magnitude for all six dimers. As induc-
tion interactions represent dipole-induce dipole interactions, a fair contribution of
this interaction can be expected in these complexes due to the high polarizability of
camphor and alcohol molecules.

5.1.4 Summary and conclusions

In this systematic study, we present the effect of the chain length of the aliphatic
alcohols methanol and ethanol as binding partners to the ketone camphor by em-
ploying a combination of high-resolution broadband rotational spectroscopy in the
gas phase and quantum-chemical calculations. A previous study on camphor-water
complexes already showed the influence of dispersion interactions in cluster forma-
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tion, where the secondary interaction of the oxygen atom of water is either with a
CH2 moiety or a CH3 group of camphor. By replacing the non-interacting hydrogen
of water with the CH3 group, for camphor-methanol complexes, or the CH2CH3

group, for camphor-ethanol complexes, the increasing contribution from dispersion
interactions led to many possible complex formations.

For camphor-methanol 1:1 complexes, two structures similar to 1:1 camphor-water
complexes were identified, while in the case of camphor complexed with ethanol,
four 1:1 complexes were observed, indicating the structural flexibility of the larger
system. The experimental rotational constants for these complexes are in good
agreement with those obtained at the B3LYP-D3 and the MP2 levels of theory.
However, the energy ordering of the individual isomers is not well determined by
theory. The subtle interplay between hydrogen bonding and dispersion interaction
leads to complex potential energy surfaces for these systems, resulting in similar
and almost iso-energetic structures such that the correct energy ordering cannot be
predicted by these quantum-chemical methods.

An SAPT analysis revealed that for the 1Me(I) cluster the methyl group of methanol
increases the contribution of dispersion interaction compared to 1w(I). This is fur-
ther increased for the 1:1 camphor-ethanol complexes. The flexibility of ethanol
allows the complex to maximize the dispersion interactions with camphor through
secondary (CH-O) and tertiary (methyl-methyl) interactions. This increase in dis-
persion interactions further leads to an increase in the experimental O-O distance
for 1Et(I) compared to 1w(I) from 2.854(4) Å to 3.20(4) Å. Though there is no
experimental data for 1Me(I), the calculated O-O distance at the B3LYP-D3 level
of theory is comparable to experimental value for 1w(I) and is 2.8 Å.
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Chapter 6

Summary and outlook

The primary focus of this thesis is to systematically investigate the interplay of dis-
persion interactions and hydrogen bonding in weakly bound clusters. Until recently,
the contributions from dispersion interactions on the total intra- and intermolecular
energy in molecular systems were neglected because it was assumed that they were
very small. However, recently, it has been realized that they can amount to tens of
kcal mol−1 with increasing size of molecular systems, and therefore have a significant
contribution to the structure, stability, and reactivity of a chemical system. For this
reason, model systems, where the interplay of hydrogen bonding and dispersion in-
teractions are present, have been studied. The spectroscopy of these model systems
in a cold environment in the gas phase gives spectroscopic data of these systems at
low temperatures and in isolated conditions, and this data can be directly compared
with various theoretical methods. Therefore, these model systems can also be used
to benchmark quantum-chemical calculations because of their small energy differ-
ence between potentially different structural isomers arising from different docking
positions.

For the studies reported in this thesis, chirped-pulse Fourier transform microwave
(CP-FTMW) spectroscopy between 2-8 GHz was employed. The high resolution and
high sensitivity of the technique allows us to detect and identify the precise molecular
clusters with different docking sites in the gas phase. A microwave spectrum is like
the fingerprint of the studied molecule or the molecular complex. Small changes in
a molecular cluster, like a slight change in the orientation of the docking partner or
mono-substitution by an isotope, results in changes in the moments of inertia, which
further gives rise to different rotational spectrum for each species. The structure
of a complex can in principle be calculated by systematic isotope substitution, but
increasing system size can limit this. In such cases, it is often sufficient to compare
theoretically predicted rotational constants and dipole moment components with
experimental rotational constants and relative intensities to distinguish isomers and
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achieve a clear assignment. In the present experimental setup, it is not possible to
determine experimental values for the dipole moments. With the observed intensi-
ties of the type of transitions, i.e., a-, b- or c-type, and the number of transitions in
the rotational spectrum, complexes with almost similar rotational constants can be
differentiated between (which lie within the error limits of a calculation). Further,
the energy ordering of different complexes in a model system can be obtained from
the relative intensities of different species in the spectra. Additionally, information
about the internal dynamics in a system can also be obtained via the CP-FTMW
technique. Features such as the splitting of rotational transitions in a spectrum
due to internal rotation of a methyl top can be utilized to determine the barrier to
the methyl group rotation, which can be used to understand the orientation and
chemical environment of the methyl group.

Three different experimental setups have been used in this thesis, two of which
employ different frequency regions of the Hamburg COMPACT spectrometer. The
experimental setup of this CP-FTMW spectrometer in the 2-8 GHz frequency range
is presented in Chapter 3. During the course of this thesis, the Hamburg COM-
PACT spectrometer was extended to operate up to 18 GHz. A description of this
extension is also presented in Chapter 3.

One focus of this thesis was the construction and development of a newly-designed
segmented 18-26 GHz CP-FTMW spectrometer for astrochemical and analytical ap-
plications as presented in Chapter 3, Section 3.5. The principle design of the spec-
trometer is based on the segmented chirped-pulse approach and multi-train method
and is different from the conventional approach of building CP-FTMW spectrome-
ters, which is based on a single chirp spanning the full operating bandwidth. The
advantage of this new design is that it can decrease the cost of microwave instru-
ments, without compromising on performance, when compared to the first 18-26
GHz CP-FTMW spectrometer developed at the University of Virginia, USA [122]
which was built using the conventional approach. Table 6.1 shows a cost comparison
of this new design in the microwave region to the previously reported broadband
CP-FTMW instruments [122]. By replacing the expensive traveling wave tube am-
plifier (TWTA) with a solid-state amplifier (SSA), the standard 10 MHz rubidium
(Rb) oscillator with an internal temperature compensated crystal oscillator (TCXO)
clock of the Valon synthesizer, and the oscilloscope with a digitizer card, it is possi-
ble to decrease the cost of the instrument by two-thirds, without compromising on
the instrument’s performance.

The performance of the segmented 18-26 GHz CP-FTMW spectrometer was char-
acterized primarily with carbonyl sulfide (OCS). With the single chirp 18-26 GHz
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CP-FTMW instrument, for the parent species of OCS after 200 000 averages using
three nozzles, a signal-to-noise ratio (SNR) of 180 000:1 is obtained, which, on scal-
ing for one nozzle, is 90 000:1. With the segmented chirp 18-26 GHz CP-FTMW
spectrometer with one nozzle, we obtain a similar SNR of 100 000:1. With this exam-
ple, and hexanal (as presented in Section 3.5.2, Dynamic range), it is confirmed that
the performance of the segmented 18-26 GHz CP-FTMW spectrometer is similar to
the single chirp 18-26 GHz CP-FTMW instrument, despite requiring less funds to
construct. The state-of-the-art approach towards building microwave instruments
shown in this work is also aimed at widening the use of rotational spectroscopy in
research groups or in teaching laboratories without the need to invest in expensive
components.

The frequency range of the segmented 18-26 GHz spectrometer overlaps with some
modern radio observatories, for example, with the Jansky Very Large Array (JVLA)
in Mexico, the Radio Telescope Effelsberg in Germany, the Australian Square Kilo-
meter Array Pathfinder (ASKAP) in Australia, among others, enabling the stud-
ies of astrochemically relevant molecules from our laboratory to be more directly
compared to observational datasets. This instrument has the capability to incorpo-
rate electrical discharge and laser ablation techniques to study unstable species or
molecules with low vapor pressure, which will widen even further the scope of appli-
cability of the low cost 18-26 GHz spectrometer. Electrical discharge experiments in

Table 6.1: An approximate cost comparison of the single chirp 18-26 GHz CP-
FTMW spectrometer at UVa [122] with the segmented 18-26 GHz CP-FTMW spec-
trometer built and characterized in this thesis.

CP-FTMW Segmented CP-FTMW

Effective Rep. Rate 30 Hz 30 Hz

Power/GHz 5 W/GHz 6 W/GHz

Bandwidth 8 GHz/segment 800 MHz/segment

Number of nozzles 3 1

FID Duration 10 µs 10 µs

LNA 48 dB 45 dB

Cost ∼ e350,000 ∼ e150,000

SNR of 18O12C32S (200 000 averages) 90 000:1 a 100 000:1

a scaled for one nozzle.
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particular can help in determining reaction pathways for molecular formation in the
harsh conditions of the interstellar medium. The frequency range of this instrument
is also suited for studying medium-sized molecules or clusters, as their intensity at
low temperature will be at their maximum in this region. Clusters of molecules with
small binding partners such as hydrogen (H2), which can be relevant for energy re-
search to understand H2 storage, or biologically relevant molecular systems can be
studied, such as alanine with water, which can help in understanding intermolecular
interactions in amino acid-water complexes.

The precise structural parameters and information on internal dynamics and inter-
molecular interactions that can be obtained with rotational spectroscopy are investi-
gated with a number of model systems. The aim is to learn about the interplay of hy-
drogen bonding and dispersion interactions in a systematic approach within weakly
bound complexes. The model systems investigated in this work can be further sub-
divided into three categories. The first category investigates the effect of dispersion
interactions when complexes are dominated by a strong classical OH-O hydrogen
bond (Chapter 5, Section 1). For this, complexes of camphor with methanol and
ethanol have been investigated and compared with a previous study on camphor-
water clusters. For the observed clusters of camphor-alcohol, the calculated energy
difference between the different isomers in each system (two for camphor-methanol
and four for camphor-ethanol) is within 2 kJ mol−1 (170 cm−1 or 0.48 kcal mol−1).
From calculations, the relative abundances of the different isomers in the experiment
should be around half the intensity compared to their global minima. However, in
their corresponding spectra, the observed population ratios for these complexes do
not correspond to the calculated energy differences, and the global minima in both
the systems are ten times more abundant than the next isomer. The obtained ex-
perimental rotational constants for these systems have a good agreement with the
calculations within 3% accuracy at both the levels, but clearly the energy order-
ing does not agree well with the observed abundance ratio of the complexes. From
the perspective of quantifying intermolecular energy using SAPT0 calculations, it
can be seen that upon increasing the side-chain length of the alcohol, the contribu-
tion from dispersion interactions increases from 15% to 28%, whereas the hydrogen
bonding contributions lie within 60-65% (Chapter 5, Table 5.6). The dispersion
interactions in these complexes are mainly due to CH-O interactions. However, for
camphor-ethanol, there is the presence of some weak additional interaction, which
is dispersive, between the methyl end of ethanol and different CH3 or CH2 moieties
of camphor. This additional stability results in doubling the contribution from dis-
persion interactions compared to the two complexes of camphor-water and increases
the number of observed complexes.
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The second category investigates complex formation when strong, classical OH-O
hydrogen bond and weaker OH-π hydrogen bond sites are present (Chapter 4, Sec-
tions 1, 2, and 3) and how dispersion interactions play a role in such complexes. This
work has been performed in collaboration with complementary FTIR and IR/UV
double resonance techniques in a multi-spectroscopic approach. Phenyl vinyl ether
(PVE), diphenyl ether (DPE), and dibenzofuran (DBF) have been chosen as the
main molecules, as they offer equivalent (the lone pair of electrons on oxygen and
the π cloud) binding sites. The binding partner is varied in size and complexity, from
water, to methanol, tert-butyl alcohol (TBA), and adamantanol. Generally, small
binding partners have a tendency to form an oxygen bound complex, and larger side
groups are better dispersion energy donors. In the study of PVE with methanol, a
strong oxygen bound complex and a weak π (phenyl) bound complex are observed.
The oxygen bound complex also shows an additional CH-O interaction of methanol
with the phenyl ring of PVE. In the formation of π bound complexes, other than
phenyl bound, an ethylene bound complex could also form with additional CH-O
interaction. However, its absence in the spectra implies that a CH-π interaction
with the phenyl group is stronger than the ethylene group of PVE.

For DPE clusters with the small binding partners water and methanol, the π bound
cluster is favored over the oxygen bound cluster, which is opposite to the results
of the PVE-methanol study and counter-intuitive to the expected behavior. This
observation is rationalized based on the increase in the dispersion energy due to the
secondary CH-O interaction of water/methanol with a CH part of DPE in the two
π bound clusters. This additional interaction influences the structure of the DPE
monomer to twist to optimize the interaction area. On increasing the complexity
and the size of the binding partner with DPE, again, counter-intuitive results are
obtained. For the observed DPE-TBA (two isomers) and DPE-adamantanol (one
isomer) clusters, the oxygen bound cluster is favored over the π bound cluster. In
these clusters, the contribution from dispersion energy is similar/larger due to the
larger interaction area of the phenyl ring and the tert-butyl or adamantyl moieties
in the oxygen bound compared to π bound complexes. Again, in these clusters, this
interaction causes the DPE monomer to twist to optimize the interaction area.

The influence of dispersion interactions with the structural change from PVE to
DPE on complex formation is extended with DBF. In the observed DBF-water clus-
ter (one isomer), for a small binding partner, an oxygen bound complex is favored,
as expected. However, this is opposite to the DPE-water clusters. In the absence
of the influence of secondary interactions on the π bound complex, which is present
in the DPE-water π bound complex, the more favored oxygen bound complex is
formed. The oxygen bound DBF-water complex also shows an additional CH-O
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interaction of water with the CH part of DBF. When the binding partner is changed
to methanol (two isomers are observed), the π bound complex takes precedence over
the oxygen bound one, in line with the observation for DPE-methanol and oppo-
site to PVE-methanol. The rigidity and aromaticity of DBF does not allow it to
change its structure like DPE upon complex formation. In DBF, as in DPE, the
observation of OH-π being more abundant is based on the increase in dispersion
interaction, where the methyl group of methanol is interacting with the π cloud of
DBF to increase the interaction area. In the DBF-TBA cluster (one isomer), the π
bound complex is favored due to the larger interaction area of the tert-butyl group
with the π cloud density of DBF. Hence, upon increasing the size and complexity
of the binding partner, the preference of complex formation in DBF-alcohol clusters
are reversed compared to DPE-alcohols, due to the influence of dispersion interac-
tions in complex formation, as depicted in Figure 6.1.

In all of the ether/furan-alcohol clusters, dispersion interactions are significantly in-
fluencing the complex formation by secondary interactions. The presence of CH–π
and CH–O interactions in these clusters is affecting the preference towards oxy-
gen bound or π bound cluster formation, and the greater stability of a cluster is
dependent on the strength of dispersion interaction. The observed complexes of
ether/furan-alcohol have also been used to benchmark different theoretical meth-
ods, where various theoretical calculations at different levels have been performed
in the collaboration. With the obtained results, it is not possible to choose a unique
theoretical method which can be used to identify the observed complex abundance.

The third category of complexes investigates the formation of aggregates in the ab-
sence of strong classical hydrogen bond formation for the homodimers of DPE, DBF,
and fluorene (FLU) (Chapter 4, Section 4). The three molecules are similar as they
each have two phenyl rings, but differ in their flexibility, aromaticity, and planarity.
FLU molecules also eliminate the influence of the oxygen heteroatom on dimer for-
mation. In each case, one dimer structure has been observed, where the structure of
these dimers are either formed by CH-π interactions or π-π interactions. Different
sets of dispersion interactions are stabilizing each type of dimer, but their overall
structures show similarities with respect to the relative position of oxygen atoms
(DPE and DBF) or CH2 groups (FLU). The subtle balance of CH-O, CH-π, or π-π
interactions contributes to the stability of these homodimers. The dispersion con-
tribution of the dimers is within 60-70% of the attractive part of the intermolecular
energy, but interestingly, the FLU dimer is the strongest when the binding energies
are compared. Due to the parallel stacked structure of the FLU dimer, the overlap
between the two molecules in the dimer increases, resulting in larger binding energy.
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Figure 6.1: Schematic overview of the transition of binding preferences from oxygen-
bound to π-bound structures with increasingly larger alcohol binding partners in
diphenyl ether-alcohol and dibenzofuran–alcohol complexes. The tick marks repre-
sent that the complexes were observed in the multi-spectroscopic study, and the size
of the tick indicates their abundance determined by microwave spectroscopy. The
cross mark represents that these complexes were not observed experimentally. The
star indicates this complex was not observed in the microwave spectrum. The figure
is adapted from the publications presented in Chapter 4, Sections 4.1.2 and 4.1.3.
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In conclusion, the binding preference of the different systems presented in this work
significantly depends on the contribution of dispersion interactions, and when this
contribution increases, the preferred complex formation can even cause a shift in
preferred binding from hydrogen-bonded to dispersion bound or vice versa. For all
of the above model systems, the overall performance of the B3LYP-D3 and B3LYP-
D3(BJ) levels of theory have shown a good agreement between the theoretical ro-
tational constants and the experimental rotational constants. However, the com-
parison between experiment and the various levels of theory performed within this
work revealed some inconsistencies, especially with respect to energy ordering as
predicted by the theoretical methods. The comparisons show that when dispersion
is more pronounced, the energy ordering cannot be effectively captured by theory.
The experimental results presented in this work can further be used to serve as cases
for testing the performance of quantum-chemical methods, which aim for a better
description of dispersion.

To further build on the studies presented here, it will be interesting to extend the
systematic approach to other, related molecules, such as complexes of camphor with
1,2-propanediol (C3H8O2) and fenchol (C10H18O). The increasing length and bulk-
iness of the side group of the respective alcohol will help in quantifying the effect
of dispersion interaction on complex formation. Changing some of the molecular
features and studying them with different binding partners or their homodimers
will help in defining a molecular scale to the role of dispersion interaction on cluster
formation. Examples of such small changes in the main molecule will be from an
ether group to a ketone (as in benzophenone C13H10O), or adding a CH2 group in
DBF (as in xanthene CH2[C6H4]2O), or changing the heteroatom from an oxygen in
DBF to an amine (as in carbazole C12H9N).

In this thesis, the interplay of hydrogen bonding and dispersion forces on inter-
molecular interactions has been studied, where the classical OH-O hydrogen bond
interaction, weak hydrogen bonds (OH-π, CH-π, CH-O), and π-π dispersion inter-
actions were the main focus. Nevertheless, to better understand the relevance of
intermolecular interactions in biological complexes, there are other unconventional
hydrogen bonds (such as N-H· · ·S, C-H· · ·Y, where Y= nitrogen or sulphur) where
the influence of dispersion interactions have to be investigated in great depth. Bio-
logical molecules with the nitrogen atom, such as purine and pyrimidine DNA bases,
have been studied using microwave spectroscopy [139, 140]. The next step would
be, for example, to investigate their interaction with water. However, the presence
of more than one nitrogen atom in a molecule can make the microwave spectrum
complicated to analyze. The nuclear spin of nitrogen is one, which creates hyperfine
structures in the spectra, and thus can lead to a complex hyperfine pattern. This,
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combined with potential splitting due to water tunneling motions in the spectra of
complexes, can be challenging. Therefore, a molecule closely resembling the DNA
bases and exhibiting only one nitrogen atom, such as isoindoline (C8H9N), would
be a good starting point. Amino acid molecules containing sulfur, such as cysteine
(C3H7NO2S) [141] and allyl cysteine (C6H11NO2S), and their interaction with wa-
ter or other small binding partners can be studied to expand the understanding of
C-H· · ·S bonds. These molecules are flexible and also contain nitrogen and oxy-
gen atoms, so their interaction with water can be used to explore conformational
flexibility under solute-solvent interactions and understand the preferred interaction
sites.

Other than biological systems, intermolecular interactions are also relevant in other
fields of chemistry such as catalytic chemistry, where the solute-solvent interactions
play an important role in increasing the percentage yield of a reaction pathway; or
astrochemistry, to understand ice grain formation and chemical processes on these
grains. With the latest developments in rotational spectroscopy, as also presented
as part of this thesis, the effect of dispersion interactions in molecular complexes
will be explored in these different fields of chemistry.
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Appendix 1

Table 1: Linelist of conformer 1 of hexanal obtained from the segmented 18-26 GHz
CP-FTMW spectrometer (Hamburg). The labelling JKaKc ← J ′K′

aK
′
c

represents the
quantum numbers of the assigned rotational transitions of conformer 1. The fixed
values of observed-calculated (o-c) represents the difference between the calculated
frequency values of UVa 18-26 GHz CP-FTMW with the measured transitions ob-
tained from Hamburg. The float o-c values are the difference between the measured
and calculated frequency value obtained Hamburg.

Hamburg fixed float

J Ka Kc J ′ K ′a K ′c o-c o-c

11 1 11 ← 10 1 10 18272.9760 0.0130 -0.0012

11 0 11 ← 10 0 10 18514.2640 0.0132 -0.0036

6 1 6 ← 5 0 5 18525.9833 0.0130 -0.0062

11 2 10 ← 10 2 9 18553.5751 0.0113 -0.0037

11 5 7 ← 10 5 6 18563.6154 0.0086 0.0065

11 4 8 ← 10 4 7 18564.6171 0.0060 -0.0017

11 3 9 ← 10 3 8 18566.8922 0.0194 0.0072

11 3 8 ← 10 3 7 18567.5916 -0.0041 -0.0164

15 0 15 ← 14 1 14 18616.0808 0.0084 0.0054

4 2 2 ← 5 1 5 18722.6930 0.0109 0.0051

11 1 10 ← 10 1 9 18825.7949 0.0133 -0.0062

12 1 12 ← 11 1 11 19931.8250 0.0100 0.0019

7 1 7 ← 6 0 6 20041.8871 0.0142 -0.0041

12 0 12 ← 11 0 11 20187.7581 0.0107 0.0001

12 2 11 ← 11 2 10 20238.5833 0.0124 0.0035
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12 5 7 ← 11 5 6 20251.5656 0.0012 0.0064

12 4 9 ← 11 4 8 20252.9098 0.0066 0.0056

12 3 10 ← 11 3 9 20255.7929 0.0155 0.0097

12 3 9 ← 11 3 8 20256.9055 0.0037 -0.0020

12 2 10 ← 11 2 9 20298.8864 0.0120 0.0019

12 1 11 ← 11 1 10 20534.5539 0.0109 -0.0026

16 0 16 ← 15 1 15 20567.6169 -0.0126 -0.0026

8 1 8 ← 7 0 7 21535.6561 0.0138 -0.0023

13 1 13 ← 12 1 12 21590.0992 0.0039 0.0037

13 0 13 ← 12 0 12 21858.8462 0.0111 0.0086

13 2 12 ← 12 2 11 21923.1390 -0.0014 -0.0021

13 4 10 ← 12 4 9 21941.3323 -0.0187 -0.0109

13 3 11 ← 12 3 10 21944.9123 0.0026 0.0052

13 3 10 ← 12 3 9 21946.5817 -0.0134 -0.0109

13 2 11 ← 12 2 10 21999.6310 0.0026 0.0004

13 1 12 ← 12 1 11 22242.5747 0.0049 -0.0006

17 0 17 ← 16 1 16 22523.0901 -0.0274 -0.0014

9 1 9 ← 8 0 8 23008.3685 0.0142 0.0016

14 1 14 ← 13 1 13 23247.7630 -0.0077 0.0022

14 0 14 ← 13 0 13 23527.3723 -0.0017 0.0060

15 2 13 ← 15 1 14 24308.8210 -0.0168 -0.0015

10 1 10 ← 9 0 9 24461.2573 0.0131 0.0058

13 2 11 ← 13 1 12 24804.8827 -0.0233 -0.0142

15 1 15 ← 14 1 14 24904.7836 -0.0275 -0.0051

12 2 10 ← 12 1 11 25047.8543 0.0068 0.0125

15 0 15 ← 14 0 14 25193.2218 -0.0262 -0.0058

11 2 9 ← 11 1 10 25283.5124 -0.0037 -0.0014

10 2 8 ← 10 1 9 25509.2206 -0.0014 -0.0026

9 2 7 ← 9 1 8 25722.4758 0.0058 0.0011
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11 1 11 ← 10 0 10 25895.7089 0.0069 0.0065

8 2 6 ← 8 1 7 25920.9812 0.0090 0.0010

Table 2: Linelist of the 18O isotopologue of conformer 1 of hexanal obtained from
the segmented 18-26 GHz CP-FTMW spectrometer (Hamburg). The labelling JKaKc
← J ′K′

aK
′
c

represents the quantum numbers of the assigned rotational transitions

of 18O isotopologue of conformer 1. The fixed values of observed-calculated (o-c)
represents the difference between the calculated frequency values of UVa 18-26 GHz
CP-FTMW with the measured transitions obtained from Hamburg. The float o-
c values are the difference between the measured and calculated frequency value
obtained Hamburg.

Hamburg fixed float

J Ka Kc J ′ K ′a K ′c o-c o-c

7 1 7 ← 6 0 6 19476.3309 0.0313 0.0046

8 1 8 ← 7 0 7 20924.6072 0.0167 -0.0020

9 1 9 ← 8 0 8 22352.2767 -0.0070 -0.0153

10 1 10 ← 9 0 9 23760.6029 0.0073 0.0122

5 2 3 ← 5 1 4 25716.3034 -0.0041 -0.0061

4 2 2 ← 4 1 3 25834.8541 0.0189 0.0063
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Appendix 2

Hazardous substances according to the Global Harmonised System (GHS) within
the EU:

Chemical Hazard statements(s) Precautionary statement(s) GHS labeling

Water – – –

(H2O)

Methanol 225-301 + 311 + 210-280-302 + 352 + 312-304 GHS02, GHS06, GHS08

(CH3OH) 331-370 + 340 + 312-370 + 378-403

+ P235

Ethanol 225-319 P210-P305 + P351 + P338-P370 GHS02, GHS07

(C2H5OH) + P378-P403 + P235

Carbonyl sulfide 220-280-315- P210-P261-P305 + P351 GHS02, GHS06

(OCS) 319-331-335 + P338-P311-P410 + P403

tert-Butanol 225-319-332- P210-P261-P305 + P351 + P338-P370 GHS02, GHS07

(C4H10O) 335-336 + P378-P403 + P235

Hexanal 226-319 P305 + P351 + P338 GHS02, GHS07

(C6H12O)

Phenyl vinyl ether 225-302-317 P210-P280 GHS02, GHS07

(C8H8O)

1-adamantanol – – –

(C10H16O)

Camphor 228-302 + P210-P260-P301 + P312 GHS02, GHS07, GHS08

(C10H16O) 332-371 + P330-P370 + P378

Dibenzofuran 302-411 P273 GHS07, GHS09

(C12H8O)

Diphenyl ether 410 P273-P391-P501 GHS09

(C12H10O)

Fluorene 410 P273-P501 GHS09

(C13H10)
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