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Abstract

In vitro neuronal cultures on artificial substrates are essential tools for neurosci-
ence. Microstructured surfaces and targeted chemical preparation have been
utilized in recent years to fabricate substrates for the development of ordered
neuronal networks with substrate-specific geometry.

In this thesis, new types of culture platforms are introduced that enable the
design of tailor-made neuronal networks beyond planar 2D geometries. First,
surface shaping to grooves and steps - produced with grayscale lithography,
reactive ion etching and nanoimprint lithography - is presented for the study
of directed neurite outgrowth on 2.5D pathways. Second, novel 3D cell culture
platforms produced with direct laser writing by two-photon polymerization are
introduced. These platforms consist of pillars of varying heights with cavities
at the top and free-standing tunnels that connect the cavities with each other.

Substrates are cultivated with two different kinds of neurons - primary murine
cerebellar granular cells and humane midbrain dopaminergic neurons derived
from small molecule neural precursor cells. Surface coatings of Al2O3 and the
polymer parylene-C promote neuron adhesion and vitality. Topological guid-
ance of neurite outgrowth inherent to the substrate geometry is combined with
chemical guidance through selective poly-D-lysine deposition. Simultaneous
function of the 3D cell culture platforms as neurocages as well as neuroguides
is shown by selective cell adhesion inside the cavities and neurite outgrowth
through tunnels, which lead to the formation of ordered neuronal networks.
Electrical activity in the neuronal networks is verified and analyzed with patch
clamping measurements. Variations of the design of the platforms show that the
tunnels can be freely arranged in any spatial direction according to the desired
network geometry and act as customizable pathways for neurite outgrowth in
3D. Thus, the presented concept establishes in vitro neuronal networks with
design-specific 3D complexity.

iii





Zusammenfassung

Neuronale in vitro Kulturen auf künstlichen Substraten sind wichtige Werk-
zeuge der Neurowissenschaften. Mikrostrukturierung von Oberflächen und
gezielte chemische Behandlung wurden in den vergangenen Jahren angewen-
det, um Substrate zur Kultivierung von geordneten neuronalen Netzwerken
mit substratspezifischer Geometrie herzustellen.

Im Rahmen dieser Doktorarbeit werden neue Arten von Zellkulturplattformen
vorgestellt, die die Entwicklung von maßgeschneiderten neuronalen Netzwer-
ken ermöglichen, welche über planare 2D Geometrien hinaus gehen. Zunächst
wird Oberflächenmodellierung mit Gräben und Stufen für die Untersuchung
von gerichtetem Neuritwachstum mit 2,5D Verlauf gezeigt, die mittels Graustu-
fenlithographie, reaktivem Ionenätzen und Nanoprägelithographie hergestellt
wird. Anschließend werden neuartige 3D Zellkulturplattformen vorgestellt,
die mittels Laserdirektschreiben durch Zweiphotonenlithographie hergestellt
werden. Diese Plattformen bestehen aus Säulen verschiedener Höhe mit Hohl-
räumen am oberen Ende und freistehenden Tunneln, die diese Hohlräume
miteinander verbinden.

Die Substrate werden mit zwei verschiedenen Arten von Neuronen kultiviert:
Primären Körnerzellen, extrahiert aus Cerebella von Mäusen, und menschlichen
dopaminergen Neuronen des Mittelhirns, die aus neuronalen Vorläuferzellen
differenziert werden. Al2O3 und das Polymer Parylen-C als Oberflächenbe-
schichtungen fördern die Adhäsion und Vitalität von Neuronen. Topologische
Lenkung von Neuritwachstum durch die Substratgeometrie wird kombiniert
mit chemischenm Signalmolekülen durch selektive Abscheidung von Poly-D-
Lysin. Die Effektivität der vorgestellten 3D Zellkulturplattformen sowohl als
’Neuronenkäfige‘ als auch als ’Neuronenguides‘ wird demonstriert durch selek-
tive Zelladhäsion in den Hohlräumen und Neuritewachstum durch die Tunnel.
Dies führt zur Ausbildung von geordneten neuronalen Netzen. Elektrische Ak-
tivität der neuronalen Netzwerke wird mittels Patch Clamping nachgewiesen
und analysiert. Variationen im Design der Plattformen veranschaulichen, dass
die Tunnel je nach gewünschter Netzwerkgeometrie frei im Raum angeordnet
werden können und als veränderbare Pfade für Neuritwachstum in 3D fun-
gieren. Damit etabliert das vorgestellte Konzept erfolgreich in vitro neuronale
Netzwerke mit designspezifischer 3D Komplexität.
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Motivation and Scope of the Work 1
The human brain is the most capable and arguably the most fascinating organ
in existence. All consciousness, perception, memories, thoughts and feelings we
experience are the result of complex interactions between billions of neurons,
interconnected by trillions of synaptic connections. Even though the struc-
ture of the human brain has been studied since the 19th century, unraveling
of the exact mechanisms behind brain development and functioning is still
considered to be one of the most important scientific challenges of modern
times.[1] The importance of neuroscience for biomedicine and technological
advance is reflected in a massive growth and development of the field in the
last decades, culminating in huge research activities such as the EU Human
Brain Project, the U.S. Brain Initiative and the Japanese Brain/MINDS project
all over the world.[2] Non-invasive imaging techniques such as functional mag-
netic resonance imaging enabled detailed mapping of brain activity regions
that are active during specific tasks and stimuli or in context to neurodegener-
ation.[3–5] However, due to poor accessibility of the vital brain for scientific
research, which is particularly true for human brains, studying neuronal tissue
on a cellular level is a challenge.[6] Even the very basic question of the average
number of neurons and glial cells in the human brain has been a topic of debate
in recent years, with approximately 86 billion neurons - 14% less than the long
time assumption of 100 billion - and claimed numbers of glial cells that differ
by more than an order of magnitude from each other.[7, 8] On the cellular and
molecular level, the biochemistry of neural functions is well understood as a
result of a wide range of studies on in vivo animal models and in vitro animal
cell cultures.[9] Biological mechanisms such as the mechanism behind memory
allocation in neuronal networks were uncovered. However, science is far from a
complete understanding of neuronal circuits with high complexity and research
on the topic is still at its beginning.[10, 11]

A central mechanism in the formation of complex neuronal circuits in the
brain, both during development and for repairing damage through disease
or injury, is axon pathfinding by growth cone guidance. As for many aspects
in neuroscience, the biochemistry of axon guidance in correlation to chemical
and topological factors is known, but scientific insight into its mechanics in a
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1. Motivation and Scope of the Work

complex environment is still nascent.[12] The ability to manipulate or guide
axonal path finding is crucial for bioengineering of defined neuronal circuits.
Improved knowledge and control over axon outgrowth could lead to the devel-
opment of diagnostics and cures for currently incurable and in part still poorly
understood pathologies of the central nervous system such as Alzheimers’s
disease, multiple sclerosis or spinal cord injuries.[13]

Valuable tools to study neurons are in vitro cell cultures on artificial cell culture
platforms. Axon pathfinding on these substrates can be influenced by a combi-
nation of chemical and topological cues. A range of surfaces with anisotropic
and isotropic topographies such as grooved surfaces, tubes or pillars have been
utilized as culture platforms to build ordered neuronal networks.[14] An ex-
ample of a culture platform with rolled-up microtubes is shown in Figure 1.1 a.
However, directed network formation is so far directionally limited to the
two-dimensional (2D) space and therefore lacks the potential for increased com-
plexity.[15] While several new techniques to produce three-dimensional (3D)
environments for neuron culturing such as hydrogel platforms, micro breads,
salt leached polymer scaffolds or microfibers have been presented in the last
decade, these approaches only enable statistically oriented network formation.
Artificial scaffolds need to offer axonal guidance in 3D on predetermined path-
ways for the design of sophisticated neuronal networks with specific circuit
geometries.

Technologies such as grayscale lithography and reactive ion etching can be
utilized to produce well defined modulated surfaces with topological features
designed for network formation studies. Since cell culture platforms generated
this way are basically large 2D plains with smaller 3D features, they will be
called two-and-a-half-dimensional (2.5D) geometries in this thesis. While net-
work formation can be studied beyond the 2D space with these approaches,
they offer limited freedom in the design of guidance paths in 3D. Until recently,
the realization of customizable architectures that are actually completely 3D
has been limited to the macroscale. However, through advances in micro- and
nanoscale fabrication, specifically direct laser writing (DLW) by two-photon
polymerization (2PP), complex resist-based 3D scaffolds with feature sizes
down to approx. 150 nm can now be fabricated. Nearly every mechanically
stable computer-aided design (CAD), even with demanding inner geometries,
can be translated into 3D polymer cell culture platforms.[16]

The technique of DLW by 2PP has already been utilized in a variety of neu-
ronal growth studies. Most of these applications are designed with the goal

2



Figure 1.1.: Scanning electron microscopy images of cell culture platforms that utilize
spatial confinement with the purpose of axon guidance. (a) GaAs/InGaAs heterostruc-
ture rolled-up microtubes arranged in a chessboard pattern, defining 2D pathways.
(adapted from [18]) (b) Structure produced by reactive ion etching. The arrows point
to steps between grooves and cavities, defining 2.5D pathways. (c) Pillar structure
connected by free-standing tunnels produced with direct laser writing by two-photon
polymerization. The tunnels can be freely arranged in all spatial directions, defining
pathways in 3D. Scale bars: 50 µm.

to mimic the environmental structure in the brain, while the adhesion of cell
somata and network formation is statistical. One single approach towards an
application of DLW for neuro caging and axon guidance by Turunen et al. was
published in 2014.[17] The presented structures, simple polymer boundaries
on planar glass substrates enclosing small compartments connected by chan-
nels, were not efficient for cellular confinement, but demonstrated potential of
printed channels as axon guides.

In this thesis, two different culture platform approaches are presented. First,
as an intermediate step between 2D and 3D, geometries with the potential
of 2.5D axon guidance are produced with grayscale lithography (GSL) and
reactive ion etching (RIE) and duplicated with nanoimprint lithography (NIL)
(Figure 1.1 b). Network orientation and axon paths of murine granular cells
through grooves and over edges with varying height are analyzed. Second,
for the first time, novel cell culture platforms for designer neuronal networks
are produced using DLW by 2PP (Figure 1.1 c). These platforms have defined
spots for cell adhesion and axon guidance on distinct pathways, whose design-
specific course can be freely arranged in all spatial directions. The approach
combines resolution and freedom of DLW scaffold fabrication with adhesion
areas and axon outgrowth paths, predefined through topology and poly-D-
lysine coating. The basis of the scaffolds are pillars of varying height. Cavities
on top of the pillars serve as adhesion spots and neurocages. The pillars are
connected to each other by freestanding tunnels, serving as contact guides
for axon outgrowth. Successful site-specific attachment of murine granular

3



1. Motivation and Scope of the Work

cells and humane neurons derived from small molecule neural progenitor
cells (smNPCs) inside the structures and axon guidance through the tunnels
are shown.

The results presented in the thesis give new insight to neuronal behavior on
2.5D and in 3D cell culture platforms. The 3D culture platform presented is
a proof of concept for future tailor-made in vitro neuronal networks with 3D
complexity and introduces novel possibilities of neuronal circuit design.[19]

4



Background to Neuronal Cultures 2
This chapter is the first of two chapters thought to introduce the theoretical
background necessary in context of this thesis and focuses on the biological
background. In the first three sections, neurons and neuronal functions are
introduced, the mechanics of neurite path-finding are described and signal
transmission through neuronal networks is explained. In the forth and fifth
section, advances in the cultivation of neurons on artificial culturing platforms
and in particular ordered neuronal networks with design-specific geometries
are reviewed. In the final section of this chapter, characteristics of the cell types
utilized for this thesis are introduced.

2.1. Neurons

According to current state knowledge, the human brain consists of 86.1 ± 8.1
billion neurons and 84.6 ± 9.8 billion glial and endothelial cells.[7] A mature
mammalian neuron consists of the cell body, called soma, and cellular exten-
tions, called neurites (Figure 2.1). The soma contains the nucleus and is the
center of the cell metabolism. Neurites are categorized into two subgroups:
axons, capable to propagate nerve signals away from the soma towards other
neurons and dendrites, sensing and transmitting incoming signals towards the
soma. A mature neuron can have multiple dendrites, but only one axon.

Axons in the central nervous system are insulated by several lipid-rich myelin
sheaths formed by oligodendrocytes. In between the myelin sheaths are small
free areas called nodes of Ranvier.[20, 21] Electrical signals propagate through
neurons by opening and closing of voltage-gated ion channels in the cell mem-
brane. In myelinated axons, the signal propagates through saltatory conduc-
tion from one node of Ranvier to the next. Propagation speed increases from
0.5 - 10 m/s in non-myelinated axons to up to 150 m/s in myelinated axons.
The amount of sodium ions needed to conduct the signal is reduced to 1/300
compared to non-myelinated axons of the same dimension.[22–24] The length
of axons in the human body differs largely depending on the type of neuron
ranging from a few tens of microns to over a meter in sciatic nerves, which reach
from the big toe to the base of the spinal cord.[25–27] Signal transduction to

5



2. Background to Neuronal Cultures

Myelin sheath

Synaptic

terminalSynapse

Postsynaptic cell

Axon

Dendrite

Soma

Axon hillock

Presynaptic cell

Node of Ranvier

Figure 2.1.: Sketch of the basic structure of two connected neurons. In the displayed
configuration, the left neuron is the presynaptic cell and the right neuron is the post-
synaptic cell. A myelinated axon originating in the axon hillock of the left neuron
is connected to dendrites and the soma of the right neuron through synapses at the
synaptic terminals. The soma of the neuron contains the nucleus and other organelles
responsible for the cell metabolism.

other neurons is realized through chemical or electrical synapses connecting the
axon terminal to dendrites of other neurons. Each neuron can have thousands
of synaptic connections to other neurons, building a complex network.[28]

Since the signal propagation through axon and synapses is unidirectional,
one can distinguish between presynaptic cells - neurons which send signals -
and postsynaptic cells - neurons which receive signals - in the discussion of
specific synaptic connections. When a neuron receives signals from other neu-
rons, these signals are transported towards the axon hillock, the transition area
between soma and axon with an especially high density of voltage-gated ion
channels.[29–31] If the summed signal exceeds a certain threshold, the signal
is passed on through the axon in form of an action potential.[28] Depending
on usage, synaptic strength between neurons is strengthened or weakened, a
process called synaptic plasticity. These changes raise or lower the probabil-
ity of signal propagation towards specific network directions.[32–34] Inactive
synaptic connections can dwindle and new connections can be formed. This
immensely complex cross-linking and flexibility is the root of the incredible
cognitive processing capability of the brain.[11, 35]

6



2.2. Growth Cone and Neuronal Path Finding

2.2. Growth Cone and Neuronal Path Finding

In brain development as well as in in vitro cell cultures, prerequisite for the
formation of any synapses and consequent neuronal network activity is the
correct extension of axons towards other neurons. The central biological unit
in the formation of neuronal networks are the growth cones, the motile tips of
elongating axons (Figure 2.2).[36] In the developing brain, growth cones are
guided over long distances along specific pathways to connect to designated
targets.[37] Finding these targets is enabled by the special ability of growth
cones to sense environmental cues, expand finger-like extensions called filopo-
dia in that direction accordingly and thereby steering the elongation of the axon
along specific pathways.1[39]

The growth cone consists of two domains with very different properties, a
stiff central (C) domain and a flexible peripheral (P) domain. The domains are
separated by a transition (T) zone.[40] The C domain contains stable bundled
microtubule offering structural support during axon elongation as well as serv-
ing as substrates for organelle, vesicle and actin transport coming from the axon
shaft towards the P domain. The P domain consists of the finger-like filopodia
containing polarized F-actin bundels and lamellipodia-like veils containing a
less dense, more randomly oriented F-actin network. Some microtubules extend
from the C domain into the P domain, where they are flexible and assemble
or disassemble along the F-actin bundels as polymerization guides. In the T-
zone, F-actin arcs lie perpendicular to the F-actin bundles, building a semicircle
structure. [41, 42]

The pathway of axons in the brain is guided by a combination of substrate-
bound and diffusible chemotropic cues. Adhesive substrate-bound cues can
be located on the surface of other cells such as transmembrane cell adhesion
molecules or proteins assembled in a dense extracellular matrix, such as fi-
bronectin or laminin.[43, 44] Growth cone receptors adhere to these cues and
signaling pathways are activated for further elongation in the growth cone.
Anti-adhesive substrate-bound proteins, such as slits or ephrins, lead to with-
drawal of filopodia upon contact. A wide variety of molecules can act as
attractive or repulsive diffusible cues, such as netrins, morphogens, growth fac-
tors, neurotransmitters or secreted transcription factors.[45–50] The axon path
finding in a controlled environment is sketched in Figure 2.2 b. The growth cone

1Avideo of in vitro axonal path finding on a substratewith rolled-upmicrotubes can be foundonline
as supporting information for reference [38].

7



2. Background to Neuronal Cultures

Figure 2.2.: (a) Sketch of the cytoskeletal organization of growth cones. Stable micro-
tubule reach from the axon shaft into the C-domain. The F-actin arc builds the T-zone.
Dynamic microtubule, F-actin bundle and a F-actin network build the P-domain, ex-
tending into filopodia and lamellipodia-like veils. (b) Effect of chemical guidance
cues on axon path finding through growth cone navigation. Adhesive and repellent
substrate-bound cues determine the general pathways, while diffusible chemotropic
cues determine the direction within the limits of these possible pathways. (adapted
from [41])

firstly follows the path defined by adhesive substrate-bound cues. Repellent
substrate-bound cues act as boundaries of the possible pathway. Concentration
gradients of diffusible cues guide the growth cone along a specific path.

Many details about axon guidance are not yet fully understood.[51] A lot of
signaling and regulatory components still need to be discovered.[52, 53] Mech-
anisms such as endocytosis, exocytosis, membrane reconfiguration, -addition
and -recycling that play an important role in growth cone navigation too, have
to be further addressed in future studies.[54, 55] The topology of cultured sub-
strates also plays an important role in axon guidance in in vitro studies, in some
cases even dominating over the effect of chemotropic cues.[56]

The forward movement of the growth cone is usually described with three
theoretical process stages. When the receptors bind to an attractive cue, in-
tracellular signaling cascades are initiated, the actin cytosceleton binds to the
substrate and the first stage, the protrusion is initiated. F-actin retrograde flow
is attenuated while polymerization in front of the P domain at the leading
edge continues. As a result, a traction force develops extending filopodia and
lamellipodia-like veils forward, which moves the leading edge in the direction
of the cue and leaves an actin-free space in the T zone between the adhesion
spot and the C domain. In a second stage called engorgement, F-actin arcs
reorientate. Guided by T zone actin arcs and C domain actin bundles, micro-
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tubules from the C domain extend into the free space moving the C domain
forward while also invading the protrusions. In the last stage, the consolidation,
proximal microtubules transition into a more condense arrangement and form
a new axon shaft. F-actin formation in filopodia facing away from the new
extention is suppressed and the filopodia regress. In reality, these stages are
continuous and overlapping. For instance, when the cone is turning in one
direction, the cytoskeleton can simultaneously extend on one side and retract
on the other, leading to a left-right transitional polarity. [40, 41, 57]

2.3. Signal Transmission

After the axon of a premature neuron has been guided towards its target, the
neuron maturates. The growth cone transitions into synaptic terminals.[58]
The mature cell is now capable of the central skill of neuronal functioning - the
ability to transport signals in form of action potentials. This section reviews
the cellular mechanics of action potential propagation and the information
transport from presynaptic to postsynaptic cells.

2.3.1. Action Potential Propagation

A difference in electric potential between the internal cell plasma and sur-
rounding medium, separated by the cell membrane, is sustained by all cells.
This membrane potential arises from a combination of concentration gradients
(chemical force) between ions inside and outside of the cell and electrostatic
gradients (electrical force) build up by ion migration due to selective perme-
ability of the membrane. The main ions affecting the membrane potentials
are potassium (K+), natrium (Na+), calium (Ca2+) and chloride (Cl-) ions. The
equilibrium potential (Eion), individual for each ion at the point where the two
opposing forces are exactly equal to one another, can be determined with the
Nernst equation:

Eion = RT/zF lne([ion]outside/[ion]inside), (2.1)

where R is the universal gas constant, T is the temperature, z is the valence
of the ion, F is the Faraday’s constant and [ion]outside/[ion]inside is the gradient
between the concentration of ions outside divided by the concentration of ions
inside of the cell. [ion]outside and [ion]inside vary between different cell types,
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2. Background to Neuronal Cultures

Figure 2.3.: Action potential and ionic current. The black trace shows a typical voltage
curve Vm of the membrane potential during an action potential. EK and ENa, the resting
membrane potential (RMP) and the threshold potential are marked by dotted lines. The
red trace shows a failed initiation as a result of sub-threshold stimulation. The blue and
green traces show the normed ion flux of Na+ and K+ through the membrane during
the action potential, respectively. Sketches of conformational states of Na+ channels
(closed, open and inactivated) and K+ channels (closed and open) are shown at specific
times during the action potential. During the absolute refractory period, the cell is not
excitable. During the relative refractory period, excitability is reduced.

but can be considered as constant regarding one specific type of cells in vivo.
Since T is also constant in vivo, Eion is also a cell type specific constant following
Equation 2.1. The resting membrane potential (RMP) of a cell is the sum over
Eion for all ions involved.

In contrast to other cells, rapid changes in membrane potential can be trig-
gered in neurons and spread along the membrane. These electrical spikes
are called action potentials (Figure 2.3). The most important ions involved in
the distinct course of an action potential voltage curve are Na+ and K+. The
lipid bilayer of a cell membrane by itself is not permeable to ionic flow. The
concentration gradient and the resulting equilibrium between chemical and
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2.3. Signal Transmission

electric forces at the RMP is determined by ion flow through transmembrane
ion pumps and voltage-gated selectively permeable ion channels.[59–61] While
most ion channels involved in the action potential are closed at RMP, a large
number of K+ channels are open, leading to a membrane that is dominantly
permeable to K+ ions. Typical values of the RMP for neurons are therefore close
to the K+ equilibrium potential EK, mostly in the range of about −60 mV to
−70 mV.[62]

When the membrane is depolarized by a postsynaptic channel or an action
potential, the voltage sensor on voltage-gated Na+ and K+ channels moves to
an active position that increases the probability of a conformational change to
an open pore.[63] The conformational change in Na+ channels is much faster
than in K+ channels.[64] If the incoming signal is too small to open a sufficient
number of Na+ channels, the influx of Na+ ions does not surpass the resting
K+ efflux, which is called sub-threshold stimulation. The membran potential
recovers towards the RMP and the signal is not propagated. When the critical
threshold Na+ influx is exceeded, it contributes sufficiently to the depolarization
of the membrane to activate further Na+ channels, starting a positive-feedback
cycle. The membrane potential shifts towards the Na+ equilibrium potential
ENa, which is about +60 mV, and switches from negative to positive value, which
is called the rising phase. At positive membrane potential, the probability of
Na+ channels opening does not rise further. About 1 ms after stimulation, the
Na+ channels change their conformation to an inactive state, in which the pore is
blocked and the influx of Na+ decreases. Simultaneously, K+ channel activation
leads to an increase of K+ efflux. As a result, the membrane potential enters a
falling phase of repolarization. Such as the activation, the deactivation of K+

channels is slower compared to Na+ channels. Consequently, the membrane
potential undershoots the RMP towards EK. This fall below the RMP is called
hyperpolarization.[62]

One aspect of action potential firing in neurons is the refractory period,
being essential for controlled signaling and the unidirectionality of axonal
signal propagation. In the absolute refractory period, beginning at the start
of the action potential until shortly after hyperpolarization, Na+ channels are
first in the activated and then in the inactivated state, leaving the membrane
inexcitable. Through hyperpolarization and time, Na+ channels transition back
from the inactivated form to the deactivated form. After hyperpolarization
before the RMP is restored is a period of relative refractory. Even though the
Na+ channels are responsive again, an increased depolarization is necessary to
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trigger another action potential. When a signal is triggered in the axon hillock,
a series of action potentials propagates through the whole length of the axon.
Without the refractory period, an action potential in the middle of the axon
could trigger signals forwards and backwards sending action potentials back
towards the soma and causing chaos in the signal transduction through the
neuronal network. With the refractory period, the action potential will always
be followed by an unresponsive membrane, that only recovers by the time the
action potential has moved on.[62] Furthermore, the refractory period ensures
sufficient time for proper function of the chemical synapses.

2.3.2. Synaptic Signal Transmission

When an action potential reaches the terminal of an axon of a presynaptic cell,
the signal can be passed to connected postsynaptic cells with two completely dif-
ferent transmission mechanisms: chemical and electrical synapses (Figure 2.4).
Electrical synapses transfer depolarization of the membrane directly via ionic
flow. In chemical synapses, electrical depolarization in the presynaptic cell is
converted into a chemical signal that is converted back to an electrical signal by
the postsynaptic cell. Typical neurons form >1000 synapses.[28] In the nervous
system, chemical and electrical synapses cooperate and interact with each other.
They even coexist in form of mixed synapses.[65]

Chemical Synapses

The majority of synapses are chemical synapses. The membranes of pre- and
postsynaptic neurons are in close proximity to each other of distances between
15 - 25 nm. The gap in between is called synaptic cleft. Neurotransmitters are
synthesized in the presynaptic terminal and contained in synaptic vesicles.
A depolarization of the presynaptic membrane through an incoming action
potential opens Ca2+ channels. The concentration in the cytoplasm increases
sharply and Ca2+ ions activate proteins on the vesicle surfaces. As a conse-
quence, the synaptic vesicles connect and merge with the membrane and the
neurotransmitters are released into the synaptic cleft (exocytosis).[66, 67] Thus,
the electrical signal of the action potential transforms into a chemical signal in
form of neurotransmitters. The neurotransmitters diffuse inside the synaptic
cleft and bind to ligand-gated channels in the postsynaptic membrane. Depend-
ing on the type of neurotransmitter, the ligand-gated channels either open or
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2.3. Signal Transmission

Figure 2.4.: Sketches of chemical and electrical synapses. Chemical synapse: Synaptic
vesicles in the synaptic terminal of the presynaptic neuron fuse with the presynaptic
membrane and release neurotransmitter into the synaptic cleft. The neurotransmitter
bind to postsynaptic neurotransmitter receptors, leading to opening (or closing) of
ion channels in the postsynaptic membrane. Electrical synapse: The membranes of
presynaptic and postsynaptic neurons are in close proximity, forming a gap junction.
Gap junction channels in both membranes are aligned to direct openings, connecting
pre- and postsynaptic cytoplasm. (adapted from [68])

close, leading to increased or decreased membrane permeability to specific ions,
which in turn depolarizes or polarizes the postsynaptic neuron. As a result, the
likelihood of an action potential triggered in the postsynaptic neuron increases
or decreases. Free neurotransmitters either diffuse out of the synaptic cleft, are
broken down by enzymes or are reabsorbed by the presynaptic neuron.[68]

A big advantage of chemical synapses is that the intensity of a transmitted
signal is scalable. Depending on the circumstances, the amount of neurotrans-
mitters released from the presynaptic neuron and the number of receptors re-
sponsive to specific neurotransmitters is regulated. This capacity to strengthen
or weaken synapses is called synaptic plasticity and plays a significant part
in the ability of the brain to constantly change in response to all input and
triggered activity.[67, 69, 70] One postsynaptic neuron is connected to a large
sum of chemical synapses and receives multiple signals simultaneously. All
these signals are transmitted towards the axon hillock. Only when the sum
of all signals exceeds the threshold potential, an action potential is triggered
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2. Background to Neuronal Cultures

and the signal is forwarded through the axon. Note, the influence of single
synapses does not only depend on individual synaptic strength, but also on the
positioning on the dendrites and soma, influencing timing and effect on to the
overall signal reaching the axon hillock.[71, 72]

Electrical Synapses

Even through being in the minority, electrical synapses are also present in the
humane central nervous system (CNS).[73] A sketch of an electric synapse
is shown in Figure 2.4 b. Pre- and postsynaptic neuron are linked together
through so called gap junctions. At the gap junctions, the membranes of the
neurons are in very close proximity, only about 3.5 nm apart. Transmembrane
channels in both membranes are aligned to each other so that always two
opposing channels form a pore that connects the cytoplasm of the two neurons,
creating an electical continuity. With diameters of 1.6 - 2.0 nm, the pores are not
only permeable to ions, but also to metabolites such as ATP and small second
messenger molecules. When an action potential in the presynaptic neuron
results in a high concentration of ions in the cytoplasm near the gap junction,
the concentration gradient between the cells immediately leads to an ion current
trough the gap junction into the postsynaptic neuron, thus directly transferring
the depolarization. An advantage of electrical synapses over chemical synapses
is the signaling speed. Due to the direct nature of the transfer, the synaptic delay
is only a fraction of a millisecond. A disadvantage of the direct connections is a
lack of scalability compared to chemical synapses. [68, 74]

2.4. In vitro Neuronal Cultivation

The foundation of modern neuroscience is the cellular and molecular under-
standing of neuronal functions and structures. The molecular knowledge we
have today could not have been achieved without the ability to culture neurons
and manipulate neuron growth and differentiation on a laboratory scale. Over
the last century increasingly refined ways to study neurons in vitro have been
developed, putting forth and answering increasingly complex and in depth
questions.[75]

The first step towards in vitro neuron cultures was marked by Ross Granville
Harrison in 1910.[76] He introduced a device with a hanging drop under a
cover slip in which he was able to study outgrowth of nerve fibers taken

14



2.4. In vitro Neuronal Cultivation

from embryonic frogs. It was the first time, living tissue from vertebrates was
extracted and cultivated in vitro. The research settled discussions about the
nature of the nervous system by delivering the first incontrovertible prove
that nerve fibers develop as extensions from cells. The significance to invent
and refine methods for in vitro neuron culturing for further research became
evident.[75, 76]

The hanging drop method was adapted in the same year to mammalian tis-
sue.[77] The use of artificial media instead of lymphatic fluids enabled improved
control over environmental conditions, an aspect still under optimization to-
day.[78] Limitations of the hanging drop in regards to long-term and aseptic
cell cultures drove innovation and many different techniques were presented in
the following decade. The most significant steps were the introductions of callel
flasks (1923, improving the stability of environmental conditions for prolonged
viability)[79], roller tubes (1933, improving culture uniformity and media cir-
culation for extended longterm cultures)[80, 81], culture chambers (1940, a
multitude of designs for improved visualization and media exchange)[82],
microisland cultures (1976, physical isolation of only a few cells to study cell-to-
cell interactions)[83], brain slice chambers (1972, observation of thinly sliced
brain slices, enabling research on specific regions closer to natural in vivo condi-
tions)[84] and the Campenot chamber (1977, compartmentalization of neurons
for selective exposure to chemicals)[85]. Over the last 30 years, a multitude of
new technologies emerged, enabling the fabrication of patterned and specifically
formed substrates with improved biocompatibility and chemotemporal control
for neuronal culturing. Microelectrode arrays enable the detection of neuronal
activity in complex micronetworks, microfluidic devices give spatiotemporal
control over the culture environment.[75]

Besides the culturing method itself, the choice of the cell type also plays an
important role in the success of culturing studies and the quality of information
obtained. Mature neurons are challenging to culture, since they are sensitive
to small environmental changes and do not undergo cell division. One often
utilized approach is the use of secondary cell lines. These immortalized lines
have been derived from neuronal tumors, resulting in infinite cell devision.
These neuron-like cells are readily available for cell cultures and have minimal
variability, which are useful properties for large-scale statistical evaluations. A
disadvantage of cell lines are significant physiological differences to primary
cells. Even when exposed to specific neuronal growth factors to adapt a more
neuronal phenotype, research results can not directly be extrapolated to original
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primary cultures. The cultivation of primary neuron is hence still preferable,
despite the challenges. Details to the primary neurons utilized in this theses
are given in Section 2.6.1. A breakthrough in neuroscience of recent years is the
development of cultivation protocols for neuronal cultures derived from stem
cells. Stem cells have the advantage over primary cells to proliferate. Especially
the introduction of pluripotent stem cells derived from somatic cells has had a
great impact in neuroscience, introducing the possibility of in vitro studies on
humane neuronal cultures, which is described in more detail in Section 2.6.2.[86]

2.5. Towards Designer Neuronal Networks

Precise control over the microenvironment introduced to neurons on artificial
culturing platforms is not only important to study neuronal behavior and devel-
opment properties, but has also enabled the design of neuronal networks with
design-specific geometries and properties, which is important for regenerative
medicine or studying computational properties of neurons.[87] An interplay
of technological advances in physics and engineering with neuroscience has
also paved the way towards functioning in vitro neuronal networks that in the
future could work similar to electrical circuits with the advantage of synaptic
plasticity - a goal described as a brain-on-a-chip.[88]

2.5.1. Surface Chemistry for Cell Adhesion

The most important factors in the design of ordered neuronal networks are the
definition of locations for adhesion of the neuronal somata and neurites as well
as the outgrowth direction or paths for axons. Cohesion of the neurons with
the surrounding tissue in the brain as well as axon outgrowth are determined
by proteins of the extracellular matrix. The main extracellular matrix proteins
for neuron adhesion are laminin, fibronectin and collagen as well as lecticans in
the developing embryonic and in the adult brain, respectively.[89] Naturally,
the proteins of the embrionic brain have been shown to be useful as adhesion
cues in in vitro cultures as well.[90, 91] Other molecules used for cell adhesion
coating are polycationic polymers such as poly-ornithine and poly-lysine. These
factors are non-specific to cellular functions, but enhance cell adhesion through
ionic interaction with negatively charged side-chains in the cell membrane.[92]
Coating molecules such as slits or semaphorins can have the opposite effect
and repel cellular adhesion and outgrowth.[93, 94] These factors can be utilized
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to define substrate areas, where cell attachment and neurite outgrowth is not
desired. Some cues such as netrins can trigger repulsion or attraction depending
on the presence of specific other substances.[47, 94]

2.5.2. Chemical Guidance for Ordered Networks

Around the turn of the decade from the 60th to the 70th, first approaches
were introduced to dissociate neural tissue, to fractionate the dissociated cells
into homogeneous classes and to cultivate a selected class of neurons.[95, 96]
The dissociation-fractionation-cultivation approach swiftly became the stan-
dard assay for the identification of molecules and substances related to neu-
ron coherence and neurite outgrowth, and initiated the field of investigation
regarding cell adhesion of various cell types with attachment cues such as
poly-D-lysine (PDL) in Petri dish cultures.[97, 98] Using the gained knowledge,
patterns of adhesive and non-adhesive molecules could be printed onto flat
substrates to determine network structures. Results from exemplary patterning
applications are shown in Figure 2.5. In a pioneering work from Kleinfeld
et al.[99] from 1988, lines of adhesion promoting aminosilanes with adhesion
repelling acetylsilans in between were defined on lithographically processed
substrates (Figure 2.5 a). On lines with 10 µm width and 30 µm spacing, neurons
reflect the pattern well two days after the cells were planted on the substrate
- at 2 days in vitro (DIV). At 10 DIV pattern quality is less faithful with 30 µm
spacing, but still good with 50 µm spacing. Soma migration leads to clustering
along the lines. Much more practical than covalent binding of silanes is direct
micropatterning of proteins, which was introduced in 2003 by Oliva et al. (Fig-
ure 2.5 b).[100] Poly-L-lysine and an L1-Fc chimera of the adhesion molecule
L1 were printed in chessboard and line patterns with a line width of 2 µm. In
direct competition, poly-L-lysine promotes soma adhesion, dendrite outgrowth
and axon branching, while axon elongation is preferred along the L1-Fc lines.
In 2012, Kwiat et al.[101] were the first to report on highly ordered long-term
neuronal networks free of glia cells with low density to study individual cells in
a network. A chessboard pattern (2 µm line width) was coated with PDL with
fluorosilane everywhere else (Figure 2.5 c). Cells maintain order after 14 DIV
without migration of somata into bigger clusters.
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Figure 2.5.: Examples of ordered in vitro 2D neuronal networks. (a) Optical microscope
images of cerebellar cells plated on silicon substrates patterned with different silanes
promoting and preventing cell adhesion. Displayed are patterned lines with 10 µm
width and 30 µm spacing at 2 DIV and 10 DIV and 50 µm spacing at 10 DIV. Scale
bars: 100 µm. (adapted from [99]) (b) Optical microscope images of a hippocampal
neuron adhered on a pattern of poly-L-lysine (green) and L1-Fc (red) with line width of
2 µm. Arrowheads point towards dendrites, the arrow points towards the axon. Scale
bars: 50 µm. (adapted from [100]) (c) Optical microscope and confocal laser scanning
microscopy (CLSM) images of low density cortical neuronal networks, predefined by a
pattern of adhesive PDL and repellent fluorosilane at 2 DIV and 14 DIV. Scale bar of
the insert is 10 µm. Scale bars: 200 µm, 75 µm, 50 µm. (adapted from [101])

2.5.3. Contact Guidance for Ordered Networks

Besides chemical guidance cues, contact guidance also plays a huge role in
growth cone path finding and formation of guided in vitro neuronal networks.
Modulation of the culture platform surfaces is often combined with specific or
nonspecific application of adhesive cues.[102] A wide variety of surface modu-
lated (2.5D) structures have been utilized to act as culture platform for guided
neurite outgrowth, including variations in nanoscale surface topography,[103,
104] guidance barriers,[104, 105] 3D confinement in neurocages, grooves and
channels,[Taylor2005, Scott2012, 17, 106, 109–113] microtube arrays,[18, 38, 114,
115] nanowires,[101] and nano- or micropillars.[116–120]
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Figure 2.6.: Examples of directed neurite growth through topological guidance. (a) Fluo-
rescence images of spiral ganglion neurons seeded on substrates for neural pathfinding
on an unpatterned surface, parallel grooves and 90° angle grooves (14 µm depth). Scale
bars: 200 µm, 200 µm, 100 µm. (adapted from [111]) (b) CLSM and scanning electron
microscopy (SEM) images of murine cerebellar granule cells (MCGCs) at 4 DIV in cavi-
ties of 10 µm hight in a polymer layer. Neurite guides in form of rolled up microtubes
connect the cavities to each other. Scale bars: 40 µm, 25 µm. (adapted from [115]) (c)
Sketches and fluorescence images of microfluidic chips for neurite guidance. The left
sketch and top images show a setup to test the angular dependence of edge guid-
ance along corners. The right sketch shows a device that utilizes angular dependent
edge guidance for unidirectional cortical axon growth in channels. The bottom image
shows a chip at 2 DIV with two-chambers connected by such channels (10 µm width,
5 µm height) 16 h after seeding. Scale bars: 100 µm. (adapted from [113]) (d) Optical
microscope images of a microfluidic chip with two-chambers connected by channels
(7 µm height) for unidirectional hippocampal axon growth at 6 DIV, 7 DIV and 9 DIV.
The shape of the channel favours axon growth from source to target and reduces the
likelihood of axon growth in the opposite direction. Scale bar: 100 µm. (adapted from
[121])

Some exemplary approaches to neurite guidance through topological con-
straints are highlighted in Figure 2.6. Modulating surfaces with grooves lead
to strong alignment of neurites along unidirectional patterns (Figure 2.6 a). In
grooves with multidirectional cues provided by periodic 90° turns, neurites
cross features more often than in unidirectional patterns, leading to a reduced
degree of alignment with more turns.[111] Interestingly, a different study found
that introducing chemical cues laminin or immobilized nerve growth factor and
topological cues in form of grooves as competitive stimuli, contact guidance is
preferred over chemical guidance 70 % of the time.[56] Even stronger directional
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guidance is achieved by the introduction of channels with dimensions of a few
microns which restricts an entering axon to one direction (Figure 2.6 b). Using a
system of cavities and channels, where only a few soma settle per cavity, a low
density neuronal network has been cultured with predefined orientation within
the limits of the culture platform geometry.[115] If neurite outgrowth is required
not only on defined pathways, but into one specific direction, channel arrange-
ment can be adapted accordingly. The design presented in Figure 2.6 c utilizes
the principles of edge guidance and critical release angles.[113] In rectangular
channels, growth cones sense areas with maximal surface contact and primarily
extend along the edges. Reaching a junction, where the edge has a change of
direction, axons reliably follow the edge for directional changes with angles
≤ 26° and leave the edge to follow a straight path for angles ≥ 84°. In a device
utilizing this principle, arches with rectangular cross sections connect straight
rectangular channels. The growth cones of extending axons encounters small
and large angles depending on the direction of approach. Axons from one side
extend along the straight channels, skipping the arches. Axons from the other
side extend through the arches and effectively reverse their direction. A similar
effect has been achieved by changes in channel geometry, where edge guidance
along particular forms enhances or reduces the likelihood of the growth cone to
reach a bottleneck, depending on direction (Figure 2.6 d).[121]

Overall, well defined neuronal networks with specific geometry have been
constructed utilizing some of the various available technologies to prepare
substrates for chemical and topological guidance. However, a drawback of the
approaches discussed so far is the limitation of axon guidance in the lateral
space, which is in contrast with the complex 3D environment presented to
neurons in the brain.

2.5.4. Cell Cultures in 3D Geometries

In vitro neuronal cultures in 3D platforms is a new field of research. Diverse ap-
proaches include synthetic hydrogel platforms,[122–124] micro beads,[15, 125]
porous polymer scaffolds fabricated by gaseous salt leaching or selective de-
composition of vesicles through heat,[126–128] microfibrous scaffolds,[129, 130]
three-dimensional graphene foam,[131] and scaffolds produced by DLW.[132]
Most approaches are focused on mimicking the microenvironment of the brain.
While some substrates such as fibers offer basic guidance, culture platforms
with the ability to guide neurite outgrowth on specific pathways in 3D to build
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Figure 2.7.: Utilization of DLW by 2PP for neurite guidance and soma caging. (a) SEM,
bright field and immunostained micrographs of neurocages. (adapted from [17]) (b)
SEM and CLSM images of modular neurocages. (adapted from [133]) Scale bars: 50 µm.

neuronal networks with designed geometries analogous to the achievements in
2D have not been realized so far.

One technique for the construction of 3D culture platforms that stands out
from the rest in its design freedom is DLW by 2PP: Utilizing DLW, CAD based
structures with micron and sub-micron resolution are directly written into liquid
droplets of photoresist. Due to the direct nature of DLW, complex scaffolds
can be constructed with significant variations in local geometry. It is the only
technique available nowadays to freely construct inner geometry. For a detailed
review of the technique see Chapter 3.

Utilizing biocompatible polymers, DLW is well suited for the construction of
a variety of cell culture platforms for various research applications. Scaffolds
with variants such as woodpile, mesh, beam, pillar, cylinder, sea-shell or porous
spherical unit cell structures offer distinctly different 3D microenvironments
for cell adhesion, development and neuronal network building.[134–145]

In 2014, Turunen et al. published a first approach to utilize DLW by 2PP for
the construction microstructures of physical confinement of soma adhesion and
neurite outgrowth. (Figure 2.7 a).[17] Vertical boundaries were printed onto
glass substrates to form nodes and channels. Cell somata were supposed to be
confined in the nodes with neurites guided through the channels. The structures
did not efficiently act as neurocages, were fragile and neurite guidance was
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only included in 2D, analogous to the approaches presented in Section 2.5.3,
but with less efficiency. However, neuronal somata were attracted and the
channels showed neurite guidance, indicating potential of the method for the
construction of defined guidance paths. Neurocaging in 3D structures produced
by DLW was targeted in a study published one year later by Larramendy et
al. (Figure 2.7 b).[133] They used a modular design, where a second layer was
stacked on top of a first layer after cultivation to create neurocages. While they
confined somata of neuron-like PC12 cells successfully inside the structure, this
approach does not offer prospects to include neurite guidance for structured
networks. In summary, the potential for DLW by 2PP for the construction of
neurocages with neurite guidance on distinct 3D pathways has been indicated,
but not been explored before this thesis.

2.6. Utilized Types of Neurons

Two different kinds of neurons are utilized for growth studies in this thesis:
Primary CNS neurons from the cerebella of mice - murine cerebellar granule
cells (MCGCs) - and humane CNS neurons derived from stem cells - midbrain
dopaminergic neurons (mDANs). Section 2.6.1 outlines, why MCGCs are es-
pecially well suited for ordered networks in in vitro cultures. Section 2.6.2
depicts background to the development of humane induced pluripotent stem
cells (iPSCs) and small molecule neural precursor cells (smNPCs) as foundation
for mDANs in culture. Section 2.6.3 introduces midbrain dopamine neurons
and depicts the medical relevance of future research on mDANs.

2.6.1. Murine Cerebellar Granule Cells

Cerebellar granule cells are the smallest (soma approx. 10 µm diameter), most
abundant neurons in the mammalian brain and by far the most numerous cells
in the cerebellum.[147] They can be isolated from early postnatal cerebellar
cortex. Even though neurites have already been formed at that time, they
are destroyed in the dissociation process and the isolated neurons are spher-
ical cells without extensions starting over neuronal development.[146] Many
types of neurons such as hippocampal pyramidal neurons develop a multipo-
lar morphology in vitro early on by initiating outgrowth of multiple neurites
simultaneously and its roles as axons and dendrites are determined later in
development. In contrast, MCGCs are first unipolar, with a single axon-like
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Figure 2.8.: Sketches and phase-contrast images of the early development of cerebellar
granule cells. (a) Filopodia protrude from the soma (Stage 1) one axon with growth
cone is extended (Stage 2), a second axon extends from the opposite side of the soma
(Stage 3), one of the axons is further extended and branches (Stage 4) and finally, the
second axon retracts and short dendrites are extended from the soma. (b) Images of a
cerebellar granular cell at stages 1 , 3 and 4. Scale bars: 20 µm. (adapted from [146])

extension and then bipolar, with two long axons extending from opposite sides
of egg-shaped cells (Figure 2.8). Eventually, one of the axons branches and
the other axon retracts. At approx. 4 - 5 DIV, on average four short dendrites
are extended from the soma.[148, 149] Mature axons of MCGCs are 0.3 µm on
average in diameter.[150] In situ, each dendrite receives only a single excitatory
mossy fiber input. Bipolarity early on in development, which results in moder-
ate complexity of the cultured network, and a high sensitivity to small synaptic
input currents, render MCGCs ideal systems for the study of neuronal network
formation and the construction of defined, substrate specific networks.[146,
151]

2.6.2. Induced Pluripotent Stem Cells and Neural Progenitor Cells

One of the main goals in neuroscience is the development of therapies for
neurodegenerative diseases. The molecular reason for many of these diseases
still remains elusive. In the past, disease models had to rely on animal models -
mostly rodent models - and immortalized cell lines. As a distinct disadvantage,
especially in medical science, animal models can not adequately recapitulate
human physiology and pathology. Hence, those research results can not directly
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Figure 2.9.: Potential medical applications of iPSCs. Skin cells are taken from patients
and differentiated in vitro into patient specific iPSCs through the introduction of specific
genes. In one possible approach, these cells are differentiated into mature cells affected
by a specific decease to screen for therapeutic compounds and to develop disease-
specific drugs. In another approach, the iPSCs are differentiated in vitro to patient
specific healthy cells, to be transplanted into the patients. (adapted from [157])

be applied to humans. As an example, the concordance rate of human toxicity in
animal models in general was found to be 71 % overall and only 43 % specifically
in rodents.[152] Results based on cell lines are also not directly comparable
to those of primary cells.[153] Naturally, direct studies in humans are strictly
regulated according to ethical guidelines.[154] Hence, it is difficult to source
human neurons. Additionally, in contrast to cell lines, primary neurons are not
expandable through cell devision. Thus, no human disease models have been
available until recently.[155, 156]

In 2006, Shinya Yamanaka revolutionized the field with the introduction of
iPSCs, a new class of immature stem cells reprogrammed for the first time from
mature cells without the need of embryonic stem cells.[158, 159] He used the
expression of only four genes to transform murine dermal fibroblasts into iPSCs
which exhibit morphology and growth properties similar to embryonic stem
cells - an achievement honored with the Nobel Prize in medicine 2012.[160] One
year later, research results for humane iPSCs were published.[161, 162] Many
optimizations have been developed since, which improve the iPSCs protocol
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iPSCs

iPSCs Expandable smNPCs
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Figure 2.10.: Sketch comparing direct differentiation of iPSCs and differentiation of
iPSCs into intermediate progenitor cells. (a) Direct differentiation of iPSCs into mDANs
takes 1 - 2 months with manual selection steps, where unwanted diffentiation outcome
has to be sorted out. (b) Expandable smNPCs derived from iPSCs do still proliferate
and can be kept in a cell-line manner. Differentiation to mature cells takes 2 weeks
without the need of manual selection. (adapted from [155])

significantly and enable differentiation into any type of human cell.[163–165]
iPSCs have had major impacts to the fields of regenerative medicine, with
the first clinical studies with humans already realized in 2014, and disease
modeling and drug discovery (see Figure 2.9).[166–168] The discovery of iPSCs
has huge implications for neuroscience, too. It is now possible to generate
functioning humane neurons for in vitro studies and to develop human models
for neurodegenerative diseases.[169–172]

Human neurons utilized in this thesis are mDANs that were differenti-
ated from smNPCs according to a protocol introduced by Reinhardt et al. in
2013.[173] The usage of progenitor cells has considerable advantages over the
direct differentiation of mDANs from iPSCs. Direct differentiation takes about
1 - 2 months, during which the iPSCs have to be exposed to a large amount of
growth factors. Additionally, these protocols come with low efficiency and the
need of many manual culture and selection steps. Only a small subpopula-
tion of the total cell culture actually develops to mDANs and the unwanted
outcome has to be screened out (Figure 2.10 a).[174, 175] Long culture cycles
together with needed manpower and the consumption of consumables lead to a
high cost for the procedure. The generation of mDANs from smNPCs is much
less expensive and faster in comparison. The process does not require manual
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culturing and selection and is complete in 2 weeks, thus drastically reducing
consumption of growth factors (Figure 2.10 b).[155, 173]

smNPCs are expandable intermediate stem cells derived from dermal fibrob-
last iPSCs using only small molecules. By adding small molecules (dorsomor-
phin and SB43152) to pluripotent stem cells, specific signaling pathways in the
stem cells (BMP and TGFSS) are inhibited which induces neural differentia-
tion. Different signaling pathways are simultaneously stimulated (WNT and
Sonic hedgehog) by other small molecules (CHIR99021 and purmorphamine),
ensuring the capability of immortal self-renewal. The resulting smNPCs are
oligopotent towards different neural tube lineages. Without manual selection,
these cultures form homogeneous colonies that can be split enzymatically and
divide approximately once a day for more than 150 passages.2 smNPCs are
maintained as a cell line. Maturation into mDANs can be initiated whenever
required (see Section 4.1 for details).[173]

2.6.3. Humane Midbrain Dopaminergic Neurons

Midbrain dopamine neuron is the term for neurons involved in dopamine
signaling. Dopamine (2-(3,4-dihydroxyphenyl)ethylamine) acts as hormone
and neurotransmitter. It is commonly known as the hormone for pleasure.
The actual role of dopamine in the brain is more complex. As current state of
knowledge, dopamine release in mDANs is modulated as a result of positive
as well as negative stimuli and is thereby central in motivational salience, the
process of adapting motivation and behavior towards specific goals.[176, 177]
Besides reward processing, mDANs are also important for other key brain
functions such as working memory and voluntary movement.[178] Particular
relevance for biomedical research originates from their role in neurological
diseases such as Parkinson’s disease, dystonia and Huntington’s disease.[179]

Humane mDANs derived from smNPCs have already been shown to be
well suited for Parkinson’s desease models. Mutations causing Parkinson’s
disease can be studied in vitro. Some essential genes and proteins contributing
to degeneration of mDANs have been identified utilizing gene-correction and
expression profiling.[175] Nevertheless, many details of midbrain dopamine
functions is still unknown.[177] in vitro studies on humane mDANs could

2Passaging means spliting a culture of dividing cells and transferring the cells to fresh growth
medium to produce new cultures with lower density. The passage number indicates how often
a culture has been split.
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play a central role in the understanding and development of treatments for
neurodegenerative diseases.[175]
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Direct Laser Writing 3
This chapter introduces direct laser writing (DLW) by two-photon polymer-
ization (2PP), an advanced fabrication technique that enables the production
of high resolution 3D polymer scaffolds with features in the nanoscale range,
which is utilized in this thesis for the development of a new type of culture
platform for guided neuronal network growth. After a general overview, the
physical and chemical principles of multi-photon absorption (MPA) and multi-
photon polymerization (MPP) that enable DLW, as well as the advances and
limits of the resolution of the technique are discussed. The last section gives an
overview of cell culture platforms already realized with DLW with a particular
focus on neuron cultures.

3.1. Basics

DLW by 2PP is a unique maskless lithographic technology. It enables the
fabrication of true 3D structures based on CAD models with sub-diffraction
limit resolution by translating the focal spot of a pulsed laser beam through
photoresist or liquid resin (Figure 3.1). The energy of a single photon is not
sufficient to start a polymerization reaction in the material. In other words, the
resist or resin has a single-photon polymerization threshold above the laser
frequency and is therefore transparent to the beam. However, the combined
energy of two photons is sufficient to initiate a polymerization reaction based
on two-photon absorption (2PA). Only at the focal spot, the energy density is
high enough for two photons to be absorbed simultaneously.[180]

The basic principle of 2PA - two photons exciting a molecule from the ground
state to the first excited state by simultaneous absorption - was already postu-
lated in 1931 by Göppert-Mayer.[181] Thirty years after initial postulation, 2PA
was applied in an experiment for the first time in 1961 by Kaiser et al. by gen-
erating blue fluorescent light (λ = 425 nm) through illumination of CaF2:Eu2+

crystals with red light (λ = 694.3 nm).[182] In 1965, Pao et al. published an
article on the first experimental realization of the 2PP process.[183] However,
technical limitations of UV lasers at the time prevented further significant
development until the 90s.[184] In 1990, Denk, Strickler and Webb reported
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Figure 3.1.: Sketch of DLW by 2PP. (a) A droplet of liquid resin is placed on a glass
coverslip. (b) A pulsed laser is focused into the resist. At the center of the focal spot, the
resin is polymerized. Movement of the laser focus through the polymer in all directions
results in a polymer scaffold with 3D features. (c) When the process is finished, the solid
scaffold is covered with liquid resin. (d) The liquid resin is dissolved in a developer
and the final structure remains on the glass carrier.

on two-photon scanning fluorescence microscopy, laying the foundation for
a new field of high resolution imaging in biological studies.[185–187] One
year later, a 3D polymer memory stack for optical data storage using 2PA was
shown by the same group.[188] The first utilization of 2PA for microfabrica-
tion of true 3D structures was published seven years later in 1997 by Kawatas
group, who produced spiral structures with features of 1.3 µm - 2.2 µm.[189] In
2001, they reported the next major development step in 2PP processing with
sub-diffraction-limit resolution of 120 nm.[190] Today, 3D structures can be pro-
duced through DLW by 2PP with feature sizes of >100 nm with the minimum
lateral feature size of 65 nm reported already over 10 years ago.[191–194] Even
smaller structure sizes of 53 nm - 55 nm have been reported for DLW combined
with stimulated emission depletion (STED).[195, 196] However, the develop-
ment of STED lithography can still be considered to be at an early stage. It is
reasonable to assume further improvement in feature resolution in the near
future.[197]
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Besides DLW, there is no other technology currently available that com-
bines the property of sub-diffraction-limit resolution with the possibility to
fabricate true 3D structures with complex inner geometry. On the one hand,
other methods to fabricate complex 3D structures such as selective laser sinter-
ing, matrix-assisted pulsed-laser evaporation, 3D inkjet printing and UV laser
microstereolithography only reach resolutions down to a few microns. With
high resolution lithography techniques such as atomic force or electronic beam
lithography on the other hand, it is impossible to construct geometries more
complicated than basic 2.5D structures with high aspect ratio.[132]

Even though DLW is a relatively new technology, it has already been uti-
lized for a wide variety of structures with diverse functionality. Devices have
been fabricated in the fields of microoptics,[198–200], photonics[201–203] and
metamaterials,[204, 205] microfluidics,[206–208] biomedical engineering,[209–
211] as biomimetics,[212–214] micromachines,[215–218] and mechanical mi-
crostructures[219–222] and cell scaffolds.[144, 223, 224] Examples of the latter
are discussed in more detail in Section 2.5.4.

3.2. Mechanism of Multi-Photon Absorption

The main principle behind the unique properties of DLW is MPA - the inter-
action of two or more photons with a molecule that is subsequently excited
from the ground state to a higher state. The energy of the illuminating light is
insufficient for direct excitation by one single photon. Two-photon absorption
(2PA) is the most relevant case for DLW. Two mechanisms can be distinguished:
sequential and simultaneous excitation (Figure 3.2). In the first case a real in-
termediate state becomes populated after the molecule absorbed a first photon.
The lifetime of this intermediate state is usually between 10−9 s and 10−4 s.
By absorbing a second photon in this time frame, the molecule is raised to
an excited state.[225] In case of simultaneous 2PA, no such intermediate state
exists. Instead, a virtual energy state is created through nonresonant interaction
between photon and molecule. This virtual levels are the same as accessed in
Rayleigh or Raman scattering and have a very short lifetime in the order of
10−15 s.[226] The lifetime of a virtual state is determined by the Heisenberg
uncertainty relation.[227] Simultaneous 2PA is needed for 2PP of complex 3D
structures. Thus 2PA stands for simultaneous absorption from here on out.
Furthermore, it is important to distinguish between degenerate 2PA which is
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Figure 3.2.: Energy diagram of the mechanisms of 2PA. The excitation can be caused by
either sequential or simultaneous absorption of photons. In sequential stimulation, a
molecule first interacts with one photon and is exited to an actual intermediate energy
level S1 with a livetime between 10−4 s and 10−9 s and subsequently with a second
photon to the excited state S2. In simultaneous absorption, two photons interact with a
molecule almost simultaneously within a time frame of 10−15 s, exciting the molecule
over a virtual level V to the excited state S1.

the absorption of two photons with identical frequency and non-degenerate
2PA which is the absorption of two photons with different frequencies. For
most applications, degenerate 2PA is utilized.[228]

2PA is a nonlinear absorption process, in which the two photons need to
overlap in the virtual state. An extremely high photon density is needed in
order to reach a reasonable probability of 2PA. Figure 3.3 shows the methods
applied to reach this prerequisite. Microscope objectives with high numerical
aperture are used to reach a high spatial density at the focal spot. A pulsed laser
with a pulse length in the order of femtoseconds is needed to ensure strong
temporal photon density. Even when using a high-energy ultrashort pulse laser
such as Ti:Sapphire laser, the photon density exceeds the absorption threshold
only in a small area at the focal spot, which leads to improved 3D resolution of
2PA based microscopy and microprocessing compared to classical one-photon
absorption (see Section 3.3).

Different approaches have been proposed to describe the process of 2PA
theoretically. In order to get a complete quantum mechanical description,
Doppler-free 2PA has been described based on the second-order perturbation
theory.[181, 229, 230] Simpler models can be derived from the Heisenberg
uncertainty relation and elemental statistics or the electrical susceptibility of
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Figure 3.3.: Schematic of the two methods to reach increased laser photon density. (a)
Objectives with high numerical aperture lead to spatial compression of photons at
the focal spot. (b) Femtosecond-pulsed lasers with strong temporal compression of
photons compared to continuous lasers are utilized. Adapted from [184]

polarized materials.[227, 228, 231] The later is a suiting approach to emphasize
the nonlinearity of the 2PA process as it is connected to the imaginary part of
the third order susceptibility.[228, 232] The derivation starts with the general
expression for the polarisation of a material in an electric field E:

P = P0 + χ(1)E + χ(2)E2 + χ(3)E3 + ... + χ(i)Ei, (3.1)

where P is the dielectric polarization density, P0 static polarization, χ(2) and
χ(3) the second and third order susceptibilities and χ(i) the susceptibility of the
ith tensor. Only odd tensors contribute to the resonant process when two pho-
tons with identical frequency are absorbed by a centrosymmetric molecule. χ(3)

combines nonlinear refraction χ
(3)
real and nonlinear absorption χ

(3)
imag, therefore

2PA is connected to the imaginary part of χ(3) and the corresponding rate of
energy dW/dt is:

dW
dt

=
8π2ω

n2c2 I2Im(χ(3)), (3.2)

where ω is the incident light optical frequency, n the refractive index, c the
speed of light, I the light intensity and Im(χ(3)) the imaginary part of χ(3).
Equation 3.2 shows a quadratical dependence of the 2PA rate on light intensity.
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This mechanism leads to greatly improved spatial resolution compared to
classical single photon absorption (see Section 3.4). The number of absorbed
photons per unit time is defined as

dnphoton

dt
= σ2NF2, (3.3)

whereσ2 is the 2PA cross section, N the density of molecules and F is the beam
flux, which is defined as F = I/hν, where hν is the photon energy. Since the
rate of energy in Equation 3.3 equals the number of absorbed photons (dw/dt =
dnphoton/dt), the 2PA cross section can be described with Equation 3.3 as

σ2 =
8π2hν2

n2c2 Im(χ(3)). (3.4)

This model is useful to understand the physical properties related to 2PA.
Yet another simplified model, which is focused on the chemical reaction in the
molecule with excitation as rate-limiting step, is better suited to illustrate the
technical requirements for 2PA.[226] Starting from the simple photochemical
reaction

N0 + 2hν −→ N1, (3.5)

where simultaneous interaction with two photons hν promotes the ground
state N0 to the first excited state N1, the rate of production of excited-state
molecules is

d[N1]

dt
= k[N0][hν]

2, (3.6)

where k is the rate coefficient, [N0] is the concentration of molecules at ground
state, [N1] is the concentration of molecules at first excited state and [hν] is the
concentration of photons involved. Equation 3.6 can be transformed into an
expression for the rate of two-photon absorption R2PA. For that purpose, the
speed of light is defined as c = dx/dt, the interaction volume of excitation is
defined as the focal spot path length l multiplied by the focal spot cross sectional
area A, the two-photon cross section is defined as δ = 2k/c2, the number density
is changed to molar concentration C = N0/NA with the Avogadro constant NA,
the concentration of photons hν is converted to laser power P and the equation
is divided by 2, since two photons are absorped in the process:
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R2PA =
δ

2
l
A

CP2. (3.7)

In case of pulsed lasers, P is the product of peak power Ppeak and average
power Pave, where pulse width τ and pulse repetition frequency f are taken
into consideration:

Pave = Ppeak × τ × f (3.8)

and

R2PA =
δ

2
l
A

CPpeakPave =
δ

2
l
A

Cτ f P2
peak. (3.9)

Taking the quantum yield Φ of the reacting molecules into consideration,
the magnitude of the 2PA-induced reaction can be sufficiently estimated using
Equation 3.9, taking into account the properties of the laser as well as the
concentration and absorption cross section of the reacting molecules.[226, 233]

3.3. Multi-Photon Polymerization

The main application of MPA processes besides high resolution fluorescence
imaging is the construction of detailed 3D structures from liquid photoresist
or resin in a MPP reaction. Typically, the two main components involved are
a photoinitiator and a monomer. The absorption cross section, which is given
in Equation 3.4, defines the efficiency of the photoinitiator in simultaneous
absorption of multiple photons, one of the most significant parameters for
MPP.[184]

Chemically, MPP is a classical polymerization process with initiation, propa-
gation and termination. It is initiated when an initiator molecule I decomposes
into two radicals R as a result of MPA. Subsequently, these radicals react with
monomer- and oligomer molecules M. The new radicals RM become part of a
chain reaction until the reaction is terminated when two radials meet and react
with each other.[184, 189]

Initiation: I 2hν 2 R
R + M RM

Propagation: RMn + M RMn+1

Termination: R Mn + R Mm RMn+mR.
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A variety of chemicals can additionally be mixed into the MPP system. Pho-
tosensitizers increase efficiency by transferring 2PA excitation energy to pho-
toinitiators through fluorescence.[228] Inhibitors influence the polymerization
threshold. Additives such as metal nanoparticles, quantum dots or fluorophores
give specific functionality to the polymer.[184] For example, a cationic silver(I)
complex has been shown to act as efficient free radical two-photon initiator,
enabling the direct fabrication of structures by 2PP composed of metal-polymer
nanoparticle composites.[234]

It is important to note, that mechanisms different to pure 2PA have been dis-
cussed for 2PP, in particular multi-photon ionization with subsequent avalanche
ionization[235] and heat accumulation[236, 237]. However, the influence of
these mechanisms on DLW is still under discussion. Fischer et al. found that
for commonly used DLW setups - such as the one utilized for this thesis -
with femtosecond laser pulses and repetition rates above 100 kHz, two-photon
absorption rates estimated on the basis of literature cross section values and
threshold-scaling perfectly fit the theory of polymerization based solely on
2PA.[238]

3.4. Feature Size and Resolution

The biggest advantage that differentiates DLW by 2PP from other available
methods for 3D fabrication is an unparalleled sub-diffraction minimum feature
size, which is also significantly improved compared to one-photon polymeriza-
tion (1PP) lithography. Note, it is important to distinguish between feature size
and resolution, the first being the width of an isolated line or dot that can be
achieved with the next feature in at least a few wavelength distance, and the
second being defined as the minimum spacing at which features are completely
resolved and separated from each other.[195]

3.4.1. Feature Size

To completely understand the limits of feature size and resolution, one must
consider the physics and chemistry of the 2PP process. The laser beam can be
assumed to have a Gaussian intensity profile given by

I(r) = I0 exp(−2r2/ω2
0), (3.10)
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Figure 3.4.: Plots of the amplitudes of intensity I (blue) and squared intensity I2 (red)
against the radius at the focal point of a Gaussien laser beam. The radius r of I2 is
smaller at the threshold intensity for polymerization than the r of I, resulting in a
smaller polymerized region of 2PP compared to 1PP. (adapted from [239])

where I(r) is the local intensity, I0 is the photon flux intensity at the focus point
center, r is the distance from the center and ω0 is the beam waist. The formalism
of 2PA as a non-linear process has been established in Section 3.2. 2PP therefore
depends on the squared intensity I2 (see Equation 3.2 and Equation 3.9). Nor-
malized I and I2 with I0 = 1 and ω0 = 1 of an ideal Gaussian laser beam are
shown in Figure 3.4. For fixed exposure times, the width of polymerized area
in the resist depends on rthreshold of I for 1PP and rthreshold of I2 for 2PP, which
results in a smaller feature size for the non-linear process.[239]

The 3D volume of the intensity profile at the focal spot is called voxel. The
probability to initialize radicals is highest at the center spot of the voxel and
steadily decreases over its radius, due to its Gaussian shape. The 2PP threshold
of the voxel is defined as the intensity limit where the degree of polymerization
is sufficient to produce a solid phase that withstands the later development
process.[240] Even though the photoresist in direct vicinity to a voxel is not solid,
it consists as a result of a lower degree of polymerization not only of monomers
and initiators, but also a mixture of oligomers and radicals. Increasing the
laser power or exposure time expands the voxel as a result of radical diffusion.
Active dangling ends of polymers in the voxel react with further monomers
and continue the chain reaction (see Section 3.3). While radicals can also meet
the dangling ends and terminate the polymerization process, oligomers and
long-chain radicals forming the liquid phase can get entangled or encapsulated
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in the elongated ends and added to the voxel size.[239, 241]
Reduction of the voxel dimensions is physically not limited. Optical systems

with small numerical aperture, ultra short laser pulses and focal intensity that
barely exceeds the 2PP threshold at r = 0 can be utilized. However, in order
to start a chain reaction, the photoresist must contain a critical amount of
initiator molecules, which also influences threshold behavior and limits the
theoretical smallest feature size.[242] Additionally, real laser do not emit a
perfectly constant flux. Small fluctuations of laser power have a big impact on
feature width when the maximal intensity barley exceeds the polymerization
threshold, resulting in uneven results. While different photoresist differ in
tolerance to exposure dose fluctuations, the accessible minimum line width for
consistent results is typically about 40 % of the 2PA profile’s full width at half
maximum (FWHM).[195, 232, 243]

3.4.2. Resolution

Since DLW is a serial process with threshold behavior, one could assume, that
voxels can be duplicated in arbitrary proximity to each other, enabling sub-
diffraction limit resolution with possible spacing between two lines even smaller
than the line widths. There would be no fundamental difference between
feature size and resolution in that case. As stated in the preceding paragraph,
the real threshold is not a hard border, but sub-threshold polymerization occurs
close to the voxel, changing the composition of the photoresist. Sequential
exposures therefore accumulate instead of being fully independent. As a result,
the resolution is fundamentally limited by the Abbe diffraction limit. The Abbe
condition in optical microscopy states

axy ≥ λ

2n sinα
=

λ

2NA
, (3.11)

where axy is the minimum lateral resolvable distance, λ is the laser wavelength,
n is the refractive index of the material, α is the half-opening angle of the in-
cident light cone and NA is the numerical aperture of the objective.[244] The
Abbe condition is closely correlated with the Sparrow resolution limit, which
states that two separate lines will resolve in microscopy when the combined
signal has a local minimum in its center.[245] Assuming a linear accumulation
of sequential exposures, which means the complete dose is remembered by the
resist, the squaring of the profiles in 2PP would directly translate into an im-
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Figure 3.5.: Resolution of two-photon polymerization according to the Sparrow crite-
rion. (a) The iso-intensity plot shows two exposure dose profiles with a spacing slightly
above of the minimal lateral spacing of axy = 200 nm. The normalized exposure doses
along the black line are plotted on the right-hand side.(red) A typical polymerization
threshold value of 75 % The distance is axy + 10 nm for improved visualization of the
local minimum in the center of the sum of the profiles (blue). (b) Plots analogous to (a)
for two voxels in axial proximity of az + 20 nm with az = 500 nm. (adapted from [243])

proved resolution by the factor of
√

2 compared to 1PP. Adapting Equation 3.11
for 2PA results in

axy ≥ λ

2
√

2NA
. (3.12)

Fischer and Wegener calculated the theoretical minimum resolution based on
this model using λ = 800 nm as laser wavelength and NA= 1.4.[243] In their
calculation, the minimum spacing is reduced to axy = 202 nm for 2PP from
axy = 286 nm for 1PP. These values are nearly identical with calculations
applying the Sparrow limit to the squared electrical-field vector |E|2 for 1PP
(axy = 288 nm) and |E|4 for 2PP (axy = 200 nm). The Sparrow limit of axy for
2PP is schematically shown in Figure 3.5 a. The plot displays a distance of axy =

210 nm to visualize the minimum in the combined two point exposure.[243]
Another factor to note is the ellipsoidal shape of the voxel, which is intrinsic

and can not be changed significantly through technological adjustments.[246]
The FWHM in axial direction are elongated by a factor of 2.45 - 2.52. Minimum
feature size and resolution in that direction are elongated by the same factors.
Equation 3.11 can therefore be further modified for the resolvable distance in
axial direction az:

az ≥ λA

2
√

2NA
, (3.13)

where A is the aspect ratio of the focal spot. Using the same criteria as for
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axy, the result (az = 505 nm) is once again close to the calculation using the
Sparrow limit (az = 500 nm), displayed in Figure 3.5 b. It should be noted, that
the actual resolution limit is highly dependent on the choice of photosensitive
material and often above the physical limit provided by the utilized DLW
system. High-resolution photoresist is needed for optimal results near the
resolution limit.[232]

The resolution limit can be further reduced, by optimizing the process, for
example with the use of shorter wavelengths in the visible region. However, as
long as two exposures in sequential exposure are not completely independent,
the diffraction limit will apply to the 2PP process.[243]

3.4.3. Shrinkage and Breakdown

A practical disadvantage of 2PP is shrinkage of written structures during devel-
opment. Even though, the structure is solidified where I2 exceeds the polymer-
ization threshold, the polymerization yield is not at 100%. Especially when a
structure is written with low I0

2 close to the threshold, many monomers and
oligomers will dissolve out of the polymer, resulting in a contraction of the
structure, called shrinkage. Shrinkage leads to distortion of structures and the
result will not meet the dimensions of the CAD design. For instance, in case
of cubical structures which have the base firmly attached to a carrier material,
shrinkage will lead to a trapezoidal shape, since, in contrast to the top of the
structure, shrinkage of the bottom layer is prevented. This leads to strain in the
material.[240]

To solve the problem of deformation, the shrinkage can be taken into account
while creating the CAD in form of numerical compensation. In the example
of a cubical structure as target, one needs to prepare a top-heavy trapezoidal
design exactly countering the amount of shrinkage.[240] Other approaches to
the problem include multi-anchor support and single-anchor support combined
with supercritical CO2 drying.[247, 248] The ratio of polymerized to dissociable
resist depends on the intensity of the exposure. The shrinkage is significantly
reduced utilizing higher laser power. As a trade off, resolution is smaller and
the minimum feature size increases.[248]

When the laser intensity exceeds a certain value, the polymer is damaged in
so-called laser-induced breakdown. Analogous to the polymerization threshold,
each material has an individual breakdown threshold. The process window
between the thresholds is relatively narrow and does not offer much freedom
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for adjustments of I0
2.[232, 240, 249] Above the breakdown threshold a plasma

is generated in an avalanche process, in which the density of free electrons rises
abruptly at the focus point. As a result, microexplosions in the material locally
destroy the resist molecules. Vaporization of the material leads to gaseous
bubbles in the resist that damage polymerized structures and defocus incident
light preventing further 2PP reactions.[232]

3.4.4. Stimulated Emission Depletion (STED)

Lateral as well as axial sub-diffraction limit feature size and resolution have
been achieved by the combination of DLW by 2PP with STED.[195, 196, 250]
STED circumvents the limitations given by diffraction resolution with the intro-
duction of a depletion laser.[251] In combination with DLW, STED inhibits the
polymerization chain reaction by reduction of the photoresist sensitivity in the
exposed area.[252, 253] The depletion laser is usually focused in a donut-shaped
profile surrounding the focus spot lateral and a bottle-beam profile entrapping
the focus spot from top and bottom. With this arrangement spherical sub-
diffraction voxels can be achieved.[243]

While the possibilities provided by STED have been well established in con-
focal imaging of biostructures [254, 255], STED lithography has not yet reached
commercial status. Even though sub-diffraction resolution is a significant tech-
nological achievement, the addition of STED to the DLW process is not only
technically demanding, but also slows down the writing process significantly.
Writing speeds up to 90 µm/s that have been reported for high-resolution struc-
tures produced utilizing STED are not feasible for the production of large-scale
scaffolds with dimensions that surpass a few tens of microns.[195, 250] For
comparison - 3D structures for this thesis were produced with DLW speed of
10 - 20 mm/s.
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In this section, the protocols utilized for cellular culturing and the methods for
subsequent analysis of the cell cultures are concisely introduced.

4.1. Cell Cultivation

Two profoundly different neuronal cell types are utilized during the course
of this thesis. Most research on the formation of in vitro neuronal networks
is conducted using primary cell cultures, more precisely wild type MCGCs
(introduced in Section 2.6.1). Isolation of the granular cells, described in detail
in the following paragraph, closely follows the description given by Loers et
al.[256] For details on the preparation of the solutions and the culture medium,
and for further information regarding the bred mice, see Appendix A.

The second cell type utilized are mDANs differentiated from humane smNPCs
(see Section 2.6.1). Further details regarding the derivation of smNPCs from
iPSCs and background information on the development of iPSCs are given
in Section 2.6.2. Preparation protocols for all utilized media are listed in Ap-
pendix A.

4.1.1. Cell Isolation of Murine Granular Cells

Animal care was performed by Eva Kronberg and cerebellum preparation was
performed by Dr. Gabriele Loers, both at the Center for Molecular Neurobiology
Hamburg (ZMNH), University Medical Center Hamburg-Eppendorf (UKE).
Cell isolation, culturing and all further research was undertaken at the Center
for Hybrid Nanostructures (CHyN). All mice were 6 - 7 days old at the time
of extraction. In general, two cerebella were used for cell preparation at a
time. Due to transport time between the institutes, cerebella were stored in
ice cooled Hank’s Balanced Salt Solution (HBSS) for up to 1.5 h after extraction
before further treatment. To initiate cell separation, HBSS was taken off and
the cerebella incubated in 0.66 ml trypsin/DNAse solution for 15 min at room
temperature (RT). Subsequently, they were washed 3 times with ice cooled
HBSS and submerged with 0.66 ml trypsin-solution, which prevents clustering
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after separation of the cells. The cerebella were homogenized by pipetting them
up and down approx. 10 times each with three flame-polished Pasteur pipettes
with decreasing inner tip diameter. 3 mL ice cooled HBSS were added and the
cell solution was put on ice for 5 min. 3 ml supernatant were carefully trans-
fered into a new centrifuge tube. Cells that were not thoroughly dissociated,
remained on the bottom of the tube and were disposed. The cell solution was
centrifuged for 15 min at 100 g at 4 °C. The supernatant was aspirated, leaving
a small amount of solution. The cell pellet was resuspended in 3 ml of warm
culture medium and filtered (pluriStrainer 20 µm, pluriSelect) to remove poten-
tial cell clusters. Culture medium was Neurobasal A (Thermo Fisher Scientific)
supplemented with penicillin/streptomycin (1 %), bovine serum albumin (1 %),
insulin (10 µg/ml), L-thyroxine (4 nM), transferrin holo (100 µg/ml), sodium
selenite (30 nM) (all Sigma Aldrich), fetal bovine serum (6 %, Capricorn sci-
entific - FBS Advanced) and Gibco B-27 (50 X, ThermoFisher Scientific). Cell
concentration was determined by cell counting via hemocytometer in 10 µl cell
suspension mixed with 10 µl trypan blue solution (0.4 %). If not stated other-
wise, cell concentration was adjusted to 2 × 105 cells/ml. Cells were plated in
droplets of approx. 100 µl/cm2 suspension and left to settle for 1 h at 37 °C and
5 % CO2 in the incubator. Afterwards, 3 ml cell medium was added per 35 mm
Petri dish (FisherScientific, Biolite). To inhibit overgrowth with fibroblasts, cyto-
sine arabinoside (3 µM) was added after 24 h, at which point the granular cells
are firmly settled. Medium was completely renewed at 2 DIV. In subsequent
medium changes, half of the culture medium was exchanged. Due to the low
cell number on the substrates relative to the amount of medium, consumption
of nutrients and the consequential pH change was slow and over the timespan
of this thesis, medium changes were reduced from every 2 - 3 days to only once
at 7 - 8 DIV. Granular cells were cultured in an incubator at 37 °C and 5 % CO2

for up to 14 DIV.

4.1.2. Culturing of smNPC Derived mDANs

Stocks of smNPCs originating from dermal fibroblasts at passage six were pro-
vided by Michael Glatza (Max Planck Institute for Molecular Biomedicine) and
stored at -130 °C until further use.[173] Culturing and differentiation were per-
formed on Matrigel (Corning) coated 6-well plates. Basic medium for smNPCs
was exchanged three times a week. Passages were split (1:10 - 1:20) every
4 - 5 days.
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For normal passaging, old medium was exchanged with 1 ml accutase (Stem-
Pro) to detach the cell colonies. After 15 min of incubation, the cell solution
was transfered to 10 ml split medium in a centrifuge tube and centrifuged with
1000 g for 5 min. Supernatant was removed and the cells were resuspended
in 1 ml of N2/B27 solution that has been stored in the incubator at 37 °C and
5 % CO2 beforehand. 100 µl of the cell suspension where then mixed with 900 µl
smNPC medium. Cell concentration was determined by cell counting via hemo-
cytometer in 10 µl cell suspension mixed with 10 µl trypan blue solution (0.4 %).
Between 6 × 105 cells and 6.5 × 105 cells were planted in each new well. Excess
cells were either frozen down in freeze medium as new cell stocks or discarded.

To prepare smNPCs for differentiation into mDANs, the same protocol was
applied up to the point, where the cells were resuspended in 1 ml smNPC
medium and the cell concentration was determined via hemocytometer. Cell
suspension containing approx. 8 × 105 cells each were transfered into new
wells containing 4 ml patterning medium. Patterning medium was completely
exchanged every three days. After six days, patterning medium was replaced
by maturation medium, the cells were split by a factor of 1:5 and they were
reseeded in 12-well plates. Differentiation was completed 8 days later - after 14
days in total. The resulting mDANs were seeded on 3D cell culture substrates
1 - 3 days before the experiment.

Two different methods were used for cell planting on cell culture platforms.
The transfer of the mDANs from the well onto the substrates begins with
accutase and subsequent centrifugation following the same procedure as before.
In one approach, the cell pellet was resuspended in 500 µl maturation medium.
The density of mDANs was determined via hemocytometer and adjusted to
2 × 105 cells/ml. Droplets of approx. 100 µl/cm2 cell suspension were placed
on the substrates and left to settle for 1 h at 37 °C and 5 % CO2, before 1 ml
maturation medium was added. In the other approach, the cell pellet was
resuspended in 1 ml maturation medium. The Petri dishes with the substrates
were filled with 3 ml maturation medium. Subsequently, 100 µl cell suspension
were pipetted into the solution in close proximity above the structure.

4.2. Confocal Laser Scanning Microscopy

One method to analyze biological tissue through microscopy with high spatial
and depth resolution is fluorescence CLSM. For CLSM, neurons were stained

45



4. Experimental Methods

using Neurite Outgrowth Staining Kit (Invitrogen, Thermofischer), including
cell membrane stain (Thermofischer, 555 nm/ 565 nm ex/em) and cell viabil-
ity indicator (Thermofischer, 496 nm/ 515 nm ex/em). Growth medium was
removed and the substrates were treated with 1x dye mixture in HBSS or Dul-
becco’s Phosphate-Buffered Saline (DPBS) for 15 min at 37 °C and 5 % CO2.
Imaging was performed with a Leica TCS SP8 confocal microscope. Two lasers
of 488 nm and 552 nm wavelength were used. Signals were detected with Leica
HyD and PMT detectors generally adjusted to a range between 494 - 530 nm
and 558 - 610 nm. For evaluation of cellular survival inside of 3D structures,
propidium iodide (PI) (10x, Thermo Fischer) was additionally added to the dye
mixture. The corresponding signal was detected at 670 - 710 nm. Rendering of
images to 2D and 3D stacks was performed using Leica LAS X software or the
Fuji distribution of ImageJ.[257, 258] The OrientationJ plugin in ImageJ was
used for directional analysis of neurite orientation.[259, 260]

4.3. Scanning Electron Microscopy Imaging and

Focused Ion BeamMilling

A viable tool to gain further insight on neurite pathways and the overall struc-
ture of cultivated neuronal networks is high resolution imaging using SEM.
In preparation, cells have to be fixated and dried. Cultured scaffolds were
immersed in HBSS with 4 % paraformaldehyde for 20 min in an incubator at
37 °C for fixation. Afterwards, substrates were rinsed three times with purified
water and successively submerged in 10 %, 25 %, 50 %, 75 % and 99.5 % v/v
ethanol absolute (VWR chemicals) solution for 10 min each. Subsequently, the
substrates were either air dried or critically point dried for optimal preservation
(Autosamdri-815 Series A, Tousimis). Substrates were stored under vacuum in
a desiccator until further use.

All substrates were coated with approx. 30 nm Au by sputter coating (K550
Emitech Sputter Coater) before SEM imaging to avoid charging effects on the
isolating material and for improved resolution. Imaging was performed in a
Zeiss Crossbeam 550, which includes a gallium focused ion beam (FIB). Via
FIB milling, polymer was selectively removed to open cross sections of tunnels
allowing for direct SEM imaging of neurites inside the structure.
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4.4. Electrophysiological Measurements

Direct measurement of electrical and voltage signals inside neurons can be
achieved through whole cell patch clamp measurements, where a direct connec-
tion inside the cell is established through a glass pipette filled with an electrolyte
solution. The seal between cell soma and pipette separates the interior from the
outside bath solution with a GΩ resistance. The voltage and current between
an electrode inside the pipette solution and an electrode dipped into the bath
solution can be regulated and measured in voltage clamp and current clamp
experiments to record the current that flows through the pores of the membrane
and the membran potential respectively.

Here, a custom-built upright patch clamp setup was utilized.[261] The setup
consists of a microscope (Nikon ECLIPE FN1) equipped with an objective with
an extra long working distance of 11 mm (Nikon CFI TU Plan EPI ELWD 50×
N.A. 0.60/W.D. 11.00 mm), micromanipulators (Scientifica) to precisely control
patch pipettes and a patch clamp amplifier (HEKA EPC 10 USB Double). Patch
pipettes were produced fresh for each experiment not more than 24 h in advance
from borosilicate glass capillary blanks (GB150T-8P, Science Products) with a
fiber puller (P-2000, Shutter Instruments). The tip of each pipette was heat
polished (CPM-2, ALA Scientific Instruments) before use. Silver wire was
utilized as pipette- and ground electrodes and freshly coated with AgCl before
measurements.

Patch solutions for MCGCs were prepared according to Gall et al.[262] The
pipette solution contains potassium gluconate (126 mM), glucose (15 mM),
HEPES (5 mM), NaCl (4 mM), MgATP (3 mM), MgSO4 (1 mM), BAPTA (150 µM),
GTP (100 µM) and CaCl2 (50 µM). The pH is set to 7.2 with the addition of KOH.
The bath solution consists of artificial cerebrospinal fluid supplemented with
NaCl (120 mM), NaHCO3 (26 mM), glucose (11 mM), KCl (2 mM), CaCl2 (2 mM),
MgSO4 (1.19 mM) and KH2PO4 (1.18 mM). It is equilibrated to pH 7.4 prior to
the measurements by perfusion with carbogen gas (95 % O2, 5 % CO2).

Patch solutions for mDANs were prepared according to Reinhardt et al.[173]
The pipette solution contains K-gluconate (125 mM), NaCl (10 mM), EGTA
(1 mM), MgATP (4 mM), HEPES (10 mM) and D-glucose (10 mM). The bath
solution consists of NaCl (140 mM), KCl (2.4 mM), MgCl2 (1.3 mM), CaCl2

(2.5 mM), HEPES (10 mM), D- glucose (10 mM) The pH of both solutions is
set to 7.4 with the addition of KOH. If not stated otherwise, chemicals were
purchased from Sigma Aldrich, VWR Chemicals or Merck Chemicals.
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Fabrication of Cell Culture Substrates 5
Previous work by Dr. Aune Koitmae focused on the formation of ordered 2D-
Networks.[115] One main goal of this thesis is to combine the knowledge about
neurocages and neurite guidance gained by this approach with fabrication
methods for topologically advanced culture platforms and to lift the possibilities
for designer neuronal networks literally into the next - third - dimension. To
that end, a variety of cell culture platforms were fabricated featuring different
3D properties. The substrates discussed in this thesis can be classified into
two categories - 2.5D platforms and true 3D scaffolds. 2.5D platforms are
defined as substrates where 3D features such as steps and walls are incorporated
through molding of a planar 2D surface. In contrast, the 3D scaffolds are built
from scratch in a 3D space with no limitations in any spatial direction and the
possibility of complex interior features. The fabrication methods and designs
utilized, including further preparation steps necessary before culturing, are
discussed in this chapter.

5.1. Fabrication of 2.5D Cell Culture Platforms

One way to build neuron culture platforms for contact guiding of neurite out-
growth is the modulation of initially flat surfaces. The modulated features act
as orientation or barrier for the growth cone during axon outgrowth (see Sec-
tion 2.5.3). Two different approaches were utilized to implement 2.5D features
to substrates - grayscale lithography (GSL) and reactive ion etching (RIE) - to
build surfaces with steps and trenches and force neurite outgrowth not only
in plain, but along 2.5D pathways. For rapid fabrication of multiple structures,
replicas of finished substrates were produced by ultraviolet nanoimprint lithog-
raphy (UV-NIL). All samples were prepared in ISO-5 clean room environment.

5.1.1. Grayscale Lithography

While standard binary lithography is widely used for 2D structuring, GSL is
a less utilized variant which enables the single-step fabrication of 2.5D fea-
tures out of resist layers with sufficient thickness. The basic principle of GSL
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is the exposure of different areas with varying intensity which changes the
penetration depth of photons into the photoresist. Since the change in inten-
sity can be sharp or fluent, steep step-like structures as well as smooth slopes
and curved structures can be shaped with this technique. Variants of GSL are
based on ultraviolet (UV) lithography[263], X-ray lithography[264] or e-beam
lithography.[265] Specific structures can either be transferred to the resist by
utilization of complex grayscale masks combined with light exposure or by
direct lithography.[266]

In preparation for GSL, glass wafers were dehydrated at 200 °C for 10 min.
AZ 4562 photoresist (MicroResist) was deposited via spin coating at 2000 rpm
for 30 s to get 10 µm thick layers and the wafers were kept on level ground at RT
for 10 min. Optimal prebake time was 1 min at 60 °C and ramped up to 100 °C
for 10 min. After GSL, the samples were developed in AZ 826 MIF (metal ion
free; MicroResist) for 3.5 - 6 min, depending on structure depth. Optical GSL is
carried out using a DWL66+ laser writer (Heidelberg Instruments) equipped
with a 363 nm Ar+ laser (max. 360 mW). The DWL66+ can implement digital
grayscale patterns in 256 possible laser intensity increments. The grayscale files
were prepared with AutoCAD (AutoDesk). The process needs a photoresist
with high viscosity since the layer thickness must be equal to or greater than the
depth of the intended features. Laser intensity determines penetration depth
of photons into the resist. For small intensities, positive tone resist becomes
soluble to photoresist developer only near the top surface of the resist layer,
while more resist is removed after exposure with larger laser power. Using
maximal intensity, a maximum depth of 20 µm could be achieved during this
work. Cross sections of step structures in AZ 4562 as result of exposure tests
at 22 mW laser power are shown in Figure 5.1 a. Since photon absorption in
the resist is a nonlinear process[264, 265, 267], exposure with linear grading
leads to an exponential decrease of step height towards larger depths. If the
goal is the production of complex geometries, results of an intensity test can
be fed into computational calculation to convert desired features into fitting
gray scale values. Correct values for simple structures without the demand for
nanoscale accuracy, such as the ones described in this chapter, can be directly
estimated based on the test results. An exemplary step structure created by GSL
with a targeted step height of 2 µm is shown in Figure 5.1 b. The gray values
were set to 42, 122 and 228 to reach 2 µm, 4 µm and 6 µm depths. A profile
corresponding to such a step structure is shown in Figure 5.1 c. The profile
indicates slightly rounded edges. Figure 5.1 d shows examples of a chessboard
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Figure 5.1.: Profiles and images of structures produced by GSL in AZ 4562 photoresist
with 22 mW laser power. The profiles were measured with a DektakXT profilometer
(Bruker). (a) Results of exposure tests. A 50 % filter was installed in the beam path of
the laser for the black plot in contrast to no filter for the red plot. The gray bars at the
top give a top view onto the gray values of the exposure design. From left to right, the
gray values increase in discrete steps of 8, which linearly correlate with the local UV
laser intensity during the writing process. The red dashed line represents the profiles
displayed in the plot. (b) CLSM 3D stack of the step structure. Scale: 40 µm. (c) Profile
of a step structure created through exposed with alternating gray values of 0, 42, 122
and 228. (d) Brightfield images of a chessboard structure, also produced with gray
values of 0, 42, 122 and 228. Cavities are connected through channels with steps. The
focus of the right images is shifted by -2 µm top to bottom. Scale bars: 50 µm, 20 µm.
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structures produced with GSL. The design connects cavities through channels
with integrated steps of 2 µm height with each other.

5.1.2. Reactive Ion Etching

RIE or plasma-assisted etching is the removal of material from a surface by
reaction with material specific ions. Molecules that are stable in the gas phase
and a gas with the ability of glow discharge are mixed in a reactor. When gas
glow discharge is started, the molecules are dissociated and ionized. They
have to be chosen selectively for the targeted material so that the products of
the etch reaction are volatile. In contrast to other etch mechanisms such as
chemical etching, RIE is an anisotropic process with low selectivity forming
steep sidewalls perpendicular to the etch direction.[268]

In this thesis, the etched material is silicon (<100>±0,5°, Czochralski grown,
Siegert Wafer). Due to the importance of RIE for the semiconductor industry,
etching of silicon is one of - if not the - most commonly applied RIE process:[268,
269] The feed gas used is SF6, which is split into SF+

5 cations, F− anions as well
as F∗ radicals after plasma ignition. A radio frequency driven capacity coupled
electrode, which serves as holder for the Si wafer, is negatively charged by
free electrons in the gas. While reactive intermediates diffuse to the Si surface,
cations are accelerated onto the wafer by the electrical field resulting from
the electrodes d.c. voltage. The radicals react with Si to volatile SiF4 or their
precursors SiFx (x < 4) and the cations remove the resulting SiFx layer when
they hit the surface, which otherwise hinders the progression of the reaction to
deeper layers. The removal of inhibiting films can be advanced by introducing
additional ions to the gas for ion bombardment via sputtering and to introduce
a thin passivation layer onto the etched sidewalls.

Substrates were produced in a Si 500 inductively-coupled plasma (ICP) - RIE
plasma etcher (Sentech). The gaseous mixture consisted of 50 standard cubic
centimeters per minute (sccm) SF6 feed gas, 70 sccm C4F8 for sputtering and
5 sccm O2 for glow discharge. The stage temperature was set to 0 °C, ICP power
was set to 400 W and radio frequency was set to 15 Hz with a chamber pressure
of 1.02 bar. In preparation for RIE, Si wafers were spin coated with LOR5A at
4000 rpm and AZ 4562 for 30 s at 4000 rpm. Prebake time was 1 min at 60 °C,
ramped up to 100 °C for 6 min. Transferring the desired structures into the
resist through contact lithography, the coated wafers were exposed for 15 s with
13 mW/cm of 365 nm UV light using an MJB4 mask aligner (Süss MicroTec).
Photomasks were previously produced with the DWL66+ laser writer using
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Figure 5.2.: Profiles and images of structures produced by RIE in silicon. (a) Cross
section profiles of grooves measured with a profilometer. A plot of the etch depth
against time is shown in the small graph. The etch rate is (9.8 ± 0.1) nm/s. (b) Optical
images of a chessboard pattern created by two consecutive etch steps. Cavities are
connected through channels with steps. The focus is set to -5 µm in the middle and
-10 µm in the bottom image relative to the silicon surface. Scale bars: 200 µm (top),
50 µm (middle and bottom). (c) SEM images of chessboard structures with isolated
cavities with increasing depth from 12 µm to 20 µm from left to right etched in a first
step and cavities connected by continuous channels with 10 µm depth edged in a second
step, resulting in steps at the cavity exits accordingly (indicated for 12 µm cavities with
arrows). Scale bars: 20 µm.

prefabricated photo maskblanks (G Materials) metalized with Cr and coated
with 530 nm MICROPOSIT S1800 photoresist (MicroChem). The respective
exposure patterns were prepared with AutoCAD. The wafers were heated to
115 °C for 50 s for postbake and developed in AZ 826 MIF for 3.5 min. Following
the RIE process, photoresist was removed with acetone in an ultrasonic bath.
A plot of etch depth in dependence to process time is shown in Figure 5.2 a.
In contrast to GSL, where the accessible depth of structures is limited by the
maximum laser power and photoresist, structure depth after RIE is solely
depending on time with a linear etch rate. Slight variations in the etch rate
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can be attributed to temperature fluctuations in the reaction chamber. The etch
rate determined by linear regression of the etch depths is (9.8 ± 0.1) nm/s. To
obtain multiple steps in one structure, up to three consecutive cycles of contact
lithography and RIE were executed. An example of a structure resulting from
two cycles is shown in Figure 5.2 b. Etching of channels with 10 µm gaps every
40 µm in one and overlaying continuous channels in the other cycle results
in steps with the height defined by RIE in the cycle with the gaps included
in the design. Figure 5.2 c shows multiple substrates for which the described
principle was utilized to produce identical boundaries of 10 µm height defining
channels that connect cavities with 2 µm - 10 µm additional depth, resulting
in distinct steps at the channel entrances/exits. Isolated cavities were etched
first, followed by the design including the channels. Steep sidewalls form 90 °
corners at the bottom of the structures. Slight misalignment of the exposure
designs and interference patterns are visible due to limited accuracy of contact
lithography with mask aligners during the second RIE circle. At high overall
depth of 18 µm and 20 µm, deviations from the design increase with residues
and uneven surface inside the cavities.

5.1.3. UV Nanoimprint Lithography (UV-NIL)

Even though technical solutions such as GSL and RIE enable the fabrication
of demanding 2.5D structures with high resolution and fine feature sizes, the
production of a multitude of substrates is time-consuming. Each sample has
to be processed individually, even if the targeted design is identical. One
production cycle takes hours to complete. This problem can be addressed
by UV-NIL, a potent high-resolution technique for rapid and cost-efficient
reproduction of substrates with 2.5D topological features.[270]

Thermal NIL was first introduced in 1995 as a new technology to produce
structures with sub-25 nm feature size.[271] One year later, the first publication
on UV-NIL was released.[272] The technique has further evolved since then.
The basic idea of NIL is to transfer the negative of a 2.5D surface structure into
another structure by deformation. NIL can be performed either by using a stamp
material harder than an applied deformable material, by utilizing changing
thermomechanical properies by variations in temperature or by inserting a
stamp in a liquid material which is hardened in a curing process.[273] The
latter is applied in UV-NIL. In two variations UV-NIL UV-curable resin is
either dropped or drop-casted onto a mold (Figure 5.3 a) or a flat substrate

54



5.1. Fabrication of 2.5D Cell Culture Platforms

(Figure 5.3 b). A transparent counterpart is placed on top of the resin, leading to
even distribution of resin between substrate and mold. Mold filling happens
through capillary action in case of resin with very low viscosity or by small
applied pressure, either externally or through sufficient tare weight of the mold.
The resin is then cured by exposure to UV light. Subsequently, the resin layer is
separated from the mold. It is essential for a successful UV-NIL process that the
resin can be easily separated from the mold and sticks tightly to the substrate.
Any resin residues on the mold after curing are nearly impossible to remove
without causing damage to the structure.[274] This impairs feature quality and
quickly renders the mold useless. As a preventive measure, the mold has to be
covered with an anti-sticking molecule layer. The flat substrate on the other
hand is covered with a bonding agent prior to UV-NIL for improved lifetime of
the resulting product. The topography of the completed resin substrate is the
exact negative of the mold. If executed correctly, no residue of resin is left on the
mold and it can instantly be utilized to start over with the UV-NIL process and
produce further resin substrates. One UV-NIL cycle only takes a few minutes to
complete, enabling the rapid production of multiple substrates in a very short
amount of time. Samples successfully prepared with one mold will be identical
to each other, which is important for later statistical evaluation of experiments
where UV-NIL produced substrates are used.

Experimental Process

To start UV-NIL, a structure with the desired 2.5D surface topography has to be
produced beforehand to serve as parent mold. Here, UV-NIL was utilized for
the duplication of structures previously produced by GSL (Section 5.1.1) and
RIE (Section 5.1.2). These structures served as master stamps for the UV-NIL
production. The master stamps were covered with a layer of fluorosilane
(1H,1H,2H,2H-Perfluorodecyltrichlorosilane, 96 %, Alfa Aesar) as anti-adhesive
coating by chemical vapor deposition (CVD). For deposition of a perfect layer
without flaws, the stamps were first cleansed by sonication in acetone and
isopropyl alcohol (IPA), followed by 2 min ozone exposure in an UV/ozone
cleaner (UVO Cleaner Model 144AX Series, Jelight Company). The ozone
treatment dehydrates the surface and leaves free hydroxyl goups on the surface
of the glass substrate. CVD of fluorosilane was performed in a Vacutherm
vacuum oven (Fisher Scientific) for 30 min at 80 °C and 0.4 bar, during which
the fluorosilane reacted with the hydroxyl groups building a hydrophobic
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Figure 5.3.: Schematic of two variations of the UV-NIL process. (a) A transparent
substrate is placed onto a mold with a droplet of UV-curable resin on top. UV light
cross-links and hardens the resin that is now trapped between substrate and mold. The
mold is separated from the resin. (b) A process similar to (a), but mold and substrate are
switched. The mold material has to be UV-transparent in this process. The UV-curable
resin can be cast onto the substrate beforehand to build a flat layer.

monolayer ontop of the stamp. Common glass coverslips (20 mm, #1, CarlRoth)
were utilized as resin substrates. The substrates were cleansed and exposed
to ozone plasma for dehydration analogous to the stamps. OrmoPrime 08
(MicroResist) was applied as adhesion layer through spin coating for 1 min
at 4000 rpm and hardbaked on a hotplate for 5 min at 150 °C. OrmoStamp
(MicroResist), a polymer with glass-like properties and high UV-NIL resolution,
was used as resist. Single droplets were positioned centrally on the stamps,
before glass substrates were placed on top without additional pressure. UV-
curing was performed in an MJB4 mask aligner for 2 min with 13 mW/cm
of 365 nm UV light. Separation of resin substrates and stamps were done by
heating the sample to 60 °C on a hot plate and carefully inserting a sharp razor
blade in between the layers. The resulting negatives of the original master
stamps function as replica stamps in a second UV-NIL step. All parameters are
identical to the first UV-NIL step. If performed correctly, the substrates resulting
from the second process are identical in surface structure to the original master
stamps. These are the UV-NIL-produced substrates that were later utilized as
cell culturing platforms (see Chapter 6).

Defects commonly observed in UV-NIL on cavities and pillars are bubble
defects as a result of trapped air. If not avoided, air entrapment results in
unintentional molds or hillocks in the final structure.[275] The chessboard
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Figure 5.4.: UV-NIL processing errors resulting from air entrapment between stamp
and resist. (left) Hillocks inside the cavities formed by air bubbles trapped between mas-
ter stamp and resist during the first step. (center) Molds in the platforms formed by air
bubbles trapped between replica stamp and resist during the second step. (right) With-
out trapped air, UV-NIL results in perfect replicas of the master stamp. Scale bars:
100 µm (top), 25 µm (bottom).

structures produced in this thesis are especially prone to enclosure of air bubbles.
Examples of observed errors are shown in Figure 5.4. If air was trapped in the
cavities during the production of the master stamp in the first UV-NIL step, the
bottoms of the final cavities are arched towards the center with less depth. In
the second UV-NIL step, air can be trapped in the cavities between the features
on the inversed master stamp. The trapped air results in molds in the platforms
surrounding the cavities and channels. Thus, channel walls are partially missing
due to this defect. While in thin films, air bubbles can be eliminated through
squeezing or gas condensation, such procedures are not possible in this case
due to the size and depth of the structures.[275, 276] However, the amount of
bubble defects was significantly reduced through heating of the stamps with
the liquid OrmoStamp droplet before the placement of the glass substrates on
top.

5.2. Fabrication of True 3D Scaffolds

The goal of substrates that support complex but distinctly ordered 3D in vitro
neuronal networks cannot be achieved with manufacturing techniques such
as GSL or RIE. DLW by 2PP is the only available technique to date to fabricate
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true 3D structures with complex inner geometry with sub-diffraction-limit
resolution. Therefore, DLW was utilized in this thesis for the production of true
3D scaffolds. The technique is discussed in detail in Chapter 3.

5.2.1. Experimental Approach

All DLW-produced 3D microstructures described in the following sections were
written with the laser lithography system Photonic Professional GT (PPGT)
from Nanoscribe GmbH. The PPGT is equipped with a 780 nm femtosecond
laser. The structures were written with Dipin Laser Lithography where the
objective is directly dipped into a liquid droplet of the photoresist. A 63x
objective was employed. The following requirements must be met to build
complex 3D structures with DLW for neurite guiding. Most obviously, the resist
must not be cytotoxic to be suitable for cell culturing. Additionally, it needs to
have high resolution and sufficient stiffness to achieve complex structures with
small embedded microtunnels. Lastly, the structures have to be stable for days
to weeks in cell culture medium.

First, Ormocomp® (micro resist technology GmbH) was tested for suitability
for this work. Ormocomp, an inorganic-organic hybrid polymer, is known for
its biocompatibility [277] and has been used for neurocages [17] and a variety
of other cell scaffolds [135, 136, 278] built by DLW. Free tunnels at the scale of
2 - 3 µm inner diameter could not be achieved in the tests with Ormocomp.

As a result, IP-Dip (2-(Hydroxymethyl)-2-[[(1-oxoallyl)oxy]methyl]-1,3-pro-
panediyl diacrylate; Nanoscribe GmbH) was chosen in subsequent tests, a
commercial negative tone photoresist known for high resolution. The elastic
modulus of IP-Dip is highly dependent on writing speed and laser power.
Written with the PPGT, it has been shown to be comparable to the modulus of
Ormocomp close to the lower polymerization threshold, but significantly larger
at high laser power.[279] A cubical with integrated tunnels serves as design for
the tests. The CAD-Design of the test structure is displayed in Figure 5.5 a. The
tunnels have either round or square cross sections and measure 10 µm, 5 µm
3 µm or 1 µm in diameter and width respectively. Achieving free, perfectly
shaped tunnels turned out to be nontrivial. In fact, it was not sufficient to stay
in the small laser intensity range between the polymerization threshold and
burning of the polymer. Partial clogging of tunnels can be observed even slightly
above optimal intensity parameters (Figure 5.5 b). Shrinkage after development,
determined by comparing the dimensions of the produced structure with the
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Figure 5.5.: Schematic and light microscopy images of intensity test results on horizon-
tal tunnels in a cuboid. The test design has tunnels with round (left) and quadratic
(right) cross section. The arrows point to tunnels of 10 µm (blue), 5 µm (green), 3 µm
(yellow) and 1 µm (red) diameter. The microscopy images show a top-view onto the
cuboids. (a) CAD graphic of the tunnel test. (b) Already slightly exceeding the optimal
intensity leads to partial clogging of the 5 µm and 3 µm tunnels (black arrows). The
1 µm tunnels are completely clogged. (c) At too high intensity, the polymer is partially
destroyed, and some tunnels are clogged (black arrows). (d) At optimal laser intensity,
even the 1 µm tunnels have a clean shape and are unclogged. Scale bars: 20 µm.

CAD, is about 10%. Figure 5.5 c shows a cubical where defects caused by
small gas bubbles during exposure indicate burning of polymer in addition
to clogged tunnels due to too high laser intensity. The cubical is noticeably
larger with shrinkage below 5%, which can be attributed to higher degree of
polymerization and consequently less shrinkage during development. Also,
the CAD-design with sharp corners and straight edges is conserved to a higher
degree, confirming the predicted increase of the elastic modulus. The optimal
laser intensity for the test structure is close to the minimum polymerization
threshold (Figure 5.5 d). All tunnels have a well defined shape and are free of
errors. The structure has large shrinkage of above 10%.

Based on the successful printing of the test structure, IP-Dip was the photore-
sist of choice in the experiments described in the following chapters. Applica-
bility of IP-Dip as substrates for neuronal cultures is discussed in Section 6.2.

5.2.2. 3D Scaffold Design

To achieve the goal of a culturing platform for the easy construction of small
neuronal networks with a predefined 3D pattern, the design has to meet two
central conditions. First, cells should not be distributed on the substrate ran-
domly. Specific areas for cell adhesion have to be defined in advance. Second,
these adhesion areas have to be connected to each other through defined path-
ways that dictate the direction of neurite outgrowth. Additionally, the design is
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Figure 5.6.: CAD graphics of the 3D structure design. (a) The structure consists of
10 × 10 pillars that are connected by freestanding tunnels. (b) Close-up of a section
of the structure. Pillars of 45 - 65 µm height and 25 × 25 µm2 width with 20 × 20 µm2

cavities on top are connected to direct neighbors over a lateral distance of 25 µm by
freestanding tunnels.

supposed to be easily adaptable to create different 3D network layouts.
Koitmäe et al.[115] have shown that clusters of only a few (MCGCs) each can

be confined in microboxes connected by 2D tunnels (displayed in Section 2.5.3,
Figure 2.6) Characteristic firing of action potentials after 4 DIV was measured.
In absence of any planar alternative, neurites only grew through the tunnels.
The design proposed in this thesis incorporates confinement in a similar way,
while obtaining complete freedom of the tunnel pathway in 3D and therefore
enabling increased complexity in future designs. The design is displayed in
Figure 5.6. It consists of pillars and suspended tunnels. The pillars are of three
different heights, 45 µm, 55 µm and 65 µm, and stand 25 µm apart. At the top of
the pillars are quadratic cavities of 20 µm2 width, enclosed by 2.5 µm thick and
10 µm high walls. Each cavity is connected to the nearest neighbors through
freestanding tunnels. The interior of the tunnels is 4× 5 µm2. The wall thickness
of the tunnels is 1.5 µm. Neighboring pillars always have a height difference of
10 µm, so that each tunnel covers a distance of 25 µm in x- or y-direction and
10 µm in z-direction. The complete design consists of 10 × 10 pillars.

A central aspect of the chosen design are the freestanding tunnels. As the
exposure tests on the test structures have shown, tunnels embedded in solid
polymer are easily clogged due to scattering effects (see Section 5.2.1). With
a volume of polymerization for the tunnel walls of only 1.5 µm in the design,
the probability of clogging is drastically reduced. In fact, no clogged tunnels
have been observed for this design, even though variations in laser power have
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been tested. Higher possible laser power in turn enables larger moduli, leading
to more stable structures and less shrinkage during development. Despite
the overall scale of the structure, fabrication time is kept at a feasible level -
2 h 40 min with 10 mm/s write speed - due to minimized exposure volume.
Freestanding tunnels can easily be designed to lead into all directions desired
for the respective network studies. An additional advantage of freestanding
tunnels is the small surface area outside of the tunnels which reduces the
probability of soma attachment on top of the tunnels during cell plating.

Another aspect of the design, partly chosen as a consequence of the exposure
tests, is the use of tunnels with quadratic cross section instead of round tunnels.
Quadratic tunnels have two advantages in comparison to tunnels with circular
cross section: First, in optical microscopy quadratic tunnels are visually clear
with sharp boundaries while round tunnels are more obscure due to refraction
effects (see Figure 5.5) Thus, the visibility of neurites in confocal imaging might
also improve. Second, trenches and corners have previously been shown to
direct neurite outgrowth as topological cues.[104, 109, 113, 121]

In summary, the scaffold design combines enclosed areas in form of cavities
of different height that are conceived as potential neurocages with freestanding
tunnels that are intended to act as design specific 3D neurite guides between
the somata.

5.2.3. Fabrication and Optimization

The feasibility of the design with DLW was first tested on a simplified model
with pillars of the same height. The tunnels in this test design have 4 µm inner
diameter in horizontal and 5 µm in vertical direction. They are horizontal,
with a slight bending of 1.5 µm upwards towards the center. The structure
was written at 10 mm/s and approx. 17 mW laser power. Slicing distance was
set to 0.3 µm. Hatching and contour distance for the tunnel structures was
0.2 µm. The samples were developed in MR-Dev 600 (1-methoxy-2-propanol
acetate, micro resist technology) for 30 min and subsequently immersed twice in
isopropyl alcohol (99.9 %) for 60 s. Optical microscopy images of the results are
shown in Figure 5.7 a. The structure was written rotated by 45° (compared to
the x-y-orientation shown in the figure) with write fields of 71.71 µm and 2 µm
overlap. That way, pillars are placed at the borders of write fields and have to be
stitched. All tunnels are completely inside the write fields and can therefore be
written without risk of stitching errors. Each write field is written layer by layer.
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Figure 5.7.: Images of a simplified 3D structure with horizontal tunnels written with
DLW. (a) Optical images of well defined structures with free tunnels between quadratic
cavities. One write field (45° rotated in the image) contains one whole pillar and four
pillar sections that are stitched during the writing process. As a result, half of the
pillars are stitched from four parts. Stitching slightly reduces the volume of cavities.
The chessboard pattern of the design is slightly deformed and the corners are out of
focus if focused on the middle part. A zoom with focus on the glass/polymer interface
reveals interference patterns. Scale bars: 50 µm. (b) SEM images of 3D structures. The
CAD design was adequately reproduced within the resolution set by the thickness of
the written lines. The tunnels have a well defined quadratic inner cross section. The
structure is stable, but the corners are lifted from the glass carrier. Scale bars: 10 µm,
10 µm, 100 µm.

The tunnels appear to be completely free and open at the ends, connecting one
cavity with the next. Considering the whole structure, slight deformation in all
directions can be observed. The structure is attached to the glass carrier only at
a small spot towards the middle, which is shown by interference patterns at the
interface between scaffold and glass.

SEM imaging confirms the conclusions drawn from optical microscopy (Fig-
ure 5.7 b). Well defined cavities and tunnels were written. The small elevation
towards the middle of the tunnel is realized through process-inherent steps. To
analyze the inner dimensions, the structure was cut open by FIB milling. The
inner cross section of the tunnels in the CAD template is 4 × 5 µm2. The cross
section of tunnels in the completed structure is nearly quadratic with interior
dimensions reduced to 3.5 × 3.5 µm2. The width of the tunnel walls is between
2 µm and 2.5 µm. The corners of the scaffold are lifted from the carrier glass
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Figure 5.8.: Optical images of a simplified 3D structure, written inside a polymer box.
The chequered pattern is well preserved and all boxes are at the same height. The box
is 7 % smaller than the original CAD-design. Scale bar: 50 µm.

surface, which is caused by contraction of the polymer during development and
consequential detachment of the structure as relief of strain (see Section 3.4.3
for more details on shrinkage and resulting strain).

Optimization Step 1

The strain leading to detachment is caused by shrinkage adding up to tens
of microns over the entire structure. The shrinkage stands in contrast to a
solid carrier material. So, in order to prevent strain inside the structure, some
alteration needs to be performed regarding either the carrier or the structure
itself. The single-anchor support proposed by Maruo et al.[247] is not feasible in
this case due to the scale of the design. Numerical shrinkage compensation, that
works conditionally well on a simple woodpile structure, is also not feasible
in this case.[240] Instead, in a first approach, the structure has been placed
inside of a polymer box. Thus, glass as carrier material for the structure was
effectively replaced by IP-DIP. The box of 600 × 600 µm2 is written first and the
actual design is then written inside of the box afterwards (Figure 5.8). Lacking
fine features, the box can be written at higher speed with 20 mm/s and slightly
increased laser power. After development, the size of the box is reduced to
approx. 560 × 560 µm2, a shrinkage of ~7 %. The pillars are thereby firmly
attached to a ground that shrinks simultaneously at approx. the same amount
and rate as the written design itself and stay in straight lines towards each other.

For optimized fabrication time, the box was written in 140 × 140 µm2 write
fields and the actual 3D design (Section 5.2.2) was written in write fields set to
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Figure 5.9.: Optical images of the transfer of a 3D structure onto another glass carrier.
(a) The structure clamped between reverse action tweezers and lifted from the glass
carrier. (b) Structure after the transfer onto a new carrier substrate. Scale bars: 200 µm.

141.42 × 141.42 µm2. Fabrication time of one 10 × 10 cell culture scaffold with
the distance between written lines adjusted to 100 nm is 2.5 h. One carrier box
with the line width adjusted to 700 nm is written in 3/4 h. The write fields of the
box were stitched diagonally. Even though the boxes have rough stitching, they
are sturdy and can even be transfered onto a different substrate with reverse
action tweezers (Figure 5.9). As long as only the walls of the box are clamped,
the culturing scaffold is not affected.

However, after several days in solution during culturing experiments, the
boxes themselves detach from the carrier glass. To prevent detachment of the
boxes in wet medium, the concept of multiple anchors utilized by Ovsianikov et
al.[248] was refined for scaffolds with these relatively large dimensions. Flexible
springlike spirals with high flexibility were written onto the glass prior to the
boxes, connecting the boxes to the glass surface. Optical images of a simplified
3D structure inside a box attached to the carrier through spirals are shown in
Figure 5.10. Prepared this way, scaffolds have been recycled for multiple culture
cycles, sticking firmly to the glass carrier.

The first design of the 3D structure with pillars of different heights was
written successfully inside boxes. SEM images of the structure are displayed in
Figure 5.11. The main difference to the simplified model in this first design is
the incorporation of height differences between the pillars and the placement
of larger write fields of 141.42 × 141.42 µm2. With this change, stitched pillars
are only composed of two parts, which reduces stitching errors end enhances
stability. The height difference covered by the tunnels between pillars is realized
in multiple small steps. The structure is firmly attached to the bottom of the
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box without deformation. Culturing experiments using these structures are
discussed in Section 6.2.2.

Figure 5.10.: Optical microscopy images of a simplified 3D structure inside a box that
is attached to the glass carrier through polymer springs. (a) Isometric view onto the
structure written inside a box. The box is not in direct contact to the carrier glass, but
stands on springs, also written with DLW beforehand. Scale bar: 100 µm. (b) Side view
of the scaffold on springs. The tunnels and cavities are transparent to light. Rough
stitching of the box is clearly visible in the reflection. Scale bar: 60 µm.

Figure 5.11.: Scanning electron microscopy images of the first 3D structures for cell
growth studies. (a) The structure written inside a box. (b) Spring structures, compen-
sating shrinkage with flexibility. They are slightly bend towards the center of the box
and connect it firmly to the glass carrier. (c) Pillars of different height inside the box.
(d) A pillar of medium height. The tunnels on the left and back lead to higher pillars,
while the tunnels on the right and front go downwards. The arrow points to a diagonal
line through the cavity, which is an artifact of write field stitching. Scale bars: 150 µm,
10 µm, 20 µm, 10 µm.
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Optimization Step 2

Two improvements of the design were made following the first culturing results
leading to the final design described in Section 5.2.2. First, the tunnel diameter in
the CAD was further reduced by 1 µm from 4× 5 µm2 to 3× 4 µm2 for enhanced
confinement of the neurites. Second, the height of the cavity sidewalls was
reduced from 15 µm to 10 µm. The reduction was foremost motivated by the
necessity of accessibility of cell somata for electrophysiological measurements
(see Section 4.4). A positive side effect might also be a better supply of nutrients
due to improved diffusion of fresh medium to the neurons.

The improved structure inside a box is displayed in Figure 5.12. SEM images
were taken after culturing and cleaning with 70 % ethanol. For improved
contrast, the scaffold was sputtered with approx. 40 nm Au prior to imaging.
After residing in solution for days and being exposed to ethanol multiple times
for sterilization and cleaning, the box has notable defects along the writing
direction of the laser during DLW (Figure 5.12 a). In contrast, the cell-scaffold
itself is visually not affected. Since the complex is designed to stick to one carrier
glass with no need of transfer with tweezers, the height of the box walls was
reduced, giving access to the patch clamp pipette to all cavities independent
of the direction (Section 6.4) as well as speeding up the writing process The
springs, partly overgrown by cellular material, are still firmly attached to the
glass carrier (Figure 5.12 b). The scaffold itself is still well defined, with reduced
size of the tunnel entrances of 2.3 µm width (Figure 5.12 c). The walls of the
cavities are slightly bend outwards. As described in Section 3.4, the amount of
shrinkage during development is linked to the polymerization yield. When the
scaffold is written with less intensity than the box, shrinkage is not identical
and the walls are slightly bend as a result. To determine the quality of the
tunnels, the structure was selectively cut open by FIB milling (Figure 5.12 d-e).
The layer-by-layer writing results in small round hillocks in the magnitude of
~100 nm. Apart from that, the tunnels are well defined over the whole length
with height and width of about 2.0 - 2.2 µm (Figure 5.12 f), a magnitude that has
proven favorable for single neurite guiding in previous guidance studies.[100,
101, 115]

Even though the manufacturing of springs and boxes as carriers for the
structure has proven to be an effective tool to provide stability, it increases time
and cost of the production. Evaluation of neuron cultures in the structure by
optical microscopy is impaired by the underlying springs and patch clamp
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Figure 5.12.: Scanning electron microscopy images of 3D structures printed with the
final design and covered with approx. 40 nm Au. (a) The structure written inside a box.
The red arrows in the insert point to defects of the box. (b) Side view onto the structure.
The height of the box sidewalls is reduced to 25 µm. Springs connect the box to the
carrier glass after shrinkage. (c) Pillars of different height inside the box. The entrances
to the tunnels are nearly quadratic with approx. 2.3 µm width. The walls of the cavities
are slightly bend outwards. (d-f) Tunnels cut open by FIB milling. The tunnels have
rounded steps on the outside as well as the inside. The cross section of the tunnels has
a well defined rectangular form throughout the whole length. Scale bars: 100 µm (a,b),
50 µm (a inset), 30 µm (c), 10 µm (d f), 2 µm (e,f inset).

experiments are significantly more difficult due to poor visibility of the somata
(see Figure B.1). In order to replace the box as an extra carrier, the structure
itself needs to compensate shrinkage and firmly stick to the glass carrier. The
observations above show how reduction of the cavity wall height enables the
structure to release stress through slight inherent deformation. The use of higher
laser power closer to the burning threshold additionally reduces shrinkage due
to higher degree of polymerization. Lower cavity walls combined with reduced
shrinkage were successfully utilized to keep the scaffolds in place on the glass
carrier without detachment or deformation during development (Figure 5.13).
Even though the raised laser power also leads to larger elastic modulus and
the strain, still present, slightly bends the outer pillars towards the center, all
pillars stick firmly onto the glass surface. In contrast to the deformation shown
in Figure 5.7, the pillars stand in perfectly straight lines as defined by the CAD-
design. Stitching errors are reduced due to increased stability of the footing.
Slight roughness of the structure’s surface is induced by the slicing, which is
defined previous to the DLW process.
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Figure 5.13.: SEM images of 3D structures for cell growth studies written directly onto
glass carriers. All pillars are firmly attached to the glass surface. (a) Outer pillars are
slightly bent inwards due to stress arisen through polymer shrinkage. (b-c) Inner pillars
stand completely straight and in line. The form given by the CAD design is preserved.
(d) A tunnel leading 10 µm downwards into a cavity. Slight surface roughness inside
the cavity created by chosen line width during DLW is visible. (e) A pillar of medium
height. Small diagonal misalignment of approx. 100 nm is visible as a result of write
fields stitching. (f) Close-up on the top of a tunnel, showing uniformal rounded steps.
Scale bars: 100 µm, 75 µm, 50 µm, 10 µm, 10 µm, 1 µm.

While the depicted optimizations significantly improved the quality of struc-
tures directly written onto the glass carrier, they are not sufficient to connect
the structures to the glass as efficiently as deformable springs. Most structures
stay in place for one culturing experiment, but when cleansed with the intend
to reuse for further cell cultures, most structures detached and were lost. This
problem is solved by coating with a biocompatible layer before utilization as
culture platforms (Section 5.3).

5.2.4. Variants

Scaffold fabrication utilizing DLW by 2PP allows for easy adaption of produced
geometries by simply changing the CAD. Therefore, the pillar scaffold is
designed with the aim to be easily adjusted to the requirements in diverse cell
culture studies. A variation of the structure with increased diversity in pillar
height, tunnel length, and tunnel orientation was written as proof of principle
for adaptability (Figure 5.14 a). The tunnel length in this design varies from
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Figure 5.14.: SEM and CLSM images of alternative variants of the 3D scaffold design.
(a) Structure with various pillar heights and tunnel pathways to support neurite guid-
ance on varying distances and 3D directions. (b) Ring-shaped pillar structure to support
circular network formation. (c) Single pillars with tunnels connecting cavities with
themselves and two or three pillars and tunnels arranged circularly. (d) Structure
with 4 × 6 cavities and planar tunnels written in one write field for fast production of
scaffolds and facilitated analysis of culturing results. Scale bars: 25 µm.

25 µm to 100 µm with up to 30 µm distance covered in z-direction and changing
slopes between 0 ° and 90 °.

In another variation a low number of pillars are connected in a ring-shaped
arrangement (Figure 5.14 b and c) with the motivation to test the formation of
autapses, the synaptic connection of a neuron to its own dendrites or soma,[280,
281] or circular connections of only a few neurons. Such connections could act
as neuronal feedback loops in future designer neuronal networks, a concept
utilized in the brain to tune synaptic feedback for memory storage.[282]

The final variation applied in cell culture studies during this thesis are 4 ×
6 pillar structures in a planar chessboard arrangement (Figure 5.14 d). This
simplified design was chosen with the objective of rapid production of multiple
scaffolds on the one hand and streamlined analysis of cell cultures on the other
hand. The planarity ensures that all cells are in focus simultaneously in optical
microscopy images and it significantly reduces expenditure of time during
confocal imaging. The scaffolds were written in single write fields without
stitching. While stable in the center, it has a reduced degree of polymerization
towards the edges as a result and cavity walls are partially sagged. The total
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height of all pillars is set to 30 µm for this structure for additional reduction of
fabrication time to approx. 12 min each.

5.3. Substrate Coating

Cultivation of neurons in vitro is a demanding task, because primary neurons
are very sensible to environmental conditions. If roughness or chemical com-
position of the culture platform are not favorable, cell adhesion and viability
can be impaired.[283] Additionally, the concentration of trace elements in the
culture solution has to be well defined. Atoms, molecules or ions dissolving
out of substrate materials can disturb cellular functions and lead to cell death.

A solution to both of these aspects, allowing for even toxic materials such as
GaAs to be used as basis for culture platforms[18, 115], is pin-hole free coat-
ing of the surface with a biocompatible material with favorable properties. In
case of DLW by 2PP, pin-hole free coating overcomes the limitation of biocom-
patible photoresists for cell culture platforms. On complex 2.5D surfaces and
3D structures with interior surface areas, suitable methods for the application
of these coatings are limited. The two methods utilized here are CVD and
atomic layer deposition (ALD). Unlike directed deposition methods such as
physical vapor deposition (PVD), where shadowing effects can create hillocks
and gaps, the covering material reaches the surface through non-directional
diffusion in the gaseous phase. As a result, layers of material are deposited all
over, even on complex surfaces. Two materials were tested as cover material,
parylene-C (ParC) (Section 5.3.1) and Al2O3 (Section 5.3.2).

A positive effect of coating with ParC or Al2O3 besides improved culturing
conditions is the adequate compensation for the omission of springs to keep the
structure attached in solution. The pin-hole free layer prevents any interaction
between the liquid and the polymer/glass interface and adds extra stability.
Structures printed with the final design described in Section 5.2.3, step 2, stayed
in place for multiple culture cycles with cleansing in between.

Biocompatible surface quality is a precondition for cell culturing. For neurons
to actually settle and to build neuronal networks on a substrate in vitro, an
additional attractive chemical factor is usually needed.[284] Here, substrates
are coated with PDL (Section 5.3.3), which has been well established as effective
surface coating in bioneurology for several decades.[97, 99, 285]
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5.3.1. Chemical Vapor Deposition of Parylene-C

ParC is a crystalline thermoplastic polymer. Parylene has some unique prop-
erties that make it predestined as coating for a wide variety of applications. It
builds transparent, pin-hole free coatings that can act as dielectric barrier, it is
chemically inert, is resistant to high temperatures and adds negligible weight
to the covered device. Most importantly for this work, parylene has excellent
biocompatibility and biostability.[286] The highest standards of biocompati-
bility are met for plastic materials (ISO 10993 and USP Class VI).[287] Since
the formation takes place from the gaseous phase one molecule at a time, very
homogeneous layers are deposited onto the surface of the substrates, preserving
fine features in topology. Parylene has been used for more than 40 years as
coating material for medical devices and implants. Especially in the field of
neural recording on electrode arrays, ParC is widely used. [286–292]

ParC was coated on cell culture substrates by CVD in a SCS Lab-coater® 2
(Speciality Coating Systems), a vacuum system specifically designed for the
purpose of parylene deposition. The deposition takes place in three main
steps. First, ParC dimers in the form of granulates are heated under vacuum
conditions at 150 ◦C and 0.1 Torr and build a dimeric gas through vaporization.
Second, the gas is heated to 680 ◦C and the dimers are pyrolized to monomers.
In the final step, the monomeric gas is released into the chamber with the
scaffold substrate. At 25 ◦C, the ParC monomers are deposited and form a
transparent polymer film on the surface. In previous experiments with 0.7 g
ParC all surfaces of structures, including interior surfaces of microtubes, were
coated with a layer of approx. 130 nm thickness.[115] In this work, 0.5 g were
used for coating.

5.3.2. Atomic Layer Deposition of Al2O3

Alumina (Al2O3) is deposited by ALD utilizing trimethylaluminum [Al(CH3)3]
and water as precursors.[293, 294] The ALD process produces conformal, dense
and pin-hole free layers.[295] Al2O3 coating has high abrasion resistance and
hardness, and it is bioinert.[296] Thin layers of nm-thickness are sufficient to
cover substrates completely. Cell proliferation and activity has shown to be
promoted on Al2O3 covered glass substrates in vitro compared to plain glass
control.[297] Al2O3 has also been used as cover material for implants, such as
for microelectrode arrays for neural recording.[298–301]
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Figure 5.15.: SEM images of a tunnel cut open by FIB milling. To prevent the scaffold
from electrical charging and obtain the necessary resolution for milling, a layer of gold
was sputtered on top of the structure beforehand. (a) Cross section of a tunnel, milled
nearly over the entire length. (b) Side view on the ceiling of the tunnel. On the top,
two layers of coating material are visible - the sputtered gold layer on top and Al2O3

underneath. Inside of the tunnel one layer of Al2O3 is visible. Scale bars: 5 µm and
1 µm.

Al2O3 was deposited in a custom-built ALD system. On planar control
substrates, a layer thickness of 15 nm was determined by spectral ellipsometry.
The deposition on a 3D scaffold was analyzed by FIB milling. In Figure 5.15
a tunnel cut open by FIB milling is shown, confirming that the surface of the
scaffold is covered with a uniform layer of Al2O3. It is deposited outside as
well as inside of the tunnels, covering the polymer surface completely.

5.3.3. Coating of Poly-D-Lysine

An important factor on artificial culture platforms besides topology is the
chemical composition of the surface (see Section 2.5). Specific chemical cues
can promote and direct the attachment of neuronal somata and the outgrowth
of neurites. For this thesis, PDL, a cationic polymer promoting cell adhesion
and neurite outgrowth[285] as well as laminin, a protein promoting neurite
outgrowth and neuron viability [90], were applied to the substrates. PDL was
applied in three different ways, depending on the objective. Regardless of
the PDL deposition method, all substrates were treated with ozone plasma
at 3.5 - 5 W for 3 - 5 s in a plasma system (Femto, Diener Electonic) in advance
to increase the hydrophilicity of the surface. Directly before cultivation, all
substrates were additionally coated with laminin by incubation with laminin
solution (10 µg/ml for MCGCs and 50 µg/ml for mDANs) for 20 min.
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Unspecific Coating

In the simplest case and on control substrates, nonspecific coating onto the
whole surface of the culture platform is required. A droplet of approx. 100 µl/cm2

PDL solution (0.01 g/l, mol wt 30k - 70k, Sigma Aldrich) was pipetted onto
the substrates. 3D scaffolds were treated with droplets of 20 µl PDL solution
each. Resting time was at least 30 min. After removing the PDL solution, the
substrates were cleansed with DI-water (18.2 MΩ) two or three times to remove
excess PDL molecules.

Selective Coating with a Material Printer

To confine cell attachment and neurite outgrowth on some 2.5D substrates to
more specific areas, patterns of PDL were printed utilizing a Dimatix Materi-
als printer DMP-2831 (Fujifilm). PDL solution is filled into cartridges with 16
nozzles. Each nozzle ejects 1 pl droplets of liquid. The write head moves across
the stage in x- and y-direction and releases droplets according to a pattern
programmed beforehand. The formation of droplets is controlled by a piezo
element. Piezo-element voltage was set to 20 - 25 V, with a jetting frequency of
2.5 kHz. The temperature of the nozzle chamber as well as the sample holder
was set to 21 °C. The distance between write head and substrate was set to
600 µm. With these settings, areas of 20 - 30 µm diameter each could be se-
lectively covered by individual PDL droplets. The viscosity of PDL solution,
estimated based on droplet velocity and piezo-element voltage, is approxi-
mately 13 cP. [302]

This method was successfully applied to flat surfaces and stair case structures,
but could not reliably be utilized for chessboard patterns and the 3D scaffolds,
which require precise coating of small cavities. A minimum droplet size of
1 pL completely fills up one cavity of 103 µm3. Since the droplets fall onto the
samples with a velocity of 10 -15 m/s, printing of these cavities is impossible
without massive spillage, even using larger cavities of 20 × 20 µm2 side length.
Additionally, the precision of the stage alignment is limited to ±25 µm, thus
rendering reliable loading of the cavities impossible. Therefore, this approach
is not well suited for these substrates.
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Figure 5.16.: Optical images of the PDL coating process in 3D substrates. The pipette
is slightly colored for higher visibility. (a) Pipette filled with PDL solution hovering
above the substrate with the tip inside of a cavity without physical contact. The tip is
carefully approximated to a bottom corner. (b) Upon contact with the cavity corner,
surface tension breaks and cavities and tunnels are filled with liquid. Scale bars: 40 µm.

Selective Coating with Micromanipulators

Since the material printer is not suited for precise PDL coating of cavities, a more
direct, manual method was applied. An upright patch clamp setup was utilized
for site specific PDL coating. The setup consists of a microscope, an objective
with a large working distance, a micromanipulator and freshly prepared glass
pipettes with an opening of down to < 1 µm. For more details on the setup see
Section 4.4.

The general procedure to treat the 3D scaffolds with PDL is as follows: a
pipette filled with PDL solution is carefully approximated until the tip of the
pipette is hovering inside a cavity. The scaffold is oriented in such a way that
the tip directly points to a corner. Upon contact, surface tension at the tip of the
pipette is broken and the solution is released into the cavity without additional
pressure. Connected tunnels and cavities are automatically filled with solution
through capillary forces. The height difference of the cavities to each other
has no negative impact. All cavities are completely filled without overflow.
No leakage was observed, showing that the cavities are without major defects.
After a few seconds, the pipette is removed from the cavity and the solvent
evaporates within 1 − 2 s. This way, only cavities and tunnels are coated at the
inside, where cell adhesion and growth is desired, while all outside surface is
free of PDL adhesive factor.

Chessboard patterns were selectively coated utilizing the same approach.
Different to the 3D structures, cavities and channels of these 2.5D substrates
exert less strong capillary forces. To fill a multitude of cavities in one step, air
pressure was gently applied to the pipette containing the solution. However,

74



5.3. Substrate Coating

this method is highly sensitive when applied to 2.5D substrates and prone to
large-scale spillage of PDL solution.
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Analysis of Culturing Results 6
In this chapter, the results of cell culturing are presented with a focus on regu-
lated soma adhesion and neurite guidance. First, cell culture results on mod-
ulated 2.5D surfaces produced with GSL, RIE and NIL are presented. Second,
results of neuronal network formation in 3D structures produced with DLW by
2PP are discussed.

6.1. Culturing on Modulated Surfaces

The influence of step cues on neurite behavior has been investigated in the past
for a variety of cell types such as chick embryo cerebral and murine embryonic
cortical neurons.[303–305] Here, the potential of step cues serving as guides
and barriers for the formation of ordered neuronal networks in 2.5D pathways
is examined.

6.1.1. Steps and Channels by Grayscale Lithography

Steps

First, network formation of MCGCs seeded on surfaces modulated to step
structures by GSL is discussed. Vital neuronal networks have developed on the
substrates after 4 DIV (Figure 6.1 a - c). A tendency to settle on lower levels on
the structure rather than on the top steps is observable. 32 % of the cells are
seeded in the pits, 34 % on the lower steps, 27 % on the higher steps and 8 %
on the top steps. The overall cell density on the displayed substrate is (648 ±
114) cells/cm2. The pits and top steps each make up 1/6 of the total surface
area, while lower and higher steps each make up 1/3. Thus, the measured cell
density is highest in the pits with (1086 ± 264) cells/cm2. Network formation
over the total substrate surface shows that the steps do not present a barrier for
neurite outgrowth. However, the outgrowth is significantly influenced by the
topography and many neurites are oriented in the direction of the step edges.
Only a few neurites cross the top steps. A large part of neurite trajectories is
oriented in an angle of ±15 ° towards the step edge direction (Figure 6.1 d).
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Figure 6.1.: (a-c) CLSM images of MCGCs cultured on ParC coated step structures
produced by GSL at 4 DIV. Brightness of the steps correlates with the height: Light
top steps and dark bottom pits. Red arrows point to neurites guided along edges.
Scale bars: 75 µm (a,b), 25 µm (c). (d) Circular histogram of the normed distribution of
neurite orientations in (a) relative to the step edges. (e-i) False-colored SEM images of
neurons on step-structures after 4 DIV. Scale bars: 25 µm (e), 10 µm (f,h), 20 µm (g,i).

Further insight on the network geometry is provided by SEM analysis of
the same culture. Most neurites are roughly oriented in step edge direction
for a large portion of their paths. However, when steps are crossed, neurites
are predominantly not deflected (Figure 6.1 e). Many thin neurites as well
as neurite bundles are guided and deflected by step edges (Figure 6.1 f-g).
A majority of observed neurites that cross multiple steps both upwards and
downwards without deflection have a trajectory over 60 ° relative to the step
edges (Figure 6.1 h-i).

In summary, vital and large networks of MCGCs were cultivated on the
GSL-produced step structures. Somata settled on steps of varying heights as
well as neurites extended over steps introduce 2.5D modulation to the neuronal
network. However, additional guidance is needed to define neurite pathways
that cross the steps and cultivate ordered 2.5D networks.
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Channels

One possibility to introduce order to neuronal networks cultivated on step-
structures is the addition of further topological contact guidance. To this end,
chessboard structures of cavities connected by channels with steps produced by
GSL were utilized as cell culture platforms for MCGCs. The height difference
between consecutive steps is 2 µm. Two neurons in adjacent cavities after
6DIV are displayed in Figure 6.2 a. Neurites in the channels show exemplary
behavior for pathfinding observed on these substrates. Neurites originating
from cell somata that are settled in cavities are mostly extended towards the
channels. Over a certain distance, the neurites are guided over the steps along
the bottom of the channels (1). At some point, typically after crossing one of
the top level steps, the neurites attach to the channel wall and do not follow the
steps back downwards (2). Some neurites subsequently leave the channels. In
the displayed case, the main trajectory remains inside the channel and leads
back down onto the channel bottom. Other neurites leave the channel after
crossing the channel bottom towards the other edge when approaching a higher
step level (3).

The general guidance effect of the channels is showcased in Figure 6.2 b.
Most neurites originating from a cell cluster settled near a cavity, as well as
the neurites of somata settled on the top rim of a channel are extended into
the channels. Guided neurites appear to be longer than neurites without con-
tact guidance, which might indicate an acceleration of the neurite outgrowth
through contact guidance in the channels similar to the effect shown for neurites
inside of tubes.[38] Nearly all observed neurites leave the channels at some
point and extend onto the substrate surface without 2.5D structuring. Observed
neurites of somata settled inside of cavities typically exit the channels before
reaching an adjacent cavity (Figure 6.2 c).

While neurite guidance along the channels is observed in the cases described
above, a majority of the somata is settled on the flat surface (Figure 6.2 d). Single
neurites from these somata are extended into the channels, but large parts of the
neuronal networks are formed on the surface without modulation. Neurites of
these networks, especially in case of neurite bundles, build suspended bridges
over the channels (Figure 6.2 e) or extend down on one side wall and up on
the other side wall without changing the trajectory (Figure 6.2 f ,g). Some small
somata are settled inside of a channel. Neurites can be extended into the
channels as well as onto the flat surface in this case (Figure 6.2 h).
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Figure 6.2.: False-colored SEM images and a CLSM image of MCGCs on chessboard
structures produced by GSL after 6 DIV. Red arrows indicate spots, where neurites
leave the channels. Yellow arrows indicate neurites, that are not guided. Blue arrows
indicate reentering of neurites into channels. (a) Two connected neurons. Three mag-
nified areas of interest show (1) guidance along the bottom of a channel, (2) guidance
on the side-wall of a channel and (3) a neurite pathway exiting a channel. (b) Neurites
originating from a cell cluster and somata that are settled on top of channels. (c - h)
Examples of neurites exiting, entering and crossing channels. Scale bars: 20 µm (a),
10 µm (1-3, h), 75 µm (b), 25 µm (c), 20 µm (d), 5 µm (e - g).

The observations show that steps and walls produced by GSL are sensed
by the growth cone. The effect is not strong enough to reliably build ordered
2.5D networks on the structured surfaces, but some neuron caging and neurite
guidance is given. The path chosen by neurites after encountering the border
of a step or a channel is dependent on angle of approach. At large angles,
neurites tend to cross steps and channels without change of trajectory. At small
angles, they tend to follow the step edge direction or channel. This behavior
is analogous to stripe ’tracking’, observed for neurites encountering stripes
of fixed chemical guidance cues laminin and fibronectin.[44] High probability
of neurites exiting the channels at some point can be attributed to frequent
directional changes of the trajectories induced by the step structure inside the
channels. Neurites have previously shown to cross boundaries more often
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on surfaces with multidirectional patterns than neurites on unidirectional pat-
terns.[111] The observation of longer neurites when extended through channels
fits previous findings where axons on anisotropic patterns where significantly
longer than axons on flat surfaces.[112]

6.1.2. General Effect of Poly-D-Lysine

The common method to promote adhesion and neurite outgrowth on artificial
substrates in in vitro cell cultures is modification of the surface chemistry:
Selective adhesion coating can support topological guidance.

The effect of selective surface coating with PDL on MCGCs is first evaluated
in isolation on flat substrates without contact guidance to evaluate it as chemical
guidance factor. The neurons were cultivated on glass substrates with an Al2O3

surface coating. Droplets of PDL solution printed with a material printer
(see Section 5.3.3) resulted in a pattern of circles with approx. 36 µm diameter.
Confocal images of culturing results after 7 DIV for circles printed every 90 µm
are shown in Figure 6.3 a - c. 89 ± 5 % of all somata are settled directly on or
are attached to circular areas covered with PDL. A network of neurites spans
between the circles. In the case of somata that are located between circles, their
neurites are directly extended to the nearest circles. In the coated areas, somata
and neurites are more likely attached and extended on the outer rim than in the
center.

The results indicate a very strong PDL dependence of cell attachment and
migration of somata on the substrate. Cell adhesion near the edges of circles
indicate an uneven distribution of PDL residue in the rings, likely due to the so
called coffee-ring effect, known to occur in ink-jet printing of polymers.[306]
During neurite outgrowth, PDL clearly functions as a guidance cue. Orienta-
tional analysis of the neurite growth directions in case of PDL droplets with
90 µm periodicity (Figure 6.3 d - e) reveals that the simple quadratic pattern
is sufficient to introduce a certain order to the network. Dominant neurite
orientation towards 0 ° and ± 45 °. Spreading of most neurites between nearest
and second-nearest circles (Figure 6.3 f) results in preferred directions either
parallel or diagonal to the printed pattern.

Figure 6.3 g - i show close-ups of cultivated circles printed every 190 µm. Here,
nearly all cellular material is attached at the PDL spots. Neurites of vital cells
are exclusively extended inside the boundaries of the coated area. This result
indicates that the minimal distance of 154 µm exceeds the maximal distance

81



6. Analysis of Culturing Results

Figure 6.3.: CLSM images and orientation analysis of neurons cultured on PDL cir-
cles with diameters of approx. 36 µm printed on Al2O3 surface (7 DIV). (a-c) Circles
printed in a pattern of 90 µm and an average distance between two circles of 54 µm.
(d) Color-coded confocal image of neurons cultured on PDL circles in a pattern of
90 µm. Coloration of neurites corresponds to the neurite direction relative to the pat-
tern. (e) Circular histogram of the normed distribution of neurite orientations on the
pattern. (f) Percentage share of neurite pathways between nearest (first), second-nearest
and third-nearest circles. (g-i) Circles printed in a pattern of 190 µm and an average
distance between two circles of 154 µm. Scale bars: 100 µm (a,b,d), 50 µm (c) and 25 µm
(g - i).

neurites of MCGCs span without attractive chemical guidance cues. When
the distance between PDL-covered areas is too large, neurites retract and start
sensing in a different direction. As a result, no neuronal networks can be formed
over PDL coating with large distance spacing. In literature, the critical distance
neurites will span without attractive cues in between is given in the range of
60-80 µm, depending on type of neuron. A single vital cell inside a circle is a
special case. The only possibility to interact for such a neuron is with itself -
the autapse.[280] Autapse has been shown to occur in in vitro experiments with
isolated neurons in 2000 by Rao et al.[281]
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6.1.3. Steps and Channels by Reactive Ion Etching

Steps

In contrast to GSL-produced steps, steps produced by RIE have sharp, well
defined edges with 90 ° angles. Thus, they are well suited to assess neurite
pathfinding along competing growth options when exposed to barriers of dif-
ferent heights. Three different cases are observed on steps of 3 µm, 6 µm and
9 µm height and 12 µm width with overall PDL coating (Figure 6.4). On 3 µm
steps, the orientation of neurites in the network is statistically random with the
neurites freely extending over the steps. On 6 µm steps, neurites in networks
have a predominant orientation along the edges of the steps and somata are
mostly settled on lower steps and in pits. However, cross-linkage over the top
steps is sufficient for network connections between the pits. Interestingly, neu-
rites of single or only a few neurons are switching between perpendicular and
parallel orientation along the step edges. On 9 µm steps, no network formation
across the steps is observed. Neurites are deflected when approaching a lower
step edge, which leads to confinement in the pits and guidance along the step
edge direction.

Li et al. reported a threshold height of 10 - 11 µm for cortical cell cultures in
the crossing and turning on steps coated with PDL.[305] They noticed, that the
threshold is of the same magnitude as the growth cone dimensions of cortical
neurons. Here, the results indicate that the scale of the growth cone might
also be the defining factor for the threshold for MCGCs in crossing steps. The
growth cones of the cultured MCGCs have typically 5 - 7 µm width (see also
Figure A.4). When encountering a step of larger vertical dimensions, the cone

Figure 6.4.: CLSM images of MCGCs at 10 - 11 DIV on steps produced by RIE. Steps of
3 µm, 6 µm and 9 µm height and 12 µm width, coated with ParC and PDL. Scale bars:
50 µm, 75 µm, 50 µm, 25 µm, 20 µm.
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would need to turn in a 90 ° angle to cross onto the next step while turns in
plain offer alternative pathways with smaller bending angles. Thus, neurites
are entrapped by vertical walls of 9 µm. When encountering smaller steps, the
bending angle needed to extend onto the next plane is reduced which in turn
increases the likelihood of crossing.

The orientation of neurites perpendicular to 6 µm steps for low density cell
cultures may be explained by the presence of topology as single guidance cues
in the absence of other cells nearby. When the growth cone senses an edge, it
can either align with the edge or continue its trajectory across the edge to sense
for the next cue. The closest way to the next cue in form of the next step edge is
directly 90 ° across the step. This form of perpendicular contact guidance has
previously been observed on grooves of sub-micron dimensions and on radial
neurite bundles.[307–309]

Lines of PDL printed perpendicular to the step edges was additionally tested
for 6 µm and 9 µm steps in order to force neurons to form ordered networks with
neurites extended over multiple steps. However, this method results in reduced
network formation - probably due to unequal PDL coating. See Section A.1.4
for further details.

Channels

Analogous to the culture platforms produced by GSL, chessboard structures of
cavities and channels with steps were produced by RIE and NIL, and cultivated
with MCGCs to obtain ordered 2.5D neuronal networks. Unlike previously, PDL
was not coated onto the entire surface, but specifically printed to enhance the
selectivity of cell adhesion. Figure 6.5 a shows a sample, where PDL was coated
with a materials printer aimed to the cavities and channels. It is reasonable to
assume that droplets with PDL solution spread through the channels through
capillary forces before evaporation of the solvent, leading to PDL coating that is
distributed in the whole modulated area. Using this surface treatment, guidance
in the confined area is achieved and a neuronal network spans through the
channels and cavities. However, neuronal somata are mostly not settled in the
cavities, but on top of or in the channels.

Figure 6.5 b highlights a downside of PDL coating with the material printer,
exemplarily shown on an alternative chessboard design with a periodicity
of 70 µm, 14 µm cavity depth and only one step of 4 µm height per channel.
Droplets of PDL solution aimed at the cavities were deposited onto the channels
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Figure 6.5.: CLSM images of MCGCs at 6 - 8 DIV on chessboard structures produced by
RIE and NIL. (a) Cavities of 10 µm depth and steps in channels of 5 µm height coated
with PDL with a materials printer. (b - e) Cavities of 14 µm depth and steps in channels
of 4 µm height. PDL coated by a material printer (b) and with a micromanipulator
(c - e). Red arrows indicate neurites guided at the top edge of cavities. Blue arrows
indicate neurites at the bottom of cavities. Scale bars: 75 µm (a, e), 50 µm (b - d).

due to the insufficient accuracy of the stage alignment. As a result, somata
are settled in the channels and neurites are spread on straight lines across the
surface of the sample.

Figure 6.5 c - d shows examples of the same design with PDL deposited by a
micromanipulator directly into the cavities and channels with a micromanipu-
lator. With this setup, neuronal networks with somata exclusively attached to
the cavities and several neurites that spread through the channels and along
the bottom of the cavities are formed. Some neurites are partially guided along
the top edges of the channels and cavities. When clusters of several cells are
settled in cavities, some neurites are spread across the surface towards different
cavities (Figure 6.5 e).

The design was tested with step heights between 2 µm and 10 µm. Overall,
the neuronal networks in the RIE etched structures have a high degree of order
and guidance along 2.5D pathways for step heights of 4 µm and below. In
accordance to the findings on step structures, step heights above 6 µm hinder
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neurite elongation and observed neurite guidance occurs mostly for clusters
along the top edge.

6.1.4. Lessons for 3D Scaffold Design

From the culturing results on modulated surfaces, the following conclusions are
taken and transferred to the design and handling of 3D scaffolds for ordered
networks:

- Vertical walls with sufficient height and sharp 90 ° edges can confine neurite
extension in a defined space on the bottom plane. For MCGCs, heights of
≥ 9 µm are sufficient for neurite caging.

- Guidance through channels with changing trajectories: Every change raises
the probability of the neurite extending along the side wall and exiting the
channel over the top edge. Therefore, guidance exclusively through a 3D design
can only be ensured by tunnels.

- Selective chemical coating reduces potential cell adhesion spots and areas
of neurite outgrowth predominantly to the coated areas. Coated cavities act as
efficient neurocages.

6.2. Murine Neuronal Networks in 3D Structures

In this section, culturing results on and in the 3D substrates produced with
DLW by 2PP are presented and analyzed.

6.2.1. Topological Guidance Effect of Tunnels

During axon extension, the growth cone extends and retracts depending on
the sum of all environmental factors or cues it senses in close proximity. The
direction of further extension is influenced by chemical guidance and contact
guidance (Section 2.5). Here, the topological guidance induced by 3D structures
and tunnels is evaluated.

To study the direct effect of the scaffold design on cell adhesion and the
neurite path, all structures were completely coated with PDL, so no gradient of
attractive chemical cues is present. Simple cubes written onto a glass slide were
cultivated to test cell survival and adhesion in the presence of the IP-DIP resist.
An exemplary image of the culturing result at 8 DIV is displayed in Figure 6.6 a.
Cell somata are adhered around the sides of the cubes at the interface between
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Figure 6.6.: Results of cell adhesion and neurite outgrowth tests with cubical test
structures written by DLW. (a) CLSM images of stained granular cells cultured on a
glass slide with cubical structures at 8 DIV. (b) False-colored SEM images of a neuron
with a neurite extending inside a tunnel with a cross section of 2×2 µm2. The insert
shows a close up of the neurite and the entrance of the tunnel. (c) CLSM images of a
living cell (yellow/green soma) with neurites extended through tunnels with a cross
section of 4×4 µm2. Scale bars: 100 µm (a), 20 µm (b, c), 5 µm (b insert).

glass carrier and polymer, with neurite connections in between. High density
of vital cells at the cubes shows that the polymer is not cytotoxic. Low cell
density on the flat glass carrier in proximity to the cubes indicates cell migration
towards the structures after cell planting.

Even though neuronal network formation around the polymer cubes is ob-
served, no cells or neurites are directly attached on top or on the sidewalls
of the cubes. However, in the targeted pillar structures, cells are supposed to
attach inside of polymer cavities. Therefore, flat IP-DIP surfaces were utilized as
platforms for cell adhesion to test attachment directly on polymer. The IP-DIP
platforms are connected with springs to the glass carrier analogous to scaffolds
in boxes (see Section 5.2.3). Cubical structures with straight tunnels opening to
opposing sides were written on top of these platforms to evaluate their function
as neurite guides.

The cell density on top of the polymer substrates is very low compared to
control cultures on the bottom of Petri dishes (Appendix Figure A.3). Cell
vitality on the IP-DIP platforms is significantly diminished to the extent that
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only single vital neurons can be found on top of the material. Figure 6.6 b shows
one exemplary neuron settled on the polymer at 7 DIV. The neurite is extended
towards an edge of a cubical over a distance of approx. 40 µm and further along
the low edge between cube and flat substrate. With a turn of 90 °, it enters the
first bottom tunnel and extends towards cellular material on the other side of
the cube. The small step crossed by the neurite is an artifact caused by write
field stitching. Figure 6.6 c shows one living cell attached near the side of a cube.
Neurite outgrowth has occurred through the first and the fifth bottom tunnel of
the cube, forming two closed loops. The cell soma is enclosed by dead cellular
material originating most probably from dead neurons.

In conclusion, adjustments are mandatory to significantly improve cell attach-
ment and vitality on cell culture platforms for neuronal network building that
consist of IP-DIP polymer. In case of surviving neurons, a majority of axons
extended towards and through cubes and tunnels, confirming a guidance effect
of tunnels produced by DLW. In contrast to axons in microchambers, where
a straight trajectory prevails over edge guidance for turns over 84 ° and edge
guidance prevails only for turns under 26 ° (see Section 2.5.3), the observed
axons entered tunnels independent of the entrance angle.[113] The growth cone
more likely extends into tunnels than further along the open flat area, which
indicates a dominance of edge guidance over trajectory, if the edge leads to
additional confinement. Once inside a tunnel, neurites are guided completely
to the opposite side. Reversal of neurites inside the tunnels is not observed at
all.

6.2.2. Culture in 3D Structures Depending on PDL Coverage

As a basic idea of the scaffold design, cell adhesion onto the 3D pillar structures
is only desired inside of the cavities. That premise is a requirement for guided
growth on tailor-made routes defined by tunnels. In the first approach, coating
of PDL and laminin was applied nonspecifically on the entire sample. In accor-
dance to the low cell attachment observed on flat IP-DIP polymer, cultivation
of a bare IP-DIP tower structure in this configuration does not result in network
building or neurite guidance due to the near absence of vital granular cells
attached to the structure. Possible reasons for this effect can be unfavorable
roughness and stiffness of the structure surface and a surface chemistry of IP-
DIP that is unfavorably for cell adhesion and survival. As a first approach for
improvement, the structures were coated with ParC and Al2O3 before culturing
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Figure 6.7.: CLSM images of a cultured 3D scaffolds. Green arrows point to neurites
inside of tunnels. Red arrows point to neurites grown outside of the tunnels. (a) Scaffold
coated with ParC at 7 DIV. A PDL droplet covering the entire structure was incubated
for 1 h before culturing. (b) Scaffold coated with Al2O3 and PDL coated directly into the
cavities and tunnels before culturing using a glass pipette (10 DIV). The ratio of neurites
inside the tubes is significantly improved compared to (a). Intensity differences are
caused by slightly different imaging settings and use of different detectors. While (a)
was detected by two HyD detectors, in (b) the range of 494 - 540 nm was detected with a
photomultiplier tube (PMT) detector with gain set to 900. Scale bars: 40 µm and 20 µm
(zooms).

(see Section 5.3). Figure 6.7 a shows a representation of the culturing results
for these substrates at 7 DIV. Some neurons are settled on the substrates - on
the inside as well as on the outside of the cavity walls. Neurites on the outside
of the cavities are extended around the cultured towers and also attach to the
box surrounding the tower structure. Neurites from somata settled on or near
the bottom inside the cavities are extended through the tunnels. All neurites
extended through tunnels stayed inside the cavities, indicating topological
neurite guidance inherent to the structure design. Overall, while some neurons
settled inside the cavities by chance, the number of neurons attached to the
outside of the pillars in a randomly distributed fashion is larger. Settling on top
of the structure might be preferred by the cells due to increased surface area
and the possibility to freely move and agglomerate, which is in contrast to the
confinement inside of the cavities.

The results show that with purely statistical adhesion of the cells onto the
scaffold, the attraction of cavities for soma adhesion is not sufficient to build
ordered neuronal networks in 3D. To give additional chemical guidance of the
cells towards the cavities during the settling process, PDL solution is directly
filled into cavities and tunnels with glass pipettes controlled by a microma-
nipulator (described in detail in Section 5.3.3). Utilizing this method, PDL as
a cue for cell adhesion is only present inside of the cavities and tunnels. As
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before, laminin is still coated onto the entire sample directly before culturing.
Figure 6.7 b shows an example of the culturing results with selective PDL coat-
ing on a Al2O3 surface. Most cell attachment to these structures is confined to
the cavities. Many somata are attached to the bottom of the cavities. A vast
majority of neurites is extended through the tunnels, leading to formation of
neuronal networks in the structure. Single neurites leaving the targeted area
over the cavity walls can only be observed when clusters of multiple cells are
attached in one cavity. The fact that the scaffold is still completely coated with
laminin verifies the predominant effect of PDL for soma attachment and neurite
guidance of MCGCs in the 3D structures. The combination with selective PDL
coating turns the cavities into effective neuro-cages. If a soma was settled in a
cavity, it stayed in that cavity for an examined period of up to 14 DIV.

Note, Al2O3 coating resulted in slightly more cell attachment compared to
ParC coating, which is in accordance to reference measurements, where Al2O3

coating resulted in higher cell attachment and vitality (see Section A.1.2). Thus,
all scaffolds cultured with MCGCs discussed henceforward are coated with a
Al2O3 surface layer.

6.2.3. Neurite Guidance and Network Building

The previous section successfully established the efficiency of the proposed
structure design of alternating cavities and tunnels as neuro-cages and neurite
guides. In this section, the pathway of neurites inside of the tunnels and the
efficiency for the formation of neuronal networks is analyzed.

Z-stacks obtained by confocal imaging are used for evaluation of neurite path-
ways inside the scaffolds. The intensity of single neurites inside the structure in
stacked images can be insufficient for clear visibility against the fluorescence
signal of the scaffold, especially for neurites with small diameter. However,
in cross sections of these stacks, no visual information is lost and the exact
positioning of all neurites over the entire path can be visualized. Examples of
stacked CLSM images and corresponding cross sections from two different cul-
tures at 8 DIV that display neurites in the structure are shown in Figure 6.8 a b
and Figure 6.8 c d, respectively.

In Figure 6.8 a and b, cross sections 1 - 3, 9 - 10 and 14 - 15 display adhesion
of neurites in changing edges throughout the tunnels, while 5 - 6 and 7 display
neurites sticking to one edge. 1 - 3 show multiple edge switching of a neurite
in a single tunnel from the bottom right (1) to the top left (2) to the bottom left
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Figure 6.8.: Stacked CLSM images of neurons at 8 DIV inside of 3D structures. (a) Top
view onto a culture scaffold. Numbered lines mark positions of the corresponding cross
sections displayed in (b). (c) Top view onto a culture scaffold and (d) the corresponding
cross sections. Scale bars: 20 µm.
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(3). Cross sections c 9 - 15 show a neurite that is hidden in the stacked image
(a 9 - 15), but clearly visible in the cross sections. The neurites inside tunnels
displayed in Figure 6.8 c and d change edges multiple times. Cross sections
b 9 - 10 display a single neuron attached outside of the tunnel. One neurite from
this neuron is extended directly into the next cavity. A second smaller neurite is
extended into the other connected cavity, visible as a green dot on top of the
cavity wall in b 11.

When crossing a cavity before entering another tunnel, two distinct behaviors
of the neurites can be observed. Most neurites are extended on a relatively
straight path through the cavity towards the next opening, (b 4 and d 10). In
rare cases, neurites inside cavities stick to the edges between cavity ground and
wall before entering the next tunnel (b 12 - 13). Cross sections d 10 - 15 show a
neurite that at the opening of a tunnel appears to originate from d 10 and at d 11
directly extends from the cavity bottom to a top edge of the tunnel.

Samples were fixated, dried and sputtered with gold to allow for high res-
olution SEM images of cell cultures in 3D substrates and to further analyze
the network formation. Figure 6.9 shows paths on which axons of immature
MCGCs at 3 DIV and mature MCGCs at 8 DIV are extended through tunnels
and cavities. The utilized scaffolds are directly written onto glass carriers. The
depicted neurons well exemplifies typical behavior of neurons observed inside
the scaffolds. Originating from the axon hillock, a majority of axons is directly
extended towards the tunnels. Axons enter and leave the tunnels directly at the
edges. Neurites were previously observed in CLSM to not only attach to bot-
tom edges at the entrances of tunnels, but to pass over directly from the cavity
bottom to top edges. The SEM images confirm that axons can directly attach
to top edges of tunnels originating from the soma. Two different behavioral
settings can be observed inside the tunnels. Axons keep attached to the same
edge over the entire length of tunnels or detach from one edge, cross a sidewall
of the tunnel and attach to another edge. Note, since FIB milling is needed to
visualize the interior with SEM, neurites switching edges in lateral direction
are partially removed with this method (Figure 6.9 d). In between the tunnels,
axons mostly take the direct path in between. They either extend straight across
the bottom of the cavities or take two turns of roughly 45 °. In some cases, an
axon pathway has a fork and leads to three or four tunnels. In accordance to the
critical release angle of 84 °, reaching the tunnel exit, where the edge leads in a
right angle, the growth cone of an axon detaches from the edge and extends the
axon into the cavity.
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6.2. Murine Neuronal Networks in 3D Structures

Figure 6.9.: False-colored SEM images of depicted neurons after 3 DIV (a-g,i) and 8 DIV
(h) inside of 3D structures. Cross sections were obtained by FIB milling. The cellular
extensions are clearly identifiable as axons by growths cones and axon hillock origin.
(a) Top view of cell soma and axon in a cavity with the axon entering a tunnel. (b)
Side view of cell soma and axon in a cavity with the axon extended into the top left
edge of a tunnel. (c) Axon enters a tunnel at the bottom left edge after crossing a cavity.
(d) An axon in a tunnel changing diagonally to the bottom left edge and sticking to
that edge until it reaches the next cavity. (e) The same axon as in (d) crossing a second
tunnel. It sticks to the bottom left edge over the whole distance. (f) A bundle of neurites
guided first in the top left edge, switching to the bottom. The cellular material widened
during the edge change, likely consists of growth cones fixated in the process of sensing
the tunnel exit. (g) An axon crossing one cavity and entering a second tunnel on the
opposite side. (h) Axon turning towards a tunnel connected in a right angle inside a
cavity. (i) Axon pathway splitting in a cavity and leading both straight across as well
as in a 90 ° angle. (k) An axon leaving a tunnel, ending in the growth cone. Scale bars:
4 µm (a,d-k), 2 µm (b-c).
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Figure 6.10.: (a) Distributions of (1) neurites crossing tunnels in a single edge and
switching between multiple edges (n = 85), (2) neurites extended through cavities
straight towards the tunnel on the opposite side and turning 90 ° towards a tunnel
connected in a right angle (n = 85), (3) cavities containing single and multiple somata
(n = 121). Values are distribution± 95 % confidence level (adjusted Wald interval).
(b-d) CLSM images of neuronal networks inside of 3D scaffolds (10 DIV). In order to
visualize single neurites with small diameter despite intrinsic autofluorescence of the
IP-Dip polymer in the stack, only one wavelength (552 nm) was used for excitation.
Examples for neuronal behavior analyzed in (a) are marked by correspondingly color-
coded arrows. Mixed purple/yellow arrows point to cavities containing both straight
and turning neurites. Scale bars: 40 µm.
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6.2. Murine Neuronal Networks in 3D Structures

The neurite pathway in tunnels and cavities as well as soma attachment
in cavities are further characterized based on data obtained by CLSM (Fig-
ure 6.10 a). Figure 6.10 b - d displays stacked CLSM images of parts of neuronal
networks at 10 DIV. Examples of the analyzed features of the network are
highlighted in the images by arrows in colors corresponding to the plots. Only
single extensions with a clearly defined path are included in the count of neurite
pathways in tunnels. More neurites switching edges in tunnels (64 %) are ob-
served than neurites attached to only one edge (36 %). For the characterization
of pathways of neurites between tunnels, cavities containing somata in addition
to neurites are excluded. Cavities that contain straight and turning neurites are
included with one count for each category. The count is equally distributed,
with 52 % of the neurites turning towards a tunnel on the left or right and 48 %
following a straight trajectory to the tunnel on the opposite site. 41 % of cavities
in which neurons have settled contain one single soma, while 59 % contain two
or more somata.

The size distribution of the neuronal networks in the 3D structures is plotted
in Figure 6.11. At least two neurons in separate cavities have to be connected to
each other to be included in the count. The smallest observed network ranges
over three cavities with two somata connected over the distance of two tunnels
and one cavity. The largest analyzed network has somata settled in 26 cavities
with a total of 45 cavities and 47 tunnels involved in the network. The mean
network range is 13.4 for cavities and 15.2 for tunnels. Somata were settled in a
mean of 7.6 cavities per network.

In summery, neuronal networks have successfully been cultivated inside
of the 3D structures. Neurites have spread through the tunnels and build
networks within the boundaries defined by the scaffold design. Single somata
attached to tunnels outside of the structure have extended their neurites over the
cavity walls into the confinement of the design and contribute to the neuronal
networks. Since this behavior is not observed without selective PDL coating, it
can be concluded that the neurites are guided into the structure by chemical
attraction. A vast majority of somata are settled inside the cavities. Thus,
the goal to combine neurocages and neurite guides in one 3D scaffold is fully
satisfied.
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Figure 6.11.: Box plots of the scale of MCGCs neuronal networks in 3D structures ana-
lyzed with CLSM (n = 13). The plots represent the total number of tunnels and cavities
as well as the number of cavities containing somata within individual continuous
networks. At least two individual neurons in seperate cavities have to be connected to
be included. Boxes: 25 % - 75 % range, line: median, dot: mean, whiskers: range within
1.5 ∗ interquartile range, diamonds: outliers.

6.3. Humane Neuronal Networks in 3D Structures

In succession to successful culturing of ordered neuronal networks of MCGCs,
the 3D scaffolds are tested as culture platforms for humane mDANs. Humane
neurons derived from smNPCs are of major interest for medical research (see
Section 2.6) and the perspective of obtaining ordered neuronal networks on
adjustable 3D substrates from these neurons can be a first step to the fabrication
of innovative new medical devices.

6.3.1. Approach 1

In the first approach to transfer mDANs from a well plate onto the scaffold,
small droplets of cell suspension are deposited and left to settle for 1 h, before
maturation medium is added. Surface coating with Al2O3 as well as ParC is
tested. PDL is selectively coated into the structure with the use of a microma-
nipulator.

With Al2O3 coating, most somata are settled inside the scaffold and neurites
are guided inside the tunnels (Figure 6.12 a). Some cell extensions that form
bridges with a trajectory out of one cavity, running parallel above a channel
towards a second cavity and leading over the wall back down into this cavity
(Figure 6.12 b - c). The overall attachment of cells outside of the scaffold is
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Figure 6.12.: CLSM images mDANs transferred using approach 1 onto 3D structures
coated with Al2O3. PDL is selectively coated inside of the structure. (a - b) Top view
onto cultured scaffolds. (c) Side view of the section displayed in (b). Blue arrows
indicate a cell bridging between cavities running parallel above a channel. Red arrows
indicate a divergent cell on top of a cavity. Scale bars: 50 µm.

higher than for MCGCs. However, it is important to note, that during the
differentiation of smNPCs into mDANs part of the cells form different cell
types.[173] Detailed analysis of gene expression patterns beyond the scope of
this work is needed to determine the distribution of cell types in and on the
substrates with certainty. But by evaluation of the CLSM images available, a
majority of cells outside the scaffold appear to be cells different to neurons,
while most cells settled inside the scaffold have the morphology of neurons.
Attachment of divergent cells might be preferable outside rather than inside of
the scaffold, in order not to hinder the formation of neuronal networks.

With ParC coating, only a low degree of neurites are observed inside of the
structure (Figure A.2). Most of the cellular network expands on top of the
scaffold. Thus, Al2O3 is utilized as coating material for all cultures described
henceforward.

6.3.2. Approach 2

In the second approach to transfer mDANs onto 3D scaffolds, medium is first
added onto the structure and cell suspension is subsequently pipetted into
the medium. Simplified structures with 4 × 6 pillars of identical height are
cultured this way with humane mDANs. Characterization of the networks is
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Figure 6.13.: CLSM images mDANs cultured on 6× 4 pillar structures using the second
approach. Scale bars: 50 µm (a), 25 µm (b-d).

facilitated in these structures due to reduced fabrication and imaging time (see
Section 5.2.4).

Small, well defined networks of connected neurons expand through the
interior of the structures (Figure 6.13). The occurrence of divergent cells attached
to the scaffold is significantly reduced. Note, the cells cultivated in this approach
originate from a different passage than the cells examined in the previous
paragraph with higher efficiency in the differentiation of mDANs. However,
control cultures from this passage using the first approach show that the second
approach also results in reduced attachment of divergent cells for the identical
passage.

Figure 6.14 a shows characterization results for soma attachment and neurite
pathways through tunnels and cavities in the simplified structures analogous
to the previously described evaluation of murine networks in 3D structures
(see Figure 6.10). CLSM and optical microscope images were analyzed to
determine the proportion of single vs. multiple somata inside the cavities.
Additional statistics are solely based on CLSM evaluation of cultured scaffolds.
57 % of the observed neurites switch edges inside of tunnels, 43 % stay in one
edge. The number of straight and turning neurites in cavities is nearly equal
with 51 % straight and 49 % turning. A clear 70 % majority of cavities contain
single somata, while 30 % of cavities contain clusters of two or more somata.
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Figure 6.14.: Characterization of humane neuronal networks in 6 × 4 pillar structures.
(a) Distributions of (1) neurites crossing tunnels in a single edge and switching between
multiple edges (n = 42), (2) neurites extended through cavities straight towards the
tunnel on the opposite side and turning 90 ° towards a tunnel connected in a right
angle (n = 63), (3) cavities containing single and multiple somata (n = 273). Values
are distribution± 95 % confidence level (adjusted Wald interval). (b) Box plots of the
scale of neuronal networks 1 - 4 days after transfer in simplified 3D structures analyzed
with CLSM (n = 24). The plots represent the total number of tunnels and cavities
as well as the number of cavities containing somata within individual continuous
networks. At least two individual neurons in seperate cavities have to be connected to
be included. Boxes: 25 % - 75 % range, line: median, dot: mean, whiskers: range within
1.5× interquartile range, diamonds: outliers. (c) Cell viability in scaffolds and controls
1 - 4 days after transfer. Values are mean± SEM.

The behavior of neurites inside the structure is consistent with the results
for MCGCs with slightly less switching of corners inside the tunnels. The
proportion of single somata settled inside of cavities is significantly increased,
which leads to the formation of simpler networks with more defined order.

The analyzed networks range from two separated somata that are connected
through one single tunnel to neuronal networks spread through 18 tunnels and
a total of 17 cavities (Figure 6.14 b). A maximum number of eight cavities that
contain somata was observed twice. The mean network range is 6.8 cavities
and 6.5 tunnels. Somata were settled in a mean of 3.7 cavities per network. Cell
viability in these networks is equal to viability in control cultures (Figure 6.14 c).

Overall, well defined neuronal networks formed inside of the 6× 4 pillar scaf-
folds. The outgrowth behavior of neurites in the scaffolds shows no significant
difference from MCGCs. The rate of single somata is significantly higher than
in cultures with MCGCs, leading to a higher degree of order in the networks.
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6.4. Neuronal Activity

The main property of neurons is the ability to receive and transfer information in
form of electrical impulses over long distances in a neuronal network. In general,
the electrophysiological behavior and activity of neurons is highly dependent on
their environment.[310, 311] Therefore, verification of proper neuronal behavior
of cells inside the structure, i.e. the ability of the neurons to transmit electrical
signals in form of action potentials, is of high importance for future experiments
on neuronal networks cultured inside of scaffolds based on the design presented
in this work. The electrophysiology of MCGCs and mDANs was recorded with
patch clamp measurements. Figure 6.15 displays the patch clamp process inside
the pillar structures. MCGCs as well as mDANs show characteristic neuronal
activity in the firing of action potentials. The electrophysiology of the mDANs
is analyzed in detail in the following paragraphs. Exemplary current clamp
recordings of MCGCs are displayed in Figure A.6.

Activity of Humane mDANs Derived from smNPCs

Neuronal networks in 6 × 4 pillar structures, such as the ones characterized in
Section 6.3.2, were utilized for a detailed statistical analysis of the electrophysi-
ological response of humane mDANs in the scaffolds. Besides the capability of
the neurons to fire action potentials, inward and outward currents through the
cell membrane were recorded to test the electrophysiological maturation of the

Figure 6.15.: (a) CAD graphic of the patch clamping process in the 3D structure. The
patch pipette approaches the substrate in an angle of 45°. One electrode is inside the
patch pipette, the ground electrode is outside of the structure in the bath solution.
(b) Optical microscope image of a patched neuron inside the structure. The arrows
point to cavities that contain single somata. The pipette is false-colored for visibility.
Scale bar: 25 µm.
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neurons. An exemplary recording of current clamp measurements of mDANs
in the scaffolds is displayed in Figure 6.16 a. Small injected currents from 6 pA
upward lead to sufficient depolarization of the cell membrane to trigger firing
of action potentials in the cells. Voltage clamp measurements (Figure 6.16 b)
reveal fast-activating and -inactivating inward currents at the beginning and
subsequent slow-activating and -inactivating outward currents. These record-
ings demonstrate regular activity of voltage-gated Na+ and K+ channels of cells
cultures within the structures. (see Section 2.3).[312, 313] The inwards currents
can be associated with Na+ channels that quickly move into an open config-
uration upon depolarization of the membrane, which leads to influx of Na+

ions, swiftly followed by another conformational change towards the inactive
channel state. Slow K+ channel activation leads to increasing K+ ion outward
current in a delayed response to depolarization of the membrane. The correla-
tion of the peak inward and outward currents with the respective ion channels
is supported by characteristic I-V plots of the peak currents (Figure 6.16 c).

Signature properties of neurons that are derived from patch clamp recordings
of mDANs in the scaffolds (Sc.) as well as mDANs of control cultures (Co.) are
plotted in Figure 6.16 d.[314] Reference data for typical values in mammalian
neuron types can be obtained as comparison from NeuroElectro.[315, 316] The
mean input resistance of the cells is 4.8± 0.9 GΩ (Sc.) and 4.8± 0.8 GΩ (Co.). It
is affected by the size of the cells and the number of open ion channels in the
membrane. Typical magnitudes for mature mammalian neurons range from
high MΩ to low GΩ depending on the neuronal type. The values obtained
here are exceptionally high, which fits small somata, but additionally indicates
a low amount of open channels at RMP. The mean membrane time constant
- indicating the time the membrane needs to repolarize after the injection of
small currents - is above average with is 61.5± 16.3 ms (Sc.) and 62.4± 16.8 ms
(Co.). The membrane capacitance is linearly related to the membrane time
constant and input resistance and thus is also near to equal in scaffold and
control cultures with 8.6± 1.3 pF and 8.8± 1.7 pF, respectively. The values are
typical for neuronal cell types with small somata. The RMP of cells in the
scaffold is slightly higher (-58.9± 2.4 mV) than the RMP of cells of the control
(-53.2± 1.9 mV). It is normal to above-average for mammalian neurons. The
mean spike threshold (-29.7± 2.0 mV (Sc.) and -28.7± 1.2 mV (Co.)), the mean
spike amplitude, which is the difference between action potential thresholds and
peaks (76.4± 4.5 mV (Sc.) and 74.1± 4.4 mV (Co.)) and the mean spike duration,
defined as the FWHM between threshold and peak (4.6± 0.4 ms (Sc.) and
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Figure 6.16.: Electrophysiological characterization of humane mDANs in 6 × 4 pillar
structures. (a) An example of current clamp recordings of action potential spikes.
Current steps were applied for 500 ms from -6 pA to 12 pA in 3 pA increments. (b) An
example of voltage clamp recordings of inward and outward currents through the
membrane channels. Voltage steps were applied for 100 ms from -70 mV to 30 mV in
5 mV increments. (c) Current-voltage characteristics of inward and outward currents of
cells in scaffolds (n = 6, black) and control cultures (n = 6, gray) measured on the peak
and normalized to cell capacitance. (d) Data analysis from current clamp and voltage
clamp recordings of the cells in scaffolds (n = 6, orange) and control cultures (n = 9,
green) show (from left to right): input resistance, membrane capacitance, resting mem-
brane potential (RMP), spike amplitude, spike duration, spike threshold, spike after
hyperpolarization (AHP) and membrane time constant. Values are mean ± standard
error of mean.
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Figure 6.17.: Spontaneous synaptic activity. (a) Exemplary recordings of a spontaneous
postsynaptic current of mDANs in scaffolds. (b - f) Distributions of characteristic prop-
erties of postsynaptic currents of mDANs in scaffolds (n = 5). Means± standard error
of the mean: Amplitude: 13.9± 1.9 pA; 10 - 90 Rise: 1.8± 0.2 ms; FWHM: 0.8± 0.1 ms;
Area: 27.2± 4.0 pA×ms; Decay:3.5± 0.5 ms. Analyzed with MiniAnalysis, event detec-
tion threshold: 5x RMS Noise, n = 5 cells.

4.4± 0.5 ms (Co.)) are all in the normal range of mammalian neurons with little
to no difference between scaffold and control. The spike after hyperpolarization
is slightly higher for cells in the scaffolds (-9.5± 1.5 ms) as for cells of the
control(-7.5± 1.3 ms). Both values are in the average range.

Cells in scaffolds and cells from control cultures have very similar electro-
physiological properties. No significant deviations are identified by analysis
of variance with P < 0.05. Only the RMP and spike after hyperpolarization
vary more than one standard error from each other. The RMP standard errors
do not overlap. In both cases, the lower values in the scaffold are in favor of
neuronal activity of mDANs after maturation. Overall, all analyzed values are
in the expected range for mature neuron with the exception of the mean input
resistance. However, a high input resistance means that the cultivated humane
mDANs are sensitive to small voltage changes, which might be favorable in the
signal transmission through low density neuronal networks.

Existential for neuronal function is not only the proper activity of membrane
channels and the firing of action potentials with correct electrophysiological
properties, but also the ability to transmit the action potential signals through
the network via synaptic activity. The formation of functional synaptic con-
nections, and thus the potential of neuronal network activity, is tested by the
recording of spontaneous postsynaptic currents.[317] The recordings were per-
formed on mDANs (n = 5 cells) in the scaffolds in voltage clamp mode with a
constant holding potential of −70 mV (Figure 6.17). Spontaneous postsynaptic
currents were measured with a mean amplitude of 13.9± 1.9 pA. The analysis
shows that the kinetic parameters of the spontaneous postsynaptic currents are
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comparable to different mammalian neurons.[318–320]
All in all, the results of the electrophysiological measurements show that the

pillar structures are well suited as cell culture platforms. The mDANs derived
from iPSCs in the scaffolds have electrical properties of mature neurons. Spon-
taneous postsynaptic currents show that the neurons have developed synaptic
connections. Thus, the patch clamp measurements demonstrate successful
cultivation of low-density humane neuronal networks with network activity
inside of the pillar-tunnel structure.
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7.1. Summary

A new type of cell culture platform was realized utilizing the state-of-the art
3D micro- and nano-fabrication technology of DLW by 2PP. The concept com-
bines chemical with topological guidance to define designated cell adhesion
spots in form of cavities on top of towers with distinct 3D pathways for neurite
outgrowth in form of free-standing tunnels that connect the cavities with each
other. The formation of neuronal networks in the presence of topological and
chemical constraints was evaluated with 2.5D neuron cultures on modulated
surfaces produced with GSL, RIE and NIL The obtained findings served as base
in the design of the 3D platforms. Cultivation experiments were performed
with MCGCs as well as humane mDANs derived from smNPCs and confirm
that the 3D cell culture platforms, when selectively coated with PDL, success-
fully combine caging of neuronal somata inside the cavities with guidance of
neurite outgrowth through the tunnels. The neurons formed ordered neuronal
networks within the limits defined by the structure. Neurons in the structure
demonstrated electrical activity with electrophysiological properties similar to
control cultures in patch clamp experiments. Postsynaptic currents verified the
capability of the cultured neurons for network activity.

Cultivation of design variations of the introduced 3D cell culture platform
showed that the design can easily be modified to change the geometry of
the obtained neuronal networks with pillars of different height and tunnels
whose path is freely arranged in all room directions. Thus, specific network
requirements such as circular loops and 3D complexity are easily incorporated
into the design. Low density neuronal networks with specific geometries can
be cultivated on adapted 3D scaffolds based on the presented design.

7.2. Future Perspective

In the following, possible future experiments and approaches are presented to
further improve the quality and scope of the 3D designer neuronal networks.
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Variations leading to Increased Complexity and Scale

As stated above, the presented design of towers and tunnels lays the foundation
for complex designer neuronal networks in 3D. The arrangements chosen in this
work were kept close to simple chessboard patterns to simplify the analysis of
the obtained network patterns and ensure easy access to the cells for patch clamp
recordings of the cells. The variety in tower heights and placements as well as
tunnel length, orientation and number can easily be changed in the design to
increase the complexity of formed networks and obtain 3D neuronal network
configurations. The scale of the scaffolds and thus the resulting neuronal
networks can be raised in xy-direction as well as in z-direction. State of the art
DLW by 2PP technology can help to write scaffolds with millimeter dimensions
in one single write field without stitching.

First tests on variations have already been performed as proof of concept
that the base design can easily be adjusted to meet demands upon envisioned
geometries of cultivated neuronal networks. A test-design with varying tunnel
lengths and orientation was cultivated with MCGCs. Examples of culturing
results in structures with this design are displayed in (Figure 7.1). Neurites
grow through each type of tunnel present in the structure, from 25 µm to 100 µm
tunnel length and through orientations from 0 ° to 90 °. The results demonstrate
that a large variety of tunnel trajectories is feasible in future designs.

Figure 7.1.: MCGCs in a 3D scaffold with alterations in cavity heights and tunnel
pathways. (a) CLSM top view onto a scaffold. (b) CLSM top view and (c) 3D projection
of a scaffold section with a neurite extended through a horizontal and a vertical tunnel.
(d) SEM image of a neuron extended horizontally and vertically through a structure.
Scale bars: 20 µm.
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Figure 7.2.: CLSM images of neurons in ring structures. (a-b) Top view onto MCGCs
in rings of 5 cavities and tunnels each. (c) Top view onto a single cavity with one
semicircular tunnel connected to the same cavity with both entrances, cultivated with
mDANs. Scale bars: 20 µm.

One additional pillar arrangement tested are ring structures (Figure 7.2 a - b).
Neurite extensions in these rings are grown in a circle, potentially connecting
only a few neurons with each other in a closed loop. These structures could
be used to study action potential propagation and changes in excitability in
neuronal feedback loops. The concept is amplified with tunnels leading back to
their origin (Figure 7.2 c). The behavior is similar to previous observations for
single neurons on isolated PDL circles (Section 6.1.2). The only possibility to
interact for such a neuron is autapse - building synaptic connections between
the axon terminal and its own dendrites or soma.[280] Autapse formation and
neuronal loops could be important aspects in the construction of functional
tailor-made neuronal networks to incorporate functionality of oscillators into
neuronal networks and to provide the possibility to tune synaptic feedback
when excitatory and inhibitory burst inputs are added.[282, 321]

Improvement of Network Structure

One possible longterm perspective for the application of designer neuronal
networks are logical circuits build from neurons. For this, a maximum of control
over neuronal network formation is required. Ideally, only one neuron should
be attached in each cavity and the direction of neurite outgrowth should be
predetermined.

A rate of single somata in cavities of 70 % was achieved for humane mDANs
in this thesis. Single cell placement could potentially be achieved on a laboratory
scale utilizing an upright patch clamp setup with glass pipettes of respective
size and controllable liquid stream with the addition of a syringe pump. On a
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larger scale, this task could be efficiently performed in the future with inkjet-
based cell printing technology.[322]

Control over the direction of neurite outgrowth could be gained by utilizing
angular-dependent edge guidance, a principle already applied in 2D cultures
(see Figure 2.6 c - d).[113, 121] The cavities can be adapted - for example to
arrow-shapes - to tune the likelihood of neurites entering specific tunnels.
Loops branching off the tunnels could hinder neurites to pass through in one
direction while not affecting neurites approaching from the other direction.

Autapse could also be incorporated by circular tunnels to build short term
analog memory storage by tuned synaptic feedback loops into the neuronal
networks.[282]

Figure 7.3.: Concept for stacked 3D structures. (a) A single unit of a stackable structure.
The eye symbols indicate perspectives onto the unit displayed in (1) and (2). (b) Two
units fit on top of each other. (c) The final structure consists of one base unit, an arbitrary
number of middle units and a top unit.
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Stacked Structures for 3D complexity

High complexity in z-direction could be added with the principle of stacking.
In this concept, a unit of towers is placed on a grid and connected to a border
structure (Figure 7.3 a). The variety of pillar heights and tunnels within one unit
is arbitrary. Some tunnels lead upwards and downwards and stop at the limits
of the unit. Directly after cultivation, the units are stacked on top of each other
(Figure 7.3 b - c). Afterwards, tunnels leading upwards are precisely connected
to downwards tunnels from the unit above. Thus, complex neuronal networks
can develop within the interconnected layers of the structure. Large openings in
the resulting side walls ensure sufficient supply of nutrients to the cells through
diffusion. Stacking with micro-tweezers controlled by a micromanipulator has
already been applied to structures written with DLW (see Section 2.5.4).[133] In
Section 5.2.3, sufficient stability of DLW-printed structures has been shown to
be manipulated even by hand with reverse action tweezers.

Interfacing Nanoelectronic Devices with Defined Neuronal Networks

A large research field is the combination of ordered neuronal networks with
microelectromechanical systems to monitor network activity.[323, 324] Electrode
arrays could be incorporated into the 3D structures for systematic read out of
electrical signals from entire neuronal networks. Due to complete passivation
with gap-less ALD coating, even cytotxic materials can theoretically be inserted
for optimal readout.

One approach for the incorporation of electrodes could be in the utilization of
electrochemical deposition: A multielectrode array serves as base for DLW by
2PP. The structures are written with the pillars directly on top of the electrodes.
The key to obtain electrodes inside the cavities is to leave the center of the
pillars unexposed in the DLW process which leads to tunnels in the center of
the pillars. These tunnels extend from the electrode on the base carrier up to
the bottom of the cavity. Subsequently, conducting material can be deposited
selectively through electrochemical deposition, until the conducting material
completely fills the tunnel and seals the bottom of the cavity. Since voltage can
be applied to electrodes individually, it is possible to fine-tune the deposition
time for each different pillar height in complex geometries. As a result of this
approach, each pillar would have a cavity with a conducting bottom, which
can be utilized to stimulate individual neurons and read out responses from
the entire neuronal network simultaneously.
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Cell Culture Studies

The cell attachment rate and viability can be further optimized with systematic
evaluation of different polymers and varying Al2O3 coating thickness with a
special focus on substrate stiffness. The addition of extra glia cells to the cavities
after maturation of neurons could be tested for increased network activity.[88]
The viability and activity of cell cultures in the 3D structures can be stud-
ied under the influence of diverse environmental factors. Different adhesive
substrate-bound cues as well as diffusible cues can be tested in the controlled
environment of these substrates. With small modifications, the tunnels can be
utilized as microfluidic or diffusion channels to study the effect of competing
cues.[325] Utilizing humane neurons derived from iPSCs from affected pa-
tients in these devices could advance our understanding of neurodegenerative
diseases.[326]
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A.1. Cell Cultures

A.1.1. Cell Adhesion Depending on Settle Time

The utilized protocol for culturing murine granular cells provides a recom-
mended settling time of 60 min before the addition of further culture medium
(Section 4.1). The actual influence of adhesion time on the cell density of
MCGCs is determined with two controls each for seven different settling times
between 1 min and 60 min. For each sample, cells are counted at four random
spots of 275 × 182 µm2 after 4 DIV (see Table A.1). The cell count on substrates
with adhesion times from 5 minutes to 45 minutes shows no significant dif-
ference. Cell attachment with one minute settling time is reduced by about
-20 %. Cell count at 60 min is approx. 25 % up compared to the mean value for
5 minutes to 45 minutes. Thus, the recommended settling time of 60 min is met
in all experiments.

Table A.1.: Cell count for different settle times for MCGCs at 4 DIV.

Settle time Sample 1 Sample 2 Joint Values

1 min 125 cells 82 cells 207 cells
5 min 143 cells 136 cells 279 cells
10 min 116 cells 140 cells 256 cells
15 min 140 cells 129 cells 269 cells
30 min 141 cells 112 cells 253 cells
45 min 145 cells 119 cells 264 cells
60 min 164 cells 166 cells 330 cells

A.1.2. Culture on Al2O3 vs ParC

Al2O3 and ParC were coated onto two glass cover slips each to evaluate the
effect of surface coating on the viability of neuron cultures. Two cover slips
were cultivated as control without additional coating besides PDL and laminin.
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Figure A.1.: Viability of neurons on Al2O3 and ParC surfaces at 7 DIV. The counts
for vital neurons plotted in green, the counts for dead neurons are plotted in red. All
substrates were coated with PDL and laminin before culturing.

The substrates were analyzed in a CLSM live death assay at 7 DIV. Eight areas
of 590 × 590 µm2 were imaged per substrate.

The results are plotted in Figure A.1. The highest viability and overall count
of attached vital neurons is observed on Al2O3 coating with 80 % vital cells and
a cell density of 278 cells/m2. On ParC, 72 % of the observed cells are vital and
the cell density is at 241 cells/m2.

In Figure A.2, 3D scaffolds covered with (a) Al2O3 and (b) ParC are displayed.
They are cultured with humane mDANs utilizing approach 1 (see Section 6.3).
Because of low cell adhesion inside and high cell adhesion outside of the

Figure A.2.: Humane mDANs cultivated with approach 1 on scaffolds that are coated
with (a) Al2O3 and (b) ParC. Scale bars: 50 µm.
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ParC coated scaffolds, Al2O3 coating was selected for further experiments with
mDANs.

A.1.3. Control cultures

Figure A.3 shows exemplary control cultures of MCGCs. Figure A.4 shows an
exemplary growth cone of MCGCs close to the axon hillock that was fixated
shortly after emerging from the soma.

Figure A.3.: Optical images of MCGCs cultivated as control on the bottom of
Petri dishes with approximated cell densities of (a) 400 cells/cm2, (b) 800 cells/cm2,
(c) 2000 cells/cm2 and (d) 2100 cell/cm2. Scale bars: 50 µm.

Figure A.4.: False colored SEM image of a growth cone from MCGCs at 1DIV. Scale
bar: 4 µm.
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A.1.4. RIE Steps with PDL Pattern

In Figure A.5, PDL in a pattern of lines repeating every 300 µm is selectively
printed perpendicular to steps onto substrates to limit the possible spreading
direction of neurites of MCGCs. For 6 µm steps, neurites strongly align to the
step edges on these surfaces and somata are mostly settled on lower steps or
in the pits. Only in rare cases, neurites are expanded over top steps. Thus,
multiple small networks of only a few neurons or neuron clusters arranged on
lines oriented 90 ° to the steps have been build by the neurons. In between the
lines is an area of approx. 150 µm without neurite attachment. On 9 µm steps,
nearly all somata attached to the pits. Neurites of single cells are exclusively
spread in an area of approx. 150 µm legth inside the pits. Neurites of cell
clusters are also spread onto the upper steps. No neurites cross the top steps.

The reduction in size of the neuronal networks on 6 µm steps compared to
complete coverage with PDL could indicate an unequal distribution of PDL
along the printed lines. A possible explanation is that the droplets accumulate
in the pits before the solvent evaporates, leaving the top edge without or with
a low degree PDL coating. This hypothesis is consistent with the broad areas
of approx. 150 µm where neurites extend parallel to the step edges despite
dropplet diameters on flat surfaces of 30µm. Thus the top edge is not attractive
to cross for neurites and this method is not suited to define pathways across
step structures.

Figure A.5.: CLSM images of MCGCs at 10 - 11 DIV on steps produced by RIE. Steps of
6 µm and 9 µm height and 22 µm width, coated with ParC. PDL was selectively printed
in lines perpendicular to the steps before culturing. Red arrows indicate top steps.
Scale bars: 75 µm.

A.1.5. Neuronal Activity of MCGCs

In Figure A.6 , exemplary recordings of membran potentials in current clamp of
MCGCs in the 3D structures are plotted.
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A.2. Cultivation of murine cerebellar granule cells

Figure A.6.: Exemplary current clamp recordings of MCGCs in the pillar scaffold at (a)
8 DIV with a current step of 20 pA and 250 ms duration and (b) 10 DIV with a current
step of 6 pA and 150 ms.

A.2. Cultivation of murine cerebellar granule cells

A.2.1. Animals

C57BL/6J mice were bred at the animal facility of the University Medical Center
Hamburg-Eppendorf and maintained at 22 °C on a 12 h light/12 h dark cycle
and provided with food and water ad libitum. All experiments were conducted
with mice of either sex, with and without green fluorescent protein (GFP)
expression under the direction of the human ubiqutin C promoter (C57BL/6-
Tg(UBC-GFP)30Scha/J) and in accordance with the German and European
Community laws on protection of experimental animals. Procedures used were
approved by the responsible committee of The State of Hamburg (permission
number Org_679). Experiments were carried out and the manuscript was
prepared following the ARRIVE guidelines for animal research.

A.2.2. Media and solutions

All components for 100 ml X-1 cell culture medium are given in Table A.2.
Protocols for the preparation of the components prior to mixing are given
in Table A.3. The components were mixed and sterile filtered subsequently
(Steriflip 0.22 µm, Millipore). Thus prepared solution was stored at 4 °Cfor a
maximum of 2 weeks before use. B27 was added max. 7 d before use. At least
for 1 h before use, the culture medium was transferred into 37 °Cand 5 % CO2

environment for temperature- and pH-adjustment.
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A. Appendix: Cell Cultivation

Additional to culture medium, stock solutions of Trypsin/DNAse I and
DNase I were prepared prior to cell separation (Table A.4).

Table A.2.: Composition of culture medium for murine cerebellar granule cells.

Component Concentration Volume Target

Neurobasal A 1 x 90 ml -

Pen/Strep 100 x 1 ml 1 x

bovine serum albumin (BSA) 10 % 1 ml 0.1 %

Insulin 10 mg/ml 100 µl 10 µg/ml

L-Thyroxine 4 µM 100 µl 4 nM

Transferrin, holo 50 mg/ml 200 µl 100 µg/ml

Na-Selenite 30 µM 100 µl 30 nM

Fetal bovine serum - 6 ml 6 %

B27 supplement - 2 ml 50 x

A.3. Cultivation of small molecule neural precursor cells

A variety of solutions is needed to cultivate and differentiate smNPCs. In the
tables below are listed: The components for growth factor stock solution (Ta-
ble A.5), N2/B27 solution (Table A.6), basic smNPC medium (Table A.7), freeze
medium (Table A.8), split medium (Table A.9), patterning medium (Table A.10)
and maturation medium (Table A.11).
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Table A.3.: Preparation protocols for culture medium ingredients.

Component Protocol

Pen/Strep Store 1 ml aliquotes at - 20 °C.

BSA Prepare 10 % stock solution in aqua bidest. Store 1 ml
aliquots at -20 °C.

Insulin Dissolve 20 mg in 2 ml 10 mM ice cold HCl. In case of
hazy solution, add small amounts of acid. Store 100 µl
aliquots at -20 °C.

L-Thyroxine Dissolve 3.1 mg L-thyroxine in 900 µl EtOH. Add 1 N
NaOH untill the solution gets clear. Fill up with EtOH
to 1 ml [4 mM stock]. Take 10 µl from the 4 mM stock
and add 9.99 HBSS [4 µM stock]. Store 100 µl aliquots at
-20 °C.

Transferrin, holo Dissolve 50 mg in 1 ml Neurobasal A (1 x). Store 200 µl
aliquotes at -20 °C.

Na-Selenite Dissolve 5.19 mg Na-Selenite in 10 ml Neurobasal A (1 x)
[3mM stock]. Take 100 µl of this stock solution and dis-
solve in 9.9 ml Neurobasal A [30 µM stock]. Store at -20 °C.

Table A.4.: Preparation protocols for Trypsin/DNAse I- and DNAse I-solution

Component Protocol

Trypsin/DNAse I Mix 0.2 g Trypsin, 20 mg DNAse I and 200 µl MgCL
(80 mM). Add 18 ml HBSS, adjust pH with NaOH to 7.8
and fill up to 20 ml with HBSS. Filter sterile and store in
0.66 ml aliquots at -20 °C.

DNAse I Mix 10 mg DNase I, 50 mg glucose and 20 ml Neu-
robasal A (1 x). Filter sterile and store in 0.66 ml aliquots
at -20 °C.
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Table A.5.: Growth factor stock solution.

Component Concentration Solvent

CHIR 6 mM dimethyl sulfoxide (DMSO)

Ascorbic acid 200 mM H2O

SAG 10 mM DMSO

GDNF 10 µg/ml PBS with 0.1 % BSA

BDNF 20 µg/ml PBS with 0.1 % BSA

TGF-SS3 2 µg/ml PBS with 0.1 % BSA

dbcAMP 50 mM DMEM/F12

Table A.6.: N2/B27 solution.

Component Concentration

DMEM/F12 50 %

Neurobasal 50 %

Penecillin-Streptomycin-Glutamine (PS/G 100x) 1:100

B27 (without Vitamin A) supplement 1:100

N2 supplement 1:200

Table A.7.: Basic smNPC medium.

Component Concentration

N2/B27 100 %

CHIR 3 µM

Ascorbic acid 100 µM

SAG 0.5 µM

Table A.8.: Freeze medium.

Component Concentration

N2/B27 90 %

DMSO 10 %
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Table A.9.: Split medium.

Component Concentration

DMEM (high glucose 1:250) 92.5 %

BSA 7.5 %

Table A.10.: Patterning medium.

Component Concentration

N2/B27 100 %

GDNF 1 ng/ml

BDNF 1 ng/ml

Ascorbic acid 100 µM

SAG 0.5 µM

Table A.11.: Maturation medium.

Component Concentration

N2/B27 100 %

GDNF 2 ng/ml

BDNF 2 ng/ml

Ascorbic acid 100 µM

TGF-SS3 1 ng/ml

dbcAMP 100 µM
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Appendix: 2PP Produced Structures B
3D Scaffolds in optical microscopy

Figure B.1 displays two optical microscopy images of cultivated 3D scaffolds -
one of them written into a box and the other written directly onto a glass carrier
- taken with the microscope of the patch clamp setup (see Section 4.4). Visibility
of cells is significantly improved in scaffolds on glass carriers compared to
scaffolds in IPDip boxes.

Figure B.1.: Optical microscopy images of the Structure (a) in a box and (b) directly on
a glass carrier. Skale bars: 40 µm.

Limits in tunnel size

The minimum width and height of tunnels with DLW by 2PP in IPDip is limited
by scattering effects that lead to partial clogging beneath a certain dimension.
Free horizontal tunnels were reliably achieved during this work with about
2 ţm minimum height. In future experiments and applications, smaller tunnel
width might be required.

One approach to obtain smaller tunnels could be the utilization of a DLW
setup with STED technology (Section 3.4.4). However, at the current state, STED
integration into a DLW setup is expensive and the processing of 2PP with STED
is much to slow to be feasible for the production of cell culture platforms with
tunnels such as the ones presented in this thesis.

Another approach, that is readily available, is the design of scaffolds, where
the tunnels are written in vertical direction. This way, the shape of the tunnel
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Figure B.2.: Optical images of tunnels written in 70 ° angle. Skale bars: 200 µm, 50 µm,
30 µm, 12 µm.

is mainly determined by the shape of the voxel in xy-diection, whereas for
horizontal tunnels the larger voxel in z-direction has a larger impact on the
resolution limit (Section 3.4). An exemplary structure with tunnels written in a
vertical angle of 70 ° is shown in Figure B.2 a - b. The construct, consisting of
a pillar structure attached to a box, is designed with a rotation of 90 °, so that
the pillar structure is on one side of the box. The construct is tipped over after
development with tweezers, so that the towers and tunnels are on the top of
the box. The tunnels have a width of approx. 1 ţm. In further tests, tunnels with
widths down to 0.5 µm were achieved (Figure B.2 c - d).
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