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Abstract46

An additional heavy Higgs boson is predicted by many models, such as the two-Higgs-47

doublet model (2HDM). This thesis presents a data-driven method to estimate the48

dominant ZZ background in the search for the decay of such a heavy scalar particle49

to a pair of Z bosons in the ZZ → `+`−νν̄ (l = electrons, muons, ν = neutrinos)50

final state. Currently, the ZZ → `+`−νν̄ background is estimated from simulated51

Monte Carlo samples, and it contributes to the largest systematic uncertainties in52

the analysis. The idea of the Zγ method is to make use of the similarity of the ZZ53

and Zγ processes, especially in the regions where the mass difference between the Z54

and the photon does not matter. The ZZ/Zγ cross-section ratio is calculated as a55

function of the νν (or photon) transverse momentum by the Matrix and Sherpa56

generators. The ratio is then applied to the Zγ events in data, together with a57

correction of the photon reconstruction efficiency to mimic the production of the ZZ58

background. The systematic uncertainties on the estimate and comparisons of the59

results of the method with the Monte-Carlo-based estimate are presented as well. In60

such searches, the missing transverse momentum (Emiss
T ) reconstruction is crucial.61

Studies on the electron-jet overlap removal in the Emiss
T algorithms reducing fake62

Emiss
T are shown. The main experimental results presented use the full ATLAS Run-263

data sample (2015−2018) in proton-proton collisions at
√
s = 13 TeV centre-of-mass64

energy, corresponding to 139 fb−1. No significant excess over the Standard Model65

prediction is observed. Therefore, exclusion limits on the production cross-section66

times the branching ratio of a heavy Higgs boson decaying to ZZ are set at a 95%67

confidence level.68



Zusammenfassung69

Ein zusätzliches schweres Higgs-Boson wird von vielen über das Standardmodell70

hinausgehenden Theorien vorhergesagt, wie zum Beispiel dem Two-Higgs-Doublet-71

Model (2HDM). Der dominante Untergrund in der Suche nach dem Zerfall eines72

solchen schweren Higgs-Bosons im Zerfallskanal ZZ → `+`−νν̄ (l = Elektronen,73

Myonen, ν = Neutrinos) ist die Produktion eines Z-Boson Paares. Die in der74

aktuellen ATLAS-Analyse verwendete Methode benutzt zur Abschätzung dieses75

Untergrundes Monte Carlo generierte Datensätze. Die assoziierten Unsicherheiten76

dominieren die systematischen Unsicherheiten der Suche. Diese Arbeit präsentiert77

eine datenbasierte Methode, die Zγ-Methode, um den ZZ-Untergrund abzuschätzen78

und die systematischen Unsicherheiten zu reduzieren. Dafür nutzt die Zγ-Methode79

die Ähnlichkeit zwischen den ZZ- und Zγ- Prozessen aus, besonders in Regionen, in80

denen die Massendifferenz zwischen dem Z-Boson und dem Photon vernachlässigbar81

ist. Das Verhältnis der Wirkungsquerschnitte von ZZ/Zγ wird als Funktion des82

Transversalimpuls des νν-Systems und des Photons mit Hilfe der Generatoren83

Matrix und Sherpa berechnet. Dieses Verhältnis wird dann zusammen mit einer84

Korrektur der Rekonstruktionseffizienz der Photonen auf die Zγ-Ereignisse aus85

den experimentellen Daten angewandt, um die Produktion des ZZ-Untergrunds zu86

imitieren. Die systematischen Unsicherheiten der Zγ-Methode werden präsentiert87

und die Ergebnisse mit der Monte Carlo basierten Abschätzung des ZZ-Untergrunds88

verglichen. Da für die diskutierte Analyse eine korrekte Rekonstruktion des fehlenden89

Transversalimpulses Emiss
T unerlässlich ist, werden ebenso Studien über den overlap90

removal des Emiss
T -Algorithmus, die falsch rekonstruierte Emiss

T reduzieren, gezeigt.91

Die experimentellen Ergebnisse berücksichtigen die gesamten von ATLAS in Run-292

in Proton-Proton-Kollisionen bei
√
s = 13 TeV gesammelten Daten (2015−2018),93

die einer integrierten Luminosität von 139 fb−1 entsprechen. Es wird keine sig-94

nifikante Abweichung von der Standardmodellvorhersage beobachtet. Es werden95

Ausschlussgrenzen für den Produktionswirkungsquerschnitt mal der ZZ Zerfallsbreite96

eines schweren Higgs-Bosons für ein Konfidenzlevel von 95% gezeigt.97
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Chapter 1164

Introduction165

what is seen was not made out of what
was visible.

— Hebrews 11:3

166

Throughout history, people have tried to categorise what are the common principles of all167

things, what are the smallest constituents of matter, and how to analyse them to simplify168

this astonishingly complex world. In the classical Greek natural philosophy, there are four169

fundamental elements, earth, water, air, and fire. The first milestone of the modern atomic170

theory was set by J.J. Thomson’s electromagnetic tube in 1896. He measured the ratio of the171

mass to the charge of the particle and discovered the first subatomic particle, the electron.172

Soon after in 1909, Ernest Rutherford and his student set up a projectile experiment to173

explore the structure of matter and found particles were scattered by a core at the centre of174

the atom. Based on these experiments, Rutherford proposed a model describing the atom as175

a tiny and heavy charged nucleus surrounded by electrons. The nucleus is made of protons,176

which are oppositely charged with respect to electrons, and electrically neutral neutrons177

(today, we understand the model of the atom better with modern quantum mechanics178

in terms of electron shells and subshells where electrons reside around the nucleus). An179

abundance of particles, sometimes referred to as zoo, was discovered in particle accelerators180

starting in the 1940s. The new particles were given exotic names, such as pions, sigmas,181

lambdas, and Latin letters when the Greek alphabet was exhausted. This taxonomy was182

not more orderly or elegant than Mendeleev’s periodic table until Murray Gell-Mann and183

George Zweig independently came up with the key insight, that the zoological particles184

were made of smaller particles (quarks), which could be identified by looking at patterns in185

terms of symmetries. The classification frames fundamental particles into three generations.186

Nowadays, physicists are still trying to understand why they are arranged effectively in187

these particular patterns.188

Particle experiments can give a more profound insight into strong and electroweak forces.189

Maxwell’s equations do not only describe that electricity and magnetism are intimately190

1



1. Introduction

connected but further demonstrate that the electric and magnetic fields travel through191

space as waves. In 1933, Fermi published his landmark theory for beta decay, unveiling192

the weak interaction and the existence of the neutrino. A few decades later in the 1960s,193

the electromagnetic force and weak force were merged into a combined electroweak force.194

Scientists are dreaming of a theory of everything that could go even further and unify195

these forces including gravity into a single force. In 1905, Albert Einstein published a196

paper about the photoelectric effect, picturing light as a stream of particles called photons.197

Further force-carrying particles, such as the gluons were discovered at the electron-positron198

collider PETRA at DESY in 1979, and W±, and Z bosons were discovered at the Super199

Proton Synchrotron at CERN in 1983.200

In 2012, the Higgs boson was discovered at the Large Hadron Collider, which finally201

confirmed a critical aspect of the Standard Model. This discovery completes the Standard202

Model describing elementary particles and their interactions. However, the Standard Model203

cannot explain observations in the cosmos that suggest that ordinary matter makes up204

only about 5% of the universe. Besides, it does not describe one of the four known forces,205

namely gravity. There are many more open questions in particle physics. With increasing206

intensity of the particle beams and a growing data set, the LHC might shed light on what207

lies beyond the Standard Model.208

Two models, the simplest extension of the electroweak Higgs sector and a warped-geometry209

higher-dimensional model, are used to explore the fundamental laws of nature in this thesis.210

The Standard Model and the theoretical structure of the Two-Higgs-Doublet model and211

the Randall–Sundrum model are introduced in Chapter 2. Chapter 3 describes the LHC212

and the ATLAS detector. Chapter 4 focuses on MC generators. Chapter 5 describes the213

reconstruction and identification of particles in ATLAS. In Chapter 6, the search for an214

additional heavy Higgs boson in the H→ ZZ → `+`−νν̄ final state is described (published in215

Ref. [1]), including the event selection and background estimates. The dominant background216

in the analysis is the SM ZZ production, with one Z decaying into two charged leptons and217

the other into two neutrinos. A novel method to estimate the ZZ background is detailed218

in Chapter 6 as well. The methodology is based on the substitution of a γ with a Z-boson.219

The ZZ estimate from Zγ events and detailed systematics are presented. The summary of220

my Ph.D. project is given in Chapter 7.221

Author’s contribution222

The author is part of ATLAS, a 3000 person collaboration, which built and operates223

the ATLAS detector at the Large Hadron Collider. Members of the collaboration are in224

charge of filtering, reconstructing and analysing the recorded data. Each study and result225

performed as part of the collaboration has direct input from many other people. The main226

contributions of the author are highlighted below.227

Neutrinos and other particles that are invisible to the ATLAS detector can be reconstructed228

through missing transverse momentum (Emiss
T ). The Emiss

T calculation is challenging as229

it depends on the reconstruction of all objects in the detector. The author studied one230

particular challenging aspect of the Emiss
T calculation, which is how the algorithm deals231

with jets and electrons that are nearby and can often not be separated unambiguously.232

Treating these cases incorrectly can lead to fake Emiss
T , impacting the discovery potential233

for searches for new invisible particles. In addition to evaluating the performance of the234

Emiss
T reconstruction, using various metrics, the author’s studies on overlap removal and235

improvements to the Emiss
T calculation based on particle flow jets lead to a significant236

2



reduction of this fake Emiss
T . The performed studies and improvements benefit all analyses237

with Emiss
T in the final states, including searches for supersymmetric particles.238

The author contributed to the search for new physics in the `` + Emiss
T final state (where `239

= electron or muon), which includes the search for X → ZZ → `+`−νν̄, Z + dark matter,240

including the case where the dark matter could come from the decay of a Higgs boson. Of241

these, only the first search was already made public, so the thesis focuses on it.242

The author’s main contribution is the development of a new data-driven method to243

estimate the dominant background in these searches, which comes from the Standard Model244

production of two Z bosons, decaying into two charged leptons and two neutrinos. The245

standard estimation of this background is based on Monte Carlo simulation and contributes246

the leading systematic uncertainties to the searches. The author developed and performed247

all experimental aspect of the new method, including the selection, data-MC comparisons248

in the control region, closure checks and systematic uncertainties. She was only supported249

by other people in the evaluation of the theoretical uncertainties.250

While the resulting background estimate was not used in the published results, mainly due251

to the dominant statistical uncertainties, it serves as an extremely important cross check of252

the modelling of the ZZ background in the non-trivial phase space selected by the analysis.253

The author also makes suggestion for alternative uses of the Zγ control region, for further254

improvements and points out areas that need more study in the light of the requirement255

for more and more precise background estimates for future searches.256
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Chapter 2257

Theoretical Overview258

The Standard Model (SM) of particle physics describes the nature of fundamental forces and259

particles, including the existence of the Higgs boson. In this chapter, Section 2.1 discusses260

the SM. Section 2.1.1 covers the details of the electromagnetic and weak interactions. A261

discussion of the Higgs mechanism and how it is incorporated in the electroweak (EW)262

unification is given in Section 2.1.2. Section 2.2 quantifies the abundance of Higgs bosons263

produced at the Large Hadron Collider. The SM is known to be incomplete as it does not264

explain several observations and it suffers from theoretical issues, which are summarised265

in Section 2.3. In the following sections, two possible theoretical extensions to address266

the shortcomings of the SM are discussed. The Two-Higgs-doublet model (2HDM) which267

extends the scalar sector to enrich the particle phenomenology is described in Section 2.4.268

Section 2.5 introduces the Randall-Sundrum (RS) Model to address the problem of gravity,269

the main missing puzzle piece in the SM.270

2.1. The Standard Model Particles and Forces271

In the SM, particles are divided into two categories, bosons and fermions, which can be272

distinguished according to their spin, a quantum number describing the internal form of273

angular momentum. Bosons have an integer multiple of spin, such as a spin 0 or 1. In274

contrast, fermions possess half integers of spin, e.g., spin of 1/2, 3/2, 5/2. Both leptons275

and quarks are spin 1/2 fermions, and they constitute the building blocks of matter. The276

charged leptons are grouped into three generations with their corresponding neutrinos, (e,277

νe), (µ, νµ) and (τ , ντ ). There are six flavours of quarks, falling into three generations,278

(up(u), down(d)), (charm(c), strange(s)), and (top(t), bottom(b)) as shown in Table 2.1.1.279

Each particle has an associated antiparticle with the same mass but with opposite physical280

charges.281

The particles that act as carriers of forces have spin of 1 and therefore are called bosons as282

shown in Table 2.1.2. The electromagnetic force is mediated by the photon (γ) for charged283

particles, which is described by Quantum Electrodynamics (QED). The W± and Z bosons284

5



2. Theoretical Overview

are the mediators for the weak force acting on all leptons and quarks. The gluons are the285

mediators of the strong force.286

There is an additional force called gravity but the corresponding force carrier, the graviton,287

has not been discovered. If a hypothetical graviton exists, it must have a spin of 2. More288

about the graviton will be discussed in Section 2.5. The SM includes a Higgs boson and289

the Higgs field is thought to give mass to the other particles. More details about the Higgs290

boson are discussed in Section 2.1.3.291

Fermion (spin 1/2)

Generation
Leptons Quarks

particle charge mass [MeV] particle charge mass [MeV]

1st
electron (e−) -1 0.5109 down (d) −1

3 4.7
e neutrino (νe) 0 < 2× 10−6 up (u) +2

3 2.2

2nd
muon (µ−) -1 105.66 strange (s) −1

3 96
µ neutrino (νµ) 0 < 2× 10−6 charm (c) +2

3 1.28× 103

3rd
tau (τ−) -1 1776.86 bottom (b) −1

3 4.18× 103

τ neutrino (ντ ) 0 < 2× 10−6 top (t) +2
3 173.1× 103

Table 2.1.1.: The properties of leptons and quarks. See Ref. [2] for a discussion on the
definition of the quark masses.

Gauge Bosons (spin 1)

Forces particle charge mass [GeV] Range [m]

Strong gluon (g) 0 0 10−15

Electromagnetism photon (γ) 0 0 ∞

Weak
Z boson (Z) 0 91.19 10−18

W boson (W±) ±1 80.39 10−18

Scalar Bosons (spin 0)

Higgs boson (h) 0 125.09

Table 2.1.2.: The properties of bosons [2].

Quarks and anti-quarks are arranged into groups to form composite particles. Quarks have292

colour charges, but the composite particles made out of quarks are colour neutral. Using293

a simplified picture, the quark model was proposed by Murray Gell-Mann and George294

Zweig in the 1960s. Mesons contain a quark and an anti-quark adding up to an integer295

spin, either ±1 or 0 as integer spin bosons, while baryons contain three quarks with the296

summed-up spin of ±3/2 or ±1/2 forming spin-half fermions. On 26 March 2019, LHCb297

announced evidence for the existence of exotic baryons called pentaquark1 consisting of298

four quarks and one anti-quark [3] (see Section 4.1 for a discussion of the quark content of299

hadrons, including valence and sea quarks).300

Collections of identical bosons and fermions must satisfy the Spin-statistics theorem.301

Bosons (symmetric wave function) obey Bose-Einstein statistics, which indicate that bosons302

tend to occupy the same quantum state, while fermions (anti-symmetric wave function)303

obey Fermi–Dirac statistics, which account for atomic orbitals as prescribed by the Pauli304

exclusion principle.305

1Each quark has a baryon number 1/3 and anti-quark has a baryon number -1/3.
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2.1. The Standard Model Particles and Forces

Quantum Field Theory306

Quantum Field Theory (QFT) is a theoretical framework that mathematically pictures all307

subatomic particles as localized vibrations of the corresponding quantum fields. The idea308

of QFT is that these fields, which fill out the ordinary space, can interact with one another.309

In relativistic physics, particle trajectories are described by functions in space-time:310

xµ = (x0, x1, x2, x3) ≡ (t, x, y, z). (2.1.1)

The path a particle takes minimises the action, S, in any physical system. This phenomenon311

is called the principle of least action, for which the smallest sum of the Lagrangian for all312

the points is along the chosen path. Calculating the action variation for a field configuration313

(φ) via the partial integration becomes:314

δS =

∫
v
d4x

[
∂L
∂φ

δφ+
∂L

∂(∂µφ)
∂µδφ

]
,

=

∫
v
d4x

[
∂L
∂φ
− ∂µ

(
∂L

∂(∂µφ)

)]
δφ+

∂L
∂(∂µφ)

δφ
∣∣∣tb
ta
,

(2.1.2)

where v is a 4-dim space-time volume that is of interest, L is the Lagrangian density, ∂µ315

is a space-time derivative, and δφ represents the small perturbation from the ‘true’ field.316

The second term integrates to zero from the boundary conditions on δφ. In this case, the317

variation of the fields at the boundary does not affect the local physics process. As the318

perturbation of the action S should be zero (δS = 0) to minimize the action, the Lagrangian319

yields the equation of motions, which is known as the Euler-Lagrange equation:320

∂L
∂φ

= ∂µ
∂L

∂(∂µφ)
. (2.1.3)

Noether symmetries are transformations acting on the fields φ that leave the Lagrangian of321

a system unchanged. For instance,322

φ(x)→ φ′(x) = φ(x) + α∆φ(x), (2.1.4)

where α is an infinitesimal parameter, and ∆φ(x) describes the transformation. The key is323

figuring out symmetric transformations that leave φ and thus the Lagrangian unchanged:324

L → L+ α∆L. (2.1.5)

This α∆L can be obtained by varying the fields [4]:325

α∆L =
∂L
∂φ

(α∆φ) +

(
∂L

∂(∂µφ)

)
∂µ(α∆φ)

= α

[
∂L
∂φ
− ∂µ(

∂L
∂µφ)

)

]
∆φ+ α∂µ(

∂L
∂(∂µφ)

∆φ).

(2.1.6)

The first term is zero due to the Euler-Lagrange equation.326
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2. Theoretical Overview

Noether’s theorem states that every differentiable symmetry of the action of a physical327

system has a corresponding conservation law. Instead of stating that simple numbers of328

some physical quantity - energy, momentum, etc. - do not vary over time, one can develop329

a general form of conserved currents. The continuity equation, ∂µJ µ = 0, represents the330

conservation of mass or energy in dynamics. The conserved current J µ is a vector with331

the charge density and 3-dim current density. For the transformation to be symmetry, the332

Lagrangian can be varied by ∂µJ µ, so that ∆L = ∂µJ µ = ∂µ( ∂L
∂(∂µφ)∆φ).333

Electromagnetic Interaction334

The QED Lagrangian for a spin-1/2 field interacting with the electromagnetic field is given335

as:336

LQED = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν , (2.1.7)

where ψ is a 4 component fermion that carries an electric charge, and Dµ ≡ ∂µ − ieAµ is337

the gauge covariant derivative. A vector field Aµ must transform as Aµ → Aµ − ∂µλ(x)338

to make the Lagrangian gauge invariant. Due to gauge invariance, a term like M2AµA
µ

339

cannot appear in the Lagrangian, which means the A-field describes a massless particle,340

namely the photon. e is the strength of the phase transformation, which can be interpreted341

as a charge q = -|e|. Fµν = ∂µAν - ∂νAµ is the electromagnetic field tensor. m is the mass342

of the electron or positron, and γµ are the Dirac matrices.343

The QED Lagrangian is invariant under a local U(1) phase transformation ψ(x)→ eieλ(x)ψ(x).344

The conserved Noether current for this transformation is jµ = ψ̄γψ, which consists of the345

electromagnetic charge density and 3-dim current density. This conserved current can be346

verified by:347

∂µj
µ = (∂µψ̄)γµψ + ψ̄γµ(∂µψ) = imψ̄ψ − imψ̄ψ = 0, (2.1.8)

where iγµ∂µψ = mψ and i∂µψ̄γ
µ = −mψ̄ is derived from the equations of motion [5].348

Strong Interaction349

Likewise, the gauge invariant QCD Lagrangian can be written as:350

LQCD = Σq

(
ψ̄qiγ

µ
[
δij∂µ + ig(Gαµt

ij
α )
]
ψqj −mψ̄qiψqi

)
− 1

4
GαµνG

µν
α , (2.1.9)

where ψq is a 4 component fermion that carries a colour index i (=red, green, blue). The351

colour state can be rotated by 3 × 3 unitary matrices, tα, which are generators of the352

SU(3) colour group. There are eight mediators in QCD: Gα
µ is the 4-vector potential of353

the gluons fields (α = 1,...8). The symbol Gµνα represents the gauge invariant gluon field354

strength tensor. Gµνα = ∂µGνα - ∂νGµα - gfαβγGµβG
nu
γ , fαβγ are structure constants of the355

SU(3) colour group, and g =
√

4παs corresponds to the strong coupling. The coupling356

constant, αs, is an effective constant, which depends on four-momentum Q2 transferred357

(see the running coupling paragraph for details in Section 4.1).358
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2.1. The Standard Model Particles and Forces

2.1.1. Weak Interaction and Electroweak Theory359

In 1933, Enrico Fermi formulated the first model of the weak interaction, known as Fermi’s360

interaction. The interaction was formulated in terms of QFT. As illustration of the Fermi361

interaction, in the following, the muon decay is discussed. Fermi’s Lagrangian density362

describing four fermions fields by the product of four Dirac fields for the muon decay363

µ− → e− + νµ + ν̄e is given as:364

L = GF√
2
ψ̄νµγµ(1− γ5)ψµψ̄eγ

µ(1− γ5)ψνe , (2.1.10)

where GF is the interaction term of the Fermi Lagrangian with dimensions of mass to the365

power -2, making it non-renormalisable. The γµ term is a 4 × 4 matrix, (1− γ5) is the366

chirality operator, and it plays the role of projecting the Dirac field onto the left-handed367

components. The weak force has a left-handed preference, which has been verified in the368

experiment by Chien-Shiung Wu [6]. The muon lifetime given the Lagrangian density can369

therefore be computed, and then be compared to the experimental measurement, which is370

about 10−6s [7].371

The weak interaction fermion couples to the weak force corresponding to a conserved372

current, ∂µJ αµ = 0 where α = 1, 2, and 3, under the SU(2)L symmetry in which the muon373

current is defined as:374

J 1
µ = ¯̀µ

Lγµτ
+`µL, (2.1.11)

where τ+ is a 2 × 2 matrix. Its hermitian conjugate τ−, which is the transpose matrix of375

τ+, forms the second current, J 2
µ .376

The third current is expected from group theory, and it forms as:377

J 3
µ = ¯̀µ

Lγµ[τ+, τ−]`µL
= ν̄µLγµν

µ
L − µ̄

µ
Lγµµ

µ
L.

(2.1.12)

These three currents, J 1
µ , J 2

µ and J 3
µ , appear as the consequence of SU(2)L. The first378

two currents correspond to the charge currents and the third current is a neutral current.379

However, there is no neutral current in the early phenomenology of the weak interaction380

Fermi Lagrangian. The neutral current of electromagnetism does not fit in SU(2)L because381

J 3
µ involves only left-handed fermions and it contains the neutrino term. Enlarging the382

gauge group to satisfy the current conservation and also to include the electroweak current383

was then proposed:384

SU(2)L ⊗ U(1)Y . (2.1.13)

To build a gauge invariant theory, the recipe is to replace the ordinary derivative of the385

fermion fields by covariant derivatives:386

∂µψ → Dµψ = ∂µψ − igTAWA
µ ψ − ig′Bµ

Y

2
ψ, (2.1.14)

where g and g′ are the relevant coupling constants. TA are the weak isospin operators, TA387

= σi
2 (i = 1, 2, 3), where σi are the Pauli matrices. WA

µ are the 3 real vector fields related388

to SU(2). W 1
µ and W 2

µ are two electrically charged bosons under SU(2). Bµ is the vector389

boson related to U(1).390
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2. Theoretical Overview

To identify the neutral electroweak current, Glashow-Weinberg jointly proposed replacing391

Bµ and W 3
µ by the linear combination of Aµ and Zµ in 1968:392 (

Bµ
W 3
µ

)
=

(
cos θw − sin θw
sin θw cos θw

)(
Aµ

Zµ

)
. (2.1.15)

The neutral current interaction then reads:393

L = ψ̄γµ[g sin θwT3 + g′ cos θw
Y
2 ]ψAµ

+ψ̄γµ[g cos θwT3 − g′ sin θw Y2 ]ψZµ,
(2.1.16)

where Aµ represents the photon. For particles with different electric charge, the neutral394

electromagnetic current can be written in units of the proton charge (e): J emµ = eψ̄γµQψ395

where Q is the electric charge. Comparing J emµ and Equation 2.1.16 with Aµ, eQ can be396

written in the form of:397

eQ = g sin θwT3 + g′ cos θw
Y

2
. (2.1.17)

After the mixing of the B and W 0 that produces the photon and the Z, the new quantum398

number Y (hyper-charge) is introduced by setting g sin θw = g′ cos θw = e, Q = T3 + Y
2 .399

This can be rearranged into the relation:400

Y = 2(Q− T3). (2.1.18)

The first evidence of the weak neutral currents was confirmed at the Gargamelle bubble401

chamber at CERN in 1973 [8]. The Z boson was soon to been discovered at the SPS402

accelerator at CERN in 1983. However, the mass term for the Z and W bosons is forbidden403

by gauge invariance according to Yang-Mills theory. The Higgs field addresses the problem404

of the origin of mass of SM particles and unitarises the WW scattering, which will be405

discussed in Section 2.1.2 and 2.1.3.406

2.1.2. The Goldstone Boson: Spontaneous Breakdown of Symmetry407

The gauge vector field can acquire a mass term by introducing an additional scalar field.408

This mechanism is know as the Goldstone theorem, which preserves gauge invariance by409

defining a non-linear realization of a gauge transformation. The principle behind this410

theorem is to define a different way of achieving a gauge transformation. The Lagrangian411

for an U(1) gauge field Aµ coupling to a self-interacting complex scalar field φ is:412

L = Dµ(φ)+Dµ(φ)− V (φ)− 1

4
FµνF

µν + LGFH , (2.1.19)

where LGFH is a Feynman gauge fixing term, which is needed to obtain an easier calculation413

for the whole Lagrangian. The covariant derivative acting on the scalar field is:414

Dµφ(x) = ∂µφ(x)− ieAµφ(x). (2.1.20)

The quantum numbers remain unchanged under the Nambu–Goldstone transformation:415
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2.1. The Standard Model Particles and Forces

φ(x)→ eieλ(x)φ(x), Aµ → Aµ + ∂µλ(x). (2.1.21)

The gauge invariance with respect to this gauge transformation can be seen by taking the416

scalar field in quadrature. The potential associated with the phase is dropped using a417

gauge transformation meaning a Goldstone mode is shifted into the gauge field Aµ. The418

scalar potential has dimensions of the field to the fourth power, hence it is re-normalisable419

in four dimensions as shown in the following equation:420

V (φ) = λ|φ4|2 + a|φ|2 + b. (2.1.22)

Expanding the φ around the vacuum expectation value (VEV), where the minimum421

of the potential meets the origin, one can rewrite the scalar field in a non-linear way:422

φ = (H + v)ei
G
v (H and G, which are referred to as the Higgs boson and the Goldstone423

bosons, respectively, are real scalar fields without VEVs). The scalar potential becomes:424

V (φ) = λH4 + 2λv2H2. (2.1.23)

Substituting the scalar potential (Eq. 2.1.23) and covariant derivative (Eq. 2.1.20) back425

into the Lagrangian (Eq. 2.1.19), the free Lagrangian density becomes:426

L0 ∼ ∂µH∂µH − 2λv2H2(x) + ∂µG∂
µG− ∂µAν∂µAν + e2v2AµA

µ, (2.1.24)

where ∂µH∂
µH is the kinematic term for the Higgs boson, ∂µG∂

µG is the kinematic term427

for the Goldstone bosons and ∂µAν∂
µAν is the kinematic term for the vector boson. The428

shape of the propagators that represents the target particle moving between incoming and429

outgoing particles show up in the Lagrangian. For example, the Feynman propagator for430

the Higgs field in momentum space is 1
k2−2λv2+iε

, and the 2λv2 term corresponds to the431

mass term, m2
H . Similarly, the propagator for the vector boson is gµν

k2−e2ν2+iε
. Some terms,432

such as Aµ∂µG in L0, are absorbed by the gauge choice, LGFH . The vector field has the433

dimension of the mass (e2v2) as an expansion around the vacuum expectation. As a result,434

the L0 is no longer invariant under the gauge transformation of the A, meaning a U(1)435

symmetry is broken for perturbations around the VEV. The massive vector bosons can be436

longitudinally polarized because the massless Goldstone bosons become the longitudinal437

polarization of the massive vector fields.438

2.1.3. The Higgs Boson439

In order to be consistent with Fermi’s four-fermion interaction of the β decay, the vector440

fields are required to be massive. The way out of this cul-de-sac is described in Section441

2.1.2 using the concept of spontaneous breakdown involving Goldstone bosons where the442

scalar field has a real and an imaginary component. In the SM, one can define the simplest443

doublet scalar field as:444

φ =

(
φ+

φ0

)
, (2.1.25)

where the superscripts + and 0 indicate the electric charge (Q) of the components. An445

additional U(1) Y is needed in order to let only a neutral scalar field acquire a VEV. This446
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2. Theoretical Overview

means electromagnetism is unbroken by the scalar VEV, and the scalar VEV yields the447

breaking scheme as: SU(2)L ⊗ U(1)Y → U(1)Q.448

The transformation for the scalar field can be written as follows:449 (
φ+

φ0 + v√
2

)
→ eigα(x) τ

+

2 eig
′β(x)

Yφ
2

(
φ+

φ0 + v√
2

)
. (2.1.26)

The symbol g is the weak interaction coupling strength, g′ is the coupling strength of the450

hypercharge interaction, α(x) and β(x) are the position parameter elements for the SU(2)451

and U(1), respectively, and the matrices τ are the Pauli matrices.452

One can also parametrise the Higgs field with the Unitarity gauge2
453

(
φ+

φ0 + v√
2

)
=

1√
2
ei
τiθi(x)

2

(
0

H(x) + v

)
, (2.1.27)

where H(x) is a real scalar field. The covariant derivative of φ is:454

Dµφ =

(
∂µ + igT iW i

µ + i
1

2
g′Bµ

)
φ, (2.1.28)

where W i
µ and Bµ are SU(2)L and U(1)Y gauge bosons, respectively (W i

µ can be written455

in terms of the generators: Wµ = W i
µT

i). T i = τ i

2 (τ i are three Pauli matrices). The Higgs456

potential V(φ) is required from re-normalisability and gauge invariance to take the form:457

V (φ) = −µ2φ+φ+ λ(φ+φ)2. (2.1.29)

The λ represents self-interactions among the Higgs fields, and it is positive. The quadratic458

term µ2 must be greater than zero to develop a non-zero VEV leading to a non-trivial459

minimum φ2
0 = µ2

2λ . The vector boson mass terms show up by taking the square of the460

covariant derivative, (Dµφ)+(Dµφ):461 ∣∣∣∣∣Dµ

(
φ+

φ0 + v√
2

)∣∣∣∣∣
2

∈ 1

2

v2

4
[g2(W 1

µ +W 2
µ)(Wµ1 − iWµ2) + (g′Bµ − gW 3

µ)2]

∈ v
2

4
[g2W+

µ W
−µ +

1

2
(g2 + g′2)ZµZ

µ].

(2.1.30)

Equation 2.1.30 shows m2
W = 1

4g
2v2 and m2

Z = 1
4(g2 + g′)v2 where g and g′ satisfy the462

relation of g sin θw = g′ cos θw and so the weak mixing angle is:463

tan θw =
g′

g
, sin θw =

g′√
g′ + g′2

, cos θw =
g√

g2 + g′2
. (2.1.31)

2Picking a Gauge is a mathematical procedure to remove unphysical fields, while adding additional degrees
of freedom in the field. The corresponding gauge fixing terms of the Feynman Lagrangian can be written
as:
L = − 1

2ξ
(∂µA

µ)
ξ = 1 is for the Feynman–’t Hooft gauge.
ξ →∞ is for the Unitarity gauge or Landau gauge.
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2.2. Higgs Boson Hunting at the LHC

The Higgs mechanism successfully gives masses to the bosons, though a priori fermions464

cannot receive their masses by the same process. A non-gauge interaction turns out to be465

responsible for fermion mass generation.466

The Yukawa interaction between the Higgs field and massless quark (with a prime sign)467

and lepton fields in the SM Lagrangian reads:468

LY ukawa = −q̄′h′Dd′R(φ+
v√
2

) + q̄′h′uu
′
R(φ+

v√
2

)c − ¯̀′hLeRφ+
v√
2

+ h.c.

=
v√
2

[d̄′Lh
′
dd
′
R + ū′Lh

′
uu
′
R + ¯̀′

Lh
′
Le
′
R]+

+ φ[d̄′Lh
′
dd
′
R + ū′Lh

′
uu
′
R + ¯̀′

Lh
′
Le
′
R] + h.c.,

(2.1.32)

where q′ is a doublet matrix representing a collection of left-handed quarks, q′ =
(
u′L
d′L

)
, h′D469

is a complex matrix that describes the so-called Yukawa couplings between the single Higgs470

doublet and the down type quarks as a constant in the generation space, d′R is right-handed471

down-type quarks, φ+ v√
2

is a Higgs doublet where v =

(
0
v

)
, u′R stands for right-handed472

up-type quarks, (φ+ v√
2
)c forms charge conjugate objects (φc = εφ∗)3, `′ =

(
ν ′L
e′L

)
, and eR473

stands for a right-handed electron.474

The first term related to the constant v (VEV) in Equation 2.1.32 can be diagonalized475

using single value decomposition4:476

v√
2

[d̄′LU
+
d hdVdd

′
R + ū′LU

+
u huVuu

′
R + ¯̀′

LU
+
L hLVLe

′
R]. (2.1.33)

New fields can be defined with a unitary rotation in space where the phase can be absorbed477

into each quark field, such as: dR = Vdd
′
R, dL = Udd

′
L, uR = Vuu

′
R, uL = Uuu

′
L, `R = VL`

′
R478

and `L = UL`
′
L. The remaining complex phases then cause CP violation. The diagonal479

mass terms for each fermion can be seen as − hv√
2
ψ̄ψ in Equation 2.1.34:480

v√
2

[d̄LhddR + ūLhuuR + ¯̀
LhL`R]. (2.1.34)

The left-handed down-type quarks are rotated by the matrix Ud and the left-handed up-type481

quarks are rotated by the different matrix Uu. This causes the charge current generation482

mixing, which is described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix.483

2.2. Higgs Boson Hunting at the LHC484

The Higgs boson was discovered in 2012 by the ATLAS and CMS collaborations [9], and485

the subsequent property measurements have not shown any deviations from the predictions486

3ε is an anti-symmetry matrix in 2-dimension for a doublet field:

ε =

(
0 −1
−1 0

)
4Factorized procedure: h′ = U+hV where U and V are 2 unitary matrices. UU+ = I and V V + = I

13



2. Theoretical Overview

Figure 2.2.1.: The coupling of the Higgs boson to fermions (µ, τ , b, t) and bosons (W ,
Z) as a function of the particles’ mass. The diagonal line indicates the SM prediction.
The coupling modifiers are measured assuming no BSM contributions to the Higgs boson
decays, and the SM structure of loop processes. Image from Ref. [10].

of the SM. Figure 2.2.1 shows a significant test of the connection between the mass of487

fermions and bosons and the Higgs field interactions with them. The measurement of the488

coupling for each particle, assuming no BSM contributions to the Higgs boson decays and489

the SM structure of loop processes, is consistent with the SM predictions with a p-value of490

pSM = 84% [10]. The ATLAS-CMS combined measured mass of the Higgs boson is 125.09491

± 0.24 GeV [11].492

The Higgs boson can be produced through four main production channels in pp collisions493

at the Large Hadron Collider. The signal contribution includes the gluon fusion (ggF)494

production, vector boson fusion (VBF), the associated production of the Higgs boson with495

a W or Z boson (VH), and the Higgs boson production in association with top-quarks496

(ttH). Their Feynman diagrams as shown in Figure 2.2.2 indicate the different signatures497

that can be used to identify the Higgs boson. This section will discuss the two production498

processes with the largest predicted cross-sections, ggF and VBF.499

In the SM, the gluon fusion production of the Higgs boson is the dominant process as500

shown in Figure 2.2.3. Since gluons are massless, they do not couple directly to the Higgs501

boson, hence a fermion loop is needed to connect gluons and the Higgs boson. Due to the502

strong coupling of the Higgs boson to the top quark, a Higgs boson is mainly produced via503

a top quark loop. Figure 2.2.2 (a) shows the tree level diagram of ggF.504

The vector boson fusion is the second leading production process. The VBF production505

mechanism is a process by which either W or Z bosons fuse together to create the Higgs506

boson. The W or Z boson is radiated by a quark via the weak interaction. Its signal has a507

particular geometry: jets in the final state prefer to be forward in the detector, while the508

Higgs and its decay products are expected to be in the central detector.509

The Higgs boson is unstable, and decays into other fundamental particles almost immediately.510
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2.2. Higgs Boson Hunting at the LHC

(a) (b)

(c) (d)

Figure 2.2.2.: The dominant Higgs boson production modes in proton-proton collisions.
(a) gluon-gluon fusion, (b) vector boson fusion, (c) W and Z associated production, (d) tt
associated production.
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2. Theoretical Overview

Table 2.2.1 summarises the coupling constant g, which describes the Higgs boson coupling511

to the fermions/bosons/itself. The coupling strength is proportional to the mass of fermions,512

and to the square of the mass of bosons or itself.513

Vertex Coupling Constant g Representation

Higgs−Fermions mf/v

Higgs−Vector Bosons 2m2
V /v

Two Higgs bosons−Vector Bosons 2m2
V /v2

HHH 3m2
H/v

HHHH 3m2
H/v2

Table 2.2.1.: The couplings of the Higgs boson to fermions gHff̄ , gauge bosons gHV V ,
gHHV V . Trilinear coupling gHHH , and quartic coupling gHHHH are shown, as well.

The SM predictions for the Higgs boson decay modes and their corresponding branching514

ratios are laid out in Table 2.2.2 for a Higgs boson mass of 125 GeV.515

In the following a discussion of the different Higgs boson decay channels is presented:516

• H → bb̄:517

– largest branching ratio in the SM518

– large multi jet background when targeting the ggF and VBF production519

– discovery of this decay channel driven by VH production520

– probes the Higgs boson couplings to fermions521

– excellent channel to measure VH production522

• H → τ+τ−:523

– challenging mass reconstruction: The identification of hadronically decaying τ524

and the neutrinos in the final state deteriorate the resolution of mττ .525

– probes the Higgs boson couplings to fermions and excellent channel to measure526

VBF production: has higher pT Higgs boson recoiling against jets. A high-pT527

Higgs boson typically has larger Emiss
T and benefits from an improved resolution528

on Emiss
T , and thus on mττ .529
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Decay channel Branching ratio[%]

H → bb 58.2

H → WW 21.4

H → gg 8.19

H → ττ 6.27

H → cc 2.89

H → ZZ 2.62

H → γγ 0.227

H → Z γ 0.153

H → µµ 0.022

Table 2.2.2.: The branching ratios for the SM Higgs boson for mH = 125 GeV with ΓH ∼ 4.1
± 0.09 MeV.

• H → WW → `+ν`−ν̄:530

– H → WW has largest branching ratio of bosonic decay channels531

– complex and relatively large backgrounds532

– neutrinos in the final state make it challenging to reconstruct mH533

– powerful channel to measure VBF and VH production534

• H → γγ:535

– important channel for the Higgs boson discovery536

– small branching ratio, but relatively good signal/background ratio537

– background estimates under control538

– fully reconstructible final state with very good resolution539

– important for precision property measurements, including the Higgs boson mass540

• H → ZZ → ````:541

– important channel for the Higgs boson discovery542

– golden channel: very small branching ratio due to requirement of Z decaying543

into electrons or muons, but best signal/background ratio of all channels544

– fully reconstructible final state with very good resolution545

– important for precision property measurements, including the Higgs boson mass546

(still statistics limited for rarer production modes)547

2.3. Open Questions and Beyond the Standard Model548

The scalar mass term 2λv2 as shown in Equation 2.1.24 is associated with the Higgs boson:549
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mH =
√

2λv2 ≈
√
λ× 350 [GeV], (2.3.1)

where the Higgs potential parameter v (vacuum expectation value) using Eq 2.1.30 and the550

weak mixing angle in Eq. 2.1.31:551

v =
2mW

g
≈ 250 [GeV] (2.3.2)

is measured at the LEP collider given the fine structure constant α (1/128), the Fermi552

constant GF (1.11637(1)×10−5 [GeV−2]), mZ(91.1875(21) [GeV]), mW (80.426(34)) [GeV])553

and sin2 θW [13]. Theoretically speaking, mH ≥ 350 [GeV] indicates that the Higgs self-554

coupling is a strong coupling with λ ≥ 1, while mH ≤ 190 [GeV] means the constant is555

relatively weak λ ≤ 1. The discovered Higgs boson has a mass of about 125 GeV indicating556

that a light Higgs is phenomenologically preferred.557

A light boson raises the question of why the electroweak scale (O(100 GeV)) is so much558

lower than the Planck scale which is around 1019 GeV. This is also known as the hierarchy559

problem of the SM. Looking at it from a different angle, the Higgs boson mass should560

actually be much larger due to quantum corrections, unless there are fine-tuned cancellations.561

Moreover, although the SM in principle fulfils Sakharov conditions [14] that generate a562

matter-antimatter asymmetry, the phase transition is not sufficient to create enough baryon563

asymmetry within the SM. Besides, questions like candidates for dark matter, and the564

explanation for dark energy can not be answered within the SM. The SM does not explain565

gravity, either.566

There are many theoretical solutions beyond the SM that have been proposed to solve567

these theoretical questions. One solution comes from the idea of two complex scalars which568

can provide additional sources of CP violation, and help solve other problems of the SM in569

the context of supersymmetric models. One of the well known solutions to the Planck-weak570

hierarchy problem is provided by the Randall–Sundrum (RS) Model.571

2.4. Extensions to the Standard Model: 2HDM572

All postulated fermions and gauge bosons have been extremely well verified phenomeno-573

logically. On the contrary, the scalar sector has not been fully explored yet. Any574

phenomenologically viable extended Higgs sector must be compatible with the observed575

electroweak parameter ρ = M2
W /(M

2
Zcos

2θW ) =
1
2
g2v2

1
4

(g2+g′2)v2 g2

g2+g′2
= 1. More generally, for576

n (n ≥ 1) scalar fields φi, the ρ parameter is given by [15]:577

ρ =
Σn
i=1[Ii(Ii + 1)− 1

4Y
2
i ]vi

Σn
i=1

1
2Y

2
i vi

, (2.4.1)

where Ii is the weak isospin, Yi is the weak hypercharge, vi is the VEV. Both SU(2) singlets578

with Y = 0 and SU(2) doublets with Y=±1 give ρ = 1, and other scalars with larger SU(2)579

multiplets are compatible with ρ = 1.580

One of the simplest extensions is the two-Higgs-doublet model (2HDM), which contains581

two CP even scalars (h and H), one CP odd scalar (or pseudoscalar) A and two charged582
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2.4. Extensions to the Standard Model: 2HDM

Higgs bosons H±. There are three fields which are ‘eaten’ to give mass to the W± and583

Z0 gauge bosons. With two involved scalar fields, the structure of 2HDMs is very rich;584

scalar potential for two doublets can have CP-conserving (Higgs self-couplings are real),585

CP-violating (Higgs self-couplings contain complex term), and charge-violating minima.586

The larger presence of complex phases may have consequences for theoretical models of587

leptogenesis [16] which is a process of generating the matter-antimatter disparity. Moreover,588

in the supersymmetric models, the second Higgs field has to be introduced to give mass to589

up and down type quarks.590

The scalar potential for two doublets Φ1 and Φ2 with hypercharge +1 is [15]:591

V = m2
11Φ†1Φ1 +m2

22Φ†2Φ2 −m2
12(Φ†1Φ2 + Φ†2Φ1) +

λ1

2
(Φ†1Φ1)2 +

λ2

2
(Φ†2Φ2)2

+ λ3Φ†1Φ1 + Φ†2Φ2 + λ4Φ†1Φ2 + Φ†2Φ1 +
λ5

2

[
(Φ†1Φ2)2 + (Φ†2Φ1)2

]
,

(2.4.2)

where m11, m22, and m12 denote the mass matrix parameters, and λ1...λ5 represent the592

scalar Higgs self-couplings.593

There are eight field components for each of the scalar SU(2) doublets:594

Φ =

(
φ+
a

(va + ρa + iηa)/
√

2

)
, a = 1, 2, (2.4.3)

where va (a = 1, 2) are the VEVs of the φ1,2 fields. The ratio of the two vacuum expectation595

values is defined as tanβ = v2
v1 . The physical scalars are a lighter h and a heavier H, which596

are orthogonal combinations of ρ1 and ρ2:597

h = ρ1 sinα− ρ2 cosα, (2.4.4)
598

H = −ρ1 cosα− ρ2 sinα, (2.4.5)

where α is the mixing angle between the two CP-even scalars. The physical pseudoscalar is599

defined by:600

A = η1 sinβ − η2 cosβ. (2.4.6)

In general, 2HDMs allow leading order diagrams with flavour changing neutral currents601

(FCNC), which have not been observed in nature. The Paschos-Glashow–Weinberg theorem602

[17, 18] addresses the FCNC issue. Fermions with the same quantum numbers coupling to603

the same scalar (Φ) allow avoiding FCNC which leads to several possible configurations:604

Type I, Type II, Type X (lepton specific) and Type Y (flipped model). Table 2.4.1605

summarises the classification of which type of fermions couples to which Higgs doublet. In606

Type I 2HDM, the charged fermions only couple to the second doublet. In the Type II607

model, up- and down-type quarks couple to separate doublets. The Type I 2HDM in the608

quark sector is identical to the lepton-specific model.609

One can find a Z2 symmetry to realize one of these four modes. At tree level, the Yukawa610

coupling can be determined as follows [15]:611

L2HDM
Y ukawa =− Σf=u,d,l

mf

v

(
ξfh f̄fh+ ξfH f̄fH − iξ

f
Af̄γ5fA

)
−
√

2Vud
v

ū(muξ
u
APL +mdξ

d
APR)dH+ +

√
2mlξ

l
A

v
νLlRH

+ +H.c..

(2.4.7)
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2. Theoretical Overview

Model uiR diR eiR
Type I Φ2 Φ2 Φ2

Type II Φ2 Φ1 Φ1

Lepton specific Φ2 Φ2 Φ1

Flipped Φ2 Φ1 Φ2

Table 2.4.1.: Models which lead to natural flavour conservation. The superscript i is a
generation index.

The coupling of the fermion f to the Higgs boson is mf/v. The parameters ξfh , ξfH , and612

ξfA are the couplings of up-type quarks (u), down-type quarks (d), charged leptons (l) to613

the h, H, and A, which are summarised for the four different models in Table 2.4.2. PL/R614

are projection operators for left-/right-handed fermions. Regardless of the 2HDM type,615

the coupling of the Higgs bosons to the W and Z are the same: the coupling of the light616

Higgs (h) is κVh = sin(β - α), the coupling of the heavier Higgs (H) is κVH = cos(β - α),617

and the coupling of the derivative of pseudoscalar (A) to vector bosons vanishes due to618

the conservation of parity, κVA = 0. As noted in the case of the alignment limit, when619

cos(β - α) → 0, the lighter CP even Higgs boson h has exactly the same couplings as the620

SM-Higgs boson. In a similar fashion, when sin(β - α )→ 0, the heavier CP even boson621

(H) becomes SM-like, making the H boson state which can be identified as the observed622

h(125) Higgs state.623

Type I Type II Lepton specific Flipped

ξuh cosα/ sinβ cosα/ sinβ cosα/ sinβ cosα/ sinβ

ξdh cosα/ sinβ -sinα/ cosβ cosα/ sinβ -sinα/ cosβ

ξlh cosα/ sinβ -sinα/ cosβ -sinα/ cosβ cosα/ sinβ

ξuH sinα/ sinβ sinα/ sinβ sinα/ sinβ sinα/ sinβ

ξdH sinα/ sinβ cosα/ cosβ sinα/ sinβ cosα/ cosβ

ξlH sinα/sinβ cosα/ cosβ cosα/ cosβ sinα/ sinβ

ξuA cotβ cotβ cotβ cotβ

ξdA -cotβ tanβ -cotβ tanβ

ξlA -cotβ tanβ tanβ -cotβ

Table 2.4.2.: Yukawa couplings of u, d, l to the neutral Higgs bosons h, H, A in the four
different models [15].

Higgs Decays624

The model has seven free parameters: the Higgs boson masses (mh, mH , mA, mH±), the625

ratio of the vacuum expectation values of the two doublets (tanβ), the mixing angle between626

the CP-even Higgs bosons (α), and the potential parameter m2
12 that mixes the two Higgs627

doublets. The branching ratios of heavy Higgs bosons decaying into lighter ones will not628

depend exclusively on the masses but also on α and β for each (pseudo)scalar (h, H, A),629

which are more complex.630

In Type I 2HDM, the coupling of the light neutral Higgs (h) to fermions is the same as631

in the SM but multiplied by a ξfh (which is cosα/ sinβ), while its couplings to WW and632

ZZ are multiplied by sin(β − α). For tanβ = 1, the branching ratios of the light Higgs633
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2.4. Extensions to the Standard Model: 2HDM

have been plotted in Figure 2.4.1. It indicates that α = ± π/2 is the fermiophobic limit634

(the branching ratio to fermions vanishes), and that α = β is the gauge-phobic limit (the635

branching ratios to WW and to ZZ vanish). The branching ratio to γγ at the gauge-phobic636

point is still there since there is a small contribution from top-quark loops. For larger values637

of tanβ, the coupling structure looks very similar, with slightly different slopes. Due to the638

coupling relations discussed above and neglecting additional decay modes, Figure 2.4.1 can639

also be used to describe the decays of the heavy Higgs boson H (with the given masses) if640

the graph is shifted to the left by π/2. The decay branching ratios of the pseudoscalar will641

be independent of α and β because there are no couplings to a pair of vector bosons, and642

all fermion couplings are scaled by the same factor cot(β).643

In Type II 2HDM, the coupling of the light neutral Higgs (h) to fermions depends on the644

fermion charge. For example, the coupling of the up type quarks is the SM coupling times645

ξuh , which is the same as in the Type I 2HDM, while the coupling of the down type quarks646

and of the leptons is the SM coupling times -sinα/cosβ. This means that the couplings of647

the down types quarks and of the leptons are larger in the Type II 2HDM when tanβ goes648

higher. The Type II 2HDM has the same couplings to gauge bosons as the Type I 2HDM.649

Figure 2.4.2 (a) shows the branching ratios of the light neutral Higgs for tanβ= 1, which is650

very similar to those of Type I 2HDM. However the branching ratio is strongly dependent651

on tanβ in the type II 2HDM case as shown in Figure 2.4.2 (b). Again, the couplings of652

the heavier scalar (H) are identical to those of the h after a π/2 shift.653

Figure 2.4.1.: The Type-I 2HDM light-Higgs branching ratios into W pairs, diphotons
and bb̄ are plotted as a function of α for tanβ= 1 and for various values of the Higgs mass
[GeV]. In the left figure, the solid lines correspond to h → WW and the dashed lines to h
→ γγ. The branching ratio into Z pairs has the same ratio to the one into W pairs as in
the SM. Image from Ref. [15].

Higgs Production654

In 2HDM Type I or lepton-specific, the production cross section of a light Higgs (h)655

through gluon fusion would be calculated by multiplying the SM cross section by the factor656

(cosα/sinβ)2. Similarly in the Type 2HDM II or flipped, the contribution of the top quark657

is multiplied by the same factor, while the contribution of the b-quark is multiplied by a658

factor of -tanαtanβ since bottom Yukawa loop coupling becomes large at large tanβ.659

The heavy neutral Higgs (H) has a similar production process. In the Type I or lepton-660

specific 2HDM, the cross section would be calculated by multiplying the SM production by661

the factor (sinα/ sinβ)2. In the Type II or flipped 2HDM, the factor is cotαtanβ.662

When calculating the limits at a given choice of cos(β - α) and tanβ, the relative rates663

of ggF and VBF production in the fit are set to the prediction of the 2HDM for that664
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2. Theoretical Overview

(a)

(b)

Figure 2.4.2.: The Type-II 2HDM light-Higgs branching ratios into W pairs, diphotons
and bb̄ are plotted as a function of α for tanβ= 1 (a) and for tanβ= 6 (b) and for various
values of the Higgs mass [GeV]. In the left figure, the solid lines correspond to h → WW
and the dashed lines to h → γγ. The branching ratio into Z pairs has the same ratio to
the one into W pairs as in the SM. Image from Ref. [15].
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2.5. Extra Dimensions and the Graviton: Randall-Sundrum Model

parameter choice. The cross-section times branching ratio depending on the values of α665

and β for H → ZZ with mH = 200 GeV varies from 2.4 fb to 10 pb for Type-I and from666

0.5 fb to 9.4 pb for Type-II [19]. (The analysis discussed in this thesis only considers 2HDM667

Type-I and Type-II because the couplings to leptons do not matter in the context of H →668

ZZ process.)669

2.5. Extra Dimensions and the Graviton: Randall-670

Sundrum Model671

The answer to the question of the hierarchy between the electroweak scale (∼100 GeV)672

and the Planck scale (MPl ∼ 1019 GeV) is still open. A plausible explanation to the673

hierarchy problem comes from the existence of one or more extra dimensions. In 1687,674

Sir Isaac Newton published his law of gravity, which describes that the gravitational field675

strength decreases inversely with the square of the distance from the source. The surface of676

a sphere is 4π × r2 (r = the radius of the surface. It is the same as Newton’s radius). The677

sphere is a 3 dimensional object, meaning the gravity goes into three dimensions. However,678

Newton’s law of gravity has been only tested to a precision of 10−4, while the fine structure679

constant αF is known to a precision of 10−10. It is then conceived that gravity might680

behave differently at small distances, and an extra dimension with its size below the current681

experimental constraint can exist. This extra dimension can either have a flat space-time682

geometry (such as the so-called Large Extra Dimension model [20]) or a ‘warped’ geometry.683

This section will address the hierarchy problem by the warped space-time geometry in the684

Randall-Sundrum (RS) model [21].685

The RS Model provides a slice of the warped geometry, AdS5, connecting the Planck scale686

and the TeV scale. The 5d space-time interval is given by the following metric:687

ds2 = e−2krcφηµνdx
µdxν + r2

cdφ
2, (2.5.1)

where k is the curvature scale of order the Planck scale, xµ are space-time coordinates in688

4-dim, which are related to the five-dimensional input, r2
cdφ

2 refers to the fifth dimension,689

rc indicates the size of the compactified radius, 0 ≤ φ ≤ π is the coordinate for an extra690

dimension. Two branes are located at the endpoints (φ = 0, π).691

The SM fields are assumed to be confined to the TeV brane but they are phenomenologically692

allowed to propagate in the bulk if the extra dimensions are small enough, and this allows693

to address the fermion mass hierarchy. The scale of the hierarchy can be generated through694

the radius (rc) of the fifth dimension: TeV/MPl ∼ e−kπrc ; krc ≈ 11. The localization695

mechanism is responsible for the observed mass hierarchies. It also suppresses FCNCs [22].696

The discussed model is based on the Randall-Sundrum (RS1) framework with the scenario697

that the graviton (zero-mode, mgraviton = 0) is localized near the UV/Planck brane, and698

the Higgs sector is localized near the IR/TeV brane where the energy is warped-down to699

the order TeV. The Kaluza-Klein (KK) particles are the excitation modes of the fields in700

the bulk. The masses of the fermions generated by Yukawa couplings interactions with701

the Higgs are on the IR brane. One can localize the light fermions close to the UV brane702

to make their effective Yukawa couplings hierarchically small. Hence, in this scenario,703

couplings of KK gravitons to light fermions are highly suppressed resulting in the fact704

that the qq̄ production of gravitons at the LHC is negligible [21]. In contrast, the SM705
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gluons have no such constraints. The gg coupling to KK graviton is suppressed only by the706

warp factor, which rescales gluon fields localised on the TeV brane. Thus, gg fusion is the707

non-negligible KK graviton production mode at the LHC.708

One feature of the model is that KK gravitons have a mass ∼TeV and are localized near709

the TeV brane so that KK graviton coupling to W , Z, top quark and Higgs is only ∼TeV710

suppressed (instead of Planck scale suppressed). The KK gravitons (spin-2 resonances)711

can be reconstructed from their decay products. The graviton decays into longitudinal712

gauge bosons W/Z are dominant compared to those of the transverse W/Z channels as713

WL/ZL are effectively the unphysical Goldstone bosons. The partial decay width given the714

assumption of the Higgs localized on the TeV brane is:715

Γ(G→ ZLZL) ≈ (cxGn )2mG
n

480π
, (2.5.2)

where c≡ k/M̄PI , x
G
n is a parameter that gives the masses of the KK graviton: mG

n = ke−kπRxGn .716

Couplings of KK Graviton717

A general formula for couplings of the bulk fields (denoted by F) to the KK gravitons718

(denoted by G) is:719

LG = Σm,n,qC
F,F,G
m,n,q

1

MP
ηηαηνβh

(q)
αβ(x)T (m,n)

µν (x), (2.5.3)

where h
(q)
αβ corresponds to the qth mode KK graviton interacting with the mth and nth720

modes of the guage field. MP ∼ 2.4 × 1018 GeV is the reduced 4-dim Planck scale, η is721

the 4-dim Minkowski metric, T
(m,n)
µν is the 4-dim energy-momentum tensor that includes722

the contribution from the gluon and W/Z bosons. CF,F,Gm,n,q comes from the overlapping of723

particles’ wave functions in the 5th dimension. By keeping the 5-dim dependence in CF,F,Gm,n,q ,724

the Tµν represents as the usual 4-dim couplings. The production is dominated by gluon725

fusion due to Yukawa-suppressed qq̄ annihilation to KK graviton.726

The relevant matrix elements for the process gg → VV, with V = W , Z via KK graviton727

are [21]:728

MG
λ1λ2λ3λ4(gagb → V V ) = −CAAG00n e−kπR(

xGn c

mG
n

)2 × Σn
δab[Aλ1λ2λ3λ4 ]

ŝ−m2
n + iΓGmn

, (2.5.4)

where λi refer to initial and final state polarizations. a, b are colour factors. ΓG is the729

total decay width of KK graviton, which is 13(cxGn )2mG
n /960π. A is the amplitude of the730

production.731

Theoretical predictions of the graviton production cross-section times ZZ branching ratio732

for the model used in the `` + Emiss
T search (assuming k/M̄PI = 1) [1] are in the range733

from around 1.3 pb to 1 fb for a graviton mass range of 600−2000 GeV [21].734
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Chapter 3735

The ATLAS Experiment at the LHC736

The Large Hadron Collider (LHC) [23] is a particle accelerator, 27 kilometres in circum-737

ference, located on the border of France and Switzerland near Geneva. In the LHC, two738

beams move in opposite directions and are accelerated to near the speed of light. The739

beams contain protons which are bundled in bunches, and each bunch contains around740

100 billion protons. At four collision points, the beams cross and protons collide with741

each other. To capture their collisions, there are four detectors which provide information742

about the resultant particles including their trajectory, electrical charge, and energy. The743

four detectors are called A Large Ion Collider Experiment (ALICE), A Toroidal LHC744

ApparatuS (ATLAS), Compact Muon Solenoid (CMS) and LHCb which stands for LHC745

beauty. However, in most collisions, the two protons beams pass through each other without746

any significant outcome. To produce enough events of a certain process, one needs either747

a large enough hadronic cross-section (by increasing the centre of mass energy), a large748

luminosity, or both. To make a new heavy particle, highly energetic colliding particles are749

required according to Einstein’s equation, E = mc2. The strategy in terms of increasing750

energy is described in Section 3.1 and luminosity is described in Section 3.2, followed by the751

ATLAS detector including different detecting subsystems in Section 3.3. The trigger which752

selects the interesting collision events, and the data acquisition system which is responsible753

for collecting the data recorded by the detectors is given in Section 3.4.754

3.1. Accelerator755

The LHC is a synchrotron designed to produce pp collisions at an energy of 7 TeV per756

proton. The hydrogen atoms are first ionized in an electric field and pre-accelerated through757

a series of accelerators: the linear accelerator (Linac 2), the Proton Synchrotron Booster758

(PSB), Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS). The proton759

energy is increased to 450 GeV in the SPS and the beam is passed into the LHC main ring760

as shown in Figure 3.1.1. The LHC’s radio-frequency (RF) cavities bring the energy of the761

protons up to 6.5 TeV. The LHC was designed for a collision energy of 14 TeV, but it has762

only reached 13 TeV, due to magnet limitations.763
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Figure 3.1.1.: The LHC accelerator system. Image from Ref. [24].

Radiofrequency (RF) cavities take radio waves of all frequencies and amplify them into one764

resonant frequency producing a strong electric field. This amplification is based on the765

shape of the cavity. In the LHC, per round, each proton experiences a maximum voltage766

of 16 mega-volts (MV) given eight cavities of 2 MV voltage each at a radio frequency of767

400 MHz (fRF ). A particle synchronised with the RF is called a synchronous particle. All768

the other particles in the accelerator will oscillate around this synchronous point. This769

means the particles will ‘clumped’ around the synchronous particle in a bunch. The spacing770

between proton bunches in the LHC is 25 ns, determined at the PS and SPS pre-acceleration771

stages before injection into the LHC ring.772

As the energy of the beam increases, the strength of the magnetic fields also has to increase773

to make the beam travel in a circle. The main dipole magnets with 8.3 Tesla magnetic field774

are used to bend the paths of the particles, and quadrupoles help focus the proton beam775

with the aim of increasing the chance of proton-proton collisions. Figure 3.1.2 illustrates a776

quadrupole magnet focusing in one plane and defocussing in the other. Pairs of quadrupole777

magnets work together around the beam pipe to squeeze the beam both vertically and778

horizontally.779

3.2. Luminosity780

The luminosity is used to describe the number of particles per meter squared per second in781

a beam. The LHC instantaneous luminosity (L) can approximately be given by assuming782

that the colliding beams follow Gaussian distributions in the x and y components. The783

instantaneous luminosity depends on the number of protons in respective bunches (N1 and784
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(a)

Figure 3.1.2.: Quadrupole magnets. The positive particles (protons in LHC) come from
the right. The first quadrupole takes control of the beam width while the second one does
the same with the beam height [25].

N2 as there can be a different number of protons per crossing bunch), the cross-sectional785

size of the bunch (σ) and the revolution frequency (frev):786

L ≈ N1N2frev
4πσxσy

(3.2.1)

One of the beam properties used to describe the average spread of particles in position-and-787

momentum phase space is called beam emittance (ε) with units of length (or length × angle).788

Figure 3.2.1 shows the emittance as the area of an ellipse where each particle corresponds789

to a pair of (x, x′) values on the phase-space plot where x describes the position and x′790

describes its angle w.r.t the central path of the proton. The beam dimension projected791

onto the x-axis is 2
√
εβ. The bunch cross-section is therefore determined by squaring the792

beam dimension, 4εβ. The amplitude function, β, is determined by the accelerator magnet793

configuration (the β minima are at the collision point, and the β is increased with the794

distance depending on the quadrupole magnet arrangement). By comparing the bunch795

cross-section, 4πσ2 and 4εβ, β can be expressed in terms of σ and ε:796

β = πσ2

ε
(3.2.2)

Apart from making high population bunches (N) of low emittance collide at high frequency,797

squeezing the beam as much as possible before the interaction point will help increasing798

the number of collisions. The value of the amplitude function at the interaction point (β∗)799

can be used to describe the LHC luminosity:800

L =
N2
b nbfrevγr
4πεnβ∗

F (3.2.3)

where Nb is the number of particles per bunch, nb is the number of bunches per beam,801

frev is the revolution frequency of the proton, γr is the relativistic gamma factor, εn is the802
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normalized transverse beam emittance, β∗ is the beta function at the collision point, and F803

is the geometric luminosity reduction fraction due to the crossing angle at the interaction804

point.805

(a)

Figure 3.2.1.: The emittance is the area (length x × angle x′) of the ellipse [26].

The LHC design peak luminosity is 1034 cm−2s−1. This number corresponds to β∗ =806

0.55 m, εn = 3.75 µm, frev = 11.2 kHz, 2808 bunches per proton beam and 1011 protons per807

bunch. The actual instantaneous luminosity that can be reached is larger, and it decreases808

with time for each LHC fill. For example, the LHC reached a peak luminosity of 1.5 × 1034
809

in 2017 and 2 × 1034 cm−2s−1 in 2018.810

The integrated luminosity (L), which is directly related to the number of observed events811

associated with a certain process over the sensitive time, i.e., excluding dead-time and812

operational problems of a machine, is defined by integrating the instantaneous luminosity813

over time:814

L =
∫ t

0 Ldt (3.2.4)

The integrated luminosity is shown in Figure 3.2.2. A total of 156 fb−1 of data was delivered815

to the ATLAS and CMS detectors for the full Run-2 (2015−2018). Of this, a total of 147816

fb−1 of data was recorded by ATLAS.817

A large luminosity comes with a price as multiple pp interactions may occur simultaneously818

per bunch crossing, this is called pile-up. The methods to mitigate pile-up effects are819

described in Section 5.4.2.820

The High-Luminosity Large Hadron Collider821

The HL-LHC aims to increase the instantaneous luminosity and to produce ∼3000 fb−1 of822

data between 2027 and 2037, increasing the potential for precision measurements of the823

SM, including the Higgs boson and to find rare new processes. In order to do so, parts824

of the LHC will have to be upgraded. To achieve the desired higher luminosity, one will825
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Figure 3.2.2.: Integrated luminosity delivered by the LHC machine to the ATLAS and
CMS detectors experiments during the 2011 to 2018 runs [27].

for example require a series of focusing magnets that are more powerful than the existing826

LHC magnets. Improving the technology in the accelerator is not enough, the detectors827

which were designed for the original LHC must also be upgraded. The original detectors828

are not able to handle the increase in luminosity, therefore, the tracking system will have829

to be replaced entirely, using different detector techniques to deal with the issues of high830

occupancy and radiation damage.831

3.3. The ATLAS Detector832

The ATLAS detector (Figure 3.3.1) has a forward-backward symmetric, cylindrical geometry833

around the interaction point. The detector is 44 meters long and 25 meters high and was834

designed to probe particles produced at the centre of the detector. ATLAS uses a standard835

right-handed coordinate system. The coordinate system is defined with the positive x-axis836

pointing inward to the centre of the LHC, the y-axis is defined as pointing upwards, and837

so the z-axis is along the beam direction. The polar angle θ is measured from the z-axis838

(0 ≤ θ ≤ π) while the azimuthal angle φ is measured from the x-axis in the x-y plane839

(0 ≤ φ ≤ 2π). Instead of the angle θ, usually the rapidity (or pseudo-rapidity) of an object840

is used. This is because the shape of the rapidity (or pseudo-rapidity) distribution remains841

unchanged under a longitudinal Lorentz boost. The definition of the rapidity is:842

y =
1

2
ln

(
E + pz
E − pz

)
,

=
1

2
ln

[√
m2 + p2 + p cos θ√
m2 + p2 − p cos θ

]
.

(3.3.1)

At very high energy (p � m), the rapidity can be approximated as the pseudo-rapidity,843
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η ≡ −ln
[
tan( θ2)

]
. The tangent is defined by a transverse distance over a longitudinal844

distance where the longitudinal distance gets a factor γ under a Lorentz boost:845

tanθ ∼ ∆xT
∆xL

→ tanθ′ ∼ ∆xT
∆xL/γ

= γtanθ. (3.3.2)

The γ factor will be cancelled out when taking the difference of pseudorapidity of two846

particles, η1 − η2 = η
′
1 − η

′
2.847

The angular distance ∆R between two particles is defined as ∆R ≡
√

(∆η)2 + (∆φ)2. The848

transverse momentum is the component of the particle momentum vector in the x-y plane.849

The vector sum of the transverse momenta is zero both initially and after collisions, so any850

imbalance in pT is accounted as the missing transverse momentum.

(a)

Figure 3.3.1.: ATLAS detector. Image from Ref. [28].

851

The magnet configuration shapes the design of the detector consisting of a central solenoid,852

two end-cap toroids, and a barrel toroid. The 2.6 T solenoidal magnet surrounds the853

ATLAS tracking detector with the capability to bend the tracks of the charged particles854

such that the momentum can be measured from their trajectories. The eight-fold toroidal855

magnets generate approximately 0.5 and 1 T magnetic fields [29] for the muon detector in856

the barrel (|η| < 1.05) and end-cap (1.4 < |η| < 2.7) regions, respectively. These magnets857

are assembled around the calorimeters.858

The ATLAS detector is designed in order to exploit two features. Charged particles ionize859

the tracking system, and both neutral and charged particles interact with calorimeters860

generating more particles in the form of particle showers. Figure 3.3.2 shows that electrons,861

muons, and charged hadrons leave a track in the tracking system while photons, neutrinos862

and neutral hadrons do not interact in this way. The tracking system will be explained in863

Section 3.3.1. Electrons and photons induce particle showers over shorter distances while864

hadrons penetrate deeply into the detector. The calorimeter system will be detailed in865

Section 3.3.2. Muons ionize but they do not produce showers. The design of the muon866

spectrometer is described in Section 3.3.3. Neutrinos neither ionize nor shower.867
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Figure 3.3.2.: ATLAS detector with particle tracks and showers. Image from Ref. [30].

3.3.1. Tracking System868

The ATLAS Inner Detector (ID) [31, 32] consists of the Pixel Detector (the Insertable869

B-Layer (IBL) is part of it) which is the closest detector to the interaction point, the silicon870

strip (SCT) detector which surrounds the Pixel Detector, and the transition radiation871

tracker (TRT) which is outside the silicon detector as illustrated in Figure 3.3.3 with the872

various radii for each layer. The ID provides charged particle tracking coverage in the range873

of |η| < 2.5.874

The binary (or ternary in some cases) signals, hits, in each detector are used to reconstruct875

the tracks of charged particles. For clear pattern recognition, one wants either low detector876

occupancy by having a highly granular detector, or large hit redundancy by giving a large877

number of detecting layers.878

Pixel Detector879

The high granularity and fast response of the Pixel Detector are required in order to have880

a precise and efficient measurement of the trajectories originating from the interaction881

region. Moreover, radiation hard technologies and an efficient cooling system for high882

power density are needed to handle the estimated charged particle fluxes.883

The Pixel Detector is subdivided into three barrel layers at radii 50.8, 88.5 and 122.5 mm884

(the IBL is placed at 33.25 mm), and three disks on either side for the forward direction at885

a distance of 49.5, 58, and 65 cm.886

The Pixel Detector is designed to provide three measurement points per track in the887

pseudo-rapidity region |η| < 2. The pixel principle is to segment a diode in two dimensions888

instead of strips measuring in one dimension. This allows for better pattern recognition. A889

cross-sectional view of a pixel module is shown in Figure 3.3.4. The sensor is subdivided890
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(a)

Figure 3.3.3.: The beam pipe, the IBL, three Pixel layers, four cylindrical layers of the
SCT and the TRT are shown for the ID in the barrel region. Image from Ref. [33].

into 47,232 (328 × 144) pixels which are connected individually to 16 front-end (FE) chips891

using bump bonding. The typical pixel size is ∼50 × 400 µm2 (50 × 600 µm2 pixels in892

gaps between FE chips). The maximum occupancy is expected in the innermost barrel893

layer, making pixel segmentation in this radial range mandatory. The achieved occupancy894

is ∼ 5× 10−4 per pixel.895

The area of a single silicon sensor is approximately 2 × 6 cm2. The sensors are 250 µm896

thick, using oxygenated n-type bulk material to enhance the radiation hardness combined897

with readout pixels on the n+-implanted side of the detector to improve position resolution.898

The advantage of the n+ − in− n sensors is that after irradiation with high particle fluxes899

(the n-doped silicon becomes effectively p doped), the sensor’s depletion region grows from900

the pixel electrode side into the sensor such that the drifting charge carriers are still seen901

by the electrodes, which is not necessarily the case for p+ − in− n sensor types (it depends902

on the applied depletion voltage).903

Each FE chip is connected to 2880 pixels with a data transfer rate at about 40 - 160 MHz904

depending on the layer. The 80 million readout channels are arranged into 67 million pixels905

in three cylindrical barrel layers and 13 million in its end-cap disk layers.906

Silicon Strip Tracker907

The Semiconductor Tracker (SCT) is the middle layer of the ID. The SCT is made of908

four barrel layers and nine end-cap disks on each side. The barrel layers are placed at909

radii between 299 mm and 514 mm while the end-cap discs cover a tracking volume in the910

range from 854 mm to 2720 mm in the |z| direction. The SCT modules use segmented911

80 µm pitch strips in the barrel and 70-90 µm pitch strips in the end-cap disks. To912

provide two-dimensional hit information, the silicon modules consist of pairs of micro-strip913

sensors. The sensors are glued back-to-back at a 40 mrad stereo angle to build space-points.914

Typically there are eight strip measurements corresponding to four space-points in the SCT915

to provide the information of particles originating in the beam-interaction region.916
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(a)

Figure 3.3.4.: The sensor and electronics chip (readout chip) have pixels of the same size,
bonded to each other by means of bump contacts. Each read-out pixel corresponds to a
front-end channel. Image from Ref. [34].

Transition Radiation Tracker917

At larger radii, the TRT comprises many layers of proportional drift tubes (‘straws’) with a918

diameter of 4 mm interleaved with transition radiation material made from polypropylene919

foils (end-cap) or fibres (barrel). A charged particle passing through the straw ionizes the920

gas creating ionization clusters, and free electrons drift towards a wire at the centre of the921

tube and cascade in the electric field, producing a signal that is used for tracking. The922

space between the straws is filled with a material that can cause a charged relativistic923

particle to radiate a photon. The photons can ionize the Xe in the gas mixture, resulting924

in a larger signal. Lighter, more relativistic particles such as electrons radiate more energy925

in the foil than heavier particles such as pions, allowing for electron-pion discrimination.926

To exploit this effect, the readout defines both a low-level and high-level threshold in order927

to identify the presence of more transition radiation in a straw.928

3.3.2. Calorimeter System929

The ATLAS calorimeter system is designed to measure the energy of produced particles930

including both charged and neutral particles. The produced particle interacts with dense931

matter and produces a cascade of secondary particles with lower energies, which further932

can produce more particles. Depending on the particle, the cascade processes form933

electromagnetic and hadronic showers.934

To fully stop these particles, the ATLAS calorimeters are built with large sampling, which935

consists of alternating layers of absorbers and active materials with full φ symmetry and936

coverage around the beam axis. The layout of the sampling calorimeters is shown in937

Figure 3.3.5. The electromagnetic calorimeter (EMCal) surrounds the ID and covers the938

region |η| < 1.475 and 1.375 < |η| < 3.2 for the electromagnetic interaction. The hadronic939

calorimeter (HCal) is placed outside the EMCal. The HCal for measuring hadrons through940

their strong interactions includes the tile calorimeter [35] in the central regions and extended941

barrels. It also includes two liquid-argon (LAr) [36] hadronic end-cap calorimeters (HEC)942

and the liquid-argon (LAr) forward calorimeter (FCal) in the end-caps. The information on943

the particles’ direction can also be derived from the segmented structure of the calorimeters.944

The generic parametrisation of relative energy resolution is given by (for both sampling945
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(a)

Figure 3.3.5.: A view of the ATLAS calorimeter system [37].

and homogeneous calorimeters 1):946

σ(E0)

E0
=

a√
E0
⊕ b

E0
⊕ c (3.3.3)

where a, b and c represent the stochastic, noise and constant terms of the energy resolution,947

respectively. It is assumed that the interaction with the active material (E0 ∝ Ntot) follows948

a Poisson distribution with the relation of σ(E0) ∝ Ntot ∝
√
Ntot.949

Eq. 3.3.3 shows that the higher the particle’s energy, the better the energy resolution.950

Electromagnetic Calorimeter951

The main goal of an EMCal is to identify electromagnetic showers initiated by electrons or952

photons and to measure their energy. There are two main types of interactions produced953

via the electromagnetic force in the EMCal: pair production and bremsstrahlung.954

For photons, the pair production is the dominant radiative process at high energy (above955

O(10 MeV) in lead) [38] . If the photon interacts with an atomic nucleus, the remaining956

energy of the photon can be converted into an electron-positron pair. Photons can also lose957

their energy through Compton Scattering (γ + e → γ′ + e’) or the photo-electric effect958

(γ + Z → Z+ + e−). Below O(1 MeV), the photo-electric effect is the dominant form of959

interaction.960

For electrons there are two dominant effects through which electrons lose energy in961

the interaction with matter: ionization/excitation of atoms (Compton Scattering) or962

1Homogeneous calorimeters are full absorption detectors, one single active medium for both energy
degradation and signal generation. Usually, sampling calorimeters are more compact and cost-effective
than homogeneous calorimeters.
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Bremsstrahlung. If an electron encounters an atomic nucleus, and its energy Ee is above963

some critical energy Ec, it will be deflected and produce electromagnetic radiation, which964

is called Bremsstrahlung. On the other hand, electrons lose energy via ionization if Ee <965

Ec. The critical energy Ec for the electrons is approximated as:966

Ec =
800 MeV

Z + 1.2
, (3.3.4)

where Z is the atomic number of the interacting material. In the ATLAS EMCal the high967

energy electrons and photons pass through several layers of active material creating large968

showers before they are eventually stopped. The energy of electrons and photons decreases969

exponentially:970

E(x) = E0e
−x/X0 , (3.3.5)

where X0 is defined to quantify the radiation length where the number of particles double971

and the energy half (if only pair production and bremsstrahlung are considered), x is the972

distance that the particle travels and E0 is the particle’s original energy. An electron loses973

about 2/3 of its original energy on average when emitting photons and photons have a974

probability of 7/9 for pair production in one radiation length (X0). For Z > 4, X0 can be975

approximated using the following expression:976

1

X0
= 4

(
~
mec

)2

Z(Z + 1)α3nalog(
183

Z1/3
), (3.3.6)

where Z is the atomic number, na is the number density of the nucleus, ~ is the reduced977

Planck constant, me is the electron rest mass, c the speed of light, and α is the fine structure978

constant. In principle, photons and electrons are completely stopped in 20 X0 within the979

EMCal.980

Electrons and photons primarily interact in the lead absorber and the outgoing charged981

particles ionize the LAr. Electrons then drift in the LAr gap and produce the signal982

on the readout electrodes. To get a fast charge collection, the EMCal is designed in an983

accordion-shape with the additional advantage of full coverage in φ without any cracks.984

The central EMCal is made of two half-barrels, each half-barrel is made of 1024 accordion985

shaped absorbers interleaved with readout electrodes. The total thickness is 24 radiation986

lengths X0 in the barrel and 26 X0 in the end-caps.987
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(a)

Figure 3.3.6.: A view of the EMCal module located at η = 0 in the barrel. Image from
Ref. [33].

The energy resolution (Equation 3.3.3) in the barrel has been studied as a function of988

energy in the range from 10 to 245 GeV at η = 0.687. The values of a and c, after noise989

subtraction (the noise term b is around 200 MeV), are obtained from the CERN SPS H8990

and H6 beam lines, using electrons and positrons, and the results are in agreement with991

the Monte-Carlo simulations of the test-beam set-up [29]:992

σ(E0)

E0
=

10%√
E0
⊕ 0.2% (3.3.7)

The EMCal is segmented in the (η, φ) direction. The first layer is finely segmented in η993

as shown in Figure 3.3.6 in the 0 < η < 1.5 region, which can help to distinguish single994

photons from pions decaying into two photons.995

Hadronic Calorimeter996

Hadronic showers are initiated by the hadrons (e.g., p, n, π, K...) through various processes,997

which make them more complex than electromagnetic cascades. The resulting showers998

contain hadronic particles, nucleus fragments, secondary particles, such as electromagnetic999

components generated from neutral pions, and invisible energy (neutrinos). The hadronic1000

shower development is parametrised in terms of nuclear interaction length, λ (analogous to1001

X0), which is given by:1002

λ =
A

naσinel
(3.3.8)

where σinel ≈ σ0A
0.7 indicates that the cross-section is independent of the energy of the1003

incident hadrons (e.g., n, π, K...). σ0 ≈ 35 mb. A is the mass number of the nucleus. na is1004

the number density of the nucleus.1005

Due to long interaction lengths (10λint ∼1−2 m), hadronic calorimeters are always sampling,1006

otherwise the absorber would be too heavy. The sampling tile calorimeter is one of the HCal1007
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sub-detectors. It covers the region |η| < 1.7 and is located behind the LAr EMCal. The1008

tile calorimeter is divided into a central barrel region, 5.8 m in length, and two extended1009

barrels, each 2.6 m in length. The HEC sits in the pseudo-rapidity range of 1.5 < |η| < 3.21010

and the FCal is located in the range of 3.1 < |η| < 4.9 as shown in Figure 3.3.5.1011

The barrel calorimeter uses steel as the absorber and a scintillator as the active material.1012

The HEC consists of two wheels in each end-cap, HEC1 and HEC2, and is a copper/LAr1013

sampling calorimeter. The FCal is segmented into three 45 cm radiation length modules,1014

FCal1, FCal2, and FCal3. FCal1 uses copper (A = 63.55) as the absorber while FCal21015

and FCal3 mainly use tungsten (A = 183.85). The FCal is important for detecting physics1016

processes with forward ‘jets’ (see Section 5.4) such as in VBF Higgs production. The HCal1017

has a coarser granularity than the EMCal.1018

It is important to have good pion measurements in the calorimeters for jets. The performance1019

of the fractional energy resolution expressed in Equation 3.3.3 for the combined barrel LAr1020

electromagnetic and tile calorimeter with electronic noise is [29]:1021

σ(E0)

E0
=

52%√
E0
⊕ 1.6

E0
⊕ 3% (3.3.9)

The stochastic and constant terms, after noise subtraction, for the HEC are [29]:1022

σ(E0)

E0
=

70.6%√
E0
⊕ 5.8% (3.3.10)

For the FCal using a more sophisticated technique, the stochastic term and constant term1023

can be reduced to [29]:1024

σ(E0)

E0
=

70%√
E0
⊕ 3% (3.3.11)

The expression of the resolution in Eq. 3.3.10 and 3.3.11 are based on test beam1025

measurements after noise subtraction.1026

3.3.3. Muon Spectrometer1027

Muons lose energy mainly via ionization (they do not produce showers) which is well-1028

described by the Bethe-Bloch equation [39]. Muons interact electromagnetically but they1029

only radiate a small fraction of their energy when passing through matter due to their1030

high mass. They are 200 times heavier and therefore radiate 40,000 times less energy than1031

electrons, which makes muons penetrating particles.1032

The muon systems [40] are placed in the outer part of the ATLAS detector and are designed1033

to detect tracks in the pseudo-rapidity range |η| < 2.7 in a magnetic field of around 2 T.1034

The chambers in the barrel are placed at three different radii of approximately 5, 7.5, and1035

10 m as illustrated in Figure 3.3.7. Muon chambers form large wheels in the two end-cap1036

regions that are located at distances of |z| ≈ 7.4, 14, and 21.5 m from the interaction point.1037

The muon detectors trace a muon’s path by tracking its position through hits from the1038

passage of a muon in each station. This corresponds to a momentum measurement as1039

muons with more momentum bend less in the magnetic field.1040

The muon systems consist of two types of systems of precision-tracking chambers:1041
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(a)

Figure 3.3.7.: A schematic representation of the muon spectrometer in the z-y projections
[41].

• Monitored Drift Tubes (MDTs) consist of multiple layers of aluminium tubes and1042

cover the region |η| < 2.7. (The coverage is limited up to |η| < 2.0 in the innermost1043

end-cap tracking layer.)1044

• Cathode Strip Chambers (CSCs) are multi-wire proportional chambers, which help1045

with resolving multi-track ambiguities and are placed in the forward region of the1046

inner-most tracking layer where the occupancy is relatively high. (The CSC covers1047

the region 2 < |η| < 2.7.)1048

There also are two types of independent fast trigger chambers which can deliver track1049

information within a few tens of nanoseconds:1050

• Resistive Plate Chambers (RPCs) are in the barrel, in the region |η| < 1.05. RPCs1051

are made out of two parallel electrode-plates separated by a spacing of 2 mm which1052

is filled with a gas mixture.1053

• Thin Gap Chambers (TGCs) are multi-wire proportional chambers which have better1054

resolution than RPCs and are located in the end-caps, in the region 1.05 < |η| < 2.4.1055

The chamber resolution and the intrinsic time in which the signal is converted into binary1056

numbers are summarised in Table 3.3.1 [33].1057

Chamber resolution (RMS) in

Type Function Z/R φ time
MDT tracking 35 µm (Z) – –
CSC tracking 40 µm (R) 5 mm 7 ns
RPC trigger 10 mm (Z) 10 mm 1.5 ns
TGC trigger 2-6 mm (R) 3-7 mm 4 ns

Table 3.3.1.: Parameters of the four sub-systems of the muon detector.
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3.4. Trigger and Data Acquisition1058

Due to the enormous amount of data taken by the ATLAS detector, it is impossible1059

to archive and then reprocess data offline with a rate of 40 MHz (LHC bunch crossing1060

frequency). Therefore, ATLAS has implemented a trigger and Data Acquisition (TDAQ)1061

system to receive and interpret sensor signals from the detector and convert them at a high1062

rate, together with event filters, into a dataset [42]. This dataset can then be analysed for1063

the diverse physics programs. The trigger system is designed to retain a high efficiency for1064

signals of interest, fast execution time, as well as achieve high rejection rates for pile-up,1065

detector noise, and low-pT QCD processes. Data acquisition systems must be robust1066

against varying data-taking conditions and detector problems while minimizing dead-time.1067

The sources of the dead-time come from computer or detector downtime, or operational1068

dead-time, such as starting/stopping data-taking periods and trigger vetoes.1069

Figure 3.4.1 shows the principal block diagram for the TDAQ system. The system consists1070

of a hardware-based first-level trigger (L1) and a software-based high-level trigger (HLT).1071

The first level trigger decision uses the L1 calorimeter (L1Calo), and L1 muon (L1Muon)1072

information to decide if the event is interesting enough to be read out. The decision time for1073

an L1 accept is 2.5 µs. If an incoming event passes L1 selection, the event gets transferred1074

to the ReadOut Drivers (RODs) and ReadOut System (ROS). Regions of Interest (ROIs)1075

are also defined at the L1 stage. The maximum L1 output rate of the data associated1076

with the event for all components of the detector is about 100 kHz. The HLT receives1077

information from L1 (either the RoI or the whole event) and it performs a simplified version1078

of the offline reconstruction algorithms, reducing the output rate to ∼1 kHz.1079

Figure 3.4.1.: Schematic overview of the ATLAS trigger and data acquisition system in
Run 2. Image from Ref. [43].

The information from muon detectors and calorimeters is typically used in L1 triggers1080

because they encounter low occupancy and have clear pattern recognition. Tracking1081

detectors, on the other hand, have large collections of hits and complex reconstruction1082

algorithms. Some particle identification can be done in L1; Jet RoIs are required to have1083
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the sum of electromagnetic and hadronic energy (trigger towers) in a ∆η × ∆φ = 0.4 × 0.41084

area above a given ET threshold. Electron/photon ROIs use the electromagnetic energy1085

in a core area of ∆η × ∆φ = 0.2 × 0.2. Additionally, to reject hadrons, the energy in a1086

ring around the core can be required to be smaller than a certain value (isolation), and1087

the hadronic energy behind the electromagnetic core can be required to be small. The1088

summed-tower energies are used in the Emiss
T trigger. The Muon trigger uses a subset of1089

the muon spectrometer.1090

The HLT uses complex algorithms and full-granularity detector data, which results in1091

better energy and position resolutions than in the L1. For many objects, the HLT system1092

only deals with RoI input from the Level 1 trigger, and the reconstruction algorithms are1093

close to the offline ones [42] (see Chapter 5). The HLT processing time is longer than the1094

L1, allowing for more information to be extracted. The processing time for one event is1095

determined by the number of pile-up interactions. The more pile-up an event has, the1096

more processing time is required. The average HLT processing time per event is 230 ms at1097

5.2 × 1033 cm−2s−1, <µ> ∼ 15 [44] (the definition of µ is explained in Section 5.4).1098

Each physics signature defines a set of trigger chains where the event selections are1099

implemented at the L1 and HLT, i.e.‘e24 lhmedium L1EM20VH’ where e stands for an1100

electron from the decision at the HLT, and EM stands for an electromagnetic element1101

formed at the L1. Chains require either full event building (EB) or partial EB with only1102

sub-detector information. An individual prescale factor of N can be given to each chain,1103

meaning 1 out of N passing events would be accepted. The collection of all signatures is1104

called the trigger menu. The menu consists of:1105

• Primary physics triggers: they are used for physics analyses, typically running1106

unprescaled.1107

• Support triggers: they are used for efficiency and performance measurements or1108

monitoring.1109

• Calibration and timing triggers: they are used for detector calibrations.1110

Recorded events are grouped into categories called data streams. The main physics streams1111

contain all triggers for physics analyses, such as Egamma, Muons, JetTauMET, MinBias1112

(minimal requirements), and B-physics. Figure 3.4.2 shows the HLT trigger rate of the main1113

physics streams as a function of time for a run acquired in 2018 with a peak luminosity of L1114

= 2.0 × 1034 cm−2s−1 and a peak average number of interactions per crossing of <µ> = 56.1115

The HLT trigger rates decrease exponentially during a fill due to the luminosity decrease.1116

The dips are caused by dead time and spikes are the effects of detector noise.1117

The raw data which passed the HLT is sent to the Tier-0 (the CERN Data Centre), and1118

then it is distributed to the Tier-1. The Tier-1 consists of 13 computer centres around the1119

world that store the LHC data.1120
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Figure 3.4.2.: HLT physics trigger group rates as a function of time in a fill taken in 2018
[45].
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Chapter 41121

Monte Carlo Generators1122

This section discusses the generators that are used to describe the observable characteristics1123

of the physics processes of interest. Monte Carlo event generators give physicists the1124

capability to predict events and topologies, including the rate at which they occur. They1125

are used as a tool to optimize signal-to-background ratios, estimate detector acceptance1126

conditions, interpret the significance of observations, etc. Different Monte Carlo generators1127

perform calculations differently. Therefore it is desirable to make use of several generators1128

to simulate a given process. There are a number of different Monte Carlo event generators,1129

such as Pythia [46], Herwig [47], and Sherpa [48].1130

Monte Carlo methods are used to generate hadronic events according to the relevant1131

probability distributions and obtain a list of all final-state particles. The final-state1132

particles can be passed through the simulation of the detectors [49]; this simulates how1133

particles bend in magnetic fields and interact with the detector if they interact at all. The1134

output of this simulation can be used in the physics analysis and compared to experimental1135

data.1136

This chapter is organized in three parts: Section 4.1 contains a description of the hadronic1137

event generators. Section 4.2 gives the Monte Carlo samples used in the analysis presented1138

in this thesis. Section 4.3 introduces the computational framework Matrix, and presents1139

the derived theoretical uncertainties for the ZZ and Zγ processes.1140

4.1. Simulation of Hadronic Processes1141

Events are the different types of physics processes occurring in collisions. Event generators1142

consist of the main components listed below. The models used for the various generators1143

can be different, e.g., for the treatment of the soft and collinear radiation.1144

• Hard scattering The simulation is built around the hard scattering, and partonic1145

events are generated according to their matrix elements and phase space. The pro-1146

grams compute the hard-scattering cross-section at some given order in perturbation1147
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theory. For example, the leading order (LO) has the lowest number of couplings1148

for which a process can occur. The calculations nowadays are usually performed at1149

next-to-leading-order (NLO), increasingly also at next-to-NLO (NNLO).1150

• Parton Density Function (PDF) The two incoming partons that enter the hard1151

interaction only carry a fraction of the momenta of the protons and the structure1152

functions are a measure of the probability to find a parton with a given momentum1153

fraction inside a proton probed at a squared energy scale Q2.1154

• Parton showers The QCD partons entering or exiting the hard scattering can radiate1155

gluons. The subsequent partons cascade because gluons produce quark–antiquark pairs1156

and gluons radiate gluons, generating showers. Programs often model this process1157

with approximate higher-order real-emission corrections to the hard scattering.1158

• Fragmentation and decay As the momentum scale of the event goes lower, to1159

the order of 1 GeV, non-perturbative effects and hadronisation become prominent.1160

Hadronisation is the formation of colourless hadrons out of coloured partons. A1161

rescaling of momenta is required to prevent violations of momentum conservation1162

from independent fragmentations after the hadronisation is completed. These hadrons1163

produced during hadronisation are mostly unstable, and therefore, they sequentially1164

decay into the experimentally observable particles.1165

• Underlying event Each hard interaction only considers two partons colliding head-1166

on from each incoming hadron, but it is possible to have more than one pair of1167

partons interacting with each other in a given hadron-hadron collision. All the other1168

partons acting to produce the beam jets found along the directions of the original1169

incoming hadrons are included in an underlying event.1170

Running Coupling1171

A hadron is composed of many point-like constituents, namely quarks and gluons, referred1172

to as partons. The strong interaction between quarks and gluons is described by QCD.1173

However, to make exact calculations in QCD is usually impossible in practice. At a short1174

distance, the effective strong coupling becomes small. Therefore, one can make an expansion1175

in powers of the coupling parameters and approximate it by a finite number of terms,1176

keeping only the dominant terms. A beta function is defined as:1177

dαs(Q
2)

dln(Q2)
≡ β(αs) = (β0(α2

s) + β1(α3
s) + β2(α4

s)+· · · ). (4.1.1)

If one keeps the first contribution term of the beta function (β0) and integrates from energy1178

scale µ2
R to Q2, the strong coupling can be expressed by an approximate estimation of the1179

beta function:1180

αs(Q
2) =

αs(µ
2
R)

1− αs(µ2R)
3π logQ

2

µ2R

. (4.1.2)

A renormalisation µR is chosen, and variations (normally by factors of 1/2 or 2) are tried1181

out to probe how sensitive the result is to the choice of the µR. The coupling αs is1182

evaluated at scale Q2 as shown in Figure 4.1.1. The strong coupling becomes small at1183

short distances (large momentum transfer). This is the regime where the perturbative1184
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approach is valid. As the energy goes to infinity, the coupling becomes zero. This is1185

known as asymptotic freedom. In contrast, the coupling increases with decreasing energy1186

scale meaning the coupling becomes large at low energies, and one can no longer rely1187

on perturbation theory. As the energy goes to zero, the coupling diverges. This is1188

called confinement. There is a cutoff Q2 ∼ Λ2, which indicates the boundary between1189

non-perturbative and perturbative energy ranges.1190

Figure 4.1.1.: The QCD running coupling αs as a function of the momentum transfer Q.
The shown numbers are based on the τ -decays from the ALEPH data using N3LO QCD, a
lattice calculation, the QCD interaction between two heavy quarks in quarkonium bound
state, e+e− hadronic event shape, a global fit to electroweak precision data, and CMS data
on the measurement of the jets cross-sections using NLO QCD and the measurement of
the tt̄ cross-section using NNLO QCD [50].

Parton Distribution Functions and Cross-Sections1191

The total cross-section for a proton-proton collision is separated into two parts based on the1192

QCD factorization theorem: the universal parton distribution functions (not perturbatively1193

calculable) and the hard scattering cross-section (perturbatively-calculable).1194

The PDF is the parton distribution as a function of the longitudinal momentum fraction x1195

as illustrated for the proton in Figure 4.1.2. The valence up and down quark distributions1196

peak at x ∼ 0.2 and sea quark and gluon distributions grow at small x. The typical1197

momentum transfer for Higgs boson production is at energy scale 104 GeV2 with x ∼10−2
1198

at 13 TeV. The kinematic constraint requires that fi(x) = 0 when x ≥ 1 (i denotes a given1199

quark flavour (or flavour combination) or the gluon). To transform measurements obtained1200

at one scale to a different one, the renormalisation group equations of the PDFs (also called1201

the DGLAP equations) are essential.1202

Due to the non-perturbative nature of QCD at low energies, parton distribution functions1203

cannot be calculated analytically. PDFs are obtained from fitting observables (cross-sections)1204
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Figure 4.1.2.: The momentum probability densities xfi(x) are shown at low scale (10 GeV2)
on the left and at high scale (104 GeV2) on the right. Image from Ref. [51].

to experimental data combining information from different processes and scales. PDFs1205

are extracted from various data sets from hadron colliders and deep inelastic scattering1206

experiments, such as the electron-proton HERA collider. The LHAPDF [52] library provides1207

a unified interface to all major PDF sets, including uncertainties.1208

Considering the Drell-Yan process, one can measure the invariant mass of the final state1209

object (MX) as an external probe to study the variation of parton densities. The di-lepton1210

final state gets the momentum fractions of the quark and anti-quark in the protons: xa1211

and xb at leading order. The partonic centre-of-mass energy (ŝ) is related to the LHC1212

centre-of-mass energy (s) through the relations:1213

ŝ = (pa + pb)
2 = p2

a + p2
b + 2pa · pb = 2xaxbPa · Pb = xaxbs, (4.1.3)

where pa and pb are the massless parton momenta.1214

The observable hadronic cross-sections are a convolution of a partonic cross-section1215

calculated with incoming quarks/gluons carrying the momentum fractions (xa and xb) and1216

the renormalisation (µR) and factorisation (µF ) scales times the respective PDFs, which1217

depend on µF . Thus the total cross-section is given as:1218

σpp→X = Σa,b

∫
dxadxbfa(xa, µ

2
F )fb(xb, µ

2
F )σ̂ab→X(xa, xb;αs, µ

2
R, µ

2
F ), (4.1.4)

where the PDFs fa and fb give the probability of finding the partons of type a and b in the1219

two incoming hadrons and σ̂ab→X is the cross-section for the short distance interaction of1220

the partons.1221

Matrix Element1222

The cross-section for the production of the final state X through the initial partons a and1223

b can be written as:1224
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σ̂ab→X =

∫
dΦ

1

2ŝ
|Mab→X |2(dΦn;µF , µR), (4.1.5)

where M is the ‘matrix element’ encoding the physics of the processes which can be1225

evaluated in different ways. The parton flux 1/(2ŝ) is 1/(2xaxbs). dΦn is the differential1226

Lorentz-invariant phase space element over the n final-state particles, which also depends1227

on initial-state particles a and b:1228

dΦn =

n∏
i=1

d3pi
(2π)32Ei

· (2π)4δ(4)(pa + pb − Σn
i=1pi), (4.1.6)

where pa and pb are the initial-state momenta given by xaPa and xbPb from the fixed1229

hadron momenta, respectively. pi are the final state momenta and the index i goes over1230

the final state partons and the Dirac delta function ensures momentum conservation.1231

Parton Shower Based Programs v.s. Pure Matrix Element Based Programs1232

A 2 → 3 process might be described either in terms of a basic 2 → 3 matrix element, or1233

in the form of a 2 → 2 hard scattering followed by final state radiation. This leads to1234

two different approaches in the Monte Carlo program functionality, parton showers (PS)1235

and matrix elements (ME). It is desirable to combine higher order ME and PS. To avoid1236

double-counting when combining the different descriptions is technically challenging.1237

Parton shower (PS) programs take a fixed-order matrix element and add initial and final1238

state parton radiation to it. For LO and NLO matrix elements, adding a parton shower has1239

been implemented in a general way. For higher-order matrix elements (such as NNLO), this1240

has only been achieved for a few processes so far. The next stage of the PS simulation is to1241

consider that a parton may either split into two partons, or it may not. If two outcoming1242

partons (b and c) are adjacent in colour and collinear, they can be identified to originate1243

from the same parton a with pb = zpa and pc = (1− z)pa. The differential cross-section of1244

n+1 splitting partons is:1245

dσn+1 = dσn ⊗ Σa∈q,g
dt

t
dz
αs(t, z)

2π
Pa→b,c(z), (4.1.7)

where Pa→b,c is the probability of parton splitting for the splitting of partons b and c from1246

the parton a. The splitting partons carry fraction z and (1-z) of the momentum of parton1247

a, respectively.1248

The PS formalism is approximate, but universal, which means the shower evolution is1249

not allowed to depend on the details of the hard scattering, but only on the energies and1250

flavours of incoming and outgoing partons, and an overall Q2 scale for the hard scattering.1251

To mimic the events produced in a hadron collider, fragmentation and underlying event1252

can be added.1253

PS matching to higher order matrix elements is complicated. Therefore, going to predictions1254

with the highest available order, one often needs to rely on pure Matrix Element programs.1255

The matrix elements are at fixed order, which can lead to divergences in certain phase1256

space regions, unless some form of resummation is performed. The PS programs play the1257

role of numerical resummation. There are alternative analytical techniques, e.g., the QCD1258
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perturbative prediction can be resummed to all orders in the framework of the so-called1259

leading-log QCD.1260

Overall, parton shower based programs are fairly easy to use to simulate a new postulated1261

physics process in sufficient detail to establish experimental feasibility. They generate more1262

inclusive event samples and later discard those events that do not satisfy the requirements.1263

On the other hand, the matrix element programs are useful for generating events at highest1264

available accuracy within very specific phase-space regions since selections on kinematic1265

variables can be included from the start.1266

4.2. Simulated Samples1267

This section describes the Monte Carlo samples and generators used to model background1268

and signal processes for the H → ZZ → `+`−νν̄ search [1]. The Zγ samples are used in the1269

Zγ method described in Chapter 6. Several processes can produce the same experimental1270

signature of 2-leptons plus missing transverse momentum.1271

Monte Carlo samples are analysed in a reduced format with respect to the original analysis1272

object data (xAOD), namely the ‘derivation’ or DxAOD. Derivations are produced centrally.1273

Their purpose is to reduce sample size, add new variables and selections, and apply new or1274

revised combined performance recommendations.1275

Monte Carlo samples are used to simulate background processes as well as signal processes.1276

All the samples were generated for a centre-of-mass energy of 13 TeV and passed through the1277

full GEANT4 [49] simulation of the ATLAS detector. The same reconstruction algorithms1278

are applied as in the data. All of the samples listed in this section have three datasets,1279

mc16a (for 2015+2016 data), mc16d (for 2017 data), and mc16e (for 2018 data). Each1280

dataset corresponds to different pileup conditions during data-taking.1281

Monte Carlo samples have been centrally produced by the ATLAS Physics Modelling Group1282

(PMG), which also provides the cross-section value and the filter efficiency (for example,1283

putting a requirement on the lower pT for the partons to avoid generating unimportant1284

events). Whenever a higher-order cross-section computation is available, this is taken into1285

account with a K-factor which is used to adjust the cross-section when normalising the1286

sample to the integrated luminosity of the dataset [53]. Different Monte Carlo generators1287

interfaced with different parton showering programs were used.1288

Samples for the `+`−νν̄ Analysis1289

Background Samples1290

Table 4.2.1 summarises the simulated background Monte Carlo samples used in the analysis1291

[54]. The details on the irreducible backgrounds samples can be found in Table 4.2.2. The1292

ZZ → `+`−νν̄ process (l = e, µ, τ) and EW production of qq → `+`−νν̄jj are simulated1293

using the Sherpa [48] event generator with NNPFD3.0NNLO PDF in the case of qq and1294

gg initial state production. The gg → ZZ processes include a QCD K-factor of 1.7. This1295

factor is calculated by taking the ratio between NLO and LO gg → ZZ cross-sections at1296

13 TeV [55]. A factor of 1.5 is taken into account for the neutrino flavours, because the1297

simulation only contains processes where the neutrino flavour is different from the lepton1298

flavour, thus avoiding double counting the WW (lνlν) contribution. The WW process is1299

modelled with Powheg (qq) and Sherpa (gg).1300

48



4.2. Simulated Samples

In the WZ process, two final states are important, `ν`+`− and qq`+`− (l = e, µ, τ). The1301

NLO Sherpa samples are used because the jet distributions in control regions agree better1302

with data than in the Powheg [56] simulation.1303

The production of three vector bosons is suppressed by the request of no more than two1304

leptons in the final state. The expected contribution from these samples is then very minor,1305

compared to that of the di-boson ones. Tri-boson production, VVV, with V = W , Z, is1306

simulated by the Sherpa event generator at NLO.1307

Events that involve the production of a single Z boson are largely rejected due to the1308

Emiss
T cut. Even though the contribution is small, the Z + jets background has significant1309

systematic uncertainties, as the modelling of the Emiss
T depends on the modelling of pile-up1310

interactions and on the jet energy response. Moreover, the Z + jets background enters in1311

many control regions defined to estimate other backgrounds, so its modelling is crucial in1312

these analyses, in particular that of the Emiss
T and transverse mass distribution. The Z1313

+ jets process is simulated using the Sherpa version 2.2.1 event generator. Studies have1314

shown that this version provides good agreement with data. The agreement is better than1315

the previously used MadGraph [57] generator, which does not model the Z pT distribution1316

well and required bin-by-bin reweighting of the Z pT distribution, affecting other variables1317

important for this analysis, like ∆Rll. For this reason, Sherpa was chosen for Z + jets1318

process simulation. The Sherpa samples with 0, 1 or 2 jets at LO and 3 or 4 jets at LO1319

are considered.1320

Background samples for top-pair production, as well as single top and Wt production, are1321

simulated using Powheg interfaced with Pythia 8 for parton shower. The tt̄ sample is1322

filtered at the event generator level requiring at least one lepton originating from a W1323

boson with pT > 1 GeV. Single top production is considered in s-channel and t-channel.1324

For W -boson with single top associated production, inclusive samples have been used.1325

Background samples for top-pair production in association with one vector boson (W1326

or Z) are simulated with the MadGraph5 aMC@NLO generator [58] interfaced with1327

Pythia 8. Background samples for top-pair production in association with two W bosons1328

are simulated at LO with the MadGraph generator interfaced with Pythia 8. These1329

samples have a minor impact on the total background in the `` + Emiss
T final state.1330

Process Generator ME Order PDF Set PS/UE/MPI

WZ Sherpa 2.2.2 0,1jNLO + 2,3jLO NNPDF30NNLO Sherpa

qq̄ →WW Powheg-Box NLO CT10 Pythia

gg →WW Sherpa 2.2.2 LO + 0,1j NNPDF20NNLO Sherpa

Tri-boson Sherpa 2.2.2 0jNLO + 1,2jLO NNPDF30NNLO Sherpa

Z + jets Sherpa 2.2.1 0,1,2jNLO + 3,4jLO NNPDF30NNLO Sherpa

Top-pair and single top Powheg NLO CT10 Pythia

tt̄V and tt̄VV MadGraph5 aMC@NLO NLO A14NNPDF23 Pythia

Table 4.2.1.: Summary of simulated Monte Carlo event samples used in the analyses. The
details are described in the text. PS/UE/MPI mean parton shower, underlying-event and
multi-parton interaction, respectively.
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Signal Samples1331

Heavy Higgs boson production through gluon-gluon fusion is modelled with Powheg-Box1332

v2. Gluon–gluon fusion and vector-boson fusion production modes are calculated separately1333

with ME up to NLO in QCD. Powheg-Box v2 is interfaced to Pythia 8 for parton1334

showering and hadronisation and for decaying the heavy Higgs boson into `+`−νν̄. The1335

LO CT10 PDF set is used to for the hard-scattering process. Monte Carlo samples are1336

generated for various Higgs masses ranging from 300 GeV to 2000 GeV.1337

The graviton samples (Spin-2 Kaluza–Klein gravitons from the bulk Randall–Sundrum1338

model) are produced with the MadGraph5 aMC@NLO generator at LO in QCD with the1339

NNPDF2.3 LO PDF set. It is interfaced to Pythia for parton showering and hadronisation1340

with the A14 set of tuned parameters and for decaying the heavy resonance boson. The1341

dimensionless coupling k/M̄PI , where M̄PI = MPI/
√

8π is the reduced Planck scale and1342

k is the curvature scale of the extra dimension, is set to 1. The width of the resonance1343

is correlated with the coupling k/M̄PI and in this configuration is around 6% of its mass.1344

Mass points between 600 GeV and 2 TeV with 200 GeV spacing are generated.1345

Samples for the Zγ Method1346

Table 4.2.2 summarises the simulated MC samples used in the Zγ method where the γ1347

is treated as the Emiss
T . The dominant background to the Zγ signal is Z + jets, which1348

is estimated using a data-driven method. The background from top-quark production1349

is estimated from a simulated sample of tt̄γ events with one or both of the top quarks1350

decaying semileptonically. Other backgrounds, such as `ν``(WZ), ````(ZZ), WWγ and1351

WZγ productions contribute a negligible amount when the full analysis selection is applied.1352

The Z(``)γ sample is generated with Sherpa 2.2.2 (NLO). For the photons, Frixione1353

isolation (see Eq. 4.3.10) with parameters ε as 0.1, δ0 as 0.1 and n as 2 is used. The1354

gg → Zγ sample has a very small cross section and is not included. In addition to1355

the Sherpa simulation, a ME based Matrix calculation [59] is also performed for the1356

(qq/gg)`+`−γ and (qq/gg)ZZ processes and used to calculate the cross-section ratio. This1357

calculation does not include the simulation of the ATLAS detector.1358

The differences between Sherpa and Matrix are summarised as follows.1359

Matrix1360

• fixed order NNLO1361

• includes NNLO virtual corrections1362

Sherpa1363

• NLO0 jet, NLO1 jet, LO2, LO31364

• includes parton shower1365

• processed through full ATLAS simulation1366

4.3. ZZ/Zγ Cross-Section Ratio Using the Matrix1367

Generator1368

The theoretical cross-section ratio of the ZZ and Zγ processes is a crucial ingredient to the1369

data-driven ZZ estimate from Zγ events and is presented in this section, as well as the1370
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Process Generator ME Order PDF Set PS/UE/MPI
tt̄γ MadGraph5 aMC@NLO 2.2.3 NLO NNPDF2.3 LO Pythia

(qq)Zγ → `+`−γ Sherpa 2.2.2 NLO NNPDF30NNLO Sherpa
(qq/gg)ZZ → `+`−νν̄ Sherpa 2.2.2 gg(LO), qq(NLO) NNPDF30NNLO Sherpa

qq → llvvjj Sherpa 2.2.2 NLO NNPDF30NNLO Sherpa
(qq/gg)Zγ →`+`−γ Matrix gg(LO), qq(NNLO) NNPDF30 lo as 0118 -

(qq/gg)ZZ → `+`−νν̄ Matrix gg(LO), qq(NNLO) NNPDF30 lo as 0118 -

Table 4.2.2.: List of Monte Carlo samples used for the Zγ method: the background process
(line 1) and `+`−γ signal (line 2). ZZ Monte Carlos (line 3 and line 4) are used for the
closure checks in the Zγ method. An alternative calculation using the Matrix generator
for the `+`−γ and ZZ → `+`−νν̄ processes is presented. PS/UE/MPI mean parton shower,
underlying-event and multi-parton interaction, respectively.

related theoretical uncertainties. Within the Matrix framework [59], ZZ (`+`−νν̄) and1371

Zγ (`+`−γ) theoretical predictions are fully differential at QCD next-to-next-to-leading1372

order (NNLO) where the boson pairs are produced via quark annihilation [60, 61]. The1373

behaviour of EW corrections was investigated in Ref. [62].1374

This section presents the ZZ/Zγ cross section ratio and its uncertainties in two parts:1375

results with preselection cuts applied are shown in Section 4.3.1, and a study with more1376

additional cuts is shown in 4.3.2. The discussed uncertainties will be included in the Zγ1377

method as described in Section 6.3.1378

Despite similar production mechanisms between the ZZ and Zγ at high vector boson pT,1379

care has to be taken due to the Z and γ mass difference. The production ratio of the ZZ1380

and Zγ as a function of the Z(νν) boson and the γ pT will be shown first.1381

The notation at LO, NLO, and NNLO for the QCD prediction in a generic variable x (x =1382

pT) is:1383

d

dx
σNkLO QCD, (4.3.1)

with k = 0,1,2. The nominal predictions are provided at NNLO (k = 2) QCD. And the1384

relative correction factors are defined as1385

d

dx
σNkLO QCD(µ) = kNkLO(x, µ)

d

dx
σ

NkN−1LO QCD
(µ). (4.3.2)

The kNNLO (or kNLO) factors reflect the ratio of NNLO/NLO (or NLO/LO) QCD predictions,1386

which are used to correct the result obtained from the NLO (or LO) Monte Carlo. 1
1387

For the Zγ method, theK-factors are calculated for the production ratio of the qq̄ or gq→ ZZ/Zγ1388

processes at NLO and NNLO. Note that the published cross-section of gg → ZZ(Zγ) is1389

only available at NLO (LO) [63]. The gg → Zγ process at NLO is then approximated by1390

applying the kggNLO/LO factor from the ZZ process. The notations of the NNLO production1391

for distinguishing between including ggLO and ggNLO are σNNLO and σnNNLO, respectively:1392

σNNLO = σqqNNLO + σggLO,

σnNNLO = σqqNNLO + σggNLO.
(4.3.3)

1The k factors depend on the choice of PDFs. Our choice is that all NkLO and LO cross-sections are
based on the same set of NNLO PDFs.
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Electroweak Corrections1393

Electroweak corrections cannot be neglected, especially in the tails of the distribution. The1394

current results are LO in EW, but the calculations with high-order diagrams to improve1395

the accuracy of the prediction are needed. The NLO EW contribution to pp → `+`−νν̄ is1396

at O(α5). At this order both the qq̄ and γγ channels (the latter contributes at higher order1397

in EW) receive EW corrections from two variants [62]:1398

• Virtual EW corrections: coupling to weak bosons (in the qq̄ channel) or coupling1399

to a heavy-fermion loop (in the γγ channel).1400

• Real EW corrections: real photon emission (in the qq̄ channel) or photon bremsstrahlung1401

(in the γγ channel).1402

The impact of NLO EW corrections is calculated by combining the QCD corrections (∆QCD)1403

and EW higher-order corrections (∆EW), using both an additive and a multiplicative1404

approach, defined, respectively, as [62]:1405

dσNNLO QCD+EW = dσLO(1 + ∆QCD + ∆EW) + dσgg,

dσNNLO QCD×EW = dσLO(1 + ∆EW)(1 + ∆QCD) + dσgg,
(4.3.4)

where dσgg is the gg production. The prediction with EW corrections is then given by1406

taking the average of the multiplicative and additive corrections. The difference between1407

one of the prescriptions and the average is taken as the EW correction uncertainty in the1408

Zγ method.1409

The event preselection is described in Table 4.3.1. Additionally the photon Frixione isolation1410

is set to εγ = 0.075, R0 = 0.2, and n=1. The calculation is performed using the Matrix1411

computational framework at
√
s = 13 TeV with the CT14 PDF set.1412

Variable ZZ Zγ

Nlep 2

p`1T > 30 GeV

p`2T > 20 GeV
pννT > 60 GeV -
pγT - > 60 GeV
∆R(l, γ) - > 0.4
m`` 76 < m`` < 106 GeV

Table 4.3.1.: Event selection for ZZ (left column) and Zγ (right column) events.

The resulting distribution of the ratio of the di-boson differential cross-section as a function1413

of the truth pT is shown in Figure 4.3.1. The predictions are calculated with EW corrections1414

as well, and the EW corrections lead to a decrease in the cross-section ratio at high boson1415

pT by ∼10%.1416

4.3.1. Uncertainties on the ZZ/Zγ Cross-section Ratio: without applying1417

any cuts beyond the Z mass requirement1418

Because the cross-sections depend on the choice of PDFs, QCD scales, photon isolation,1419

etc, the theoretical uncertainties on the ratio are considered, which will then be propagated1420
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Figure 4.3.1.: The ratio of the ZZ and Zγ differential cross-section as a function of the
photon or Z (νν) pT. The NNLO QCD distributions is plotted (in green) along with both
the additive (NNLO QCD + EW in red), multiplicative (NNLO QCD × EW in blue) and
the average EW (in violet) prescriptions. The ratio of the distributions with respect to
NNLO QCD is presented in the lower panel [64].
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through to the overall uncertainty on the Zγ method (see Section 6.3). The understanding1421

of the uncertainty of the relationship between the ZZ and Zγ processes will be presented1422

in this section.1423

QCD uncertainties1424

This paragraph will address the uncertainty, which is caused by uncalculated higher-order1425

(HO) terms in perturbative calculations [65]. The renormalisation and factorisation scales1426

of the ZZ and Zγ processes are chosen to be the same with the form µR,F =
√
m2
Z + pVT .1427

The uncertainties due to missing higher-orders are typically determined by varying factori-1428

sation and renormalisation scales, which are called seven-point variations. The nominal1429

prediction is used as the central value and related uncertainties are defined as the half-width1430

of the band resulting from the variations. The variation can be expressed in terms of1431

production cross-section and the ratio:1432

δscaleσ(x) =
1

2

(
σV,max(x)− σV,min(x)

)
,

δscaleR(x) =
1

2

(
RV,max(x)− RV,min(x)

)
.

(4.3.5)

where σV,max, σV,min, RV,max, and RV,min correspond to the maximal and minimal values1433

of seven-point variations on the cross-section and the ratio, respectively.1434

The scale variations tend to underestimate shape uncertainties, thus, for a reasonably1435

conservative estimate of shape uncertainties, an additional variation is introduced:1436

δshapeσ(x) = ωshape(x)δshapeσ(x),

δshapeR(x) = ωshape(x)δshapeR(x),
(4.3.6)

where δshape, the standard scale uncertainty, is supplemented by a shape distortion ωshape(x).1437

The function ωshape is defined as:1438

ωshape(pT) = tanh

[
ln
pT

pT0

]
=
p2
T − p2

T,0

p2
T + p2

T,0

, (4.3.7)

where p0
T is the reference transverse momentum, chosen to be in the middle of the range of1439

interest. For the Zγ method, 250 GeV is chosen.1440

The scale and shape uncertainties assume that the renormalisation and factorisation scales1441

of the Zγ and ZZ processes adopt the same behaviour. The scale in Equation 4.3.5 is1442

varied coherently for both processes, causing a partial cancellation, so that the uncertainty1443

on the ratio is smaller than that on either cross-section.1444

For the non-correlated part of the ZZ and Zγ QCD scale uncertainties, an additional higher1445

order (HO) correction uncertainty is estimated. The difference between the ZZ and Zγ1446

K-factors is considered a conservative value to assess differences between the processes,1447

which is defined as δHO:1448

δHOkZγnNNLO(x) = kZγnNNLO(x)− kZZnNNLO(x), (4.3.8)
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where nNNLO indicates that the LO ggZZ and LO ggZγ are replaced by the NLO version1449

to have a more accurate description.1450

The total uncertainty of the QCD is at the level of 2% in most bins as shown in the1451

ratio panel of Fig 4.3.2. The QCD uncertainty is calculated by adding scale, shape, and1452

higher-order uncertainties in quadrature.1453

Figure 4.3.2.: Relative scale, shape, and HO uncertainties on the ratio of ZZ and Zγ
distributions at NNLO QCD. In the ratios panel, three uncertainty sources are combined
in quadrature [64].

PDF Uncertainties1454

The role of PDF uncertainties can be significant especially at high-pT, where PDFs tend1455

to be less precise. The PDFs are estimated using the 30 eigenvectors provided by the1456

PDF4LHC15 30 set [66]. This uncertainty is evaluated using NLO predictions with NNLO1457

PDFs on the cross-section and the ratio in the following way:1458

δPDFσ =
√

ΣN
k=1(σk − σ0)2,

δPDFR =
√

ΣN
k=1(Rk − R0)2,

(4.3.9)

where N corresponds to the number of PDF sets (we have tested N=30). The σk (Rk) and1459

σ0 (R0) are the cross-sections (ratio) evaluated for each set and for the nominal PDF set1460

respectively.1461

The PDFs [66] uncertainty on the ratio of ZZ and Zγ contributes around 1% to 2 % in all1462

pT regions.1463

55



4. Monte Carlo Generators

The Photon-isolation Prescription and Uncertainties1464

Due to the presence of q → qγ collinear singularities and the need to suppress them to1465

obtain a finite prediction in perturbation theory, the Frixione isolation approach is adopted1466

which is defined as:1467

Σi=partons/hadronspT,iΘ(R−∆Riγ) ≤ ε0pT,γ
(

1− cosR
1− cosR0

)n
, (4.3.10)

where the sum runs over all quarks/gluons and hadrons within a cone of radius R. The1468

pT,i and pT,γ represent the transverse momenta of partons/hadrons and the photon. The1469

pT-fraction ε0, the cone size R0, and n are free parameters that allow one to control the1470

amount of QCD radiation in the vicinity of the photon.1471

Varying the Frixione parameters shows that the ratio changes only within ∼1%, so δiso =1472

1% is assigned as a conservative uncertainty.1473

In conclusion, the production ratio as a function of the photon or Z (νν) pT with breakdown1474

of associated uncertainties is shown in Figure 4.3.3. The largest contribution is from EW1475

corrections, which is about 3% for pT > 500 GeV.1476

Figure 4.3.3.: Relative EW (red), QCD (blue), PDF (green) and photon isolation (violet)
uncertainties on the ratio ZZ and Zγ are shown. The bottom panel shows the combined
uncertainty with EW corrections (solid) and w/o EW corrections (dashed) [64].

4.3.2. Uncertainties on the ZZ/Zγ Cross-section Ratio: additional selec-1477

tion cuts1478

More event selections cuts are applied in the `` +Emiss
T searches to suppress backgrounds.1479

For a reliable estimate, these selection cuts need to be applied on the ZZ and Zγ events1480
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and will affect the cross section ratio as well as its uncertainties. The additional cut list1481

(∆R, ∆φ, and truth Emiss
T significance) is shown in Table 6.3.2.1482

At the time of this thesis, new studies indicate that the QCD uncertainty following the1483

current conservative methodology is significantly larger when selection cuts are applied,1484

while other uncertainties remain very similar. Cuts tend to increase the sensitivity to1485

additional radiation which increases the QCD scale uncertainty.1486

This section presents how the additional cuts affect the QCD uncertainties, which include1487

scale variations, shape, and higher-order uncertainties. As shown in Figure 4.3.4, the1488

uncertainties are dominated by the higher order uncertainty (∼ 10% at low pT) (compared1489

to Figure 4.3.2). This HO uncertainty is estimated in a fairly conservative way through the1490

k-factor difference and future studies are needed to understand if it is possible to reduce it.1491

When the Zγ estimate in Chapter 6 was performed, the QCD uncertainty numbers with1492

selection cuts were not available yet, so the preselection numbers were used.1493

Figure 4.3.4.: The ratio of ZZ and Zγ distributions at NNLO QCD with the additional
selection cuts for relative scale, shape and HO uncertainties are shown. In the ratio panel,
three uncertainty sources are combined in quadrature [64].
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Chapter 51494

Object Reconstruction1495

In ATLAS, the electronic signals might be identified as physical objects (electrons, muons,1496

taus, photons) or physical processes such as jets. Moreover one can reconstruct invisible1497

processes, which are the absent signals, based on momentum conservation in an event. The1498

object reconstruction algorithms translate the detector responses into objects. Once the1499

objects are identified, their four-momentum is calibrated to correct for detector effects1500

before they are used in physics analyses. In this chapter, the algorithms for particle1501

reconstruction in the ATLAS detector are discussed.1502

The final state signature in the described analyses requires two charged leptons that are1503

identified as electrons or muons, as well as missing transverse momentum (Emiss
T ). The1504

reconstruction algorithms, based on information from the tracking detectors, calorimeters,1505

and muon systems are developed by the ATLAS collaboration. The track and vertex1506

reconstruction for the charged particles in the Inner Detector (ID) is presented in Section1507

5.1. The algorithms for charged leptons are described in Section 5.2 and 5.3 for electrons1508

and muons, respectively. Reconstructed photons, used in the Zγ method for predicting the1509

ZZ background (see Section 6.3), are introduced in Section 5.2. The algorithms for the1510

jet reconstruction and calibration are described in Section 5.4. The Emiss
T reconstruction1511

algorithm and its performance are presented in Section 5.6.1512

5.1. Track and Vertex Reconstruction1513

The ATLAS ID provides the position measurements of charged particles along their tracks.1514

The momentum of charged particles can then be determined from their bending radius in1515

the magnetic field. The track reconstruction of the ID consists of several algorithms. This1516

section introduces the pattern recognition and identification of particle tracks from hits. It1517

is a very complex task especially with the rapidly increasing number of interactions per1518

bunch crossing [67]. Vertex reconstruction algorithms used to identify the hard scattering1519

process and suppress the pile-up contribution are described as well.1520
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Tracks are reconstructed from hits in the ID using the inside-out algorithm, which is the1521

baseline algorithm, and then are combined with the results of the outside-in algorithm1522

which starts looking for tracks in the TRT and extends them inwards to add silicon hits1523

[68].1524

Track reconstruction with the inside-out algorithm starts by finding seeds, which are1525

combinations of three space points. Space points are the output of a clustering algorithm1526

run on the raw hits. Seeds are formed from combinations of three space points in the ID in1527

order of expected purity, with SCT-only combinations considered first, then pixel-only, and1528

finally mixed. Requirements are imposed on the momentum and impact parameter of the1529

seeds, which are calculated assuming a helical trajectory in a uniform magnetic field. A1530

Kalman filter is then used to build track candidates from the seeds that survive. Typically1531

20k seeds end up with 2k track candidates. Once track candidates are built, a dedicated1532

software module for resolving track overlaps and removing outlier hits from tracks is then1533

inserted as a reward/penalty scheme to find the best candidates. Figure 5.1.1 shows an1534

example, in which three built tracks a, b, and c share several hits. The ambiguity processor1535

is then used to select the best silicon-only tracks using a scoring function, which rewards1536

tracks for the presence of space points, low χ2, and high momenta, and penalizes them for1537

the presence of holes (locations where hits are expected but not found), high χ2, and low1538

momenta. The ambiguity processor can also assign hits that are shared between tracks to1539

one track, increasing its score and lowering the score of the others. The final step is the1540

extension of the tracks that survived the ambiguity resolution step in the silicon detector1541

to the outer TRT tracking system. The TRT hits are a pure extension, meaning the silicon1542

tracks are not modified.1543

Figure 5.1.1.: Inside-out track reconstruction in the SCT: seeding and track finding with
ambiguity solving. Image from Ref. [69].

The descriptions for the track reconstruction so far are mainly for reconstructing charged1544

particles from the interaction point. However, particles like electrons from photon1545

conversions are automatically lost in the procedure of the extension into the TRT if1546
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they do not have hits in the silicon detector. The outside-in sequence is then followed,1547

which starts at TRT segments and extrapolates back into the silicon detector (backtracking)1548

by associating any hits not already used for existing tracks from the inside-out stage.1549

Tracks are parametrized by five parameters (the geometry of the trajectory parameters is1550

illustrated in Figure 5.1.2):1551

(d0, z0, φ, θ, q/|−→p |) (5.1.1)

where d0 is defined as the shortest distance between a track and the beam line in the1552

transverse plane. z0 is defined as the distance in z between the primary vertex and the point1553

on the track used to evaluate d0. σ(d0) and σ(z0) denote the corresponding uncertainties,1554

φ is measured in the transverse plane in (-π, π), and the polar angle θ is measured w.r.t.1555

the z-axis in (0, π). The right-handed coordinate system is used, as described in Section1556

3.3. q/|−→p | is the ratio of the charge over momentum.1557

Figure 5.1.2.: Track parameterisation: A trajectory of a charged particle in a magnetic
field requires five track parameters. Image from Ref. [70].

The collection of reconstructed tracks are the input of the vertex reconstruction in the ID.1558

For the construction of a vertex, tracks must pass several requirements, such as where the1559

hits are and the maximal number of holes [71]:1560

• pT > 400 MeV1561

• |η| < 2.51562

• Number of silicon hit ≥ 9 if |η| ≤ 1.651563

• Number of silicon hit ≥ 11 if |η| > 1.651564

• IBL hits + B-layer hits ≥ 11565

• A maximum of 1 shared module1
1566

1Clusters can be shared by no more than two tracks. A track can have no more than two shared clusters.
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• Pixel holes = 01567

• SCT holes ≤ 11568

Different vertex topologies in a typical collision event are shown in Figure 5.1.3. The1569

reconstruction of primary vertices is crucial for pile-up rejection, flavour tagging, long-lived1570

particle searches, reconstruction of conversions, etc. Vertex seeds are collected from the1571

track z-positions along the beam-line and the one with the largest scalar pT sum of tracks1572

among several reconstructed vertexes is selected as the primary vertex. The number of1573

vertices increases with the number of interactions per bunch crossing <µ>. The vertex1574

finding is challenging at high <µ> once separation distance is less than the resolution on1575

the vertex position.1576

Figure 5.1.3.: The topologies of primary vertex, pile-up vertex and secondary vertex. Image
from Ref. [72].

5.2. Electrons and Photons1577

The electron and photon energies are measured via shower production. As described in1578

Section 3.3.2, the EM showering of electrons and photons are similar processes. Thus, the1579

reconstruction of electron and photon energy deposits within the calorimeter follows the1580

same procedure. Nevertheless, an electron and a photon have a fundamental difference in1581

tracks where electrons are charged, while photons are neutral, leaving no hits except if they1582

convert into e+e− leaving curved tracks in the ID. The TRT provides further discriminating1583

power between electrons and charged hadrons, such as π± mesons, based on transition1584

radiation as described in Section 3.3.1.1585

The first step in reconstructing an electron or photon is the construction of clusters of1586

calorimeter energy deposits [73]. The algorithm constructs the dynamic clusters, which1587

are called super-clusters, using pre-selected tracks and topo-clusters (see Section 5.4.2). In1588

most regions only the energy from the cells in the EMCal is used, and the energy fraction1589

in the EMCal is required to be larger than 0.5 [74]. These topo-clusters are matched to1590

ID tracks, which are re-fitted accounting for bremsstrahlung. The algorithm also builds1591

conversion vertices and matches them to the topo-clusters.1592

The super-clusters are built independently for electrons and photons (converted and uncon-1593

verted photons) as illustrated in Figure 5.2.1. The reconstruction algorithm starts with topo-1594

cluster sorting in the 4-2-0 scheme (see Section 5.4.2) for reducing cell noise from electronics1595
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and from pile-up. The super-cluster is composed of seed clusters and satellite cluster can-1596

didates, satisfying the selection criteria within a 3 × 5 window (δη × δφ = 0.075 × 0.125)1597

around the seed cluster.

Figure 5.2.1.: Diagram of the super-clustering algorithm for electrons and photons. Seed
clusters are shown in red. Satellite clusters in blue. Image from Ref. [73].

1598

The electron super-cluster is built according to the following:1599

• A topo-cluster is considered as an electron super-cluster seed if it satisfies ET > 1 GeV.1600

• The seed must also be matched to a track with at least four hits in the ID.1601

• Clusters within δη×δφ = 0.075 × 0.125 of the seed barycentre are considered satellite1602

clusters and added to the super-cluster.1603

• Clusters within δη × δφ = 0.125 × 0.3, whose best-matched track is also the best-1604

matched track of the seed, are also added as satellite clusters.1605

The unconverted photon super-cluster is constructed in the following way:1606

• The super-cluster seed has ET > 1.5 GeV and no matching track or conversion vertex.1607

• Clusters within δη×δφ = 0.075 × 0.125 of the seed barycentre are considered satellite1608

clusters and added to the super-cluster.1609

For converted photons:1610

• The super-cluster seed has ET > 1.5 GeV and has a matching track or conversion1611

vertex.1612

• A satellite cluster can be added if it matches to a track coming from the conversion1613

vertex associated to the seed cluster.1614

• A satellite cluster can be added if the conversion vertex belonging to the seed cluster1615

is matched to the satellite.1616
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Once the electron and photon super-clusters are built, a sequence of calibration and position1617

corrections are applied, and tracks are matched to electron super-clusters and conversion1618

vertices to photon super-clusters. The pT of an electron is calculated using the energy from1619

the cluster and the direction of the track. It is possible that a seed cluster is consistent with1620

both an electron and photon hypothesis. Resolving these ambiguous cases is performed on1621

an analysis-by-analysis basis (if necessary).1622

The Selection of Electrons in the `` + Emiss
T Analysis1623

In the scope of the Zγ method (see Section 6.3) and the `` + Emiss
T selections [1], the1624

baseline electrons are required to have transverse momentum pT larger than 7 GeV and1625

|η| < 2.47. After overlap removal (see Section 5.5), electrons with pT > 20 GeV are selected.1626

Identification is performed using a likelihood, which is a discriminator built using one-1627

dimensional pdfs of signal and background distributions. The electron likelihood discrim-1628

inant is composed of shower shape distributions (e.g., e/γ results in a narrow width in1629

η compared to jets), ratio of ET in the HCal to ET in the EMCal, and quantities that1630

combine both tracking and calorimeter information. Additional cuts on some of the track1631

quality distributions, as well as quantities related to whether the reconstructed electron is1632

consistent with a converted photon, are also applied. There are three working points for the1633

likelihood identification of electron candidates corresponding to different efficiencies and1634

fake rejection probabilities: Loose, Medium and Tight selections. The selection is tightened1635

by applying higher thresholds on the likelihood discriminant, in addition to stricter cuts on1636

the additional variables mentioned. The Medium working point (WP) is used for selecting1637

electrons in both Zγ method and `` + Emiss
T analyses. For the Medium WP operating point,1638

the identification efficiency varies from 80% at pT = 20 GeV to 94% at pT = 100 GeV.1639

The electron efficiency can be estimated directly from data using a tag-and-probe method.1640

This method exploits di-electron resonances like Z or J/ψ. The tag electron candidate is1641

required to pass a Tight WP identification and the probe definition is relaxed to include1642

all reconstructed electrons. The efficiency is then computed from the ratio of the passing1643

probes to the total probes after accounting for residual background contamination. The1644

differences observed between data and simulation arise from detector mismodelling, which1645

for example affects shower shapes in the simulation. For this reason, the scale factors (SF1646

= εData/εMC) are calculated, and subsequently applied as a correction weight to MC.1647

To suppress the contribution from non-prompt electrons, which means electrons that are1648

not from the hard-scatter process, a cut on the impact parameter with respect to the1649

primary vertex is applied to the electron track in the ID. Specifically |d0 significance| < 52
1650

and |z0 · sin(θ)| < 0.5 mm are required (see the definition in Section 5.1).1651

In order to enhance prompt production as much as possible, electrons are required to be1652

isolated with respect to other tracks and calorimeter clusters. The isolation quantity is1653

measuring the amount of activity in the vicinity of the electron by summing the transverse1654

energies of clusters in the calorimeter or the transverse momenta of tracks in a cone of1655

radius ∆R = 0.2 or 0.3 (in some cases a varying cone size is used) [75]. Signals with1656

electrons at lower pT may favour tighter isolation requirements, and be willing to sacrifice1657

some signal in order to ensure high background rejection, whereas signals with electrons1658

at higher pT may instead favour looser requirements in order to maintain high signal1659

efficiency. The optimized working points differ in the ratio value of the electron ET and its1660

2the track impact parameter d0 significance is defined as S = d0/σ(d0), where σ(d0) is the error on the
reconstructed d0.
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isolation quantities. In this analysis, a Loose working point is used for selecting isolated1661

electrons. The efficiency for electrons with ET = 40 GeV is approximately 90% for the1662

tightest operating points and nearly 99% for Loose.1663

Energy calibration and resolution smearing are calculated from data and simulated samples1664

using multivariate techniques. The calibration scale factor is applied as a correction to the1665

data to cover the calorimeter response affecting the data, while the difference in energy1666

resolution between data and simulation and the corresponding efficiency scale factor are1667

applied to the simulation to ensure that it matches the data.1668

In 2015+2016 data and the corresponding MC samples only, electrons which are affected by1669

an error in the e/γ reconstruction code in the crack region of the EMCal are removed. This1670

is detailed in Section A.1. Table 5.2.1 gives a summary of the electron selection criteria.1671

Crack Veto
(After OR)

exclude events if electrons are in the crack region for 15/16 data

Identification
after

OR/baseline

Likelihood Medium ID/Likelihood Loose ID

Kinematic
cuts after

OR/baseline

pT > 20 GeV/pT > 7 GeV and |η| < 2.47

Non-prompt
cuts

|d0 significance| < 5

|z0 · sin(θ)| < 0.5 mm

Isolation Loose Isolation

Table 5.2.1.: Summary of electron selections.

The Selection of Photons in the `` + Emiss
T Analysis1672

NOTE: Photons are only used for the Zγ method to estimate the ZZ background. The Zγ1673

method is described in Chapter 6. The main idea of taking the photon to be a substitute1674

for the Z is that the photon is expected to have similar kinematics as a Z boson in the1675

high pT regions.1676

The photon selection is based on the EM cluster information. First, the photon is classified1677

as converted or unconverted depending on whether its cluster is associated with a track or a1678

vertex in the ID. The shower shapes and other discriminating variables are used to identify1679

between prompt photons and non-prompt photons originating from the decay of neutral1680

hadrons in jets. Prompt photons typically produce narrow energy deposits in the EMCal1681

and have minimal leakage in the HCal, while background photons from jets (π0 → γγ) are1682

characterised by two separate local energy maxima in the finely segmented strips of the1683

EMCal first layer. The optimization of the photon identification process is used to define1684

two sets of cuts, Loose and Tight selections. The Tight working point is used for selecting1685

photons in the Zγ method.1686

To avoid selecting ‘fragmentation’ photons that are produced from jets during parton1687

showering, photons are required to be isolated with respect to calorimeter clusters and1688

tracks. A pT-dependent cone-based isolation is calculated based on the transverse energy1689

with angular size ∆R around the direction of the photon candidate. A Loose WP is adopted,1690

based on both the calorimeter isolation and the track isolation in a cone with ∆R = 0.2.1691
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The photon identification efficiency is measured to account for the differences between1692

data and MC, due to detector mismodelling in the simulation. There are three methods to1693

measure the efficiency in data in bins of ET and |η|:1694

• Radiative Z decays: The events required the presence of a photon candidate and an1695

opposite-charge pair of electron or muon candidates. A fit to data using signal and1696

background mllγ templates obtained from simulation and a data control region1697

are used to extract the number of radiative Z events before and after photon1698

identification selections are applied: the efficiency is defined as the ratio Npass/Nall.1699

The computation is performed in the range up to ET = 100 GeV due limited statistics1700

of the Zγ events.1701

• Electron extrapolation: A sample of electron candidates are selected from Z → ee1702

decays by using a tag-and-probe method. Contributions from fake electrons are1703

identified using a template fit to themee distribution and subtracted. The distributions1704

of the shower shape variables are modified to match the expected photon profiles1705

separately for converted and unconverted photons. The photon identification selection1706

cuts are then applied to the transformed electron shower shapes as if they were photon1707

candidates. The efficiency is then measured based on the number of the transformed1708

electron candidates that pass the selections.1709

• Inclusive photons: An inclusive photon sample is collected using single-photon triggers1710

over a wide kinematic range. A tight track isolation cut is used to select prompt1711

photons in the full sample and also in the sub-sample of photon candidates that pass1712

the tight identification selection. The efficiency is defined as the ratio of the latter to1713

the former; these terms, as well as the background contamination in the regions, are1714

determined using a matrix method.1715

The efficiency of the Tight identification criteria is measured using the three methods1716

outlined above. All measurements are performed for photons satisfying the loose isolation1717

selection. The identification efficiency reaches about 95-98% for ET > 70 GeV.1718

Table 5.2.2 summarises the photon selection for the Zγ method.1719

Identification Tight ID

Kinematic cuts pT > 60 GeV (> 10 GeV for baseline)

|η| < 1.37 or 1.52 < |η| < 2.37

Isolation Loose

Table 5.2.2.: Summary of photon selections.

5.3. Muons1720

The information used in the muon reconstruction comes mainly from the ID and the1721

muon spectrometer (MS). Tracks from muons are initially reconstructed in the ID and MS1722

independently. An inside-out reconstruction algorithm, in which ID tracks are matched1723
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to MS hits and then a combined fit is performed to reconstruct the so-called combined1724

muons (CB). Other muon reconstruction algorithms require different identification criteria1725

depending on which sub-detectors are used.1726

The Selection of Muons in the `` + Emiss
T Analysis1727

Several working points for muon identification are available, with different efficiencies1728

and fake rejection probabilities. In this analysis, the Loose WP is used as a baseline1729

and the Medium WP as nominal. The Medium identification is based on requirements1730

on the number of hits in the different ID and muon spectrometer sub-systems, and on1731

the compatibility between ID and muon spectrometer pT measurement to suppress the1732

contamination due to hadrons which are misidentified as muons. The Loose identification1733

has a high reconstruction efficiency (there is also VeryLoose with a maximal efficiency, but1734

there would be far too many fakes), while the Tight identification maximizes the purity of1735

muons with low muon reconstruction efficiency.1736

The baseline muons are required to have transverse momentum pT larger than 7 GeV. After1737

overlap removal, muons with pT greater than 20 GeV are used as signal muons.1738

To suppress the contribution from cosmic muons and non-prompt muons, a cut on the1739

impact parameters with respect to the primary vertex is applied to the muon track in the1740

ID, specifically d0 significance < 3 and |z0 ·sin(θ)| < 0.5 mm are required (see the definition1741

in Section 5.1). In order to avoid muons associated with jets and to additionally suppress1742

semi-leptonic decays of b hadrons, the candidates are required to be isolated. Isolation1743

is based on the activity observed in the calorimeter and in the ID both within a cone of1744

radius ∆R = 0.2 or 0.3 (in some cases a varying cone size is used) around the muon object.1745

A loose isolation selection is used for muons, which corresponds to an isolation efficiency of1746

≥ 99% for pT > 20 GeV muons.1747

Finally, to account for effects of detector resolution that are not well reproduced in MC1748

samples, the transverse momentum of the muons is smeared and weights are applied to1749

account for the difference in efficiency.1750

The muon selection is summarised in Table 5.3.1.1751

Identification
after

OR/baseline

Combined muons with Medium/Loose quality

Kinematic cuts
after

OR/baseline

pT > 20 GeV/pT > 7 GeV

Cosmic cuts |d0 significance| < 3

|z0 · sin(θ)| < 0.5 mm

Isolation Loose

Table 5.3.1.: Summary of muon selections.
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5.4. Jets1752

The ensemble of quarks and gluons produced from inelastic proton-proton collisions cannot1753

be isolated due to colour confinement, so they are measured as jets after they undergo1754

hadronisation in the ATLAS detector. In other words, reconstructed jets are a piece of1755

information of the detector response to represent the dynamics of the underlying process1756

formed by a hard-scatter parton.1757

Dealing with pile-up is a major challenge during jet reconstruction. These additional low1758

pT pp collisions are differentiated between in-time and out-of-time pile-up. In-time pile-up1759

refers to the additional pp interactions in the same bunch-crossing. An out-of-time pile-up1760

corresponds to the deposited energy in the calorimeter from the earlier or following bunch1761

crossing. In-time effects are related to the number of primary vertices in the bunch crossing,1762

NPV . Similarly, the out-of-time effects are parametrized in the average number of inelastic1763

pp interactions per bunch crossing <µ> [76]. The µ is the bunch pile-up parameter, which1764

is directly related to the instantaneous luminosity. The effect of out-of-time pile-up is1765

reduced in the calorimeters by a technique called optimal filter coefficients [77] based on1766

the different shaped signals of the detector pulse with respect to time [ns].1767

There exist many variants of jet algorithms that define a deterministic set of rules on how1768

final-state particles are combined into jets, meaning which particles belong to a jet depends1769

on the algorithm. Jet clustering algorithms will be discussed in Section 5.4.1. Specific to1770

ATLAS, topological-cluster (EMTopo) jets and particle-flow (PFlow) jets with jet energy1771

corrections are presented in Section 5.4.2. The details of jet energy calibration are described1772

in Section 5.4.3. Additionally, the algorithm developed to reduce pile-up in the event is1773

summarised in Section 5.4.6.1774

5.4.1. Reconstruction Algorithms1775

The definition of a jet is not unique, and there are several approaches in use for reconstructing1776

jets. Different types of sequential cone algorithms, including anti-kt and kt are described1777

in the following. These algorithms are specified by the definition of the distance measures:1778

dij = min(k2p
ti , k

2p
tj )

∆y2
ij + ∆φ2

ij

R2
, diB = k2p

ti ,
(5.4.1)

where dij is the distance between two particles i and j with ∆y2
ij = (yi − yj)

2 and1779

∆φ2
ij = (φi − φj)2; kti, yi, and φi are the transverse momentum, rapidity, and azimuth of1780

particle i, respectively; and R is the jet radius parameter that determines the jet size. The1781

free parameter p sets the power of the transverse momentum scale. The anti-kt, kt, and1782

Cambridge/Aachen algorithms correspond to p = -1, 1, and 0, respectively. The variable1783

diB calculates the distance from the particle i to the beam.1784

In the anti-kt algorithm, high-pT particles are clustered first, while the kt algorithm clusters1785

soft particles first. The clustering algorithm works by iterative recombinations until all1786

particles are part of a jet within the radius R: merging particles i and j by combining two1787

four-vectors if dij < diB, otherwise if dij > diB, then particle i is considered a complete1788

jet and removed from the list of particles. The algorithm repeats this procedure of all1789

combinations of dij and diB until no objects remain. Figure 5.4.1 illustrates the anti-kt and1790

kt algorithm with the same radius, R = 1. Larger-R is a preference for boosted topologies1791

while smaller-R is mostly used for QCD jets containing quarks/gluons.1792
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(a) (b)

Figure 5.4.1.: Coloured areas represent clustered jets. An illustration of the anti-kt jet
reconstruction is shown on the left and kt algorithm is shown on the right. The preference
for hard radiation can be seen in the features of anti-kt jets [78].

The algorithms are also required to be infrared and collinear (IRC) safe. Collinear safety1793

means a collinear splitting does not affect the jet boundaries. Figure 5.4.2 (a) gives an1794

example of an algorithm that is not collinear safe. It shows a jet containing all three partons1795

while the splitting of the highest pT parton leads to a different jet clustering. Infrared1796

safety means the soft emission particle does not affect the clustering result drastically. The1797

soft emission should not change the jet multiplicity. Figure 5.4.2 (b) shows an infrared1798

unsafe case where the algorithm is sensitive to the soft particle resulting in the two jets1799

to be merged into one jet. Changing the jet multiplicity means changing the observed1800

physics. It is thus important to find a set of algorithms that ensure the jet boundaries are1801

insensitive to both IR and splitting particles in hadronic showers.1802

All Cambridge/Aachen, anti-kt and kt algorithms are IRC safe. The kt algorithm can1803

better approximate the stochastic evolution of hadronic showers, while the anti-kt algorithm1804

starting from the hardest particles is expected to miss some of the deposited energy.1805

However, the anti-kt algorithm has more benefits (fast, and IRC safe) than drawbacks1806

(missing energy) in collider environments. The missed energy can be fixed through jet1807

calibrations. Therefore, the anti-kt algorithm is the preferred one in studies involving jets1808

performed at the LHC.1809

5.4.2. EMTopo Jets and Particle Flow Jets1810

EMTopo Jets1811

ATLAS primarily uses topological cell clustering (topo-clustering) as the inputs to jet1812

reconstruction, which are designed to suppress noise effects by grouping cells in a 4-2-01813

topo-cluster scheme:1814

• Seed cells: the energy deposits with ξ > 4. (see Figure 5.4.3 (a))1815

• Secondary cells: all neighbor cells or secondary cells with ξ > 2. (see Figure 5.4.31816

(b))1817
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(a) (b)

Figure 5.4.2.: (a) Example of collinear unsafety. The jet is changed due to a collinear
splitting. (b) Example of infrared unsafety. Jets are merged after the emission of a soft
particle [79].

• Basic threshold: adding all calorimeter cells adjacent to the topo-cluster. (see1818

Figure 5.4.3 (c))1819

where ξ is the ratio of measured energy divided by the average amount of noise (electronic1820

and pile-up) expected in the cell:1821

ξEMcell =
EEMcell

σEMnoise,cell
,

σ =
√

(σelectronic noise)2 + (σpile−up noise)2.

(5.4.2)

Topo-clusters are grouped in three dimensions meaning adjacent cells can be in the same1822

layer of the same calorimeter, different layers of the same calorimeter, or a different1823

calorimeter. Topo-clusters can be calibrated at one of two scales: Electromagnetic (EM)1824

scale which corrects the calorimeter level energies to the electromagnetic scale and Local1825

cell weighted (LCW) scale which applies different weights to electromagnetic and hadronic1826

interactions in the calorimeters. The jet energy scale will be detailed in Section 5.4.4.1827

Origin Correction1828

The default 4-vector of topo-clusters points toward the centre of the detector. However, a1829

significant improvement in jet η resolution was seen after applying origin corrections. This1830

is achieved by modifying the jet 4-vector based on the assumption that jets are from the1831

position of the hard scattering (see Figure 5.4.4). The correction is done event-by-event to1832

every topo-cluster. The jet energy is unchanged but the jet’s direction is changed.1833

Particle Flow Jets1834

Formation of topo-clusters already suppresses some pile-up (primary goal of topo-clusters1835

is to reject noise). Pile-up suppression can be done not only at the level of an average1836

topo-cluster but also event-by-event. Several techniques have been developed (see Section1837

5.4.3, Section 5.4.6) as well as the alternative particle flow (PFlow) jet.1838

The PFlow approach uses measurements from the tracking system and calorimeters. The1839

advantage of each measurement is listed below:1840

Tracking detector:1841

• Pile-up suppression by requesting the tracks to come from the hard-scatter vertex.1842
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(a) (b)

(c)

Figure 5.4.3.: Building a 4-2-0 topo-cluster. Figure (a) shows the individual calorimeter
cells that are chosen if cells have ξ > 4. Figure (b) shows the adjacent cells to the seed
when ξ > 2 are added. Figure (c) shows the tertiary cells with ξ > 0 [80].
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Figure 5.4.4.: The effect of the origin correction on the η resolution for R = 0.4 jets with
LCW scale. Image from Ref. [81].

• Better reconstruction efficiency and momentum resolution at low pT.1843

Calorimeters:1844

• Sensitive to both neutral and charged particles.1845

• Better energy resolution at high pT.1846

For a single charged pion in the centre of the detector, the design calorimeter energy1847

resolution is [82]:1848

σ(E0)

E0
=

50%√
E
⊕ 1%

E
⊕ 3.4% (5.4.3)

The equation of the design track resolution shows that the momentum resolution of the1849

tracker is better than the energy resolution of the calorimeter for low-energy charged1850

particles [82]:1851

σ(
1

pT
) · pT = 0.036% · pT ⊕ 1.3% (5.4.4)

The PFlow algorithm subtracts the calorimeter cluster matching an extrapolated track.1852

Because about two-thirds of visible jet energy consist of charged pions, depositing energy in1853

the tracking detector, the PFlow algorithm uses the pion mass hypothesis for all tracks to1854

reconstruct jets. The subtraction flow is described in Figure 5.4.5, which can be summarised1855

into the following steps:1856

• Matching tracks to topo-clusters. The tracks matched to candidate electrons or1857

muons (with medium quality criteria, but no isolation requirements) are not selected.1858

• Evaluation of the expected deposited particle energy A particle with mea-1859

sured momentum ptrk on average is given as: ptrk × the mean response estimated1860
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using single pion samples. The mean response is calculated by summing the energies1861

of topo-clusters (extrapolated to the second layer of the EMCal) around the track1862

position over the momentum.1863

• Recovering split showers. Each track can be matched to one topo-cluster or more.1864

The charged hadron particles, such as π± have shower development and leave most1865

of their energy in the calorimeter detector. In Figure 5.4.6 (a), the track/topo-cluster1866

matching is shown on the left-hand side where the charged pion is matched to one1867

topo-cluster, and split shower recovery is shown on the right-hand side where the1868

charged pion is matched to two topo-clusters. The determination uses the information1869

from the second item.1870

• The subtraction procedure. The subtraction does cell-by-cell removal to avoid1871

taking off contributions from neutral hadrons as shown in Figure 5.4.6 (b). The1872

remnant energy from shower fluctuations is also removed (Figure 5.4.6 (c)).1873

Figure 5.4.5.: A flow chart shows how the neutral particle flow (nPFOs) and charge particle
flow (cPFOs) objects proceed. Image from Ref. [83].

The performance of EMTopo jets and PFlow jets used in the Emiss
T algorithm is shown in1874

Section 5.6.5.1875

5.4.3. Jet Calibration1876

Particles pass through the sampling calorimeters and deposit their energy until they are1877

fully stopped. However, not all of the layers are active materials, and so some energy is1878

deposited in the passive layers, resulting in energy loss that is not recorded. The sampling1879

fraction of the electromagnetic barrel calorimeter in ATLAS is 18%, which is defined as:1880

fsample =
Eactive

Eactive + Epassive
. (5.4.5)

About 1/3 of hadronic processes result in neutral pions. Neutral pions decay almost1881

immediately into two photons, producing an electromagnetic component to the hadronic1882

shower. The remaining 2/3 include the production of charged hadrons (20%), fragments1883

of nuclei (30%), neutrons (10%), and invisible, mostly nuclear, processes (40%) [84]. In1884

other words, a significant fraction of the hadronic shower energy is undetectable. These1885

effects cause the reconstructed jet momentum to not be the same as the reconstruction1886

at the truth level. The way to include the missing energy is to calibrate the jets after1887

reconstruction.1888

The reconstructed jets are calibrated through a series of sequential steps to make their1889

energy and mass match the truth jet: area-based pile-up correction (jet ghost-area1890

subtraction method) with residual pile-up correction, absolute MC-based calibration,1891

a global sequential calibration (GSC), and in-situ calibration [85].1892
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(a) (b)

(c)

Figure 5.4.6.: The shower subtraction procedure in PFlow algorithm dealing with different
cases as discussed in the text. The red cells associated to tracks represent charged hadrons,
while green cells without a track close by are recognized as a neutral hadron or the
photons. The dotted line means the boundaries of the selected cells by the algorithm.
Three electromagnetic calorimeter layers and two tile calorimeter layers are shown. Image
from Ref. [83].
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Area-based Pile-up Correction and Residual Pile-up Correction1893

The pile-up suppression is the first step of the calibration chain. The jet pT has a dependency1894

on NPV and µ as the multiplicity is increased from both hard-scatter interaction and pile-up1895

sources. To remove the dependence of the jet pT on the pile-up, using the number of1896

primary vertices NPV and the average number of interactions per crossing <µ>, pcorrT is1897

defined as the following equation correcting the pT of an individual jet:1898

pcorrT = precoT − ρ×A− α× (NPV − 1)− β × µ (5.4.6)

where jet area A is a measure of how much pile-up will be clustered into the jet (per jet).1899

The “ghosts” (infinitesimal energy that does not change the energy of the jet) are added1900

evenly throughout an event with pT density equal to ρ, which is the median of the jet pT1901

of R = 0.4 kt jets with |η| < 2 in an event:1902

ρ = median
(pT

A

)
. (5.4.7)

The “ghosts” are determined by using kt jets because the kt algorithm is sensitive to the1903

soft radiation. The ρ × A term is supposed to subtract the per-event pile-up contribution1904

to the pT of each jet according to its area. The third and the fourth terms are event specific1905

in-time pile-up corrections and subtract out-of-time pile-up dependence, respectively. The1906

coefficients α ( ∂pT
∂NPV

) and β (∂pT∂µ ) in Equation 5.4.6 are determined from simulation in bins1907

of |η| as shown in Figure 5.4.7 (a) and (b) respectively, and the factors are determined by1908

linear fits as a function of η. The subtraction for each jet brings the jet energy scale closer1909

to the scale without pile-up.1910

(a) (b)

Figure 5.4.7.: (a) In-time pile-up dependence. (b) Out-of-time pile-up dependence. Image
from Ref. [86].

Absolute MC-based Calibration1911

The absolute MC-based calibration is applied after pile-up corrections for non-compensating1912

calorimeter response, energy losses in dead material, leakage, truth/reconstructed jet1913

migration, and biases in the jet η reconstruction. The procedure corrects the reconstructed1914

jet to the particle level by calculating the average jet energy response (R) and the η response.1915

Isolated reconstructed jets are used and matched to truth jets within ∆R = 0.3 in the1916

calibration.1917
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The inverse of the ratio < Ereco

Etruth
> is applied as an energy correction. The ratio is measured1918

in bins of Etruth and ηdet (the jet η pointing away from the geometric centre of the detector).1919

Additional correction is applied for the geometric differences in the pseudo-rapidity of1920

the jet, which is caused by the detector’s transition regions or cracks as shown in Figure1921

5.4.8. The barrel-endcap (|ηdet| ∼ 1.4) and endcap-forward (|ηdet| ∼ 3.1) regions get higher1922

corrections. This step is able to bring the jet energy closer to the truth scale, often referred1923

to as the EM+JES.1924

Figure 5.4.8.: The signed difference between the reconstructed and truth jet η, ηreco and
ηtrue. Each value is obtained from the corresponding parametrized function derived with
the Pythia MC sample, and only jets satisfying pT > 20 GeV are shown. Image from
Ref. [86].

Global Sequential Calibration1925

Global sequential calibration (GSC) mainly accounts for the jet energy scale (JES) flavour1926

dependence. For quark-initiated jets, they penetrate deeply into the calorimeter, while for1927

gluon-initiated jets, they consist of softer components that would lead to non-Gaussian1928

distribution of tails.1929

Residual in-situ Calibration1930

The final stage of the chain accounts for differences between data and MC. The correction1931

is applied to data to consider detector effects which are not captured by simulation. The1932

procedures are done by comparing data and MC in several well-known topologies and1933

consist of three steps in order :1934

• The η inter-calibration: using back-to-back dijet events to calibrate forward jets1935

(0.8 < |η| < 4.5) to the same energy scale as the central jets (|η| < 0.8).1936

• The V+jet calibration: Balancing the pT of a jet within |η|<0.8 against a Z or a1937

γ boson in the pT range 20−800 GeV. One can balance between the full hadronic1938

recoil in an event and the reference boson, that would be less sensitive to the jet1939

definition, radius parameter, pile-up and underlying activity.1940
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• The multi-jet calibration: jets can be calibrated in multijet events in the pT range1941

300 GeV−2 TeV for large-R jets. A leading large-R jet is balanced against a system1942

that consists of multiple lower-pT jets (obtained from calibrated small-R anti-kt jets).1943

The remaining differences between data and MC after in-situ correction are taken as1944

uncertainties.1945

5.4.4. Jet Energy Scale Uncertainties1946

The JES calibration scheme is discussed in Section 5.4.3 including pile-up correction, Monte1947

Carlo jet energy scale calibration, flavour dependency, and different response in data and1948

MC. Thus the associated JES uncertainty sources include a set of 80 JES systematic1949

uncertainty terms. The majority (67) of uncertainties come from the Zγ + jet and multi-1950

jet balance (MJB) in-situ calibrations and account for assumptions made in the event1951

topology, MC simulation, sample statistics, and propagated uncertainties of the electron,1952

muon, and photon energy scales. The remaining 13 uncertainties are derived from other1953

sources: four pile-up uncertainties (NPV , µ, ρ, and pT dependence), three η inter-calibration1954

uncertainties (potential physics mismodelling, statistical uncertainties, and the method1955

non closure), three jet response uncertainties (quarks-gluons, b-quark, and gluon-initiated),1956

GSC punch-through correction, a high-pT jet uncertainty, and AFII 3 modelling uncertainty.1957

AFII non-closure is applied only to AFII MC samples [85].1958

When constructing the full set of uncertainty sources, each component is generally treated1959

uncorrelated. But there are some exceptions, such as the electron and photon energy scale1960

measurement. The full combination of all uncertainties is shown in Figure 5.4.9 where1961

the JES uncertainty varies between 1−4.5% in the central region with η = 0 and the1962

uncertainty is quite independent on η and the largest value is about 2.5% for forward jets1963

with pT = 80 GeV.1964

(a) (b)

Figure 5.4.9.: Combined uncertainty in the JES of fully calibrated jets as a function of (a)
jet pT at η = 0. (b) η at pT = 80 GeV. Image from Ref. [85].

5.4.5. Jet Energy Resolution1965

The Jet Energy Resolution (JER) is an important quantity giving the peak width of the1966

Gaussian jet response distributions as a function of energy. The energy and momentum1967

3AFII (Atlfast2) and AFIIF (Atlfast2F) are fast simulations. Some ways that can speed up simulation:
approximate geometry (only keep sensitive modules identical), approximate models, etc.
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of the jets are calibrated to the electromagnetic scale by applying the mean of the ratio1968

of reconstructed energy and the truth distribution in bins of pT and |η| as described in1969

the JES calibration Section 5.4.3. The width quantifies how much of a spread remains; a1970

narrow jet energy width means the jet is being calibrated to the correct scale.1971

The jet energy resolution is parametrized as shown in Equation 3.3.3 including the noise1972

term (N), stochastic term (S), and a constant term (C). The noise term comes from1973

pile-up and electronics noise, the stochastic term arises from the sampling nature of the1974

calorimeters, and the constant term is a pT-independent term.1975

Techniques to determine the JER can be exploited by the pT balance in γ + jet and Z + jet,1976

dijet, and multijet event. Using dijet events, one can calibrate the different response to1977

jets in different calorimeter regions as the two jets are expected to have the same pT. A1978

quantity for the momentum balance is defined by:1979

A =
pprobT − prefT

pavgT

, (5.4.8)

where prefT is the transverse momentum of a jet in a well-calibrated reference region (i.e.1980

0.2 ≤ |η| ≤ 0.7), pprobT is the pT of the jet in the calorimeter region under investigation (i.e.1981

0.7 ≤ |η| ≤ 2.0), and pavgT = (pprobT + prefT )/2.1982

The standard deviation of the probe jet pT is derived by:1983

〈
σpT
pT

〉
prob

= σprobA 	
〈
σpT
pT

〉
ref

.
(5.4.9)

The relative jet pT resolution of the reference region is defined by:1984

〈
σpT
pT

〉
ref

=
σdetA√

2
. (5.4.10)

σdetA is measured by subtracting in quadrature the asymmetry width of truth-particle1985

quantity from that of observed quantity: σrecoA 	 σtruthA . The standard deviation of the1986

asymmetry distribution can be expressed as:1987

σprobA =
σprobepT ⊕ σrefpT

pavgT

, (5.4.11)

where σprobepT and σrefpT are the standard deviations of pprobeT and prefT , respectively. The1988

in-situ techniques are introduced to derive a data-to-MC ratio as systematic uncertainties.1989

The JER combined dijet results are fitted with an N, S and C parametrization as shown in1990

Figure 5.4.10. Particle flow jets show lower JER and smaller uncertainties at low pT than1991

EMTopo jets.1992

The total uncertainty and the sources of systematic uncertainty are shown in Figure 5.4.11.1993

The noise term uncertainties are important at low pT.1994
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(a)

Figure 5.4.10.: Jet energy resolution as a function of jet pT. Image from Ref. [87].

(a)

Figure 5.4.11.: The uncertainty on the relative jet energy resolution as a function of pT for
anti-kt R = 0.4 PFlow jets. The uncertainty sources include the difference between data
and simulation when the nominal data resolution is superior (red), the noise term (green),
systematics (blue) and statistical (pink) uncertainty of the method in dijet events. Image
from Ref. [87].
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5.4.6. (forward)Jet Vertex Tagger1995

Applying a jet pT threshold was found to substantially reduce the multiplicity of pile-up1996

jets. However, it does not remove pile-up overlapping with a jet from a primary vertex.1997

A Vertex Tagger (JVT) is developed for the local fluctuations in the pile-up activity. For1998

the central jets (|η| < 2.4) where the track system is located, a JVT is applied to separate1999

hard-scatter (HS) from pile-up. A JVT is built out of the combination of two quantities by2000

2-dimensional JVT likelihood fitting [88]; corrJVF (Equation 5.4.12) and R0
pT

(Equation2001

5.4.13).2002

corrJVF =
Σkp

trkk
T (PV0)

Σlp
trkl
T (PV0) +

Σn≥1Σlp
trkl
T (PVn)

k·nPUtrk

, (5.4.12)

where Σkp
trkk
T (PV0) is the scalar pT sum of the tracks that are associated with the jet2003

originating from a primary vertex. The term Σn≥1Σlp
trkl
T (PVn) is considered the scalar pT2004

of tracks associated to any of the pile-up interactions, and it is divided by a correction of2005

the total number of pile-up tracks per event (nPU
trk ). k in the formula is set to be 0.01. The2006

higher corrJVF, the higher chance of jet candidates coming from a hard-scatter as shown2007

in Figure 5.4.12 (a).2008

R0
pT

=
Σkp

trkk
T (PV0)

pjetT

, (5.4.13)

where pjetT is the fully-calibrated jet pT. R0
pT

at small values indicates jets with no or little2009

pT from hard-scatter tracks. The spread of the charged pT fraction (R0
pT

) for hard-scatter2010

jets is larger than for pile-up jets as seen in Figure 5.4.12 (b).2011

(a) (b)

Figure 5.4.12.: (a) Distribution of corrJVF. (b) Distribution of R0
pT

. Image from Ref. [88].

Another discriminating variable RipT is calculated with respect to any vertex as an extension2012

of the R0
pT

:2013

80



5.4. Jets

RipT = Σtrk
P trk
T (PVi)

pjetT

. (5.4.14)

QCD pile-up jets are expected to have a single pile-up vertex ending up with a larger ∆RpT2014

(the difference between the highest and second highest values of RpT computed w.r.t any2015

vertex i). Stochastic pile-up jets are from a random combination, and ∆RpT turns out2016

smaller. Pile-up jets in the forward region can be reduced by applying an fJVT cut. The2017

fJVT algorithm computes the sum of QCD pile-up jets in the central region for each vertex:2018

−→p miss
T,i = Σ jet∈PVi

p
jet
T
>20GeV

−→p jet
T + Σ tracks∈PVi

p
jet
T
<20GeV

−→p track
T + Σtracks, jets fail RipT

cut
−→p track

T , (5.4.15)

where the first two components compute the vector sum of jet pT not coming from HS2019

central jets and the third term calculates the vector sum of QCD pile-up jet pT in the2020

central region discriminated by the ∆RpT cut. The energy of a forward QCD pile-up jet is2021

expected to be balanced by the central QCD pile-up jet leading to fJVT → 1:2022

fJVTi =

−→p miss
T,i ·

−→p fjT,i
|−→p fjT |2

, fJVT = maxi(fJVTi). (5.4.16)

The recommended lower threshold of 0.5 on the JVT is used in the analyses to reject jets2023

with pT < 60 GeV and |η| < 2.4, which correspond to an efficiency of 92% and to an2024

observed fake rate of 2%. If such a jet passes the JVT cut, but is “bad” (not associated to2025

real energy deposits, such as an electrical spike, cosmic-ray shower, etc), then the whole2026

event is rejected. The forward jet is tagged as pile-up if its fJVT value is above 0.4 (0.5),2027

for the Tight (Loose) working point, in a jet pT range of 20 to 60 GeV.2028

Lastly, jets are retained in the analyses only if they pass the Loose selection criteria for2029

the Jet Cleaning [89], which is designed to provide an efficiency of selecting jets from2030

proton-proton collisions above 99.5% for pT > 20 GeV.2031

A veto on b-tagged jets with pT > 30 GeV and |η| < 2.5 is applied for the analyses in2032

Chapter 6 to reject the contributions from tt̄ events. Jets are b-tagged as likely to contain2033

b-hadrons using the MV2c10 algorithm [90]. It utilizes jet properties and variables based on2034

the reconstructed charged particle tracks. Together with the new reconstruction algorithm,2035

b-tagging performances in Run-2 benefit from the insertion of the Pixel Insertable B-2036

Layer, the IBL, which has significantly improved impact parameter resolution and the2037

reconstruction of secondary vertices. For the considered analyses, a jet is b-tagged if the2038

MV2c10 weight is larger than a cut value corresponding to approximately 85% b-tagging2039

efficiency for b-jets in tt̄ events.2040

Table 5.4.1 summarises the jets selection used in the analyses in Chapter 6.2041
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Identification AntiKt4EMPFlow jets

Kinematic cuts pT > 30 GeV

|η| < 4.5

Pile-up
removal

JVT > 0.5 for pT < 60 GeV, |η| < 2.4 jets

Cleaning Loose jets accepted

b-tagging MV2c10 > 0.1758

Table 5.4.1.: Summary of jet selections.

5.5. Overlap Removals2042

An overlap removal procedure is carried out to resolve ambiguities and to avoid double2043

counting. Possible overlaps among the various objects are resolved following recommen-2044

dations from the ATLAS harmonisation group [91]. Table 5.5.1 summarises the standard2045

overlap removal strategy used in the analyses. The steps are performed in listed order where2046

only surviving objects participate in subsequent steps. Nearby objects can be removed2047

based on criteria of angular distance ∆R, the number of tracks, or pT ratio requirements.2048

Reference objects Criteria

Remove jets

electrons ∆Re−jet < 0.2

muons
∆Rµ−jet < 0.2

if NTrk(jet) < 3 OR pjetT /pµT < 2 and pµT /ΣTrkpT > 0.7)

photons ∆Rγ−jet < 0.4 (used in the Zγ method)

Remove electrons

jets 0.2 < ∆Rjet−e < 0.4

muons share the same ID track

electrons shared track, pT 1 < pT 2

Remove muons
jets 0.2 < ∆Rjet−µ < 0.4

electrons is calo-muon and shared ID track

Remove Photons
electrons ∆Re−γ < 0.4

muons ∆Rµ−γ < 0.4

Table 5.5.1.: Overlap removal criteria adopted in the `` + Emiss
T analyses.
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5.6. Missing Transverse Momentum2049

The Missing Transverse Momentum (Emiss
T ) signature [92] is key for many analyses2050

with neutrino final states as well as BSM, such as dark matter searches. There is no2051

transverse momentum to the beam-line in the initial state of the pp collision, so the2052

Emiss
T is reconstructed based on the momentum conservation law. The missing transverse2053

momentum is inferred from the existence of particles that cannot be measured using those2054

that can be measured. The Emiss
T is therefore defined as the negative vector sum of the pT2055

of all objects:2056

Emiss
T = −(Σ−→pT

e + Σ−→pT
γ + Σ−→pT

τ + Σ−→pT
jet + Σ−→pT

µ + Σ−→pT
soft). (5.6.1)

In the Emiss
T calculation, the objects are further categorized into the hard and soft term.2057

The hard term is computed from high pT physics objects, such as leptons and photons.2058

They are analysis dependent (see brief descriptions for each term below). For the jets2059

the Emiss
T algorithm has its own selections based on a no-double-counting principle. The2060

algorithms for the soft term are presented in Section 5.6.1. One of the sources of fake2061

Emiss
T is overlapping objects, which will be described in Section 5.6.2, specifically jets and2062

e/γ ambiguity resolution. The Emiss
T significance is a powerful tool, which can help to2063

understand the impact on the Emiss
T coming from reconstruction resolution and inefficiencies.2064

More details about the Emiss
T significance will be presented in Section 5.6.3. Systematic2065

uncertainties of the soft term are shown in Section 5.6.4. The Emiss
T performance, which2066

helps to understand how well the Emiss
T is reconstructed including EMTopo Emiss

T and2067

PFlow Emiss
T , is shown in Section 5.6.5.2068

Electron/Photon Term2069

In the current ATLAS software release 21, the electron/photon reconstruction algorithms2070

use super-clusters, as described in Section 5.2. In the older software release 20.7, which was2071

the version used for the electron-jet overlap removal study in Section 5.6.2, the electrons2072

were reconstructed using a sliding-window [93] cluster. This is a different type of calorimeter2073

cluster compared to the ones used in jets (topo-cluster). In release 20.7, the Emiss
T algorithm2074

considered the full amount of energy from the sliding window cluster for electrons. The2075

same treatment of overlap removal (OR) is used in both release 20.7 and release 21.2076

Muon Term2077

Muon candidates are identified by the selections described in Section 5.3. The muon in the2078

Emiss
T algorithm only undergoes track-based overlap removal in the context of the order2079

preference as shown in Figure 5.6.1. In general, the muon does not remove anything else2080

and it is not removed either. However, there are very rare exceptions. For example, the2081

muon deposits small amounts of energy when it enters the calorimeter, and the e-loss can2082

be misreconstructed as a jet which leads to double counting of the energy. In this case, the2083

Emiss
T has its specific treatment to remove jets overlapping with muons. The muon can lose2084

its energy by radiating hard photons at small angles, and they are not reconstructed as2085

photons. To address this, the Emiss
T algorithm treats the photon as a jet (the Emiss

T uses2086

the EM scale of the jet because the energy is thought coming from an FSR photon from2087

the muon) if it passes some requirements and then puts it to the jet term of the Emiss
T .2088
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Jet Term2089

Jets used in the Emiss
T have their selections depending on which working points is required2090

by the respective analysis. There are two common types of jets in ATLAS, EMTopo jets2091

and PFlow jets (see Section 5.4.2). Using EMTopo jets as input jets in the Emiss
T is called2092

EMTopo Emiss
T , likewise using PFlow jets as input jets in the Emiss

T is called PFlow Emiss
T .2093

Several Emiss
T working points are developed to deal with pile-up depending on the topology.2094

For example, the `` + Emiss
T analysis uses the Tight PFlow working point which imposes2095

additional JVT > 0.5 on 20 GeV < pT < 60 GeV central jets (|η| < 2.4) and requires pT >2096

30 GeV for the forward jets (|η| > 2.4).2097

Soft Term2098

The soft term is composed of hard scatter tracks or energy deposits not associated with any2099

hard objects. The current recommended soft term reconstruction algorithm is track-based,2100

and is called TST in ATLAS. The TST algorithm was found to be less dependent on pile-up2101

in the Emiss
T resolution than the calorimeter based algorithm, but it misses soft neutral2102

particles. The algorithms are described in Section 5.6.1.2103

Fake Emiss
T Sources2104

The contribution of fake Emiss
T can come from miscalibration or mismeasurement of the2105

physics objects. Moreover, the contamination with pile-up jets would lead to miscalibration.2106

Because of the importance of pile-up suppression, the (f)JVT tool (detailed in Section2107

5.4.6) has been implemented in the jet reconstruction. A number of new pile-up mitigation2108

techniques have been developed, such as Voronoi Soft-killer (SK) [94] and Constituent2109

Subtraction (CS) [95], which would help to remove calorimeter clusters contaminated by2110

pile-up jets.2111

The cases where electrons, photons, or hadronically-decaying τs have a jet close-by can give2112

rise to a large source of fake Emiss
T . The most common scenario is the overlap of electrons2113

and jets. The study of jets and electrons ambiguity resolution will be shown in Section2114

5.6.2.2115

5.6.1. MET Soft Term Algorithms2116

There are several algorithms to reconstruct the soft term. The calorimeter-based algorithm2117

(CST) was used in most analyses in the past [96, 97], while a track-based term (TST) is2118

used in most analyses these days, including everywhere in this thesis. A calorimeter-based2119

soft term is reconstructed mainly using energy deposits in the calorimeter, which are not2120

matched to the high pT objects. The CST keeps neutral particles, but there is no pile-up2121

suppression. On the other hand, the TST is purely reconstructed from the tracks, and it2122

allows good vertex matching which removes the pile-up contribution. However, it misses2123

the contribution from soft neutral particles. The selections for the tracks and vertex are2124

listed below [98]:2125

• pT > 0.5 GeV (0.4 GeV for vertex reconstruction and the calorimeter soft term)2126

• |η| < 2.52127

• Minimum number of hits in the ID.2128

These tracks are then matched to the PV by applying the following selections:2129
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• |d0| < 1.5 mm (no requirement on d0 for PFlow TST)2130

• |z0 sin(θ)| < 3.0 mm.2131

Additionally, tracks are excluded from the soft term if they are associated with the high-pT2132

object to avoid double counting particles. The TST does not include the forward region2133

where |η| is larger than 2.4. It has a more stable resolution with increasing number of2134

reconstructed vertices than the CST.2135

5.6.2. Overlap Removal2136

There is a significant fraction of hadronic jets depositing part of their energy in the2137

electromagnetic calorimeter from processes like π0 → γγ. As explained in Section 5.4.2,2138

both electromagnetic and hadronic calorimeters information are used to estimate the jet2139

four-momentum as precisely as possible. Therefore, jets can include electron energy and2140

photon energy. Care must be taken that clusters are not counted twice as duplicated energy2141

leads to fake Emiss
T and results in large Emiss

T tails.2142

Figure 5.6.1 shows the general idea of overlap handling in the calculation of Emiss
T . Once2143

objects have been identified, any jet close enough to the high-priority object is removed2144

from the event by using a ∆R matching. There is no outright order recommendation.2145

Changing the order of anything will result in differences.2146

Figure 5.6.1.: Matching procedures used in the Emiss
T map to avoid double counting. Each

circle stands for a cluster. The solid circle in green, purple, and red means the cluster is
matched with the object. The cluster is then removed if it is associated with an object,
otherwise the cluster is recognized as a jet in blue. The lines link between clusters and
objects through a ∆R matching [99].

However, the hard objects produced in the detector can deposit their energy in the same2147

clusters or have overlapping energy deposits with the close-by object. Figure 5.6.2 provides2148

the example of scenarios of electrons with close-by jets: keep the electron and the jet if they2149

both are real and overlapping, pile-up jets and fake electrons might lead to miscalibration2150

and double counting, the case of electrons creating jets in the calorimeter might lead to2151

double counting.2152

The treatments of assigning energy deposits to the electron or the jet that generated them to2153

identify the scenarios mentioned above will be discussed in this section. The old treatment2154
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5. Object Reconstruction

Figure 5.6.2.: Overlapping leptons and jets. (a) Real jet close to real electron. (b) Jets
from pile-up or electrons faking jets in the calorimeter. (c) Real jet and fake electron.

and its problems will be discussed first and the developed discriminating variables that2155

could be used to understand the signal ambiguity will be shown later on. The studies were2156

done with topo-cluster jets in ATLAS release 20.7 software and the optimized parameters2157

are used in release 21 reconstruction as well. The updated treatment also has been tested2158

for PFlow jets.2159

Monte Carlo Samples2160

A sample list is given in Table 5.6.1 that is used for the jet-electron overlap removal studies.2161

Sample Z →`` tt̄ ZZ → ``νν

Generator Sherpa 2.2.1 Powheg-Box v2 Powheg-Box v2 + Pythia 8
ME PDF set NNPDF3.0NNLO CT10 CT10NLO

PS and Hadronization Sherpa 2.2.1 Pythia 6.428 Pythia 8.186
UE Model TUNE Default P2012[100] AZNLO[101]

Table 5.6.1.: Generators, PDF sets, and MC tunes used in the OR (electron, jet) analysis
for the Emiss

T .

The Old Overlap Removal and Issues2162

A variable called frac was used in the Emiss
T algorithm to determine the unique jet pT2163

fraction:2164

frac =
jet const pT − electron pT

jet const pT
, (5.6.2)

where jet const pt is the calorimeter jet pT at the EM scale. Figure 5.6.3 illustrates the old2165

treatment. The simplest case is shown in Figure 5.6.3(b) with only one electron without2166

jets. The Emiss
T algorithm removes the electron track. Figure (c) shows one event with one2167

electron and one jet without any jet tracks. (The jet energy is the sum of all two hadronic2168

clusters and an EM cluster.) The Emiss
T algorithm removes the electron track and hadronic2169

clusters if frac < 0.5. If frac ≥ 0.5, the jet and the electron are considered to be real in the2170

Emiss
T algorithm, and only the electron track is removed. (d) The event has one electron2171

and one jet with jet tracks, the Emiss
T algorithm removes the electron track and hadronic2172

clusters if frac < 0.5 or removes the electron track and jet tracks if frac ≥ 0.5. Jet tracks2173

are ghosts associated to the jet and roughly have ∆R(e, track) > 0.05. (“Ghost” means2174

adding the tracks to the calorimeter cluster during the jet reconstruction, not changing the2175

calorimeter ET measurement.)2176
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(a) (b)

(c) (d)

Figure 5.6.3.: Illustration of the old treatments used for the overlap removal in the Emiss
T

calculation. (a) Legend. (b) Only one electron and no jet. (c) Only one electron and one
jet without jet tracks. (d) Only one electron and one jet with jet tracks.
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A problem arises, if the jet is real, but the hadronic clusters are moved to the soft term,2177

and they are not built by the soft term algorithm (track based algorithm). This means2178

Emiss
T would completely miss the neutral components of this jet, which can lead to large2179

tails of fake Emiss
T . Therefore, adding back the real neutral jet that was being wrongly2180

removed is crucial.2181

The studies were done for electrons and jets with ∆R(e, jet) < 0.4 using Z → ee event2182

topology, where no significant real Emiss
T is expected. The Z → ee event selection criteria2183

are:2184

• The events are required to have two same-flavour opposite-sign electrons passing2185

“Medium” identification.2186

• No isolation cut is applied in release 20.7 reconstruction. (A Loose isolation cut is2187

applied in release 21.)2188

• The leading and sub-leading electrons in the pair are required to have pT > 25 GeV.2189

• The invariant mass of the selected two electrons is required to be within the range of2190

75 GeV ≤ Mll ≤ 116 GeV.2191

Figure 5.6.4 shows the Emiss
T tails above 100 GeV are dominated by jets with frac < 0.52192

indicating jet energy is being missed in the Emiss
T reconstruction. frac = 1 is the case where2193

MET code does not think that the jet and the electron share any clusters and it is not2194

particularly dominant in the tails.2195

Figure 5.6.4.: Comparison of the Emiss
T (TST MET = track-based algorithm is used for the

soft term) with 3 different frac ranges where the events are required to have Emiss
T > 100 GeV,

Njet = 1, and ∆R(e, jet) < 0.4.
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Kinematics2196

The kinematics for the case of the jet with a close-by electron are studied by requiring an2197

angular distance (∆R(e, jet) < 0.4). The plots are categorized into different frac, which2198

was the quantity used to decide the amount of a jet’s unique energy. Figure 5.6.5 (a) shows2199

jets are mostly at around 0.2 away from the electrons, which means jet clusters are just2200

next to the electron clusters, in case of 0.5 < frac < 1. Figure 5.6.5 (b) shows that for frac2201

<0.5, jets tend to be closer to ∆R(e, jet) ∼ 0.4 rather than 0, which means the jets are2202

probably real and should be included. Figure 5.6.5 (c) and Figure 5.6.5 (d) indicate real2203

electrons are inside jets in both cases. As stated above, in the old treatment, in case of2204

frac ≥ 0.5, the jet was included in the Emiss
T reconstruction, and its energy was scaled by2205

the frac. In case of frac < 0.5, the jet was assigned to the soft term, and only the tracks2206

associated with the jet were included in the Emiss
T calculation.2207

As larger tails were seen in the frac < 0.5 cases, we introduced an alternative cut on the2208

absolute difference in the jet and electron pT: pT diff = jet const pt - ele pt. The studies2209

were done by scanning jet pT frac from 0.0 (no frac criteria), 0.1, 0.15, 0.2, 0.25, 0.3, 0.4,2210

and 0.5 and then combining with jet const pt - ele pt > 10, 20, and 30 GeV. For example,2211

the jet is assigned to the soft term if it satisfies the discriminating combination of frac <2212

0.5 criteria and jet const pt - ele pt < 10 GeV. The scan of pT differences of the jet with2213

no frac criteria is shown in Table 5.6.2, including the mean and RMS of the Emiss
T and the2214

Emiss
T tails (the integral of Emiss

T > 200 GeV). For comparison, the scan with jet pT frac >2215

0.5 is shown in Table 5.6.3. The Emiss
T tails are smaller in the no frac criteria treatment.2216

The study is performed with data (6 fb−1) as well.2217

The recommended treatment in release 20.7, dropping the frac criteria and defining a jet2218

as real if jet const pt - ele pt > 20 GeV, improved the Emiss
T calculation in the tails by2219

30% as shown in Figure 5.6.6. In other words, if jets with a close-by electron meet the2220

criteria of jet const pt - ele pt > 20 GeV, the jets go into the jet term. Interestingly, the2221

new treatment and the old treatment performed similarly in release 21.2222

5.6.3. MET Significance2223

The Emiss
T Significance (METSig) is another useful variable, which is basically calculated2224

by dividing the reconstructed Emiss
T by the resolution of all objects. The ideal momentum2225

distribution of each object is Gaussian. The width of the momentum measurement is2226

deteriorated by the pile-up and detector effects, e.g., the sampling of the calorimeter. The2227

METSig is useful for signal-background discrimination because measured Emiss
T coming2228

from a resolution effect has small METSig.2229

METSig is defined by the log-likelihood function with a pinvT parameter (representing2230

invisible particles’ momentum) and has a form as [102]:2231

S2 = 2ln

maxpinvT 6=0L(
−→
Emiss
T |−→p invT )

maxpinvT =0L(
−→
Emiss
T |−→p invT )

 = (
−→
Emiss
T )T (ΣiVi)

−1−→Emiss
T , (5.6.3)

where
−→
Emiss
T is the reconstructed Emiss

T measured event by event. Vi is the covariance2232

matrix per object given the measurements of the pT i and the azimuthal angle φi, which is:2233

Vi =

(
σ2
pTi

0

0 p2
T iσ

2
φi

)
. (5.6.4)
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(a) (b)

(c) (d)

Figure 5.6.5.: The angular distance between the electron and the jet with (a) 0.5 < frac < 1
and (b) frac < 0.5 for Z → ee MC events. ∆R(e, jet) < 0.4 is required. The ratio of
reconstructed electrons and the truth electrons within ∆R(e, jet) < 0.4 in the case of (c)
0.5 < frac < 1 and (d) frac < 0.5. The reconstructed electron is matched with the truth
electron requiring ∆R < 0.2.
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Z → ee MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 17.55 17.85 17.57 17.55
RMS MET (GeV) 13.47 13.57 13.47 13.46

Integral MET > 200 GeV 5.35 3.69 3.62 3.64

Z → µµ MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 18.29 18.29 18.29 18.30
RMS MET (GeV) 14.09 14.08 14.08 14.09

Integral MET > 200 GeV 2.51 2.12 2.12 2.14

tt̄ MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 5.49 5.37 5.40 5.47
RMS MET (GeV) 24.38 23.81 24.03 24.31

Integral |MET-truth MET| > 100 GeV 360.36 269.93 275.25 286.51

ZZ → ``νν MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 2.85 3.40 2.92 2.83
RMS MET (GeV) 18.63 18.62 18.50 18.51

Integral |MET-truth MET| > 100 GeV 0.56 0.49 0.49 0.46

data MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 38.15 35.06 35.82 36.67
RMS MET (GeV) 39.67 36.58 36.78 37.11

Integral MET > 200 GeV 88.0 76.0 75.0 75.0

Table 5.6.2.: Emiss
T tails studies with no criteria on frac. The jet is treated as a real jet if

pT diff is larger than a threshold. About 30% and 24% reduction in the Emiss
T tails for

Z → ee and tt̄ when requiring jet const pt - ele pt > 20 GeV. The mean and RMS are
relatively unaffected.

Z → ee MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 17.55 17.55 17.55 17.55
RMS MET (GeV) 13.47 13.47 13.48 13.48

Integral MET > 200 GeV 5.35 5.35 5.35 5.36

Z → µµ MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 18.29 18.30 18.30 18.30
RMS MET (GeV) 14.09 14.09 14.10 14.10

Integral MET > 200 GeV 2.51 2.52 2.51 2.54

tt̄ MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 5.49 5.49 5.52 5.57
RMS MET (GeV) 24.38 24.39 24.50 24.67

Integral |MET-truth MET| > 100 GeV 360.36 360.42 363.17 369.45

ZZ → ``νν MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 2.85 2.84 2.81 2.80
RMS MET (GeV) 18.63 18.63 18.63 18.63

Integral |MET-truth MET| > 100 GeV 0.56 0.56 0.55 0.55

data MET pT diff > 10 GeV pT diff > 20 GeV pT diff > 30 GeV

Mean MET (GeV) 38.15 38.18 38.46 38.77
RMS MET (GeV) 39.67 39.66 39.70 39.82

Integral MET > 200 GeV 88.0 89.0 87.0 86.0

Table 5.6.3.: Emiss
T tails studies. The scan was performed using selection criteria on frac > 0.5

(the old treatment) with three different pT diff . The jet is treated as a real jet and put
into the jet term if frac > 0.5 or pT diff is larger than a threshold.
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Figure 5.6.6.: Comparison of the Emiss
T performance between old (red) and new (blue) jet

and electron/photon/hadronically decaying τ -lepton overlap removal (OR) procedure in
Z → ee simulation. The Emiss

T tails are diminished with the new technique, indicating fake
Emiss

T has been reduced. The studies were performed in release 20.7 [92].
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The resolution of each object (σpTi) is assumed to have a Gaussian shape. σφi is the2234

variance in φ per object. The σpTi and σφi are considered uncorrelated. After a φi rotation2235

to make each object have the same direction in the basis of (x, y), the covariance becomes:2236

Vxy = ΣiVi =

(
σ2
x σ2

xy

σ2
xy σ2

y

)
. (5.6.5)

One can then rotate the (x,y) system to the longitudinal and transverse (L,T) system by2237

rotating such that the total pT resolution is split into components parallel and transverse2238

to the Emiss
T . The covariance matrix is given by the rotation in the angle of the total2239

reconstructed Emiss
T :2240

VLT = R−1(φ)VxyR(φ), R(φ) =

(
cos(φ) sin(φ)
−sin(φ) cos(φ)

)
. (5.6.6)

The METSig is rewritten in the (L,T) system as:2241

S2 = (EmissT , 0)

(
σ2
L σ2

LT

σ2
LT σ2

T

)−1(
EmissT

0

)
. (5.6.7)

where the calculation of the covariance is:2242

V −1
LT =

1

detVLT

(
σ2
T −σ2

LT

−σ2
LT σ2

L

)
,

=
1

σ2
Tσ

2
L − σ4

LT

(
σ2
T −σ2

LT

−σ2
LT σ2

L

)
.

(5.6.8)

With the above calculations, the object-based METSig can be cast in the form:2243

S2 =
1

σ2
Tσ

2
L − σ4

LT

(EmissT , 0)

(
σ2
T −σ2

LT

−σ2
LT σ2

L

)(
EmissT

0

)
,

=
σ2
T (EmissT )2

σ2
Tσ

2
L − σ4

LT

,

=
σ2
T (EmissT )2

σ2
Tσ

2
L − ρ2

LTσ
2
Lσ

2
T

,

=
(EmissT )2

σ2
L(1− ρ2

LT )
,

(5.6.9)

where σ2
LT = ρLTσLσT . σL and σT are the variances in the longitudinal and transverse2244

directions to the Emiss
T , respectively. ρLT is the correlation factor of the longitudinal L and2245

the transverse T measurement. The object-based METSig provides good discriminating2246

power against fake Emiss
T in many analyses.2247
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Figure 5.6.7.: Sketch of the track-based soft term projection with respect to phard
T . Image

from Ref. [92].

5.6.4. Soft Term Systematic Uncertainty2248

For the Emiss
T systematics, the uncertainties on the hard term come from the recommenda-2249

tions of the object (p.ex. muon) groups, which are propagated to the Emiss
T . The MET2250

group evaluates the modelling uncertainties of the soft term in events by measuring the2251

degree of balance between the soft term and the hard term in the transverse plane. This is2252

measured in Z → ee or Z → µµ events, which ideally have no truth Emiss
T . Figure 5.6.72253

illustrates the projections of psoft
T along phard

T .2254
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Three projected quantities are studied, and the largest disagreement between simulation2255

and data is used as the systematic uncertainty in the soft term:2256

• Mean of the soft EmissT‖ . This is the scale of the soft Emiss
T that is parallel to the hard2257

term2258

• Resolution of the soft Emiss
T that is parallel to the hard term2259

• Resolution of the soft Emiss
T that is transverse to the hard term2260

To account for the effect on different topologies, the systematic is additionally split into jet2261

inclusive and 0-jet selections. The maximal data/MC discrepancy is derived from these2262

two cases as the systematic envelope.2263

5.6.5. MET Performance2264

The Emiss
T algorithm can be tested, e.g. with W → lν events to reveal how well the2265

algorithm reconstructs intrinsic Emiss
T and with Z → `` events to reveal how much fake2266

Emiss
T the algorithm reconstructs. A set of variables are constructed in order to understand2267

if the Emiss
T algorithm is performing well: resolution, scale, tails, Data/MC..., etc.2268

Resolution2269

Due to non-Gaussian tails of the Emiss
T , the resolution is calculated by taking the root-mean-2270

square (RMS) of the Emiss
T in the x and y directions. The information of the tails would2271

get lost if the resolution is only taken from a Gaussian fit over the core of the distribution.2272

The width is measured:2273

RMS(Emissx(y) ) =

{
RMS(Emissx(y) − E

miss,true
x(y) ) W → eν or tt̄ sample.

RMS(Emissx(y) ) Z → `` sample.
(5.6.10)

Figure 5.6.8 shows the Emiss
T resolution in 2017 data. The resolution gets worse with more2274

pile-up. Increasing the jet pT threshold from 20 GeV (Loose operating point) to 30 GeV2275

(Tight operating point) in the forward region produces a smaller dependence on pile-up2276

as shown in 5.6.8 (a). Figure 5.6.8 (b) indicates most of the pile-up dependence comes2277

from forward jets. The improved PFlow Emiss
T performance compared with EMTopo Emiss

T2278

in terms of resolution is shown in 5.6.8 (c). Figure 5.6.8 (d) shows data 2017 and MCs2279

(Sherpa and Powheg) agree in the Emiss
T resolution with respect to the average number2280

of interactions per bunch crossing <µ> (similar results for EMTopo and PFlow).2281

Tails2282

The Emiss
T tail is defined as:2283

f(x) =

∫∞
x dEmiss

T
dN

dEmiss
T∫∞

0 dEmiss
T

dN
dEmiss

T

, (5.6.11)

where x refers to a certain Emiss
T threshold, normally taking 150 GeV or 200 GeV. The2284

fraction of the Emiss
T in tails represents an important quantity of event-by-event fluctuations2285

in terms of detection of overlapping objects in the Emiss
T reconstruction. Appendix A.1 is a2286

good example of how incorrect overlap removal affects the Emiss
T calculation resulting in2287

larger Emiss
T in tails.2288
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5. Object Reconstruction

(a) (b)

(c) (d)

Figure 5.6.8.: The Emiss
T resolution determined in 2017 data for (a) EMTopo Jets with

inclusive jets for Loose and Tight working points with respect to <µ>. (b) EMTopo jets
with inclusive jets and exclusive jets with pT > 20 GeV (Njet = 0) in the forward region
(|η| > 2.4) and the whole η region. (c) Tight working point with EMTopo v.s. PFlow. (d)
Data v.s. Sherpa and Powheg comparison for EMTopo jets.
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5.6. Missing Transverse Momentum

Scale2289

For events without intrinsic Emiss
T (Z → `` decays), ideally the calibrated Emiss

T is 0, and2290

the degree of balance is estimated by projecting Emiss
T onto the Z boson direction:2291

<
−→
Emiss
T · ÂZ >, (5.6.12)

where ÂZ is defined as:2292

ÂZ =
−→pT

`+ +−→pT
`−

|−→pT
`+ +−→pT

`−|
. (5.6.13)

The projection being close to 0 is preferred, which means the recoil is well reconstructed.2293

Figure 5.6.9 displays the scale comparison between full Run-2 data and MCs with PFlow2294

jets in the Z → µµ events. he scale ends up being different from 0 mostly because the soft2295

term misses the neutral components. One can also compare events with and without jets2296

which allows distinction between the jet and soft term responses.2297

(a)

Figure 5.6.9.: Emiss
T projection. The Emiss

T scale as a function of the pT of the Z boson.
Image from Ref. [103].

In events that have intrinsic Emiss
T (W → µν) the scale is measured using linearity:2298

linearity =

〈−→
Emiss
T −

−→
Emiss,truth
T−→

Emiss,truth
T

〉
. (5.6.14)

The ideal linearity is expected to be toward zero if the calibrated Emiss
T is equal to the2299

truth Emiss
T .2300
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5. Object Reconstruction

Data/MC2301

The modelling of the Emiss
T distributions in a Z → ee selection with full Run-2 data is2302

shown in Figure 5.6.10. Data is well described by the low-Emiss
T and high-Emiss

T samples,2303

especially below 400 GeV.2304

Figure 5.6.10.: Modelling of PFlow Emiss
T . The Z → ee sample is produced with Powheg.

Diboson samples include: WW → lνlν, WZ → lνll, and ZZ → ``νν. Image from: Ref.
[103].
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Chapter 62305

Heavy Higgs Search2306

A search is performed for an additional heavy Higgs boson in the H → ZZ → `+`−νν̄2307

final state using the Run-2 data-set taken in 2015−2018 in 13 TeV pp collisions [1]. The2308

`+`−νν̄ signal region is split into VBF and ggF categories targeting the Higgs production2309

processes as shown in Figure 6.0.1. The SM ZZ process is the dominant background and2310

the largest source of systematic uncertainty in this search. A novel method to estimate the2311

ZZ background based on boson substitution using Zγ events in data, aiming to reduce2312

significant systematic uncertainties, is developed and presented in this chapter. The Zγ2313

method can also be used to measure the (dominant) SM ZZ background in other searches:2314

a single Z boson recoiling against missing transverse momentum (mono-Z) including the2315

specific case of SM Higgs bosons (h) decaying into invisible particles, produced in association2316

with a leptonically decaying Z boson (`` +Emiss
T ). The mono-Z and Zh(inv) channels are2317

only discussed in this chapter in the context of the Zγ to ZZ estimate. For the Zγ to ZZ2318

estimate for these analyses, Emiss
T is assumed as the discriminating variable, but since the2319

analyses are not finalised yet, no details or results are given.2320

(a) (b)

Figure 6.0.1.: Feynman diagrams for the leading production modes ggF (a), and VBF (b),
where the heavy Higgs decays to Z(``)Z(νν).

The studied experimental signature of the heavy Higgs boson production is a pair of leptons2321
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6. Heavy Higgs Search

and the Emiss
T . This final state contributes complementary sensitivity to other channels2322

such as H → ZZ → ````, H → ZZ → ``qq and H → ZZ → ννqq. The ```` channel2323

dominates the sensitivity at low mH (< 500 GeV) due to its better mass resolution and2324

smaller background yields. Despite the larger backgrounds of the ZZ → `+`−νν̄, ``qq,2325

and ννqq decay modes compared to the ZZ → `+`−`
′+`
′− final state, the larger branching2326

ratios for these channels allow them to improve the sensitivity at high mH . Because the2327

neutrinos in the final state are not experimentally accessible, it is not possible to use the2328

conservation of four-momentum to fully reconstruct the invariant mass of the two Z bosons.2329

The transverse mass, mT, is then used to discriminate between the high mass Higgs boson2330

and the background expectation from SM processes. The mT is defined as:2331

m2
T ≡

[√
m2
Z + |−→p ``T |2 +

√
m2
Z + |−→p missT |2

]2

−
[−→p ``T +−→p missT

]2
. (6.0.1)

95% C.L. upper limits on the production cross-section of an additional heavy Higgs boson2332

are determined in the case that no significant deviation from the SM is observed. The2333

results of the analysis are also interpreted in terms of 2HDM and Randall-Sundrum graviton2334

models (the theoretical motivation is given in Sections 2.4 and 2.5). The data and MC2335

samples used in this analysis are described in Chapter 4. The object selections are detailed2336

in Chapter 5. This chapter is organized as follows: Section 6.1 introduces the event2337

selections for the `` +Emiss
T final state. Section 6.2 gives an overview of the background2338

contributions in the analysis. Section 6.3 details the ZZ estimation method using Zγ2339

events and its associated systematic uncertainties. The kinematic distributions in the signal2340

region showing data and the comparison with the predicted SM background can be found2341

in Section 6.4. In Section 6.5, the limit setting and signal scans are discussed, and the2342

results are presented.2343

6.1. Event Selection2344

The event selections for the `` +Emiss
T final state for the separate analyses are given in2345

this section: the search for the heavy Higgs with `` +Emiss
T final state (high mass (HM)2346

search) and the search for a Higgs boson through associated production Zh(→inv) with ``2347

+Emiss
T final state (low mass (LM) search). While both analyses differ in their optimization2348

studies and the interpretation of their results, the common experimental signature of2349

two charged leptons from a Z boson plus some appreciable Emiss
T allows for a common2350

baseline event selection and the same strategy for background estimation. The optimal2351

thresholds are determined based on a standard Poisson counting experiment with and2352

without background uncertainties. The expected significance without taking into account2353

background uncertainties is estimated with:2354

Z =

√
2

(
S +B ln[1 +

S

B
]− S

)
, (6.1.1)

where S and B are the signal and background yields, respectively. This number is degraded2355

in the presence of a systematic uncertainty on the background. The expected significance2356

including background uncertainties is calculated with [104, 105]:2357

100



6.1. Event Selection

Z =
√

2erf−1(1− 2p),

p = A

∫ ∞
0

db G(b;Nb; δNb)Σ
∞
i=Ndata

e−NbN i
b

i!
,

A =

[∫ ∞
0

db G(b;Nb; δNb)Σ
∞
i=0

e−NbN i
b

i!

]−1

.

(6.1.2)

The summation term from data (Ndata = the number of background events Nb + the2358

number of signal events Ns) to infinity is the probability of observing i data events taken2359

from a Poisson distribution with an expected Nb. The p-value (p) is the probability that2360

the background fluctuates up to give as many or more than i data events. The symbol A is2361

a normalisation factor. The δNb is the size of the systematic uncertainty of the background,2362

and G is a Gaussian function. The p-value is converted into a sensitivity, Z, where erf(x)2363

is the error function. The selection criteria are chosen such that the highest expected2364

significance is achieved [106].2365

The data used in the analyses are collected with single lepton triggers (electron or muon).2366

The trigger menu used is reported in Table 6.1.1.2367

Trigger selection

Single Muon mu20 iloose L1MU15 OR mu50 (2015)

mu26 ivarmedium OR mu50 (2016,2017,2018)

Single Electron e24 lhmedium L1EM20VH OR e60 lhmedium OR e120 lhloose (2015)

e26 lhtight nod0 ivarloose OR e60 lhmedium nod0 OR e140 lhloose nod0 (2016, 2017, 2018)

Table 6.1.1.: Trigger requirement in `` + Emiss
T analyses in 2015−2018 data periods. The

single lepton triggers are all un-prescaled in the 2015−2018 data taking period, and require
that low pT electrons/muons pass isolation requirements.

A high trigger efficiency with a sharp turn-on curve for the electron pT is shown in Figure2368

6.1.1. The performance of the single electron triggers is evaluated exploiting a tag-and-probe2369

method using Z → ee events. HLT efficiencies for pT thresholds of 140 GeV, 60 GeV,2370

and 26 GeV with an additional tight isolation requirement are measured. Above a certain2371

pT threshold, meaning above the turn-on curve, the HLT efficiency is about 90−95%.2372

The agreement is within 2−4% above 30 GeV in pT between data and MC. The residual2373

differences are corrected with a data/MC scale factor.2374

Since the triggers are operating in LHC collisions with increasing instantaneous luminosity,2375

the trigger selections are adjusted according to the year. The trigger selections attain high2376

signal efficiency for the full Run-2 data taking period. Due to the sharp turn-on curve of2377

single lepton trigger efficiencies, a pT > 30 GeV selection on the leading lepton is applied.2378

All data events are required to pass the Good Runs List (GRL) to exclude events in2379

problematic conditions. A set of quality checks on data events are applied, following2380

the recommendations of the data preparation group. In particular, events affected by2381

detector/read-out problems are removed [108].2382

This analysis uses a set of data events collected by the ATLAS detector in pp collisions based2383

on the full 2015−2018 (Run-2) dataset, which corresponds to 139 fb−1 at a centre-of-mass2384
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6. Heavy Higgs Search

(a) (b)

Figure 6.1.1.: Efficiency of the lowest un-prescaled single electron trigger
combination (logical OR of HLT e26 lhtight nod0 ivarloose, HLT e60 lhmedium nod0
and HLT e140 lhloose nod0) in 2018 data, compared to Z → ee Powheg +Pythia Monte
Carlo (a) as a function of the offline electron transverse energy, (b) as a function of the
offline electron pseudorapidity. The offline electron fulfills a tight offline identification
requirement. Image from Ref. [107].

energy of 13 TeV. The uncertainty on the combined 2015−2018 integrated luminosity is 1.7%2385

[109], obtained from the LUCID-2 detector [110] for the primary luminosity measurements.2386

A set of Jet Cleaning criteria is applied to remove jets originating from non-collision events,2387

such as hardware problems, cosmic-ray showers or beam related backgrounds. These jets2388

can give rise to fake missing transverse momentum that results in an increased tail of the2389

Emiss
T distribution. Events with poor quality jets, defined as pT > 20 GeV jets not passing2390

the Loose selection criteria for the Jet Cleaning [89], are rejected.2391

The event selection is summarised in Table 6.1.2. Events are required to contain exactly2392

two same flavour and oppositely charged electrons or muons that pass the object selections2393

described in Sections 5.2 and 5.3. Certain backgrounds are reduced by the event selections,2394

which are shown in the table as well. For example:2395

• Events with a third lepton are vetoed to reduce background from ZZ → ```` (with2396

two unidentified leptons) and WZ → `ν`+`− events. The pT thresholds and selection2397

criteria for the third lepton are shown in Tables 5.2.1 and 5.3.1. The pT threshold is2398

set to be 7 GeV as baseline selection with a looser lepton quality.2399

• The invariant mass of the selected two leptons is required to be within the range of2400

76 GeV ≤ M`` ≤ 106 GeV. This requirement significantly reduces events which don’t2401

include a Z boson, for example tt, WW → `+ν`−ν̄, etc.2402

• Other common selections are applied, which exploit the topology and kinematics of2403

the signal events. In both analyses, a lower threshold is set on the Emiss
T variable,2404

which helps selecting signal events while rejecting the inclusive Z production. Due to2405

different signal topologies for HM and LM searches, the Emiss
T threshold requirements2406

differ accordingly.2407

• A heavy Higgs boson decays into a pair of boosted Z bosons, which implies the two2408

decay leptons are close in the space. An upper threshold on the distance ∆R`` is2409

therefore applied.2410
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6.1. Event Selection

• As the heavy Higgs is expected to be produced at rest, the two Zs are expected to2411

be back-to-back, and so the Emiss
T should be back-to-back with the observed Z boson.2412

Therefore, ∆ φ(Z, Emiss
T ) is required to be above a certain threshold.2413

• High mT Drell-Yan events that pass the above selection criteria usually have high pT2414

jets, a boosted Z boson, and large Emiss
T , which originates from the mismeasurement of2415

high pT jets. To reduce this background, the minimum azimuthal angular separation2416

between the Emiss
T and all jets with pT > 100 GeV in the event (∆φ(jet, Emiss

T )) must2417

be larger than a certain value. Background sources arising from fake Emiss
T are further2418

reduced by requiring a Emiss
T significance cut.2419

• A veto on any b-tagged jets is applied to reduce heavy flavour background, such as2420

events including top quarks.2421

Due to its non-negligible production cross-section and unique signature, the vector boson2422

fusion process is also considered. The vector boson fusion topology in the heavy Higgs search2423

is targeted by applying stringent requirements on the invariant mass (Mjj) and separation2424

(|∆ηjj |) of the two leading jets (both are required to have pT of at least 30 GeV, which2425

allows reducing pile-up effects) in the event. These selections reduce ggF contamination in2426

the VBF signal region and reduce backgrounds. (The description of the VBF topology can2427

be found in Section 2.2.) All events that do not fulfil the VBF criteria are collected in the2428

ggF category.2429

Event Pre-Selection

All Good GRL events

Vertex with ≥ 2 tracks with pT > 1 GeV

Single lepton trigger as in Table 6.1.1

Event Selection Targeted background

High mass Low mass —

Two same flavour opposite-sign leptons (e+e− OR µ+µ−)

Veto of any additional lepton with Loose ID and pT > 7 GeV ZZ → ````, WZ

76 < M`` < 106 GeV Non-resonant `+`−

Emiss
T > 120 GeV Emiss

T > 90 GeV Z + jets

∆R`` < 1.8 Z + jets, Non-resonant `+`−

∆φ(Z, Emiss
T ) > 2.5 ∆φ(Z, Emiss

T ) > 2.7 Z + jets, Non-resonant `+`−

b-jet Veto Single top, tt̄

Emiss
T significance > 10 Emiss

T significance > 9 fake Emiss
T sources

∆φ(jet(pT > 100 GeV), Emiss
T ) > 0.4 — Z + jets

High Mass VBF —

At least 2 jets with pT > 30 GeV —

Mjj > 550 GeV —

|∆ηjj | > 4.4 —

Table 6.1.2.: List of selections applied at the event selection level for high mass (heavy
Higgs) and low mass (mono-Z, Zh(inv)) analyses. For the Zh(inv) analysis, a boosted
decision tree (BDT) is currently studied which could replace the current discriminating
variable Emiss

T .
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6. Heavy Higgs Search

6.2. Background Estimates2430

This section describes how the main backgrounds in the `` + Emiss
T final state are estimated.2431

The backgrounds are divided into two main categories:2432

• Irreducible Backgrounds: processes with a true `` + Emiss
T final state.2433

• Reducible Backgrounds: processes with an `` + Emiss
T final state arising from2434

fake or missing leptons, and/or fake Emiss
T .2435

Some backgrounds remain even after applying event selections. The dominant irreducible2436

background in the `` + Emiss
T final state is the Standard Model ZZ → `+`−νν̄ process2437

(∼ 60%), since it has two genuine leptons from a Z-boson plus two neutrinos giving missing2438

transverse momentum. Due to its similarity to the signal events, the signal region selections2439

are unable to significantly reduce this background, and it remains the dominant analysis2440

background. The second leading background is WZ → `ν`+`− (∼ 30%), despite the higher2441

cross-section w.r.t the ZZ → `+`−νν̄ process, as it can be reduced by vetoing the presence2442

of a third lepton in the event. Other reducible backgrounds include the non-resonant ``2443

production (∼ 5%), Z + jets (∼ 4%), and the remaining contribution from V V V and tt̄V2444

(∼ 1%).2445

Control regions (CR) are defined to be orthogonal to the signal region (SR) by inverting2446

one or more of the SR selections. Each CR aims to preferentially select specific categories2447

of background events. Whenever possible, the estimation of each background is extracted2448

directly from the data sample. Otherwise, MC based estimates verified in data are used2449

and scaled accordingly.2450

Background Estimation Methods and Uncertainties2451

• ZZ → `+`−νν̄ is the leading background in the `` + Emiss
T analyses. It consists2452

of contributions from three production modes, the qq → ZZ, gg → ZZ, and EW2453

qq̄→ ZZ processes. The shape of the mZZ
T distribution is provided by the MC2454

simulation. MC sample production for the ZZ background is discussed in Section2455

4.1. The ZZ MC uncertainties consider both the theoretical uncertainties and2456

the experimental uncertainties. The experimental uncertainties are provided by2457

the Combined Performance (CP) groups and include efficiency uncertainties for2458

triggering, the reconstruction and identification of physics objects, as well as the2459

energy scale and resolution of leptons, jets and Emiss
T . The theoretical uncertainties2460

from parton-density-functions (PDFs), missing higher-order QCD scales, and parton2461

showers (PS) are estimated. The PDF uncertainty is deduced from the envelope of2462

bands of different PDF choices and its internal PDF error sets. The largest variation2463

of varying the factorization and renormalisation scales by half or double is taken2464

as the QCD uncertainty. More explanations of these uncertainties can be found2465

in Section 4.1. Additionally, the parton shower uncertainty is obtained by varying2466

shower-related parameters in Sherpa. Matrix element matching scale (CKKW),2467

resummation scale (QSF), and parton shower recoil scheme (CSSKIN) are varied2468

using truth samples. The CKKW scale is used to resolve the overlap between jets2469

from the matrix element and the parton shower. The QSF scale is used for the2470

resummation of soft gluon emissions. The CSSKIN scale is used for the subtraction2471

scheme that covers soft limits, and collinear limits, etc. For illustration, the theoretical2472

uncertainties are propagated to the MC-based estimation on the total yield. The2473

size of each uncertainty is summarised in Table 6.2.1. The large value of the QCD2474
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6.2. Background Estimates

Percentage(%)
Inclusive

PDF QCD PS

qqZZ
ggH 1.7 5.3 3.8
VBF 1.7 16.0 16.3

ggZZ
ggH 1.8 40.7 3.8
VBF 2.0 45.2 11.2

qqZZjj
ggH 1.9 5.3
VBF 2.7 9.7

Table 6.2.1.: Theory uncertainties on the total yield of the different ZZ processes in the
ggF and the VBF categories, due to PDF, QCD, and PS variations.

uncertainty on the ggZZ process is due to the fact that the simulation is only leading2475

order in QCD.2476

Moreover, NLO EW corrections have been considered [62], which are calculated in2477

two schemes, additive and multiplicative with NLO QCD, and the central value of2478

the corrections is the average. Above 1 TeV, the EW corrections reduce the expected2479

event yield by about 20%. The uncertainty on the EW correction (less than 1% in2480

low mass region and ∼ 10% in the high mass region) is taken from the difference of2481

the average w.r.t the additive/multiplicative schemes.2482

In the H → ZZ → `+`−νν̄ analysis, the shape of the mT distribution is estimated2483

using the MC simulation, but the predicted ZZ yield is scaled by a floating normal-2484

ization factor, which is derived in a simultaneous likelihood fit to the signal-region2485

data. Therefore, the normalisation uncertainties only enter the relative yield of qqZZ2486

and ggZZ processes.2487

An alternative estimation method, the Zγ method, will be discussed in Section 6.32488

and it is used as a cross-check especially of the shape.2489

• WZ → `ν`+`− is the subleading background. The shapes of mZZ
T distributions are2490

estimated using NLO QCD MC samples. The normalization factor with respect to2491

NLO is obtained by comparing the MC and data in a three-lepton CR, which is2492

dominated by WZ → lν`` events. The selections are based on the transverse mass2493

of the W boson and the Emiss
T significance. The mW

T is reconstructed by the Emiss
T ,2494

the transverse momentum of the third lepton plT, and the azimuthal opening angle2495

between the two leptons:2496

mW
T =

√
2plTE

miss
T (1− cos∆φ). (6.2.1)

The CR selection is shown in Table 6.2.2.2497

mT (W ) > 60 GeV

Emiss
T significance > 3

b-jet Veto

Table 6.2.2.: 3l CR selection, which is applied on top of the modified pre-selections (purity
> 90%).
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6. Heavy Higgs Search

The WZ yield in data in the SR (N2lSR
WZ,data) is derived by the number of data events in2498

the 3l CR (N3lCR
WZ,data) times the MC ratio of 2l SR (N2lSR

WZ,MC) and 3l CR (N3lCR
WZ,MC):2499

N2lSR
WZ,data = N3lCR

WZ,data ×
N2lSR
WZ,MC

N3lCR
WZ,MC

. (6.2.2)

The uncertainties considered are experimental systematics measured by CP recom-2500

mendations and PDF and QCD scale uncertainties from theory. The total uncertainty2501

from all sources is about 4% in ggF and 25% in VBF. The dominant experimental2502

uncertainties come from the jet energy scale and jet energy resolution.2503

• The non-resonant-`` contributions include top, Wt, WW , and Z → ττ events. They2504

are estimated by studying eµ + Emiss
T events from data. A CR is defined with the2505

standard event selection except for the requirement of an opposite sign eµ pair. The2506

final background contribution is estimated in both yield and shape by using the2507

ratio between di-lepton final states, ee : µµ : eµ = 1 : 1 : 2, and the differences in2508

reconstruction efficiencies of electrons and muons:2509

NSRee
ee =

1

2
× ε×Ndata,sub

eµ ,

N
SRµµ
µµ =

1

2
× 1

ε
×Ndata,sub

eµ ,

(6.2.3)

where ε (ε2 = Nee
Nµµ

) is a pT and η dependent efficiency for the number of electrons (e)2510

and muons (µ), and it is calculated as:2511

ε2(pT, η) =
Ne1

(pT,η)
e2
(pT,η)

Nµ1
(pT,η)

µ2
(pT,η)

. (6.2.4)

Ndata,sub
eµ is the number of eµ data events after non-eµ MC has been subtracted off in2512

the CR, Ndata,sub
eµ = Ndata

eµ - NMC
non−eµ.2513

The estimation of the non-resonant-`` in the VBF-enriched signal region is obtained2514

by a CR with a looser selection on the jets compared to the SR due to the limited2515

size of the data sample. The estimate is then scaled by a MC-based transfer factor to2516

extrapolate to the SR.2517

The total systematic uncertainty on the estimated WZ yield in the ggF category is2518

about 4%, and in the VBF category is about 40%. The total statistical uncertainty2519

in the ggF category is about 10%, and in the VBF category is about 30%.2520

• The Z + jets background is estimated by a sideband technique. This method defines2521

a CR with a single reversed cut to enhance the background. The Emiss
T significance2522

variable is used because it provides good separation between Z + jets events and2523

events with intrinsic Emiss
T . The ∆φ(jet, Emiss

T ) selection is removed to increase2524

statistics in the CR. The 1D sideband estimate is calculated as2525

Nest
SR = Ndata,sub

CR ×
NMC

SR

NMC
CR

,
(6.2.5)
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where the CR selection is defined in Table 6.2.3. The Z + jets prediction uses both2526

the corrected yield and the shape from the sideband. The systematic uncertainty2527

is ∼ 40 % for the ggF category and ∼ 80 % for the VBF category. Dominant2528

uncertainties come from jet related uncertainties (38% for ee and 30% for µµ).2529

without ∆φ(jet(pT > 100 GeV), Emiss
T )

Emiss
T significance < 9

Table 6.2.3.: Z + jets CR selection (purity ∼ 70-80%)

An alternative method using γ+ jets is performed and serves as a cross-check of2530

the sideband technique. This method relies on the similarity between Z + jet and2531

γ+ jets event topologies to estimate the SR Z + jets background from single-photon2532

events.2533

6.3. Introduction to the Zγ Method2534

The Zγ method is a way to estimate the ZZ → `+`−νν̄ background from data, using events2535

with a Z and a photon. Z(``)γ production is very similar to ZZ → `+`−νν̄ as shown2536

in Figure 6.3.1, but occurs at a higher rate, which reduces the statistical uncertainties.2537

The processes of γ and Z(→ νν) are kinematically similar especially at high pT, where2538

the mass difference between the photon and the Z boson becomes insignificant, so many2539

of the uncertainties on the cross-section will cancel in the ratio, reducing the theoretical2540

uncertainties.2541

The basic idea of the method is to correct the measured mT distribution in Zγ events with2542

the calculated cross-section ratio. This cross-section ratio is calculated as a function of Z2543

or photon truth pT. The Zγ events are additionally corrected for the photon reconstruction2544

efficiency εγ , again as a function of photon pT. These two factors are applied on an2545

event-by-event basis to the mT distribution in data Zγ events where the photon pT is added2546

to the missing transverse momentum of the event to mimic the production of ZZ → `+`−νν̄2547

background as illustrated by the following formula:2548

ZZ = Zγreco
γ→Emiss

T
× 1

ε
reco/truth
γ

×R(
σZZ
σZγ

)truth
γpT

. (6.3.1)

The Zγ method is not fully a data-driven method, as the formula shows that it still depends2549

on the theory calculations of the ratio and the MC simulation for the efficiency term. No2550

attempt is currently made in the Zγ method to split the signal region into ggF and VBF2551

parts, instead an inclusive signal region is considered. The discussion of each ingredient in2552

the formula is organized as follows: the Emiss
T calculation, where the photon is treated as2553

Emiss
T (in data events), the photon efficiency calculation, where the photon is extrapolated2554

from the truth to the reconstructed level (in MC events), and the determination of the2555

cross-section ratio of ZZ and Zγ events at the truth level are shown in Subsection 6.3.1,2556

6.3.2 and 6.3.3, respectively. The validation of the method using a closure test on ZZ MC2557

is presented in Subsection 6.3.4. To use Zγ events in data, one must think about what2558

other backgrounds are going to fall into the Zγ CR. The calculation for these backgrounds2559

is described in Subsection 6.3.5. The data/MC agreement in the Zγ CR is shown in2560
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(a) (b)

(c) (d)

Figure 6.3.1.: Leading order Feynman diagrams for ZZ/Zγ production through the qq̄ and
gg initial state.

Subsection 6.3.6. The sources of systematic uncertainty that affect the ZZ prediction are2561

investigated in Subsection 6.3.7. The comparison between the finalized prediction of the ZZ2562

distribution using the Zγ method and the ZZ prediction from MC is given in Subsection2563

6.3.8.2564

6.3.1. Ingredient Discussion: Emiss
T Reconstruction2565

Zγ events have no intrinsic Emiss
T at LO in QCD. One ingredient in the Zγ method is2566

treating the highest pT photon as invisible, thus contributing to the existing Emiss
T , which2567

is dominantly caused by reconstruction effects and referred to as fake Emiss
T in the following.2568

The photon is treated as an invisible particle by using a tool in the Emiss
T software, which2569

corresponds to the Emiss
T obtained by calculating the sum of the photon and missing energy2570

4-vectors, as shown in Figure 6.3.2.2571

6.3.2. Ingredient Discussion: Photon Efficiency2572

The baseline selections for photons are found in Table 5.2.2. Additional requirements are2573

placed on the separation of photons from other objects in the event. Photons are rejected2574

if they have ∆R < 0.4 with any electrons or muons in the event, and jets are removed if2575

they have ∆R < 0.4 with a photon. Each event is required to have at least one photon2576

with pT > 70 GeV. The truth photon used to calculate the photon efficiency must be the2577

same as the truth photon in the ratio R to allow the extrapolation from reconstruction to2578

truth level. The truth photon selections are shown in Table 6.3.1.2579

Events are rejected if the photon comes from hadron decays or the final state radiation2580

(FSR). The selection criteria on reconstructed photons are the same as those used in the2581

ATLAS Zγ production cross-section measurement [111]. The photon efficiency for truth2582

photons to pass identification and isolation selection criteria is computed as a function of2583

transverse energy using Sherpa samples at NLO. The efficiency is obtained by applying2584
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(a)

Figure 6.3.2.: Sanity check for the Emiss
T calculation in the Zγ events. The black Emiss

T

distribution shows the Emiss
T calculation treating the photon as an invisible particle using

the Emiss
T tool, which is exactly the same as the vector sum of the fake Emiss

T and the photon
pT, shown in red.

Table 6.3.1.: Truth photon selections used to calculate the cross section ratio R and the
photon efficiency.

Stable particles (lifetime ct0 > 10 mm)
Prompt or lepton-associated photons (pdgID=22, not from hadrons or τs)
pT > 70 GeV
|η| < 2.5

all the event selections up to the ∆R(``) < 1.8 selection. The efficiency curves compared2585

to case without the ∆R(``) < 1.8 cut are shown in Figure 6.3.3. A dependence is seen2586

on this cut, especially at lower photon pT. The efficiency is similar at high pT with and2587

without the ∆R(``) cut. More cuts were not applied, because no statistically significant2588

difference was seen, and it would reduce the available MC statistics. The efficiencies for2589

high pT photons go up to about 80% as shown in Figure 6.3.4. The increasing trend is2590

because boosted photons are more likely to pass the shower shape criteria, which are part2591

of the photon identification, as they have narrower energy deposits.2592

6.3.3. Ingredient Discussion: Production Ratio of the ZZ and Zγ Pro-2593

cesses2594

The different production rate between the Zγ and ZZ processes is taken into account2595

with pT dependent ratios. The cross-sections are calculated at NNLO using the Matrix2596

program. The ratio R has also been calculated for closure checks with Sherpa samples2597

at NLO. The event selection used in the calculation of the ratio R can be found in Table2598

6.3.2.2599
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Figure 6.3.3.: The efficiency for a truth photon to pass the reconstruction selection criteria
is shown as a function of the reconstructed photon transverse energy. The photon is
required to pass tight identification criteria and the loose isolation selection. The simulated
samples were produced using Sherpa generator, and MC campaigns correspond to the full
Run-2 dataset.
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of the reconstructed photon transverse energy. The comparison is shown between years
where mc16a, mc16d, and mc16e corresponding to the dataset in 2015/2016, 2017 and
2018, respectively.
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Table 6.3.2.: Event selection at truth-level for ZZ → `+`−νν̄ and Zγ → `+`−γ used to
calculate the cross section ratio R.

Variable ZZ Zγ

Nlep = 2

p`1T > 30 GeV

p`2T > 20 GeV
m`` 76 < m`` < 106 GeV
pννT > 60 GeV -
pγT - > 60 GeV
|ηγ | - < 2.5
∆R(`1, `2) < 1.8
∆φ(Z, γ) - > 2.5(HM) or >2.7(LM)
∆φ(Z,Emiss

T ) > 2.5(HM) or >2.7(LM) -
truth Emiss

T significance >9(HM) or >8(LM)

It was found to be important to mimic the analysis cuts as closely as possible when2600

calculating the cross-section ratio as shown in Figure 6.3.5. The Emiss
T significance cut, in2601

particular, affects ZZ and Zγ events differently, as Zγ has more jet activity at low γ pT2602

than ZZ. Since the Emiss
T significance variable is a reconstruction-level variable, a truth2603

level variable which can mimic the Emiss
T significance is therefore defined, and a selection on2604

it is applied for the calculation of the truth production ratio R. The truth Emiss
T significance2605

for ZZ events is defined as:2606

truth Emiss
T significance =

pTνν√
p`1T + p`2T +

∑
l p

jetl
T

, (6.3.2)

2607

where the truth jet selection is summarised in Table 6.3.3. For the Zγ events, the numerator2608

in Eq. 6.3.2 would be replaced by photon pT.2609

Identification AntiKt4TruthWZ jets1

Kinematic cuts pT > 20 GeV
|η| < 4.5

dR(jet, `1/`2/γ) > 0.4

Table 6.3.3.: Summary of truth jet selections.

Figure 6.3.6 shows the correlation between the truth-level and reco-level Emiss
T significance2610

obtained from Sherpa MC samples. The reco Emiss
T significance cut is mapped to the2611

truth Emiss
T significance cut, which is then applied when calculating the ratio R in the Zγ2612

method. The truth Emiss
T significance cut value is obtained by taking the peak value of2613

the truth Emiss
T significance distribution corresponding to a range of reco Emiss

T significance2614

values around the target value, as illustrated in Figure 6.3.7. Applying the truth Emiss
T2615

significance cut changes the production ratio R up to 30% in low pT regions as shown in2616

Figure 6.3.5. An uncertainty is applied to account for the slight miscorrelation between the2617

1anti-kt jet with radius 0.4. Muons and electrons from W/Z/H/τ are not included.
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Figure 6.3.5.: Production ratio R as a function of the truth photon (or neutrinos) transverse
energy with different analysis cuts applied (without EW corrections). The simulated samples
were produced using the Sherpa generator.

truth Emiss
T significance and reco Emiss

T significance variables (more detailed calculations2618

are shown in Section 6.3.7).2619

Two generators are used to investigate the production ratio. The Matrix R is calculated2620

as the fraction of (gg+qq)ZZ and (gg+qq)Zγ, which is the one chosen as the central value2621

for the data-driven method. The precision of the Matrix calculation was chosen to be2622

at permille level. There is no ggZγ Sherpa sample, but the impact is expected to be2623

small from Matrix studies. Figures 6.3.8 (a) and (b) show the agreement between the R2624

obtained from Sherpa in red and Matrix in cyan (ggZγ is included in the denominator,2625

which gives a complete calculation). The differences are due to differences in Matrix and2626

Sherpa calculations (see details in Section 4.2).2627

Figure 6.3.9 shows R with EW corrections is in general lower, which is expected. (The EW2628

corrections were produced by the authors of Ref. [62] for both ZZ and Zγ.)2629

6.3.4. Closure Checks2630

Closure checks are done using Zγ MC as input instead of data and trying to reproduce2631

the ZZ MC. Reco closure checks using Sherpa NLO samples also for the production ratio2632

R have been performed with and without EW corrections applied to the truth R, ZZ2633

MC, and Zγ MC. Figure 6.3.10 shows closure within a couple of percent reproducing the2634

mT distribution using the HM selections with the exception of one bin, which is likely a2635

statistical outlier. We have also checked the closure without applying the ∆R(``), ∆φ,2636

b-jet veto, and Emiss
T significance cuts, which can be found in Appendix B. Closure checks2637

on the Emiss
T distribution, used in the LM analysis, are shown in Figure 6.3.11. The2638
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Figure 6.3.6.: Truth Emiss
T significance v.s. reco Emiss

T significance on ZZ events (left) and
Zγ events (right). Z mass window, ∆R(``), ∆φ and b-jet veto cuts are applied.
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Figure 6.3.7.: Truth Emiss
T significance distributions in a range of 8.5 to 9.5 of reco Emiss

T

significance for (a) ZZ events and (b) Zγ events for the LM search, which uses a reco Emiss
T

significance threshold of 9. Truth Emiss
T significance distributions in a range of 9.5 to 10.5

of reco Emiss
T significance for (c) ZZ events and (d) Zγ events for the HM search, which

uses a reco Emiss
T significance threshold of 10. Z mass window, ∆R(``), ∆φ and b-jet veto

cuts are applied. The chosen truth Emiss
T significance cut values are 8 for the LM search

and 9 for the HM search.
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remaining differences between ZZ MC and ZZ predictions are taken into account as a2639

closure uncertainty described in Section 6.3.7.2640
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Figure 6.3.10.: Transverse mass closure checks without EW corrections (left) and with
EW corrections (right). The ZZ estimate and the ZZ MC have correlated statistical
uncertainties, as the same sample is used both for the prediction and the production ratio.
The HM selections are used here.

6.3.5. Z + Jets Background Estimate2641

To use the Zγ method in data, one must consider backgrounds. The Standard Model2642

backgrounds that contribute to the Zγ spectrum can be divided into three distinct categories:2643
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(right). The ZZ estimate and the ZZ MC have correlated statistical uncertainties, as the
same sample is used both for the prediction and the production ratio. The LM selections
are used here.

• Z + jets - this is the main background that contributes to the Zγ spectrum, where the2644

jet is misidentified as a photon. This background is estimated using the data-driven2645

method developed in the context of the SM Zγ cross-section measurement [111]. This2646

category contributes 6% of the events with photon transverse energy above 90 GeV.2647

• ttγ, Zγ → ττγ, and WWγ - these processes contain genuine prompt photons. ttγ2648

events account for about 1% of the total background at the Z mass cut level, and it2649

is negligible with the full analysis applied. The ttγ contribution is estimated using2650

MC simulation.2651

• WZ → `ν`+`− and H → ZZ → ````- if one electron is misidentified as a photon. The2652

background contribution in this category is also negligible (less than 1%).2653

In the SM Zγ cross-section measurement, the photon purity is evaluated using an ABCD2654

method. The method relies on two discriminating variables: the photon isolation and the2655

photon identification based on shower shape variables. Four ABCD2 regions are defined in2656

which the signal photon selections are relaxed, forming three background-enriched regions.2657

Assuming that there is no correlation between the four regions for background photon2658

candidates, the predicted Z + jets background in the signal region is derived by:2659

NZ+jets
A

NZ+jets
B

=
NZ+jets
C

NZ+jets
D

. (6.3.3)

2660

In each region, the number of Z + jets events can be defined as Ndata - Nbackground - NZγ ,2661

where Ndata is the total number of events in data and Nbackground is the number of events2662

from processes that are not Z + jets or Zγ, taken from MC. The signal leakage in each CR2663

is also obtained from MC, allowing to solve for the number of signal events in signal region2664

(A). The leakage parameters are defined as the ratio of the Nsig in each CR to the Nsig in2665

the SR.2666

The final result can be expressed in terms of the photon purity in the signal region, which2667

is defined as:2668

2The four ABCD regions are the signal region, A, and three background-enriched regions in which one or
both of the signal photon selections are reversed.
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photon purity =
NZγ

Ndata −Nbackground
. (6.3.4)

2669

The correlation between the four regions is considered when calculating the purity, and2670

three signal leakage parameters are taken into account for the case of signal leakage into2671

the CR. The purity in bins of the photon transverse energy is shown in Figure 6.3.12 where2672

the photon purity is up to 94% in the region above 70 GeV. The photon purity results are2673

taken directly from Ref. [111], which is possible because the photon selection was chosen2674

to be exactly the same in the Zγ method. In the Zγ method, only the ttγ background is2675

non-negligible. Therefore, the number of Z + jets background events is determined by2676

subtracting the ttγ events from data, and multiplying this number by (1 - purity = 0.06).2677

This number of Z +jets background events per bin is associated with a systematic error of2678

4%, which is propagated to the Zγ uncertainty. Details are presented in Section 6.3.7.2679

Figure 6.3.12.: Signal purity measured as a function of the photon transverse momentum.
Different cross checks from varying the definitions of the ABCD CR are shown in different
colour curves. Figure from Ref. [112].

6.3.6. Data/MC in the Zγ Control Region2680

The photon pT distribution measured in Zγ events in data is one of the ingredients used2681

in the Zγ method. The nominal Zγ event samples are produced using Sherpa (2.2.2)2682

at NLO generator with the NNPDF3.0 NNLO PDF set. The tt̄γ event samples are2683

produced using MadGraph5 aMC@NLO with the NNPDF23 PDF set at LO. The tt̄γ2684

distribution includes the systematic uncertainty, which is calculated by taking a 30% of the2685

tt̄γ cross-section [112]. A NLO K-factor of 1.44 is applied on the tt̄γ samples [113]. The Z2686

+ jets distributions are estimated as described in Section 6.3.5.2687

Photon pT distributions with the analysis selection criteria applied cumulatively are shown2688

in Figure 6.3.13 (no EW corrections are applied for these figures).2689

Comparison for Emiss
T in data and simulation with and without EW corrections are shown2690

in Figures 6.3.14. As discussed above, the photon pT is added to the intrinsic Emiss
T of2691

the Zγ events. It can be seen that EW corrections on the Zγ MC decrease the data/MC2692

differences in the Emiss
T > 200 GeV region when full analysis cuts are applied. However the2693

agreement is worse at the Z mass cut level. It appears as if QCD mismodelling affecting2694
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Figure 6.3.13.: The photon pT distribution as measured in the Zγ CR. Data points
represent collected data from 2015−2018 and are compared with the predicted Standard
Model background contributions in stacked histograms. The Zγ process is measured from
Sherpa at NLO (without EW corrections). (a) with Z mass window cut applied, (b) with
Z mass and ∆R cuts applied, (c) with Z mass, ∆R, and ∆φ cuts applied, (d) with Z mass,
∆R, ∆φ, and b-jet veto cuts applied, (e) with full analysis cuts applied. The Stat+Syst
band includes the statistical and systematic uncertainties of both Z + jets and tt̄γ, and
statistical uncertainty from the Zγ MC. The HM selections are used here.
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the analysis selection efficiencies and EW mismodelling cancel each other for the high Emiss
T2695

range. The discrepancy in the region of 90−120 GeV stays similar w.r.t the Emiss
T without2696

EW corrections.2697
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Figure 6.3.14.: The Emiss
T distribution as measured in the Zγ CR. The photon pT is added

to the intrinsic Emiss
T of the Zγ events. Data points represent collected data from 2015−2018

and are compared with the predicted Standard Model background contributions in stacked
histograms. The Zγ process is predicted by Sherpa at NLO, with EW corrections (a, c,
e) and without EW corrections (b, d, f) applied. (a) and (b) show the distributions with
the Z mass window cut applied, (c) and (d) with Z mass, ∆R cuts applied, (e) and (f)
with full analysis cuts applied. The Stat+Syst band includes the statistical and systematic
uncertainties of both Z + jets and tt̄γ, and statistical uncertainty from the Zγ MC. The
LM selections are used here.
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Comparison for mT distributions in data and simulation with and without EW corrections2698

are shown in Figure 6.3.15. Because there is an Emiss
T cut of 120 GeV applied in the HM2699

analysis, the region with the worst data/MC agreement from Figure 6.3.14 is cut out, and2700

a better data/MC agreement is seen in this case, especially after full selection cuts are2701

applied.2702

6.3.7. Systematic Uncertainties on the Zγ Method2703

Sources of systematic uncertainty taken into account in the Zγ method arise from2704

uncertainties in the ratio R (including the difference in R between Sherpa and Matrix),2705

photon reconstruction, closure, truth Emiss
T significance, backgrounds in the Zγ CR.2706

The cross-section ratio R is estimated from Matrix NNLO [59, 65] and it is currently2707

assigned a systematic uncertainty of 2.5% (plus EW uncertainties), which is obtained2708

without applying any cuts beyond the Z Mass requirement. Detailed studies are shown in2709

Section 4.3.1. The following uncertainties are considered:2710

• Uncertainties due to higher order QCD corrections, δQCD. These are estimated by2711

varying the renormalisation and factorisation scales (δscale), by an additional shape-2712

factor (δshape) and by comparing the NNLO/NLO K-factors of the two processes2713

(δHO). The quadratic sum of these three components gives the QCD uncertainty,2714

δQCD.2715

• Uncertainties due to photon isolation treatment (δiso).2716

• Uncertainties on the parton distribution functions (δPDF).2717

• Uncertainties due to higher order electroweak corrections (δEWK).2718

The total uncertainty on R(pT) is the quadratic sum of these individual uncertainties:2719

δR(pT) = δHO ⊕ δscale ⊕ δshape ⊕ δiso ⊕ δPDF ⊕ δEWK. (6.3.5)

The background uncertainty to the Zγ is assigned a conservative number, 4% (94% purity2720

× 0.04 relative uncertainty for photon pT > 70 GeV). The number is estimated based on a2721

study from the Zγ cross-measurement [111]. The estimation from the SM Zγ analysis is2722

summarised in Figure 6.3.16 showing the uncertainties on the three signal leakage fractions2723

(blue), event yields in the ABCD regions (pink) and the total (black). The relative total2724

uncertainties on the purity in bins of photon pT are calculated by varying each source ±12725

σ independently and adding the deviations in the nominal purity value in quadrature:2726

σP =
√

Σσ2
Pi
,

σPi = Max [P (xi ± σxi − P (xi))] .
(6.3.6)

The truth Emiss
T significance uncertainty is shown in Figure 6.3.17 (a). The transverse2727

mass distribution is produced using the nominal truth Emiss
T significance cut and a cut2728

that is varied by 0.5, and the largest difference w.r.t the nominal distribution (truth Emiss
T2729

significance cut applied at 9 as the nominal in HM search) is taken as the truth Emiss
T2730

significance uncertainty. The truth Emiss
T significance uncertainty is correlated with the2731

closure uncertainty as the closure result depends on the choice of the truth Emiss
T significance.2732

Therefore, the uncertainty is determined by the largest one out of the two sources. The2733
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Figure 6.3.15.: The mT distribution as measured in the Zγ CR. The photon pT is added to
the intrinsic Emiss

T of the Zγ events. Data points represent collected data from 2015−2018
and are compared with the predicted Standard Model background contributions in stacked
histograms. The Zγ process is predicted by Sherpa at NLO, with EW corrections (a, c,
e) and without EW corrections (b, d, f) applied. (a) and (b) show the distributions with
the Z mass window cut applied, (c) and (d) with Z mass, ∆R cuts applied, (e) and (f)
with full analysis cuts applied. The Stat+Syst band includes the statistical and systematic
uncertainties of both Z + jets and tt̄γ, and statistical uncertainty from the Zγ MC. The
HM selections are used here, including Emiss

T > 120 GeV.
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Figure 6.3.16.: Relative uncertainties on the purity as a function of photon pT. Figure from
Ref. [112].

transverse mass distribution with the photon efficiency varied up and down based on CP2734

recommendations for photons is shown in Figure 6.3.17 (b), and the largest difference with2735

respect to the nominal is taken.2736
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Figure 6.3.17.: (a) The mT distribution with truth Emiss
T significance cut in the R applied

at 9.5 in red, at 8.5 in blue, at 9 (the nominal cut) in black. (b) The mT distribution
with the photon efficiency varied up is in red, with the down variation is in blue, and the
nominal one is in black.

The uncertainty based on the difference between Sherpa and Matrix (detailed in Section2737

4.2) is calculated by taking the differences of the ZZ prediction using the Sherpa R and2738

using the Matrix R.2739

The total uncertainty on the Zγ method is the sum of all sources in quadrature. The2740

results for Emiss
T and mT are shown with EW corrections in Figure 6.3.18 and Figure2741

6.3.19, respectively. These uncertainties are compared to the total experimental and theory2742

uncertainties of the ZZ MC estimate (yields and shape), and they are of a similar magnitude2743

for the medium mT range. In most bins, the data statistical uncertainty is the dominant2744

uncertainty (about 3% to 16% in total). To reach 10% statistic uncertainty for the largest2745
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uncertainty bin (compared to 16% now), the luminosity needs to be increased to about 2.52746

times the luminosity of Run-2.2747
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Figure 6.3.18.: The total uncertainty in bins of the Emiss
T with EW corrections. The

theoretical uncertainty on the ratio is obtained without applying any cuts beyond the Z
mass requirement. New studies indicate that theoretical uncertainty is underestimated for
the case where more analysis cuts are applied (detailed in Section 4.3).

However, the statistical uncertainty depends on the chosen binning. Table 6.3.4 shows the2748

relative data statistical uncertainty using the binning chosen for the presented estimate,2749

which is coarser than the HM analysis binning. This choice was made to keep the statistical2750

uncertainties under control, and still allows to validate the shape.2751

6.3.8. Resulting ZZ Prediction and Comparison2752

The nominal data-driven ZZ estimate is performed using the Matrix R. Figure 6.3.202753

shows the comparison of this estimate with the Sherpa ZZ simulation, which is used in2754

the analysis currently with EW corrections/uncertainties. Figure 6.3.21 shows the results2755

of the data-driven ZZ estimate using Matrix R without EW corrections applied on R2756

or the Sherpa ZZ simulation. It also shows the results using the Sherpa R with and2757

w/o EW corrections. The transverse mass distributions agree with the MC prediction2758

within the total uncertainties. The biggest deviation is in the bins of 300−400 GeV and the2759

corresponding pull is ∼2.29 σ. This good agreement constitutes an important cross-check2760

of the MC-based ZZ estimate currently used in the heavy Higgs search, especially the2761

shape of the distribution.2762

Comparing the data-driven estimate with Matrix R in bins of Emiss
T is shown in Figure2763

6.3.22. The differences between the distributions are covered by the systematics except2764

in the low Emiss
T regions. If no EW corrections are applied on the Matrix R or the2765

Sherpa ZZ simulation, the ratio between the data-driven and the MC estimate drops more2766
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Figure 6.3.19.: The total uncertainty in bins of the transverse mass with EW corrections.
The theoretical uncertainty on the ratio is obtained without applying any cuts beyond the
Z mass requirement. New studies indicate that theoretical uncertainty is underestimated
for the case where more analysis cuts are applied (detailed in Section 4.3). The total
experimental and theoretical uncertainty for MC ZZ production is shown in black (including
shape and yield uncertainties).

mT range [GeV] relative uncertainty [%] Nevents

250 - 300 7.67 171

300 - 350 3.08 1054

350 - 400 3.8 670

400 - 450 5.3 348

450 - 500 6.71 222

500 - 600 6.69 223

600 - 700 10.9 84

700 - 800 14.1 50

800 - 1000 16 39

Table 6.3.4.: Data statistical uncertainty in the Zγ CR using the binning chosen for the
presented estimate.
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Figure 6.3.20.: Comparison of the data-driven estimate with Matrix R and ZZ MC
prediction in the mT distribution for electron and muon channel combined with EW
corrections. The uncertainty in the red band shows the theoretical and experimental
uncertainties on the ZZ MC-based estimate (including shape and yield uncertainties).
The black error bar in the top panel include all systematic uncertainties except the data
statistics. The blue band includes all the uncertainties sources from the Zγ method except
data statistics. The lower panel shows the ratio of the data-driven method to the ZZ MC
prediction, the error bars in black show the statistical and systematic uncertainties on
the data-driven method, and the band shows the systematic uncertainty on the ZZ MC
prediction.
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Figure 6.3.21.: Comparison of the data-driven estimate with Matrix R and ZZ MC
prediction in the mT distribution (a) without EW corrections for electron and muon channel
combined. Comparison of the data-driven estimate with Sherpa R and ZZ MC prediction
in the mT distribution (b) with EW corrections, (c) without EW corrections for electron
and muon channel combined. The uncertainty in the red band shows the theoretical
and experimental uncertainties on the ZZ MC-based estimate (including shape and yield
uncertainties). The black error bar in the top panel include all systematic uncertainties
except the data statistics. The blue band includes all the uncertainties sources from the Zγ
method except data statistics. The lower panel shows the ratio of the data-driven method
to the ZZ MC prediction, the error bars in black show the statistical and systematic
uncertainties on the data-driven method, and the band shows the systematic uncertainty
on the ZZ MC prediction.
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strongly with higher Emiss
T as shown in Figure 6.3.23 (a). This is seen in the Zγ data/MC2767

comparison in Figure 6.3.14 as well. Likewise, the data-driven estimates with Sherpa R2768

with EW corrections and without EW corrections are shown in Figure 6.3.23 (b) and (c),2769

respectively. The data-driven background estimate using the Matrix R is higher than2770

the MC prediction in the low Emiss
T region. This arises partially because Matrix’s truth2771

production ratio R is higher than Sherpa as shown in Figure 6.3.8.2772

1−10

1

10

E
ve

nt
s/

G
eV

2−10

1−10

1

10

E
ve

nt
s/

G
eV

 llvvjj Sherpa→ ZZ@LO+ qq→ ZZ@NLO+ gg→qq

, reweighting
T

miss
 E→ γ(Data), γZ

ZZ theoretical + experimental uncertainties

 method syst (without data stat)γZ

-1 =13TeV, 139 fbs

µµee + 

,Z)+bjet+Sig>9)γ Reweighting (cut: MZ+dPhi(γZ

0 100 200 300 400 500 600 700 800 9001000
 [GeV]miss

TE

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

w
.r

.t 
Z

Z

Figure 6.3.22.: Comparison of the data-driven estimate with Matrix R and ZZ MC
prediction in the Emiss

T distribution for electron and muon channel combined with EW
corrections. The uncertainty in the red band shows the theoretical and experimental
uncertainties on the ZZ MC-based estimate (including shape and yield uncertainties). The
blue band includes all the uncertainties sources from the Zγ method except data statistics.
The lower panel shows the ratio of the data-driven method to the ZZ MC prediction ratios,
the error bars in black show the statistical and systematic uncertainties on the data-driven
method, and the band shows the systematic uncertainty on the ZZ MC prediction.

As stated above, EW corrections improve the agreement in the tails between the MC and2773

the data-driven estimate. Figure 6.3.24 shows the ratio between the data-driven and the2774

MC-based estimate is flatter if EW corrections are applied. This seems to indicate that2775

applying EW corrections is a better way to go when using the MC-based estimate.2776

The total uncertainty (yields and shape) in the MC ZZ prediction with EW corrections2777

is similar to the total uncertainty in the Zγ method’s prediction in the chosen binning.2778

However, as described in Section 6.2, in the H → ZZ → `+`−νν̄ search, only the ZZ2779

background shape taken is from Sherpa, while the normalisation is fitted, thus reducing2780

the MC-driven systematic uncertainties from what is shown in this section. Subsection2781

6.3.7 shows that the largest source of uncertainties in the Zγ method comes from the2782

data statistic. The statistical uncertainties arise from random fluctuations described by a2783

Poisson distribution, which might be preferable over other systematic uncertainties.2784
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Figure 6.3.23.: Comparison of the data-driven estimate with Matrix R and ZZ MC
prediction in the Emiss

T distribution (a) without EW corrections for electron and muon
channel combined. Comparison of the data-driven estimate with Sherpa R and ZZ MC
prediction in the Emiss

T distribution (b) with EW corrections and (c) without EW corrections
for electron and muon channel combined. The uncertainty in the red band shows the
theoretical and experimental uncertainties on the ZZ MC-based estimate (including shape
and yield uncertainties). The blue band includes all the uncertainties sources from the Zγ
method except data statistics. The lower panel shows the ratio of the data-driven method
to the ZZ MC prediction ratios, the error bars in black show the statistical and systematic
uncertainties on the data-driven method, and the band shows the systematic uncertainty
on the ZZ MC prediction.
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Figure 6.3.24.: The ratio between data-driven estimate and the MC ZZ estimate. The ratio
with EW corrections is in cyan, without EW corrections is in orange. For illustration, the
ratio with EW corrections is shifted down to match the ratio without EW corrections in
the first point, this corresponds to the green points.

6.3.9. Possible Improvements for the Future2785

The statistical uncertainties on the Zγ data sample are still fairly large with the current2786

luminosity. However, more data will help reduce these. One thing to keep in mind is that2787

the statistical uncertainty is dependent on the binning.2788

The mT distribution estimated with the Zγ method agrees quite well with the MC prediction.2789

The largest discrepancy can be found in the bins of 300-400 GeV, and the combined pull of2790

these two bins is ∼ 2.29. As a cross-check, it would be interesting to see the results from2791

the ZZ → `+`−`
′+`
′− CR where two leptons are treated as the Emiss

T . This CR is closer to2792

the ZZ → `+`−νν̄ process than the Zγ CR, but it runs out of statistics at Emiss
T larger2793

than O(100 GeV), so a combination of the two methods would be beneficial.2794

It seems like EW corrections allow for a better agreement of the MC shape with the2795

data-driven estimate, but they might be over-correcting in normalization (this is already2796

visible in the Zγ control region). Further investigation on the EW corrections and a2797

differential cross-section measurement of the cut variables and other observables in the Zγ2798

process, to also better understand the QCD modelling will be helpful. This should also2799

help improve the theory calculation as well.2800

Further work is needed in terms of the ratio uncertainty when selection cuts are applied, and2801

in terms of the uncertainty correlation between the ZZ and Zγ as described in Section 4.3.2.2802

In the current Zγ method, the production ratio of the ZZ and Zγ processes is measured2803

from the truth-level information. Although the cuts made at the truth-level are kept2804

as close as possible to the cuts at the reconstruction-level, the correspondence between2805

them is particularly concerning for the truth Emiss
T significance. Figure 6.3.25 presents the2806

measured cross-section as a function of mT in events predicted by the MC, the Zγ method2807

prediction reweighted by Sherpa ratio in bins of pT γ, and the prediction reweighted2808

by the reconstruction ratio of the ZZ and Zγ events in bins of mT. The predictions are2809

similar to each other, which is reassuring as it confirms the extrapolation of the phase2810
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space. One of the advantages of using reweighing with reconstruction-level distributions is,2811

that it could help with more complicated signal regions and discriminants, such as a BDT.2812

However, one would need to evaluate full experimental uncertainties on the reconstruction2813

ratio and need a strategy for theory uncertainties.2814

Another strategy is to provide the Zγ control region as an input into a simultaneous signal2815

region and control region fit, which helps reduce systematic uncertainty with nuisance2816

parameters constrained by the data. One should consider the extrapolation uncertainty2817

from the Zγ phase space to the signal phase space.2818
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Figure 6.3.25.: Comparison of finalized ZZ prediction as a function of mT without EW
corrections. The ZZ MC prediction is shown in blue, the standard Zγ method with the
truth ratio applied in bins of γ pT is shown in red, and the prediction using a ratio based on
reconstruction-level mT distributions is shown in black. The black and red curves include
the MC statistical uncertainties only.

6.4. Data/MC2819

This section shows the comparison of the pre-fit MC predictions to data in the ZZ → `+`−νν̄2820

signal region. The background estimation and the corresponding uncertainties are described2821

in Section 6.2. The WZ, Z + jets, and non-resonant backgrounds have yields measured2822

by data-driven methods. The ZZ background (qqZZ, ggZZ, and ZZ (EW)) is predicted2823

purely from MC in the pre-fit case. The Zγ method is not used mainly because the2824

statistical uncertainties on the Zγ are still fairly large, but it is important as a cross-check.2825

The expected background events and data are given in Table 6.4.1 for the ggF and VBF2826

productions.2827

The pre-fit mT distributions in the ggF category after the final selection are shown in2828

Figure 6.4.1 for ee and µµ channels. The pre-fit mT distributions in the VBF category2829

after the final selection are shown in Figure 6.4.2 for ee and µµ channels.2830

6.4.1. Another View of the Signal Region2831

The comparison of the data-driven ZZ estimate from Zγ and the data after subtracting2832

other backgrounds (WZ, Z + jets, eµ, and Others) is shown in Figure 6.4.3 together with2833
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Process ggF-enriched categories VBF-enriched categories
e+e−channel µ+µ−channel e+e−channel µ+µ−channel

qq̄ → ZZ 671 ± 6.1 768 ± 33 2.7 ± 0.2 3.2 ± 0.2
gg → ZZ 81 ± 21 90.41 ± 24 0.9 ± 1.5 0.8 ± 1.08
ZZ (EW) 7 ± 0.2 6.99 ± 0.20 0.8 ± 0.2 0.9 ± 0.2
WZ 413 ± 23 454.44 ± 15 2.5 ± 0.9 2.6 ± 4.7
Z + jets 40 ± 9 55.61 ± 14 0.2 ± 0.2 0.3 ± 0.3
non-resonant-`` 66 ± 6 77 ± 7 0.3 ± 0.2 0.3 ± 0.2
Others 5.88 ± 0.03 6 ± 0.08 0.08 ± 0.04 0.04 ± 0.02
Data 1323 1542 8 10
Total backgrounds 1284 1459 7 8

Table 6.4.1.: The number of predicted (pre-fit) background and data events (corresponding
to 139 fb−1) in ee and µµ signal regions after full ggF and VBF event selections. The
errors represent the systematic uncertainty [114].

Figure 6.4.1.: Pre-fit mT distributions in the ggF SR. EW corrections are applied to qqZZ.
The uncertainty includes stat+syst. The small background contribution from V V V and ttV
is categorized into Others. The last bin includes overflow [114].
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Figure 6.4.2.: Pre-fit mT distributions in the VBF SR. EW corrections applied to qqZZ.
The uncertainty includes stat+syst. The small background contribution from V V V and ttV
is categorized into Others. The last bin includes overflow [114].

the ZZ MC estimate. The mT distributions are made in the inclusive category (ggF and2834

VBF) with combined ee and µµ channels. EW corrections are applied to the qqZZ MC and2835

the Zγ method in the ratio. There is good agreement between all distributions above mT2836

∼400 GeV. Interestingly, both the data and the data-driven ZZ estimate favour slightly2837

higher event yields at lower mT.2838

(a) (b)

Figure 6.4.3.: Comparison between the data-driven Zγ method in black and the data after
subtraction (all the background predictions are subtracted from data except the ZZ MCs)
in pink. The ZZ MC prediction is shown in red. The lower panel shows the ratio of each
distribution with respect to the ZZ MC prediction. The red band in the ratio panel shows
theoretical and experimental uncertainties in the ZZ MC. The black bars in the ratio panel
indicate the statistical and systematic uncertainties from the Zγ method. (a) The ZZ
prediction is estimated using the Zγ method with the Matrix ratio of the ZZ and Zγ
cross-sections. (b) The ZZ prediction is estimated using the Zγ method with the Sherpa
ratio of the ZZ and Zγ cross-sections.
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6.5. Limit Setting2839

As there is no significant excess seen in the data compared to the background expectation2840

as shown in Figure 6.4.1, limits on the σ × BR of the S → ZZ process will be set (S can2841

be interpreted as the heavy Higgs or the graviton). The method for the limit calculation is2842

commonly used in the CMS and ATLAS experiments. A global binned likelihood function2843

[115] is built as:2844

L(n|µµµ,θθθ) =
∏
i∈bins

P(ni|µµµ · Si(θθθ) +Bi(θθθ)), (6.5.1)

where P is the Poisson distribution. The symbol ni is the number of observed events, µ2845

is the ‘signal strength’ parameter. Si and Bi are the number of predicted signal events2846

and the number of predicted background events in bin i, respectively. The signal and2847

background predictions depend on parameters: parameters of interest (POI) corresponding2848

to the actual quantities that are to be estimated, such as signal strength (µ), and a set of2849

‘nuisance’ parameters (NPs) representing potential sources of systematic biases collectively2850

denoted with θθθ.2851

The profile likelihood ratio is used to test a hypothesized value of µ. The profile likelihood2852

ratio is defined as:2853

λ(µ) =
L(µ,

ˆ̂
θθθ)

L(µ̂, θ̂θθ)
,where 0 ≤ µ̂ ≤ µ, (6.5.2)

where
ˆ̂
θθθ is the value of θ maximizing L for the assumed µ. The parameters µ̂ and θ̂ are the2854

parameters under which the likelihood reaches its global maximum.2855

A test statistic is defined based on the profile likelihood ratio to compare the compatibility2856

of the data with the background-only and background-plus-signal hypotheses. The data2857

refers to the actual experimental observation or pseudo-data (toys) used to construct2858

sampling distributions. The signal strength µ = 0 corresponds to the background-only2859

hypothesis. This test statistic extracts the information on the signal strength from fitting2860

to the data. In large statistics data samples, the distribution of the test statistic is known2861

as a χ2 distribution according to Wilks’ theorem.2862

The p-value, pµ, is defined to quantify the level of disagreement of the data with a particular2863

signal strength hypothesis:2864

pµ =

∫ ∞
qobsµ

f(qµ|µ)dqµ, (6.5.3)

where qobsµ is the value of the test statistic observed in data, and f(qµ|µ) is the probability2865

distribution function of qµ for the given signal strength hypothesis.2866

The modified frequentist method, CLs, inspired by the Neyman–Pearson lemma is defined2867

as:2868

CLs(µ) =
CLs+b
CLb

, (6.5.4)
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where CLb is calculated by
∫∞
qobsµ

f(qµ|µ=0)dqµ in the background-only hypothesis, and2869

CLs+b is calculated by
∫∞
qobsµ

f(qµ|µ)dqµ. The corresponding µ is excluded if CLs is less than2870

5%.2871

Expected limits will be compared with the results obtained from the fit to the real data.2872

By using the Asimov (pseudo-data) representative data set instead, one can easily derive2873

the median expected limits under a given background-only hypothesis and ±1σ (68%) and2874

±2σ (95%) error bands.2875

Upon computing the quantity qµ = -2lnλ(µ) for µ = 0 (null hypothesis) given the actually2876

observed data, a p-value can be determined and then translated into a significance level 3.2877

The original likelihood is modified to have two different components to deal with nuisance2878

parameters:2879

L(µ,θθθ) = Lµ(µ,θθθ)Lθ(θ̃θθ,θθθ). (6.5.5)

For a fixed value of µ, the likelihood is maximized with respect to the nuisance parameters2880

θθθ. The Lθ(θ̃, θ) is constructed from a probability density function, pdf, ρ(θθθ) and some2881

external measurements, θ̃θθ:2882

Lθ(θ̃θθ,θθθ) =
∏
j

ρj(θ|θ̃). (6.5.6)

The product,
∏
j runs over all sources of the systematic uncertainties. The systematic error2883

pdfs ρ(θ|θ̃) reflect the degree of belief on what the true value of θ might be. One can turn2884

the probability around with a prior, πθ(θ), as given by Bayes’ theorem to compute the2885

posterior (ρ(θ|θ̃)):2886

ρ(θ|θ̃) ∼ ρ(θ̃|θ) · πθ(θ), (6.5.7)

where ρ(θ̃|θ) represents the probability density function of the measurements θ given a2887

true θ, and it is usually assumed to be Gaussian:2888

ρi(θ̃|θ) =
1√

2πσ2
i

exp

[
−(θ̃ − θ)2

2σ2
i

]
. (6.5.8)

Each measurement is given a Gaussian probability that is centred on θ, which is the true2889

value with a width σi, and then the multiple measurements are multiplied together into the2890

Likelihood as shown in Eq. 6.5.6. Using this approach, the initial estimate θ̃ can be used2891

to constrain the likelihood of the main parameter of interest. The prior to the nuisance2892

probability density function is chosen to be flat. The systematic uncertainties on NPs2893

3The p-value can be computed as p =
∫ +∞
qobs

f(q|µ=0)dq. A significance is defined as Z0=φ(x)−1(1− p0)
where φ is the distribution of the test hypothesis. In case the search is performed without knowing the
position of the peak, the formula above gives only a local p-value for a given signal hypothesis. The
global p-value quantifies the probability that a background fluctuation at any mass value gives a value of
the test statistic greater than the observed one. A signal with a significance Z of at least 3 (3σ level)
is claimed as the evidence, which corresponds to a p-value of 1.35 × 10−3 or less. One can claim the
observation when significance exceeds 5 (5σ level corresponds to the p-value = 2.9 × 10−7).
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affecting the total signal or background are called normalization factors (NFs), and those2894

affecting the corresponding pdf are called shape uncertainties. Their respective systematics2895

act as constrained NPs in the fit using Gaussian functions. The limited number of MC2896

events are considered as independent uncertainties (MC stat.) in each bin.2897

The profile likelihood fit can change the background prediction when the best-fit θ values2898

are different from θ0. It can reduce the uncertainty on backgrounds through constraints on2899

NPs and correlations between NPs.2900

The modelling of the mT distribution for signal is based on templates derived from fully-2901

simulated events as given in Section 4.2. Figure 6.5.1 shows the mT distributions of all ggF2902

and VBF signals. The simulated signal events are used to determine the signal acceptance2903

including the respective theoretical and experimental uncertainties as well. Contributions2904

from background sources including systematic uncertainties are described in Section 6.4.2905

The ZZ normalization factor is obtained in the fit, in order to avoid depending on the theory2906

prediction and to reduce systematic uncertainties for the ZZ yields. Three parameters of2907

interest (signal strength of ggF and VBF and the ZZ normalisation factor) are used in the2908

fit.2909

Figure 6.5.1.: mT distributions from the NWA signal samples in the ggF (top) and VBF
SR (bottom) for ee and µµ channels [114].

The post-fit expected and observed numbers of events and their statistical and systematic2910

uncertainties are presented in Table 6.5.1 for both ggF and VBF categories.2911

Figure 6.5.2 shows the post-fit mT distributions in the ggF SR. The MC ZZ is scaled by2912
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Process ggF-enriched categories VBF-enriched categories
e+e−channel µ+µ−channel e+e−channel µ+µ−channel

qq̄ → ZZ 714 ± 38 817 ± 44 2.9 ± 0.2 3.5 ± 0.2
gg → ZZ 94 ± 29 105 ± 32 1 ± 0.5 1 ± 0.4
ZZ (EW) 6.6 ± 0.5 7.0 ± 0.5 0.8 ± 0.1 0.9 ± 0.1
WZ 412 ± 14 455 ± 12 2.5 ± 0.5 3.0 ± 1.5
Z + jets 43 ± 13 60 ± 22 0.3 ± 0.2 0.4 ± 0.3
non-resonant-`` 66 ± 6 77 ± 7 0.2 ± 0.2 0.3 ± 0.2
Others 5.9 ± 0.4 5.9 ± 0.4 0.09 ± 0.02 0.04 ± 0.01
Total backgrounds 1342 ± 52 1527 ± 60 7.8± 0.8 9 ± 1.6
Observed 1323 1542 8 10

Table 6.5.1.: The observed and MC expected yields (corresponding to 139 fb−1) in ee
and µµ signal regions after full ggF and VBF event selections. The expected number of
events and errors are obtained from a likelihood fit to the data under the background-only
hypothesis. The ZZ yields have the post-fit normalization scaling applied. The uncertainty
on the ZZ normalisation factor, µZZ = 1.07 ± 0.05 is taken into account [1].

the normalization factor µZZ = 1.07 derived from the fit for both ggF and VBF. Likewise,2913

mT distributions in the VBF SR post-fit are shown in Figure 6.5.3.2914

(a) (b)

Figure 6.5.2.: Post-fit mT distributions in the (a) ee (b) µµ channel for the ggF SR. The
ZZ is scaled by the floating normalization factor. The uncertainty includes stat+syst. The
last bin includes overflow [1].

The number of signal events (N) is translated into cross-section (σ) × Branching Ratio2915

(BR) through the formula, N = σ × BR × Acc × Luminosity. Acc is the signal acceptance,2916

which is defined by the number of events in the signal region over the total number of2917

generated events in the respective sample. Figure 6.5.4 shows the signal acceptances at2918
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(a) (b)

Figure 6.5.3.: Post-fit mT distributions in the (a) ee (b) µµ channel for the VBF SR. The
ZZ is scaled by the floating normalization factor. The uncertainty includes stat+syst. The
last bin includes overflow [1].

each mass point.2919

The signal strength is varied until a 95% confidence level is reached. Figure 6.5.5 (a)2920

presents the expected and observed 95% CL limits on σ×BR(H →ZZ) for an additional2921

heavy Higgs boson (narrow width4, with mass varying from 300 GeV to 2 TeV in 100 GeV2922

step) produced through gluon fusion using the ee and µµ combined channels. Limit lines2923

between each mass are linearly interpolated based on a logarithmic scale on the y-axis.2924

Similarly, the limits for the VBF category can be found in Figure 6.5.5 (b). In the ggF2925

production mode, the exclusion limits go down a range from around 395 fb (expected)2926

and 305 fb (observed) at a signal mass of 300 GeV to 4-5 fb for signals above 1.4 TeV. In2927

the VBF category, they range from roughly 555 fb (expected) and 400 fb (observed) at2928

300 GeV to 3-4 fb above 1.4 TeV. There is no significant excess observed.2929

Understanding each NP and their correlations with each other is important. The NP2930

ranking as shown in Figure 6.5.6 indicates the impact of systematics from individual NP on2931

the parameter of interest (µ) for the `+`−νν̄ channel. The plots are made for mH = 1 TeV.2932

The ranking is derived from a fit to the observed data in which the ZZ yield is floating.2933

The impact of each nuisance parameter, ∆µ, is computed by comparing the nominal best-fit2934

value of µ with the result of the fit re-done with this NP fixed to its +/- 1 σ value. In spite2935

of the normalisation to data, the theoretical uncertainties on the ZZ background rank very2936

highly, showing the possible advantage of a data-driven estimate. The dominant systematic2937

uncertainty comes from the EW correction uncertainty on the qqZZ prediction for the ggF2938

4The ‘narrow-width assumption’ (NWA) describes a total width of the resonant particle that is much
smaller than their mass. In contrast, the ‘large-width approximation’ (LWA) study, not shown here,
assuming widths of 1%, 5%, 10% and 15% of the resonance mass, considers the interference between the
heavy scalar (H) and the SM Higgs boson (h) as well as between the heavy Higgs and the gg → ZZ
continuum background.
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(a)

(b)

Figure 6.5.4.: The signal acceptances for the (a) ggF signals in the ggF categories and (b)
VBF signals in the VBF categories derived in both ee and µµ channels for a heavy Higgs
boson [114].

(a) (b)

Figure 6.5.5.: 95% C.L. limits on σ×BR(H →ZZ) for a narrow width heavy Higgs boson
produced in (a) ggF and (b) VBF as a function of its mass. The limits are derived using
events in both ee and µµ combined channels of the `+`−νν̄ final state [114].
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category and VBF category. Figure 6.5.7 shows the correlations between each POI and NP,2939

again for mH = 1 TeV. It can be seen that the correlations between NP are generally very2940

small. The strongest anti-correlation can be found between the fitted muZZ and the ZZ2941

QCD scale uncertainty.2942

Figure 6.5.6.: Ranking of the nuisance parameters showing the impact of systematic
uncertainties on the measured signal strength µ in the H → ZZ → `+`−νν̄ search. The
mass point mH = 1 TeV is chosen and both the ggF (left) and VBF (right) cases are shown.
The 15 most highly ranked parameters are displayed. Nuisance parameters corresponding
to MC statistical uncertainties are not included here. The empty blue boxes correspond
to the pre-fit impact on µ and the filled blue ones correspond to the post-fit impact on µ.
The black points represent (θ̂ − θ0)/∆θ. The error bars are the post-fit errors of the fit
parameter [114].

Nevertheless, one should keep in mind that the dominant uncertainties are due to the2943

limited size of the data sets, and the effects of systematic uncertainties are subdominant in2944

this analysis.2945

The `+`−νν̄ results are combined with results from the H → ZZ → ```` decay channel.2946

Both `+`−νν̄ and ```` channels introduced a floating normalization factor to model the2947

ZZ backgrounds yield by data. Studies showed negligible effects, so the two normalisation2948

factors are treated as uncorrelated [1, 114].2949

The `+`−νν̄ channel is more sensitive than the ```` channel in the high mass region, due2950

to the higher branching ratio. The ```` channel is more powerful in the low mass region2951

due to better resolution and signal/background, but loses statistics fast for higher masses.2952

For the mass region from 200 GeV to 300 GeV, only the ```` channel is considered, and2953

a 5 GeV scan step is used. For masses above 300 GeV, both ```` and `+`−νν̄ channels2954

are taken into account. A 20 GeV mass step is adopted from 300 GeV to 1 TeV, and a2955

100 GeV mass step is adopted from masses above 1 TeV.2956

Limits on the cross-section times branching ratio from the combination of ```` and `+`−νν̄2957

channels are shown in Figure 6.5.8. In the mass range considered for this search the 95%2958
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Figure 6.5.7.: Correlation matrix of the data fit for a signal mass point of mH = 1 TeV in
the H → ZZ → `+`−νν̄ search [114].

CL upper limits for heavy Higgs boson production vary between 200 fb at mH = 240 GeV2959

and 2.6 fb at mH = 2000 GeV in the ggF channel and 87 fb at mH = 250 GeV and 1.9 fb2960

at mH = 1800 GeV in the VBF channel.2961

(a) (b)

Figure 6.5.8.: 95% C.L. limits on σ×BR(H →ZZ) for a narrow width heavy Higgs boson
from the combination of ```` and `+`−νν̄ channels produced in (a) ggF and (b) VBF as a
function of the heavy resonance mass mH . The solid black line and points indicate the
observed limit. The dashed black line indicates the expected limit and the bands represent
the ±1σ and ±2σ uncertainty ranges in the expected limit. The dashed coloured lines
indicate the expected limits obtained from the individual searches [1].

The NWA model limits presented above are converted in 2HDM exclusion contours in2962

the tanβ versus cos(β - α) and tanβ versus mH for Type-I and Type-II 2HDMs. It is2963
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found that the limits have non-trivial dependence on the ggF and VBF production, so the2964

relative rates of the two productions in the fit are set to the prediction of the 2HDM when2965

calculating the limits.2966

Figure 6.5.9 shows exclusion limits in the tanβ versus cos(β - α) for a heavy Higgs boson2967

with mass mH = 220 GeV, based on the ```` cross section limits. The white regions in the2968

exclusion plots indicate regions of parameter space not excluded by the present analysis; in2969

these regions, the cross-section predicted by the 2HDM is below the experimental sensitivity.2970

(a) (b)

Figure 6.5.9.: 95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-II models
for mH = 220 GeV, as a function of the parameters cos(β - α) and tanβ. The shaded area
shows the observed exclusion, with the black line denoting the edge of the excluded region.
The blue line represents the expected exclusion contour and the shaded bands represent
the ±1σ and ±2σ uncertainties on the expectation. The limit cos(β - α) → 0 corresponds
to the decoupling limit [1].

Figure 6.5.10 shows exclusion limits as a function of the heavy Higgs boson mass mH and2971

the parameter tanβ for 4l and `+`−νν̄ combined channels with cos(β - α) = -0.1.2972

The analysis results in terms of upper limits are interpreted in terms of the production2973

cross-section of a Randall-Sundrum graviton as well. Only ggF category is considered,2974

and uncorrelated ZZ normalization factors are used in ```` and `+`−νν̄ channels for the2975

combination. The limit setting procedure is very similar to the heavy Higgs search. Figure2976

6.5.11 gives the predicted and observed limits. Limit lines between each mass are linearly2977

interpolated based on a logarithmic scale on the y-axis. The limits are derived for mass2978

points between 600 GeV and 2 TeV with a 200 GeV interval. The limits span from 25 fb2979

(expected) and 30 fb (observed) at 600 GeV, to approximately 3 fb at the high end of2980

the search range. There is no significant derivation. For this specific model [21], masses2981

m(GKK) below 1750 GeV are excluded.2982

The limit on a graviton signal is better than on the NWA heavy Higgs. There are some possi-2983

141



6. Heavy Higgs Search

(a) (b)

Figure 6.5.10.: 95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-II models
for cos (β - α) = -0.1 as a function of the heavy Higgs boson mass mH and the parameter
tanβ. The shaded area shows the observed exclusion, with the black line denoting the edge
of the excluded region. The blue line represents the expected exclusion contour and the
shaded bands represent the ±1σ and ±2σ uncertainties on the expectation [1].

Figure 6.5.11.: 95% C.L. limits on σG∗×BR(GKK→ZZ) for a KK graviton produced with
k/M̄PI = 1 as a function of m(GKK). The limits are derived using events in both ee and
µµ combined channels. The predicted production cross-section times branching ratio as
a function of the GKK mass m(GKK) is shown by the red solid line [21]. The black line
indicates the observed limit [1].
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6.5. Limit Setting

ble reasons to get lower limits: higher signal acceptance and efficiency (σ =Nsig / Acc× eff× L),2984

a smaller number of background events, smaller systematic uncertainties. The first two2985

points are discussed. Firstly, Table 6.5.2 gives the signal acceptances at each mass point2986

compared between graviton and NWA heavy Higgs, but the largest difference is only 2%.2987

Secondly, the key component is from the signal mT shape and its resolution. The graviton2988

signals exhibit a better mT resolution with smaller tails and narrower peaks, which can2989

explain that the graviton signal shapes can be distinguished better from the backgrounds2990

resulting in better limits [114].2991

Signal acceptances [%]

e+e− channel µ+µ− channel

Signal mass [GeV] NWA Higgs Graviton NWA Higgs Graviton

600 14.60 15.20 14.83 15.63

800 16.24 17.48 16.33 16.52

1000 17.12 18.12 16.68 17.18

1200 17.61 19.80 16.59 17.22

1400 17.71 19.80 16.59 17.22

1600 17.62 19.31 16.13 15.86

1800 16.50 16.87 15.36 14.67

2000 13.66 12.65 12.76 11.17

Table 6.5.2.: Comparison of signal acceptances between NWA heavy Higgs and Graviton
signals.
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Chapter 72992

Conclusion2993

A search for heavy resonances decaying into a pair of Z bosons using the `+`−νν̄ final state2994

is performed using proton-proton collision data collected at
√
s = 13 TeV by the ATLAS2995

experiment during 2015−2018 at the LHC. No excess has been observed above expected SM2996

backgrounds. A combination of the results obtained using the ```` and `+`−νν̄ final states2997

is shown, and combined 95% confidence-level upper limits are set on the cross-section times2998

branching ratio of a scalar resonance. Additionally, the results are interpreted in the context2999

of a CP-conserving 2HDM and the Randall–Sundrum model. The 2HDM model predicts3000

the existence of a heavy Higgs boson, trying to explain the observed matter-antimatter3001

asymmetry of the universe. The RS model predicts the existence of gravitons, and it can3002

help solve the hierarchy problem as well.3003

This thesis shows the development of the Zγ method for the estimate of the background3004

contribution from the ZZ process in the `+`−νν̄ channel. Currently the shape of this3005

background is estimated from MC simulation: in addition to the desirability of a more3006

data-driven estimate, the related uncertainties are the dominant systematic uncertainties3007

in the analysis. The Zγ method utilizes the fact that at high boson pT, the two processes3008

have very similar kinematics and the cross-sections differ mainly due to the boson couplings.3009

The Matrix and Sherpa generators are used to investigate effects on the cross-section3010

ratio R(ZZ/Zγ) associated with certain event selections. The estimate and the ZZ MC3011

prediction agree within uncertainties. This constitutes an important check of the ZZ MC3012

prediction, in particular the shape.3013

The systematic uncertainties on the Zγ method are also evaluated. A detailed theoretical3014

uncertainty is evaluated by using Matrix, which is based on a NNLO QCD prediction.3015

However, there remains room for improvement. Certain selection cuts are sensitive3016

to radiation, which increases the theoretical uncertainty. Further investigation of the3017

calculation of the higher-order uncertainties and the correlations between the ZZ and Zγ3018

processes are needed.3019

The statistical uncertainties are currently quite large, which is the main reason why the3020

ZZ estimate from the Zγ method was only used as a cross-check of the ZZ MC prediction3021
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7. Conclusion

in the heavy Higgs search. More data will help reduce the statistical uncertainty, which of3022

course also depends on the chosen bin widths.3023

A couple of possible improvements to the Zγ method are considered. For example, Zγ3024

events in data could be reweighted by a ratio obtained from reconstructed MC events,3025

which could help with more complicated signal regions and discriminants. The selected3026

Zγ events can be used in the future as a control region in a simultaneous fit of signal and3027

background, together with ZZ → `+`−`
′+`
′− to constrain the systematic uncertainties on3028

the ZZ estimate. The method also can be used for other analyses with the same final state,3029

like the Zh(inv) search.3030

The thesis also includes a discussion of improvements to the measurement of Emiss
T in cases3031

when a jet and an electron are close-by. Overlap removal is crucial as failing to account3032

correctly for overlapping objects in the Emiss
T calculation would cause large tails of fake3033

Emiss
T , which adversely affects the sensitivity of many analyses.3034

Scheduled to start in 2027, the HL-LHC will collect an integrated luminosity of 3 ab−1 of3035

data in pp collisions. This will enhance the probability to find rare production and decay3036

processes. With growing statistics, precise predictions of the SM backgrounds will become3037

even more crucial for BSM searches, and data-driven methods, like the Zγ method studied3038

in this thesis, could play an important role.3039
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Appendix A3040

MET Calculation Issue: crack elec-3041

trons3042

A.1. Crack Veto Issues3043

A larger EMTopo Emiss
T than EMPFlow Emiss

T in tails was noticed when comparing the3044

Emiss
T performance for the `+`−νν̄ final state analysis. The issue was traced down to an3045

issue in the software that when forming an e/γ super-cluster, satellite topological clusters3046

were erroneously matched with ∆Φ(seed, satellite) instead of the absolute value of ∆Φ(seed,3047

satellite). Therefore, there are mismatches between the electron and electron cluster3048

positions in the PFlow Emiss
T map. PFlow Emiss

T having larger tails is due to inefficient3049

overlap removal with jets. The impact on the Emiss
T is described in this section.3050

In the MC16a sample, PFlow Emiss
T had larger Emiss

T tails than Topo Emiss
T , which was not3051

expected as shown in Figure A.1.1 (a). The performance between these two was expected3052

to be similar or better in PFlow Emiss
T . The information for these two types of the Emiss

T3053

was:3054

(EMTopo Emiss
T ) RMS : 11.98 GeV, Integral > 150 GeV : 454.5 ± 45.09.

(EMPFlow Emiss
T ) RMS : 11.74 GeV, Integral > 150 GeV : 827.3 ± 60.1.

(A.1.1)

The impact of the problem can be seen also in Figure A.1.1 (b), where the electron term is3055

expected to be identical, but the discrepancies were observed in the MC16a PFlow Emiss
T .3056

We developed a work-around for it by applying a crack veto, the Emiss
T tails become similar3057

between EMTopo and EMPFlow as shown in Figure A.1.2 (a). The tails ratio of PFlow3058

and Topo is reduced to 1.4 from 1.82. This significantly reduced the excess when crack3059

veto is applied as shown in Figure A.1.2 (b). Both the geometric crack veto (1.37 < |η|3060

< 1.52) and the refined selection (the number of calosampling and satellite > 0 and the3061

maximum of dR > 0.15 between its seed and satellite) are removing problematic electrons.3062
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A. MET Calculation Issue: crack electrons

(a) (b)

Figure A.1.1.: Emiss
T distributions with PFlow jets and Topo jets are shown. The Z + jets

samples with the Z (ee) selection are applied. (a) Total Emiss
T . (b) Electron term. Events

are required to have Emiss
T > 150 GeV. Different colors represent the distributions were

made by using different sample formats.

The remaining tails were expected from the pile-up contamination in the PFlow Emiss
T3063

reconstruction. It was expected to be reduced by another developing technique. There3064

were about 9% events loss if applying a geometric crack veto, while about 0.6% events loss3065

if applying refined selection.3066

(a) (b)

Figure A.1.2.: Emiss
T distributions with PFlow jets and Topo jets. Electrons are applied

either a geometric veto or a refined selection. (a) Total Emiss
T . (b) Electron term with

Emiss
T > 150 GeV cut.

We proposed two ways to solve this crack issue, and the second one is chosen in the analysis3067

in the end:3068

• veto events which have any electron that would be given to the MET calculation and3069

satisfies 1.37 < | el->caloCluster()->etaBE(2) | < 1.52. This veto has an inefficiency3070

of about 9% for Z-like events with two electrons.3071

• veto events which have any electron that would be given to the Emiss
T calculation.3072

This veto has a negligible inefficiency, but new derivations need to be produced.3073
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Appendix B3074

The Zγ Method Up to a Z Mass3075

Cut Applied3076

As a part of the Zγ study, we applied a set of cuts (∆R, ∆φ, and truth Emiss
T significance)3077

to both ZZ and Zγ events in the truth ratio, and for this reason, this section shows the3078

data-driven method with the cuts are applied up to the Z mass window on the truth R3079

and Zγ data events as well.3080

Figure B.0.1 shows the data/MC comparison in the Zγ CR. EW corrections applied to3081

Zγ MC modeling. The data/MC discrepancies had been observed with the Z mass cut, in3082

particular, ∼10% lower data in the mT tails. Figure B.0.2 shows the method validation by3083

comparing the ZZ prediction and the Zγ method calculation with Zγ MC. There are about3084

10% that show Zγ method overestimation in the mT 400-600 GeV region. Bad agreements3085

are seen by about 5-10% in the low pT region in the Emiss
T distribution with and w/o EW3086

corrections.3087

Figure B.0.3 shows the result compared to ZZ MC with the R is applied cuts up to the Z3088

mass window. The EW corrections are considered here. The good agreement between Zγ3089

data estimate and ZZ MCs is observed. To understand it further, investigations on cut3090

effects and EW corrections would be good.3091
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B. The Zγ Method Up to a Z Mass Cut Applied

Figure B.0.1.: The mT distribution in the Zγ control region with cuts up to the Z mass
window. Data points represent collected data from 2015 to 2018 and compared with the
predicted Standard Model background contributions in stacked histograms.
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(a) (b)

(c) (d)

Figure B.0.2.: Closure checks measured by Sherpa at NLO when applying cuts up to the
ZMass in R as well as the ZZ (a) with and (b) without EW corrections applied to Zγ MC
as a fucntion of mT. ZZ MCs prediction is in blue, and the Zγ prediction is in red. (c)
with EW (d) without EW corrections to Zγ MC as a function of Emiss

T are shown. Caveat:
fully correlated in statistics between blue and red.

151



B. The Zγ Method Up to a Z Mass Cut Applied

Figure B.0.3.: Comparison of data-driven method with Sherpa R and ZZ MC prediction
in the Emiss

T distribution with EW corrections. The cut in the ratio R and event selections
are applied up to ZMass level.
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Appendix C3092

The Zγ Method: inclusive result3093

This section shows the inclusive results for comparisons between the data-driven method3094

and ZZ MC prediction. The normalization factor (NF) is derived by the ratio of the3095

production from the Zγ method and ZZ MC inclusively in the MET distribution:3096

NF =
Ndata−driven

NMC
. (C.0.1)

Both the number of events are studied with and without EW corrections as shown in Tables3097

C.0.1 and C.0.2 for HM and LM, respectively. The corresponding uncertainties are not3098

evaluated. The Zγ method in Sherpa and Matrix calculations are shown as well. In3099

the search for the heavy Higgs boson, the normalisation factor for the ZZ background is3100

determined from fitting to data. Inclusive studies here indicate the normalisation factor3101

between the Zγ CR extrapolated to ZZ and the ZZ MC. With EW corrections, the Zγ3102

prediction with HM selections is about 7% greater than the ZZ MC, while without EW3103

corrections, the Zγ normalization factor is about 2% smaller than the ZZ MC. The inclusive3104

normalisation estimate for 4l CR would be more compatible due to less extrapolation.3105
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C. The Zγ Method: inclusive result

NF

Sherpa R without EW correction 0.98

Sherpa R with EW correction 1.06

Matrix R without EW correction 0.99

Matrix R with EW correction 1.07

Table C.0.1.: NF of the Zγ method and ZZ MC prediction with HM selections for the
inclusive study.

NF

Sherpa R without EW correction 0.99

Sherpa R with EW correction 1.06

Matrix R without EW correction 1.02

Matrix R with EW correction 1.09

Table C.0.2.: NF of the Zγ method and ZZ MC prediction with LM selections for the
inclusive study.
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