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Zusammenfassung

Mesoskopische Materialien bilden die Briicke zwischen der Quantenwelt der atom-
arer Systeme und der klassischen Welt der makroskopischen Systeme. Die charakter-
istische Langenskala solcher Strukturen liegt im Bereich von 100 nm bis 1 pum, was
mit Wellenldngen des sichtbaren Lichts vergleichbar ist. Diese Nihe fiihrt hdufig zu
ungewohnlichen optischen und elektrischen Eigenschaften, die in den makroskopis-
chen Systemen nicht beobachtet werden. Die Moglichkeit, solche einzigartigen Ma-
terialien in der Elektronik, Photonik und Nanotechnologie einzusetzen, motiviert das
wachsende wissenschaftliche Interesse an der mesoskopischen Physik.

Die physikalischen, mechanischen und chemischen Eigenschaften der mesoskopis-
chen Materialien sind das Resultat ihrer Nanostruktur. In-situ Untersuchungen der
Struktur und Dynamik mesoskaliger Systeme sind ein herausforderndes experimentelles
Problem. Aufgrund der kurzen Wellenldnge und der hohen Eindringtiefe ist Rontgen-
strahlung ein hervorragendes Werkzeug fiir strukturelle Untersuchungen mesoskopis-
cher Objekte. Die neue Generation von Rontgenquellen wie Synchrotrons oder Freie-
Elektronen-Laser bietet eine Vielzahl leistungsstarker Methoden wie Rontgennanod-
iffraktion Kleinwinkel-Rontgenstreuung unter streifendem Einfall, Winkel-Rontgen-
Kreuzkorrelationsanalyse und zeitaufgeloste Rontgendiffraktion. Die vorliegende Ar-
beit konzentriert sich auf die Anwendung dieser Methoden auf mesoskopische Sys-
teme und umfasst drei separate Projekte.

Im ersten Projekt werden mithilfe der Rontgen-Nanodiffraktion Domédnen und Doménen-
grenzen in mesokristallinen Ubergittern von PbS-Nanokristallen untersucht. Diese
Methode wurde durch eine neuartige Winkel-Rontgenkreuzkorrelationsanalyse ergénzt,
die benutzt wurde, um die Orientierungsordnung innerhalb der Doménen und in
der Nédhe der Doménengrenzen aufzukldaren. Das zweite Projekt nutzt in-situ-Ront-
gendiffraktion unter streifendem Einfall zur Untersuchung der strukturellen Entwick-
lung kolloidaler Polystyrolkristalle unter trockenen Sinterbedingungen. Eine detail-
lierte Analyse der Bragg-Peaks des kolloidalen Kristalls ermoglichte es, die Transfor-
mation der kolloidalen Partikelform wéhrend des Erhitzens der Probe aufzudecken.
Diese beiden Experimente wurden am Messplatz P10 des PETRA III Speicherringes
durchgefhrt.

Fiir das dritte Projekt wurde ein pump-probe -Experiment an einem Rontgen-Freie-
Elektronen-Laser zur Untersuchung der durch den Infrarotlaser angeregten Dynamik
in kolloidalen Kristallen durchgefiihrt. Kolloidale Kristalle wurden mit Hilfe eines In-
frarotlaser mit variabler Leistung angeregt und die nachfolgende Dynamik mit einer
Zeitauflosung von Pikosekunden gemessen. Abhéngig von der Intensitidt des Pumplasers
wurden zwei Regime der Laser-Materie-Wechselwirkung erreicht. Fiir eine niedrige
Pumplaserintensitt wurden die im kolloidalen Kristall angeregten Schwingungsmoden
unter Verwendung der Lamb-Theorie analysiert. Hohere Pumplaserintensitéten fiihrten
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zur Erzeugung eines einzigartigen periodischen Plasmas in der Probe. Die experi-

mentellen Daten konnten mit Hilfe einer kombinierten Simulation
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Abstract

Mesoscopic materials form the bridge between the quantum world of atomic sys-
tems and the classical world of macroscopic systems. The characteristic length scale
of such structures is in the range of hundreds of nanometers which is comparable to
visible light wavelengths. This proximity often leads to unusual optical and conduct-
ing properties that are not observed in the macroscopic systems. The possibility of
using such unique materials in electronics, photonics, and nanotechnology motivates
the growing scientific interest to mesoscopic physics.

The physical, mechanical and chemical properties of the mesoscopic materials orig-
inate in their nanostructure. In-situ probing of the structure and dynamics of mesoscale
systems is a challenging experimental problem. Due to short wavelength and high
penetration depth X-rays offer a great opportunity for structural studies of mesoscopic
objects. New generation of X-ray sources such as synchrotrons or free-electron lasers
offers a variety of powerful tools such as X-ray nanodiffraction, grazing-incidence
small-angle X-ray scattering, angular X-ray cross-correlation analysis and time-resolved
X-ray diffraction. The present Thesis is focused on applying these methods to meso-
scopic systems and includes three separate projects.

In the first project, X-ray nanodiffraction is used to study domains and domain
boundaries in mesocrystalline superlattices of PbS nanocrystals. This method was
complemented with novel angular X-ray cross-correlation analysis which unraveled
the orientational order inside the domains and near the domain boundaries. The sec-
ond project focuses on the structural evolution of the polystyrene colloidal crystals
under dry sintering conditions studied using in-situ grazing incidence X-ray scatter-
ing. The detailed analysis of the Bragg peaks from the colloidal crystal allowed to
reveal the colloidal particle shape transformation during heating of the sample. These
two experiments were performed at P10 beamline at PETRA III synchrotron radiation
source.

The third project is devoted to the studies of the infrared laser-induced dynamics
in the colloidal crystal using a pump-probe setup at an X-ray free-electron laser. Col-
loidal crystals were pumped with infrared laser of varying power and the subsequent
dynamics was measured with picosecond time resolution. Depending on the pump
laser intensity two regimes of laser-matter interaction were accessed. For low pump
laser intensity, the vibrational modes excited in the colloidal crystal were analyzed us-
ing Lamb theory. Higher pump laser intensities resulted in the generation of a unique
periodic plasma in the sample. Combined simulation of the femtosecond plasma dy-
namics and a hydrodynamic shock wave were performed to explain the experimental
data.
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Chapter 1
Introduction

Mesoscopic physics is a subdiscipline of condensed matter physics that deals with
materials with a size ranging from tens of nanometers up to micrometers. The physical
properties of such systems often differ from those of large-scale bulk materials, which
stimulated recent extensive studies [1]. Due to their unique optical properties, these
novel materials are particularly promising for various applications, including field-
effect transistors, light-emitting diodes, photodiodes, and photovoltaic cells and could
have serious implications for modern photonics [2, 3]. The material nanostructure
plays a critical role in these functionalities and therefore is of great interest for design
and applications of these novel systems. Structural investigations of mesoscopic mate-
rials are often performed using imaging techniques of visible light microscopy, but the
resolution of these techniques is generally limited by the wave nature of light. Higher
spatial resolution can be achieved in electron microscopy by using shorter De-Broglie
wavelength of electrons. However, due to the small penetration depth of electrons, the

sample thickness is limited to below 100 nm.

In this sense, experimental methods using X-ray scattering offer great possibili-
ties for the in-situ research of mesoscopic materials. These methods allow to obtain
high-resolution images and follow dynamics of a bulk structure without destroying the
sample. Examples of these experimental techniques are X-ray diffraction, Small-angle
X-ray scattering [4] or more sophisticated imaging techniques such as coherent diffrac-
tive imaging [5-7], ptychography [8, 9] and X-ray photon correlation spectroscopy [10].
In this thesis we used Grazing-Incidence Transmission Small Angle X-ray Scattering
(GTSAXS) [11] and the Angular X-ray Cross-Correlation Analysis (AXCCA) [12, 13] to
study colloidal crystals and mesocrystals. These techniques can be applied to solid or
liquid samples, and are particularly useful for monitoring phase transitions or local
orientational order of the sample [14-16].

These experimental techniques profoundly advanced with recent development of
the bright sources of X-ray radiation such as the third generation synchrotrons and free
electron lasers (FELs). The examples of third and fourth generation sources include PE-
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TRA II [17] in Germany, MAX IV [18] in Sweden, ESRF [19] in France, Spring8 [20] in
Japan, or APS [21] in the USA. Synchrotron based techniques are widely used in nearly
every branch of science such as biology, chemistry, physics, nanotechnology, geology,
and medicine. X-ray free electron lasers (FELs) such as FLASH [22] and XFEL [23] in
Germany, LCLS [24] in the USA, and SACLA [25] in Japan are the new kind of X-ray
radiation sources. They provide coherent femtosecond pulses of enormous brightness,
which enable groundbreaking experiments revealing fundamental processes in mate-
rials and technology. These experiments demonstrated three-dimensional imaging of
a virus (single particle imaging [26, 27]), investigation of excited states a molecule [28],
or measuring ultrafast phase transitions [29, 30].

With the rapid development of laser sources producing ultrashort infrared pulses
with intensity up to 102 W/cm? [31], studies of matter under extreme conditions enter
turther unexplored regimes. The fundamental property of such high-power lasers is
the creation of plasma at extreme temperature and pressure, which causes a shock
compression of the material. The shock wave speed is in the range of several kilometers
per second, therefore, a method providing picosecond resolution is required for the in-
situ measurements of the shock-induced dynamics. One of the approaches allowing
accurate time resolved measurements is pump-probe technique, when the sample is
probed at a well-known time delay after interaction with a pump laser pulse. In the
tirst pump-probe schemes, an optical laser pulse was splitted into a pump pulse and a
probe pulse using a beam splitter. However, the wavelength of the probe pulse limits
the resolution of the experiment.

In order to overcome this limit, the high-energy radiation is used to probe the sys-
tems under study. Recent developments of the FEL-based pump-probe technique
opened new possibilities for investigating laser-induced dynamics and phase tran-
sitions [32, 33]. In combination with ultra-bright femtosecond pulses, produced by
modern FELs, pump-probe technique became an essential tool to probe structures of
short-living photoinduced states in different materials [28], measuring charge density
waves [34], exploring laser-induced phase transitions [29, 30], and high pressure states
of matter [35, 36].

Thesis outline. In this Thesis I focus on studies of mesoscopic materials with ad-
vanced X-ray scattering methods. Chapter 2 is a historical overview on the develop-
ment of different X-ray radiation sources. The basics of X-ray interaction with matter
and description of advanced scattering methods are discussed in Chapter 3. A brief
introduction on the growth techniques and structural properties of mesoscopic ma-
terials is provided in Chapter 4. Chapter 5 is focused on using AXCCA to reveal the
defect structure of lead sulfide mesocrystals. In Chapter 6 the GTSAXS method was ap-
plied to study the colloidal crystal rearrangement under dry sintering conditions. Both
experiments were performed at PETRA III synchrotron facility. Chapters 7 and 8 de-
scribe a pump-probe experiment performed at the LCLS on a colloidal crystal sample.
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Chapter 7 is focused on the theoretical and experimental studies of the laser-induced
vibrations of the colloidal crystal. In Chapter 8, first, a general theory of laser-matter
interaction is described with an emphasis on the ultrashort powerful laser pulses. Fur-
ther experimental studies of the periodic plasma created from the colloidal crystal are
presented. The sample dynamics observed in this experiment was interpreted using
the theory introduced in Chapter 8. Finally, Summary concludes the obtained results
and provides an outlook for further studies.



Chapter 2

Modern sources of coherent X-ray

radiation

X-ray is a high-energy electromagnetic radiation with a wavelength in the region
of an Angstrém (107! m). The first paper written on X-rays is called “On a new kind
of ray: A preliminary communication” and it was submitted to Wiirzburg’s Physical-
Medical Society journal by German scientist Wilhelm Rontgen in 1895 [37]. He named
it X-radiation to signify an unknown type of radiation, but in many languages X-rays
are referred to as Rontgen radiation. In this paper, Rontgen described that X-rays could
pass through books and papers on his desk. The ability of X-rays to penetrate into
matter, together with the short wavelength similar to the atomic and molecular dimen-
sions, makes X-rays an extremely useful tool for probing the structure of matter. This
fascinating properties of X-ray radiation led to extensive development of X-ray science

and X-ray sources in the last century.

Rontgen discovered X-rays while experimenting with a Crookes tube, which was
the first non-dedicated X-ray tube. These tubes were further developed by William
Coolidge and became the first widely used source reliably producing X-rays. The spec-
trum of radiation emitted by an X-ray tube can be described as a continuous curve
with several intense spikes (see Fig. 2.1). Such shape is caused by the fact that in the
X-ray tube, radiation is produced in two separate processes: the bremsstrahlung and
the characteristic radiation. During the bremsstrahlung process, electromagnetic radi-
ation is produced by the deceleration of an electron by an atomic nucleus. This process
produces a continuous part of the emitted spectrum. The second process is the char-
acteristic radiation, which is emitted by the atoms in the anode, ionized due to the
electron-atom collisions. When bound electrons are ejected from the inner shell due
to the photoelectric effect, they leave behind core holes that are filled by the electrons
from the outer shells, and the energy of the emitted photon is precisely determined by
the energy difference between the higher and lower states. This leads to the character-
istic spikes in the spectrum of the emitted radiation (see Fig. 2.1).

7



Ka

X-ray intensity [log scale]

Bremsstrahlung

Y

Photon energy

Figure 2.1: The spectrum from an X-ray tube.

X-ray tubes have played a significant role in the various fields of material science.
In particular, first experiments studying diffraction on crystals were performed on the
X-ray tube [38, 39]. These experiments established a very successful field of X-ray crys-
tallography. Nowadays, the use of X-rays tubes has widely extended to medical and
industrial applications, for example, in computed tomography scanners, airport lug-
gage scanners, and industrial inspection. The intensity of X-ray radiation is typically
characterized by the spectral photon flux [40]

Photons
FA) = (second)(0.1% bandwidth)’

(2.1)

where A is the radiation wavelength. However, when comparing X-ray sources, an

important measure is brightness

W
BV = ey @2)

where ¢, 4 is photon emittance. The emittance is defined as ¢y, = (Tx,ya;,y, where 0y,

/
and oy,

are size and divergence of the X-ray source, respectively.

X-ray tubes are small and cheap, however, they have both low brightness and low
coherent flux because they emit radiation incoherently and in all directions. The bright-
ness of the modern X-ray tubes is in the range 107 — 10!2 ph/(s:-mm?-mrad?-0.1%) and
it was overcome by the invention of the synchrotron radiation sources which increased
the possible brightness of the emitted radiation by orders of magnitude. The limits of
the X-ray science were further pushed by the development of the next generation X-ray

sources — free electron lasers (FELs). These sources will be discussed in detail in the
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Figure 2.2: Historical and projected future increase in average brightness of storage rings (blue)
and peak brightness of XFELs (red). This Figure was adapted from Reference [41].

next sections.

2.1 Synchrotron sources

Nowadays, the working horse for production of the X-ray radiation is a synchrotron
light source. During the last century, four generations of synchrotron light sources
were developed. The evolution of peak brightness from X-ray tubes to synchrotron
and FELs is shown in Fig. 2.2.

In a synchrotron, charged particles such as electrons or positrons are accelerated to
relativistic speed and are circulating in a storage ring. The particles are going through
strong magnetic fields where their trajectory is bent by the Lorentz force. As a result,
bremsstrahlung radiation is emitted by particles.

The history of synchrotron light sources begins in the 40s when it was discovered
that in betatrons charged particles emit electromagnetic waves in a wide range of en-
ergies [42, 43]. First, this radiation was considered parasitic, but in the 60s, it was
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Figure 2.3: Principles of X-ray generation in bending magnet (a), wiggler (b), undulator (c) and
Free Electron Laser (d). The electron beam is red and the X-ray beam is visualized here in blue.

already used for a variety of studies [44, 45]. Thus, first-generation synchrotrons are
non-specialized X-ray sources in which electromagnetic radiation occurs as a side effect
when changing the trajectory of charged particles in bending magnets (see Fig. 2.3(a)).

It turned out that synchrotron radiation has significantly higher brightness in com-
parison to X-ray tubes (up to 10® - 10! ph/(s:-mm?-mrad?-0.1%)). Due to relativistic
effects, the radiation is concentrated inside the cone with a radiation opening angle
0 ~ 1/, where v = 1/+/1 — (v/c)? is the relativistic Lorentz factor, v is the electron
velocity, and c is speed of light in vacuum. As a result, the vertical divergence of the
X-ray radiation is 2/, and the horizontal divergence is determined by the electron
trajectory inside the magnet (see Fig. 2.3(a)).

The second generation of synchrotron sources is specially optimized for the radi-
ation generation. The first synchrotron of the second generation, Tantalus, operated
by the University of Wisconsin-Madison, was commissioned in the end of the 60s [46].
First generation synchrotron sources were dedicated to particle physics experiments,
and they used low particle current, but second generation synchrotrons were designed
for much higher current. Thus, development of the dedicated synchrotron sources
allowed to increase brightness up to 101> ph/(s-mm?-mrad?-0.1%) (see Fig. 2.2).

A turther upgrade of the synchrotron light sources was conceived and optimized to
produce brilliant X-rays. Third generation synchrotrons typically reliant upon undula-
tors and their brightness reaches up to 10*! ph/(s-mm?-mrad?-0.1%) (see Fig. 2.2). The
first third generation synchrotron was a ESRF 6 GeV storage ring in Grenoble, which
started operation in 1994 [19]. The other examples of the third generation synchrotrons
are 7 GeV APS in Chicago [21], 8 GeV SPring-8 in Japan [47] and 6 GeV PETRA III in
Hamburg [17].

Two main types of insertion devices used in synchrotrons are wigglers and undu-
lators [48, 49]. Wiggler is a periodic structure of N, dipole magnets (see Fig. 2.3(b)).
Inside the wiggler, the electron beam oscillates (wiggles) and emits electromagnetic
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waves at every turn. Brightness of the radiation in wiggler is proportional to the num-
ber of magnets N, and the number of electrons N,, those I ~ N.N,. Another insertion
device is an undulator, which is also a set dipole magnets (see Fig. 2.3(c)). In order to
characterize the insertion devices, an undulator parameter is used [4]

K, = P 0.934By[T] A, [cm], (2.3)

where By is the magnetic field, A, is the period of the magnetic system, ¢ and m, are the
electron charge and rest mass, respectively. This parameter characterizes the electron
motion and allows to distinguish between different insertion devices

K, > 1 — wiggler,
" 88 2.4)

K, ~ 1 — undulator.

If K ~ 1 the angular deviation of an electron bunch is comparable with the radiation
opening angle 6. As a result, the constructive interference happens, therefore the in-
tensity of undulator radiation is proportional to the square the number of undulator
periods I ~ NeN]%. Another important difference between undulators and wigglers
is the value of the opening angle. While wigglers emit radiation with an opening an-
gle 6 ~ 1/ undulator radiation is confined in a much narrower angle 6 ~ 1/,/N,y
which depends on a number of magnets (see Fig. 2.3). Due to constructive interfetrence
between N, individual magnet periods undulators have a narrow bandwidth in com-
parison to other insertion devices. Because of the same reason the wavelength of the

radiation emitted by undulator can be expressed as [50]

_ /\M K%l 2n2\—1
An—272n(1+7+79) , (2.5)

where 7 is the number of the harmonics, and 0 is the off-axis angle. The degree of
monochromaticity of the undulator radiation can be estimated as AA/A ~ 1/(nN,) ~
1072,

The low emittance and high brightness of the third generation synchrotron sources
allowed to exploit coherence properties of X-ray radiation. There are many imaging
techniques based on the coherent properties of the beam such as coherent X-ray diffrac-
tion imaging (CXDI) [51], ptychography [8, 9], X-ray photon correlation spectroscopy
(XPCS) [10], in-line holography [52, 53] and Fourier transform holography (FTH) [54,
55]. Also the high degree of coherence allows tight focusing of the synchrotron beam
(down to nanometer range) without spatial filtering of flux [56]. However, only 1 %
of the synchrotron beam is sufficiently coherent to be used in coherence-based appli-
cations, and the strong spatial filtering of the radiation is required [57]. Therefore, the
sources with the higher degree of coherence are strongly desirable.
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Figure 2.4: Brightness of PETRA 1V for a storage ring current of 200 mA (blue, green, and red
curves) in comparison with PETRA III (black curves) for a storage ring current of 100 mA. This
figure was adapted from Reference [58].

In order to further increase the brightness and coherent fraction of the emitted radi-
ation, synchrotron sources of the fourth generation were developed. According to the
Eq.(2.2) the brightness is inversely proportional to the emittance. For the third gener-
ation synchrotron sources the main limiting factor was the size of the electron bunch
in the horizontal direction, which depends on the bending magnet parameters. Typi-
cal emittance of the third generation synchrotron sources is about 1 — 5 nm-rad in the
horizontal direction and about 5 — 50 pm-rad in the vertical direction. Thus, in order
to optimize the source parameters in is necessary to obtain the horizontal and vertical
emittance of the same order of magnitude. The minimum value of the photon beam
emittance A /47 is determined by the wave nature of light [59]. If the electron beam
emittance is decreased up this value

€o < €p = (2.6)

4’
the source can be called a diffraction-limited source. It is important to note that this
equation is valid only for radiation described by the Gaussian functions. For the the
far-field region and resonant conditions radiation is described by a sinc-function, and

therefore emittance of single-electron undulator radiation is A /27t [60].

In the fourth generation synchrotrons low emittance in the horizontal direction
is obtained by focusing the electron beam using the so-called multi-bend achromat
scheme [64]. In this scheme, several (typically 7) bending magnets (instead of 2) are
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Table 2.1: The present and planned fourth generation sources target parameters [18, 58, 61-63].

Source MAXIV | ESRF-EBS | APSU | PETRA IV
Energy, GeV 3 6 6 6

¢x (pm - rad) 250 150 40 10-30
Current, mA 500 200 200 200
Brightness, ph/(s'-mm?-mrad?-0.1%) | 4-10* 10?2 2-10% 10%
Coherent fraction (A = 1A4) ~ 0.1 ~ 0.3 ~ 0.1 ~ 0.4

put together in an achromat. The first fully operational fourth generation synchrotrons
were MAX IV opened in 2016 [18], and ESRF [62] which got the first beam in 2020. Ex-
isting synchrotron sources such as PETRA III [58], and APS [61] are planning upgrades
based on the multi-bend achromat concept. The target parameter for these upgrades
are shown in Table 2.1. As can be seen from this Table, PETRA IV can reach by far the
smallest emittance and thus the highest brightness, compared to other planned fourth-
generation synchrotron radiation sources. This can be obtained because of the large
storage ring radius. This upgrade would allow increasing the brightness of the exist-
ing facilities by 2-3 orders of magnitude and increase the coherent fraction more than
by one order of magnitude (see Table 2.1 and Fig. 2.4).

2.2 Free-electron lasers

Further increase of brightness was achieved by the development of the new con-
cept of the X-ray sources — Free-Electron Laser (FELs). It was initially suggested by
Madey in 1971 [65], and soon the performance of the first FEL in the infrared domain
was demonstrated [66]. Further, the concept of Self-Amplified Spontaneous Emission
(SASE) process allowed the create X-ray FELs (or XFELs). This concept was proposed
independently by two groups of scientists: A. Kondratenko and E. Saldin in 1980 [67]
and by R. Bonifacio, C. Pellegrini, ]. Murphy and L. M. Narducci in 1984 [68, 69].

The difference between the undulators in synchrotrons and SASE FELs is the fol-
lowing. In both of them, electrons are compressed into bunches, of about 20 — 100 ps
in synchrotrons and 10 — 100 fs in the FELs. In the synchrotrons, electrons in the bunch
move through the undulator with purely random positional order. In long undula-
tors of FELs, on the other hand, radiation emitted by the electron beam modulates the
current of that beam into microbunches, causing even higher radiation power via a
positive feedback loop (see Fig. 2.5). Due to the small size of the microbunch, all elec-
trons emit radiation coherently, thus the intensity of the radiation is proportional to
the square of the number of electrons I ~ NEN;% (see Fig. 2.3). The formation of the
microbunches is undergoing three stages (see Fig. 2.5). First, electrons have random
longitudinal positional order — shot noise, but during the SASE process, the radiation
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Figure 2.5: Schematic of the power radiated by an electron cloud as it propagates through a
long undulator. This figure was adapted from Reference [4].

produced by electrons is accelerating or slowing down some of the electrons. Thus,
despite the repulsive Coulomb forces, the electrons form microbunches, separated by
the length of radiation wavelength. Due to the formation of the microbunches, the ra-
diated power grows exponentially (see Fig. 2.5). This regime of the operation is called
a linear regime. At a, certain point, the microbunches are fully formed and the expo-
nential power growth stops. It is called FEL saturation. Beyond this point radiation
power can be extracted at best linearly as a function of the undulator length by prop-

erly adjusting unduator paramter K.

The invention of the XFELs allowed to increase coherence up to 80% [70, 71] and
peak brightness by 10 orders of magnitude, up to 10** ph/(s-mm?-mrad?-0.1%) (see
Fig. 2.2). The first FELs demonstrating SASE principle was FLASH in Hamburg [22].
Soon many other SASE XFELs such as LCLS [24], SACLA [25], European XFEL [23]
Swiss FEL [72] and PAL — XFEL [73] started operation.

In the SASE FELs, the startup process is stochastic, which leads to the lack of tem-
poral coherence. In order to achieve better temporal coherence, the a new improve-
ment was proposed. This is the concept of seeding where electrons are structured
by an external electromagnetic radiation. To successfully modulate the electron beam
the seed power should be stronger than thee shot-noise power of the electron beam,
which depends linearly on the radiation frequency. There are two main schemes of the
seeded FELs — external seeding or high-gain harmonic generation (HGHG) and self
seeding [74]. In the HGHG scheme the beam is first modulated by an external seed
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time delay

Sample Detector

Figure 2.6: The scheme of a typical pump-probe experiment.

laser, further the energy modulation is converted into a current modulation by a dis-
persive section, and at the last stage FEL is tuned to one of the higher harmonics in
the radiator section. The HGHG scheme can be generalized to a cascade system with
more than one frequency multiplication. This scheme was first proposed by Yu [75]
and tested in Brookhaven [76]. Later the first seeded-FEL source FERMI operating
with wavelength down to 4 nm was commissioned at the Sincrotrone Trieste Labora-
tory [77].

The limitation of the HGHG seeding scheme is the lack of power of the conventional
lasers, which makes impossible seeding at X-ray wavelength. This problem was partly
solved by invention of the so-called echo-enable harmonic generation (EEHG) FEL
scheme [78, 79]. In this scheme a more complex configuration with two modulators
and dispersive sections is used to achieve strong overcompression of the electron beam,
which allows much higher harmonic conversion in the HGHG stage. However, the
practical use of EEHG is limited to wavelengths larger than 1 nm.

Another concept called “self-seeding” was invented in the 2012 [80]. In the self
seeding at the first stage the undulator is operating in SASE regime, then the pho-
ton beam is filtered through a monochromator and is used as a seed. The initial self-
seeding concept as described in Ref. [80], required a long electron bypass line, where
control over the electron beam properties was achieved by many quadrupole and sex-
tupole magnets. The problem of a long electron bypass was successfully solved by
Geloni, Kocharyan, and Saldin in 2011 [81]. They proposed using the transmission
around the stop band of a Bragg reflection instead of grating monochromators. The
self-seeding method was successfully realized at LCLS in both soft and hard X-ray
regimes [82, 83], and this allowed to increase the temporal coherence of the beam.

XFELs provide extremely intense coherent femtosecond X-ray pulses, which allows
performing new kind of experiments. One of the application is the biomolecular imag-
ing [84, 85], and single particle imaging (SPI) [27, 86]. Another exciting application of
the ultrashort XFEL pulse is the performance of the pump-probe experiments when the
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sample is first pumped by the conventional infrared laser and after some time delay
the dynamics is measured by the probe pulse. The typical scheme of the pump-probe
experiment is shown in Fig. 2.6. This kind of experiments is used to reveal the dy-
namics of plasma — matter interactions [87, 88], ionisation process, dynamics of shock
compression [29, 89], ultrafast phase transition [35, 90], and laser — induced molecular
dynamics [28, 91].
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Chapter 3
Advanced X-ray scattering techniques

This thesis is mostly concentrated on the elastic scattering of X-ray photons, which
is discussed further in detail. There are two different approaches to the description
of X-ray diffraction, kinematic and dynamic. In the kinematical theory, also known
as the first Born approximation, scattering is considered to be weak. Therefore only
single scattering events for each photon are considered. In the dynamical theory,
multiple scattering events are taken into account, and the resulting mathematics is
more complex. There are also approaches such as distorted wave Born approximation
(DWBA) [92], which take into account multiple scattering events.

Various techniques of X-ray scattering are based on kinematical diffraction theory.
It allows solving the three-dimensional structure of different complex crystalline ma-
terials such as natural minerals and metals or artificially prepared mesocrystals. Kine-
matical diffraction theory led to development of the protein crystallography [93] which
allowed to solve the structure of proteins and other biomolecules. Also, different imag-
ing techniques such as Coherent X-ray Diffractive Imaging (CXDI) [51] use kinematical
approximation. However, these techniques require sophisticated iterative phasing al-
gorithms because phase information is lost during the measurement process.

This chapter is focused on various X-ray scattering methods and derivation of the
essential equations. First, the basics of X-ray interaction with a single electron i.e.
absorption and scattering is provided. Further, the X-ray interaction with crystalline
structures is described within kinematical approximation. Then two advanced X-ray
scattering methods, namely Grazing Incidence Small Angle X-ray Scattering (GISAXS)
and Angular X-ray Cross-Correlation Analysis (AXCCA) are discussed in detail.
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3.1 X-ray interaction with a material

3.1.1 X-ray absorption

When an X-ray photon interacts with an atom it can be either scattered or absorbed.
Let us, first, consider the absorption process following Reference [4]. The absorption
process obeys the Beer-Lambert-Bouguer law, which was first discovered by Pierre

Bouguer before 1729 while looking at red wine [94]
—dl = ul(z)dz, (3.1)

where y is the linear absorption coefficient and I(z) is the X-ray intensity at the position
z inside the sample. The solution of the differential Equation (3.1) is the following

I(z) = loexp(—pz), (32)

where [ the incident beam intensity Iy = I(z = 0). Linear absorption coefficient
depends on the atomic number density p;+ and the absorption cross-section ¢, as

M = Pat0a - (3.3)

The absorption cross-section is defined by the photon energy E and the atomic number
Z of the absorber as ¢, ~ Z*/E®. However, at a characteristic energy, the so-called
K-edge energy, there is a disccontinious rise in the cross-section due ionisation of an
electron from a K shell (see Fig. 3.1).

Figure 3.1: The absorption cross-section for a K electron on a linear scale. This figure was
adapted from Reference [4].
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Figure 3.2: Two scenarios following a photoionization process. (a) Incident X-ray photon is
interacting with an electron from an inner shell and ionizing the atom. The vacancy is further
filled with an electron from an outer shell, followed by fluorencence photon emission (b) or
Auger electron ejection (c).

During the absorption process, an X-ray photon is transferring its energy to the
electron in the inner shell. This process is called photoelectric absorption. The electron
is further knocked out of its shell and thus a hole is created. This hole is later filled
by an electron from an outer shell, and the emitted energy can be used in two differ-
ent ways. An atom can emit a photon with an energy equal to the difference between
binding energies of the shells. This process is called fluorescence radiation. Another
scenario is when the energy is transferred to another electron from an outer shell, ion-
izing it. The ionized electron is called an Auger electron, and this process is an Auger
process. The processes described above are schematically demonstrated in Fig. 3.2.

It is worth to notice that the X-ray absorption phenomenon has various applica-
tions. The first application was demonstrated by Rontgen when he visualized the bone
structure of a human hand. This approach was further developed, and now it is used
in techniques such as tomography [95] or radiography [96]. Also, there are many dif-
ferent spectroscopy techniques, such as Extended X-Ray Absorption Fine Structure
(EXAFS), X-ray Absorption Near Edge Structure (XANES), fluorescence spectroscopy
and Auger spectroscopy [4].

3.1.2 X-ray scattering at a single electron

Now we turn our attention to X-ray scattering, and first, we consider elastic scatter-
ing also called Thomson scattering. The calculation of the differential cross section for
elastic scattering was provided by Thomson in 1906 according to classical theory. The
same result can be obtained using quantum field theory, which was demonstrated by
Dirac in 1927. We will describe Thomson scattering following Reference [97] and we
will use the CGS unit system in this section.

The most simple case is the collision of a single photon with a single free charged
particle. The proton mass is 1836 times heavier then the electron mass, thus protons
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are accelerated much less, and we consider only scattering on an electron. We consider

an incoming polarized electromagnetic field in the form of electromagnetic plane wave
Ein(r,t) = Egpe ", (3.4)

where p is the polarization vector. Plane wave is coming to the charged particle with a

dipole moment
d= Zeiri . (3.5)

The dipole is accelerated by an electric field E;,, and obeys the Coulomb’s law
F= eEin . (36)

The acceleration of a charged particle can be obtained from the Newton’s second law
of motion

a=—. (3.7)

e
Combining all of the above, the second time derivative of the dipole moment of an
electron d can be written in the form
, F ¢
d=eca=e¢e— = —E, (3.8)
e e

where e and m, are electron charge and mass respectively.

The electromagnetic field emitted by a moving dipole in vacuum can be written in

the form of:

3n(n-d)—d 3n(n-d)—d n(n-d)—d

E =
R} cR3 2R

(3.9)

Here Rp and n is the distance and unit vector towards the observer, and c is the speed
of light. This equation is simplified if the field is considered at distances much larger
than the wavelength, and first two terms of the Equation (3.9) can be neglected. Using
the vector triple product rule we obtain

1

E:ﬁ“

dn]n]. (3.10)

The magnetic field of the plane wave is derived from the electric field as

1

[dn]. (3.11)

The directional energy flux is represented by the Poynting vector defined as S =
c/4m[EH]. In the time domain, the electric and magnetic fields are oscillating, and we

are interested in the average emitted power. If we consider an oscillating electric field
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Figure 3.3: The scheme of the angular dependence of Thomson scattering. Scattering is illus-
trated as a surface of constant intensity. The direction of the incident electric field is shown
by red, and the emitted electric field is shown by yellow. The polarization angles 6 and ¢ are
marked by red and yellow, respectively.

the Poynting vector is
c

87
The intensity of the radiation dI in the solid angle d() is defined as an energy going
through the area R%dQ. Combining Equation (3.11) with Equation (3.12) we obtain

S [EH] = %|H!2n. (3.12)

w2

€ 2p2an L oo d
a1 = CHPRRO = - [dn]2d0 =

— sin” 0dQ, (3.13)

where 6 is the angle between the d and n vectors. From the Equation (3.13) it is ob-
vious that intensity emitted by the oscillating dipole depends only on a second time
derivative of the dipole moment d.

Combining Equation (3.8) with Equation (3.13) we obtain

et

dl = ———
8tm32c3

E%sin® 0dQ) = érﬁE% sin? 0dQ), (3.14)
where rg = €2/mec?> = 2.82-107!3 cm is the classical electron radius. The scattering
process is described by the differential scattering cross-section

do _ L
dQ  DyAQ’

(3.15)

where the ;. is number of scattered photons per solid angle AQ) and P is the flux of an
incident beam. Considering all of the above the differential cross section of Thomson

scattering is defined as

do 5 . 5
ol rysin© 6. (3.16)

The quantity sin”# is known as the polarization factor P. If the direction of oscil-
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Figure 3.4: Scheme of the Compton scattering. A photon with the wavelength A is coming to
an electron, and a new photon with the wavelength A’ is scattered at the angle 6.

lation of the electric field is normal to the scattering plane, it is called ¢ — polarization
and if the oscillations occur in-plane it is called 77 — polarization. In the case of o — po-
larization, the polarization factor is equal to one, and in the case of 77 — polarization it
is given by the angle ¢ = 90 — 6. In the case of unpolarized source, both contributions

are equal
1, o—polarization,

P = { cos? ¢, - polarization, (3.17)

w, unpolarized light.

The intensity distribution of Thomson scattering has a doughnut shape, and it is shown
in Fig. 3.3.

In the beginning of the 20th century inelastic scattering was discovered by Arthur
Holly Compton [98]. Although classical electromagnetism predicted that the wave-
length of scattered rays should be equal to the initial wavelength, the wavelength of
the scattered rays was longer. This effect is now called the Compton effect. It is impor-
tant because it cannot be explained purely by the wave theory and gave support for
the emerging quantum theory.

The Compton wavelength is derived considering the conservation of energy and

momentum during the collision. Therefore, the shift of the wavelength AA is

mhc(l —cosb), (3.18)
e

AN =

where & is the Planck constant and 0 is the scattering angle. The constant h/m,c =

2.43-107'2 m is known as the Compton wavelength of an electron.

The differential cross section for the photon scattered from a single electron in low-
est order of quantum electrodynamics is expressed by Klein-Nishina formula [99]. It
yields the Thomson scattering at low frequencies and Compton scattering at high fre-
quencies. It is worth to notice that Compton scattering is incoherent.
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3.2 X-ray scattering at an atom

Now we will discuss the scattering from an atom following Reference [4]. In the
kinematical theory an atom is considered as a set of electrons. Let us consider electron
density of an atom in two points, at the distance r from each other. The difference in
the considered position of electron density causes the phase difference A'¢(r) of the
scattered waves

Nor)=k r—kir=—q-r, (3.19)

where k; and k¢ are wavevectors of the incident and scattered fields, and q = k; — k;
is known as the scattering vector. Scattering on an atom is schematically shown in
Fig, 3.5.

The electron distribution in the atom is described by the electron density distri-
bution function p(r), which defines the probability of finding an electron in a certain
position r. The resulting scattering amplitude is proportional to a coherent sum of

scattering from all electrons in an atom

A() = ~efola) = 7. [ p(r)e s, (3.20)

where fy(q) is called the atomic form factor. As can be seen from Equation (3.20)
the scattering amplitude is the Fourier transform of the electron density distribution.
The atomic form factor defines the probability of elastic scattering from the atom P =
| fo(q)|?, which yields to the correction of the Thomson scattering equation. Thus, the
intensity scattered at an atom is directly proportional to P.

kir kfr

Figure 3.5: Schematic representation of scattering from an atom. The wavevectors of the inci-
dent and the scattered waves are denoted as k; and k¢. The phase difference between is given
by k; - rand k¢ - r.



It is important to note that up to now we assumed completely free electrons. How-
ever, electrons in the atom are bound, therefore we should introduce more accurate

treatment of the atomic scattering factor:

fla,w) = folq) + f(w) +if"(w), (3:21)

Here f'(w) and f”(w) are the real and imaginary parts of the so-called dispersion cor-
rection. The angular dependence of the dispersion correction values is much smaller
than that for f(q) but they strongly depend on the w. When w is close to the one of
the resonant frequencies in atom, the total scattering increases dramatically. The imag-
inary part of the dispersion correction represents the absorption and is proportional
to the absorption cross-section ¢,. Here sign convention for the f”(w) is negative, but
sometimes in other texts sign convention is positive. The dispersion correction values

are given in the International Tables For Crystallography [100].

3.3 Scattering from a crystal in kinematical approxima-
tion

Now we turn our attention to the X-ray scattering (or diffraction) by crystals, fol-
lowing Reference [51]. This is one of the most remarkable phenomenon in X-ray sci-
ence, discovered by Max von Laue in 1912 [101] and explained theoretically by William
Bragg in 1913 [39]. Since many materials can form crystals, the X-ray diffraction is
widely used to determine the crystalline structure.

An ideal crystal is defined as an infinitely repeated periodic arrangement of iden-
tical structural elements such as single or several atoms, molecules etc., [102] (see
Fig. 3.6). Positions of these elements in the structure are characterized by the trans-
lational vector Ry, which is defined by three linearly independent space vectors aj, ap,
and az

R, = nja; + npa + nzas, (3.22)

where 171, np, and n3 are integer numbers. Vectors aj, ap, and a3 form a so-called unit
cell and the structure formed by the translational symmetry is called crystal lattice (see
Fig. 3.6). If the resulting volume of the unit cell reaches its minimum, it is called the
primitive unit cell defined by the primitive lattice vectors. Generally, crystal lattice has
not only translational symmetry but also a number of point symmetries which define
14 distinct types of lattices, known as Bravais lattices. It is important to note that the
presence of point symmetries affects the mechanical, optical and electrical properties
of the crystal.

The periodicity of the crystal lattice defines the periodicity of the electron density.
It can be expressed as the convolution of an electron density of a unit cell p,.(r) with
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Figure 3.6: Schematic representation of a crystal lattice. The unit cell defined by basic vectors
aj, ap and a3 is shaded yellow.

lattice periodicity function

p(r) = puc(r) * Z(S(r —Rp) -s(r), (3.23)

n

where s(r) is the shape function defined as 1 inside the crystal and 0 outside. ),

denotes the summation over all possible integer vectors n = {ny, 1y, n3}.

As was shown in the previous section, the scattering amplitude is connected with

the electron density through the Fourier transform

A(q) = —re/p(r)eiqrdg’r. (3.24)

Thus, to describe the properties of the scattering from crystals, the concept of reciprocal
lattice was developed by P. P. Ewald in 1913 [103]. The position of each point in the
reciprocal lattice is defined by the vector G, which satisfies the condition

e'Gnfn — 1, (3.25)

and its basis vectors are defined as follows

ay X asz az X aj a; X az

bi=2n—F—F—, by =21—7F——; b3 =21—F——. 3.26
! a; - (ap x a3) 2 a; - (ap x az) 3 a; - (ap X a3) (3:26)

Thus, each node in the reciprocal lattice is defined as
G = Gyyg = hby + kby + [b3, (3.27)

where Ikl are integers also known as Miller indices.
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Combining Eq. (3.25) with Eq. (3.24) and applying the Fourier convolution theorem,
the resulting scattering amplitude than can be expressed as [51]

Ata) = —rieta)- [T Tola G+ a). 629

The first term F,.(q) is the unit cell structure factor defined as

Fuc(q Z fi(q el (3.29)

Here f;(q) and 1j are the atomic form factor and the position of the jth atom in the
unit cell. The thermal oscillation of atoms is taken into account by Debye-Waller factor

Wj(q) [104].

In Eq. (3.28) s’(q) is the Fourier transform of a shape function, which takes into
account a finite size of a crystal and causes an additional intensity distribution in the

vicinity of each Bragg peak. In the case of the crystal of rectangular cuboid shape

1, —L1/2<X<L1/2, —L2/2<y<L2/2 ,—L3/2<Z<L3/2,
Srect(q) = (1/2, x = £L1/2, y = £Lp/2, z = +13/2,

0, otherwise,
(3.30)
where Ly, Ly, and L3 are length width and height of the crystal, respectively. The

Fourier transform of s,.; is a sinc function

sin(qu1/2)} [L Sin(quz/Z)} [L sin(q,L3/2)

s'"(q) =C|L ,
(a) [ e L1/2 ayl2/2 QzL3/2

(3.31)
where C is a constant. From Eq. (3.28) and Eq. (3.31) we can conclude that the intensity
in the peak center is proportional to the square of the crystal volume V

Lyeak = |AA*| ~ L3L5L5 = V2. (3.32)

From Eq. (3.31) we can see that the size of the peak is inversly proportional to the
crystal size in the corresponding direction, therefore the integrated intensity of the
Bragg peak I, is directly proportional to the crystal volume I;,; ~ V. In the case of a
more complicated crystal shape the exact equation describing the peak shape may vary
slightly but the tendency is the same. It is worth to notice that in the case of infinite

crystal the sinc function reduces to delta function.

Now let us discuss the second component in the Eq. (3.28). It is obvious that it

takes nonzero values only if the scattering vector is equal to one of the reciprocal lattice
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Reciprocal lattice

Ewald sphere

Figure 3.7: Schematic representation of the Ewald sphere. Reciprocal lattice points of a crystal
with the basis vectors by; by; bz are shown by grey dots. Scattering vector k; points at the origin
of the reciprocal space (000), and vectors k¢ and q form the scattering triangle. The thickness of
the circle indicates the bandwidth of the incident radiation Ak;.

vectors
q = Ghu, (3.33)

which is called Laue diffraction condition.

The Laue diffraction condition can be represented graphically in a very elegant way
using Ewald construction (see Fig 3.7). A monochromatic beam is coming to the sample
with the incident wave vector k;. This vector points to the origin of the reciprocal space
(000) and forms an angle 0p with the crystalline planes. The vector k¢ starts at the same
point as k; and ends at the position of the detector. A sphere of radius |k| = |ki| =
|k¢| = 271/ A and origin at the beginning of wave vectors is called the Ewald sphere. It
represents all achievable points in the reciprocal space and the thickness of the sphere
is defined by the monochromaticity of the incident radiation. The vectors k;, k¢ and
q = k¢ — kj form a triangle which represents the momentum conservation law. As can
be seen from Fig. 3.7 if the Ewald sphere intersects with a reciprocal lattice point, the
Laue condition is fulfilled, and the Bragg peak is observed at the detector. The absolute

value of the Gy can be geometrically obtained from the Laue condition and Fig. 3.7

’thl| = 2|k| sin QB . (334)

Each point in the reciprocal space corresponds to the group of parallel equidistant
crystallographic planes. The interplanar distance is defined by the modulus of the

reciprocal lattice vector
27
dig = —— . 3.35
hkl |th1| ( )
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Combining Eq. (3.34) and Eq. (3.35) we obtain the Bragg’s law

nA = 2dhkl sin 93 . (336)

3.4 Grazing Incidence Small Angle X-ray Scattering

Grazing Incidence Small-Angle X-ray Scattering (GISAXS) is a scattering technique
that combines concepts from transmission small-angle scattering, grazing-incidence
diffraction, and diffuse reflectometry. It uses the form factors and structure factors
from small-angle scattering, the scattering geometry from grazing incidence diffrac-
tion and the scattering theory of the distorted wave Born approximation (DWBA) [92,
105, 106]. The DWBA was first introduced by S. Sinha in 1988 [92] and GISAXS was
experimentally realized in 1989 by Joanna Levine and Jerry Cohen [107] to study the
dewetting of gold deposited on a glass surface. Further, this method was improved
by Naudon [108] in 1995 to study metal agglomerates on surfaces and in buried in-
terfaces [109]. Recently different modifications of GISAXS such as Grazing Incidence
Wide-Angle X-ray Scattering (GIWAXS) or Grazing Incidence Transmission Small-
Angle X-ray Scattering (GTSAXS) were reported [11, 110]. It is worth to notice that
grazing incidence can be experimentally realized using neutrons (grazing incidence

small-angle neutron scattering, GISANS).

Here we provide a basic theoretical description of Grazing Incidence Small An-
gle X-ray Scattering (GISAXS) and Grazing Incidence Transmission Small Angle X-ray
Scattering (GTSAXS), following [11, 106]. The typical scheme of a scattering experi-
ment is shown in Fig. 3.8. Let us consider a grazing incidence X-ray diffraction ex-
periment with a wavelength A coming to the sample under the angle «;. Here only
the elastic scattering is taken into account, therefore the wavevectors are defines as
|ki| = |k¢| = 271/A and the scattering vector is defined as q = k¢ — k;. Considering
the scattering geometry, we obtain the following equations for the projections of the
scattering vector

qx = ko[cos(20¢) cos(as) — cos(;)], (3.37)

qy = kosin(205) cos(ay), (3.38)

qz = ko[sin(af) + sin(a;)], (3.39)

where ko = |k¢| = |k;|, and ay and 20 are in-plane and out-of-plane scattering angles
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Figure 3.8: (a) Scheme of scattering geometry of the GISAXS experiment. The incident beam
with a wave vector k; enters the sample surface at a grazing angle a;. The scattered beam with
a wave vector ky is defined by the in-plane and out-of-plane scattering angles 26 and ay, re-
spectively.(b) A two-dimensional Ewald sphere illustration of the GIWAXS, GISAXS, GTSAXS
and SAXS regimes. The dashed line marks the horizon. The rather large grazing incident angle
shown is for illustrative purposes. The figure was adapted from Reference [11].

of the k¢. The lateral component is defined as

9 = ,/q§+q§. (3.40)

By using the specular scattering, we are sensitive to a depth information only, but
measuring the lateral scattering component makes it possible to investigate the in-
plane structure of the sample.

In order to analyze the obtained scattering, the Distorted Wave Born Approxima-
tion (DWBA) is used [92]. According to the DWBA theory, in total, four scattering
amplitudes contribute to the resulting scattering signal from a single particle:

e the amplitude of kinematical scattering in a particle described by the first Born

approximation,
o the reflection from a substrate followed by the scattering event in a particle,
e the scattering in a particle followed by the reflection from a substrate,

o the reflection from a substrate followed by the scattering event and subsequent
reflection from the substrate.

These scattering channels are schematically shown in Fig. 3.9. Following DWBA for-
malism the resulting scattering amplitudes for the particle on top of a substrate can be

calculated as follows
Ai(q) = / S(r)e ataz1rgy, (3.41)
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qz,2=kz+k', qz,3=-kz-K, Qz,4=-Kz+KI;

-

-

Figure 3.9: The four terms of scattering considered in DWBA in the GISAXS geometry. The first
term corresponds to the simple Born approximation.

Aa(q) = R(w) [ S(rje @t e2ar, 642)

As(q) = R(ay) [ S(x)e @ rar, (3.43)

As(@) = R(x)R(ay) [ S(x)e” 007y, (3.44)

where S(r) is the shape function of the particle, and q, 1, qz2, q-3 and q; 4 are defined
as follows

Q1 = K — K, (3.45)

42 =k + 1, (3.46)

Q3 = —k — 1, (3.47)

Qs = —kL +KL. (3.48)

R(a) is a reflection coefficient which is defined through the Fresnel equation

kz_]g

R(a) = z 3.49
W= 7% (3.49)

where k, and k, are z-components of the wave vector in a vacuum and substrate media,
respectively. k. is defined as
kz = —n3kg — [k |, (3.50)

where n; = 1 — 5 — ifs is the complex refractive index of the substrate and kH is the

out-of-plane wavevector component.

Each scattering amplitude is a Fourier transform of the shape function, or the form
factor of a particle. One of the most common cases is a form factor of a sphere with
radius R normalized to its volume, which can be represented as [111]

F(Q)sphere = (S[Sm“q'mﬂ_q‘g)fCOS("”R)]) . (3.51)
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Figure 3.10: The two terms of scattering considered in DWBA in the GTSAXS geometry. The
first term corresponds to the simple Born approximation.

Thus, the scattering amplitude of one particle A,(q) is defined as [106]

Ap(q) = A1(q) + A2(q) + As(q) + As(q) =
= F(q)|,9z1) + R(a;) F(qy|, 9z2) + R(af)F(qy), qz3) + R(ai)R(af)F(q)), qz4) - (3.52)

An important limitation of a GISAXS technique is that it is not possible to probe g,
close to zero [112-114]. An alternative is GTSAXS, another variation of the grazing-
incidence technique. In the GTSAXS geometry, the scattering signal below the sample
horizon is considered [11]. In that geometry, it is possible to probe very small g, and
also negative g,. In GTSAXS geometry only the first two scattering channels contribute
to the resulting scattering amplitude of a single particle (see Fig 3.10)

Ai(q) = / S(r)e~"AUra=r gy, (3.53)

Ax(q) = R(w;) / S(r)e At e2gy, (3.54)

and the scattering amplitude of one particle A,(q) is defined as
Ap(q) = A1(q) + A2(q) = F(q, qz1) + R(ai)F(q), qz2) - (3.55)

In the case of N monodisperse particles, the total scattering amplitude Ay is the

sum of the scattering amplitudes from each particle with a radius-vector r;

N
Atr = Ap )_exp —iqr;. (3.56)
i=1

The intensity distribution is calculated as I(q) = | At (q)]?.

Comparison of three different scattering techniques (GISAXS, GTSAXS, and SAXS)
in terms of experimental and data analysis challenges is shown in Table 3.1. It is well
seen that GTSAXS combines features of the GISAXS (fast measurements) and conven-
tional SAXS (scattering unperturbed by special corrections). Another advantage of

GTSAXS is that due to just two scattering channels, the reconstruction of reciprocal
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Table 3.1: Comparison of GISAXS, GTSAXS, and SAXS

GISAXS GTSAXS SAXS
Sample Thin film Thin film Any
Beam size Focused Focused Any
Incinence angle | Small enough for strong | Large enough to avoid | Any
reflection signal refraction
Collection time | Fast Fast Long
Signal Strong Strong Weak
Modeling 4 scattering amplitudes | 2 scattering amplitudes | Born approx-
imation
Analysis Difficult Relatively easy Easy

space may be obtained much faster and easier than for GISAXS.

Due to the rapid improvement of the synchrotron sources in the last decades, GISAXS
became an extremely useful technique for the investigation of the dynamic structural
changes in physical and chemical processes at surfaces and in films. GISAXS was used
for the investigation of nanostructured surfaces by Hexemer and Miiller-Buschbaum [110,
115], and was successfully applied to investigate the surface and bulk morphology
of polymer films [116, 117], surface roughness, and roughness correlations [118-120].
Also, it was reported on the research of the lithographically produced structures [121,
122]. An important advantage of the grazing incidence geometry is that due to the
large beam footprint on the sample, less measurement time is needed, which opens
the possibility of in-situ measurements. It was reported on the ex—situ and in-situ
studies of active layer of solar cells [123-125]. GISAXS technique is widely used for
the studies of the deposition growth kinetics of different materials [126, 127]. Also,
this method was shown to be highly useful for investigation of the mesocrystal self-
assembly growth [16]. In the future, GISAXS techniques may be used for characteriz-
ing biological samples, such as proteins, peptides, or viruses attached to surfaces or in
lipid layers.

3.5 Angular X-ray Cross-Correlation Analysis

In this section, we discuss Angular X-ray Cross Correlation Analysis (AXCCA),
a novel method capable of the angular distribution analysis of the diffracted intensity,
also known as the Fluctuation X-ray Scattering (FXS). This method was first introduced
by Z. Kam [128, 129] to study the structure of bioparticles by analyzing angular corre-
lations of the scattered intensity. Soon the first experimental realization of the AXCCA
was performed using the optical light scattering on the colloidal systems [130, 131].

Here we briefly sum