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Abstract

The reality-virtuality continuum defined by Milgram [MTUK95] encompasses technological approaches to mix real and computer-generated content to create virtually enriched experiences. Most of today's applications can be assigned to a discrete stage within this continuum, but cannot take full advantage of the individual characteristics of each of the other stages. In this thesis, we introduce the concept of Blended Spaces to describe environments, in which (i) objects can transition between real, mixed, and virtual states, (ii) objects with different states can interact with each other, and (iii) users can experience the resulting real, Augmented Reality (AR), Augmented Virtuality (AV), and Virtual Reality (VR) conditions seamlessly.

To implement such Blended Spaces, we exploit spatial projection-based AR technology. The resulting characteristics of Blended Spaces create new challenges in terms of their technical feasibility, their visual perception, and their support of collaboration; all of which will be investigated in detail in the scope of this thesis.

In Part II we discuss three hardware configurations in consideration of the needs and possibilities of different application fields. We also lay the technological foundation to link all interdependent system components, such as tracking cameras, projectors, and physical projection surfaces. In this context, customized calibration algorithms as well as rendering approaches are demonstrated. Part III investigates perceptual issues, which can be caused by conflicting depth cues and cannot be fully described by research in traditional hand-held and head-mounted AR due to differences in the setup. We consider a range of projected illusions that could affect the perceived depth of objects relative to each other and the environment. From the results of multiple user studies, we draw conclusions about the general consistency of depth perception in Blended Spaces and validate our hypotheses in several perceptual follow-up studies. The statistical results indicate that an increased parallax between multiple projections leads to higher depth misperceptions, however, they also suggest a strong dependence from the participant’s experience with stereoscopic 3D. We conclude the part with a consideration of possible consequences of these observations on the usability of Blended Spaces in practical applications. Part IV focuses on the social characteristics of Blended Spaces and addresses the question of how to improve the interaction between a user and real as well as virtual cooperation partners, so-called intelligent virtual agents (IVAs), in such environments. To address multi-user support, we introduce two user interfaces that are well received by study participants in terms of usability as well as collaboration. Regarding the interaction with IVAs, we focus on their representation as well as their capabilities to interact with the physical surroundings. We collect subjective and objective data in a series of user studies, that indicates advantages of embodied, content-related agents over voice-only, generic agents in an exhibition scenario. Virtual guides with a visualized human body are perceived as more present and attractive than audio guides, whereas content-specific IVAs particularly achieve higher scores in the dimensions of attractiveness, stimulation, and novelty in comparison to generic IVAs. To investigate virtual-physical capabilities of IVAs, we demonstrate two exemplary manipulations that are affecting real-world objects either within or even outside of a Blended Space. Both manipulations receive positive feedback from participants of a user study, in terms of the subjectively perceived realism of IVAs as well as emotional responses such as surprise and enjoyment. Based on these considerations we finally envision future directions of Blended Spaces.
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Part I. Conceptualization of Blended Spaces for Interactive Shared Experiences
Chapter 1.

Definition of Blended Spaces

Digital transformation affected almost every aspect of our daily lives and will shape how we work, learn, communicate, and live in the future [SB19]. Two emerging technologies with the potential to have a long-term impact on both business and consumer markets are Virtual Reality (VR) and Augmented Reality (AR). The invention of VR, which denotes the generation of completely synthetic environments using computer technology [MTUK95], dates back to the 1960s when Morton Heilig patented one of the earliest examples of immersive computer-generated environments, the Sensorama [Hei62], and Ivan Sutherland envisioned the Ultimate Display as a “room within which the computer can control the existence of matter” [Sut65]. In 1968, it was Sutherland who created the first partially see-through head-mounted display (HMD) [Sut68] known as the Sword of Damocles, which is widely considered to be a precursor of current AR technology. Though having its origins in the same decade as VR, it took almost 30 years before AR emerged as an independent research field (for an extensive historical background of both VR and AR see [CGRR18]). In contrast to a full replacement of the real environment, AR aims at enhancing real-world views by embedding additional virtual content [BR05]. Despite fundamental differences between the two concepts, both became particularly popular in the gaming and entertainment sector [SH16]. According to the Gartner hype cycle 2015 [WB15], both technologies already passed the phases of technology breakthrough and the peak of inflated expectations, and are estimated to reach mainstream adoption by 2025. In the report of 2019, both VR and AR were even excluded from the list of emerging technologies because, according to Gartner, they already reached a mature state [SB19].

A more differentiated analysis of the strengths and weaknesses of both technologies led to a set of customized applications beyond the entertainment industry. VR can immerse users in environments, which represent a different place or time, while being isolated from the real world. This can be beneficial for applications such as therapy, military training, and design review [Jer15]. In contrast, AR technology is preferable to VR systems if users are required to see and interact with their real environment, for example, for navigation, maintenance tasks, and computer-assisted surgeries [SH16].
Regarding the virtualization of real-world objects, VR and AR are only two stages within a continuum, which was introduced by Paul Milgram in 1994 [MTUK95]. While purely real environments (REs) and completely virtual environments (VEs) mark the extremes of this continuum, a range of Mixed Reality (MR) environments, i.e. spaces that combine real and virtual elements, lies in between. Whitton et al. [WLIB05] describe fundamental challenges to enable such MR environments, including the mergence of real and virtual scene elements, the tracking of physical objects, as well as the simulation of plausible virtual physical interactions. If the MR environment is predominantly real and only single physical objects are embedded, the overall state is denoted as AR. As opposed to this, Augmented Virtuality (AV) refers to a primarily VE to which some amount of real objects has been added [MTUK95].

Though Milgram’s continuum provides a basis for the continuous virtualization of an environment, it is limited in the sense that it only considers augmentation, i.e. the addition of virtual content, as a possibility to increase the virtuality of objects. Related research projects, for example, by Broll et al. [HB10], demonstrate that REs can also be modified by (partially) removing real content, resulting in a Diminished Reality (DR) state. Analogous to the correlation of AV and AR, Diminished Virtuality (DV) is the equivalent to DR as it refers to a predominantly VE, from which some of the virtual elements are removed and replaced by visualizations of real-world objects. While augmentation and diminishment are opposite to each other on a conceptual level, they both increase the overall virtuality of the affected objects. This is because technologically the diminishment of real-world objects also requires the superposition of virtual content, which in this particular case represents the portion of the scene that was previously obscured by these objects.

Instead of adding virtual or removing real content, an alternative to achieve such a (partial or full) virtualization is the modulation of existing objects, for example, by using image filters in order to highlight specific features, or by virtually transforming visual properties of the physical object.

To integrate augmentation, diminishment, and modulation into a comprehensive taxonomy, Mann et al. [Man02] introduced an orthogonal axis to Milgram’s continuum, called Mediality. However, we argue that modulation of REs also decreases the amount of unaltered real objects, and therefore can be understood as a third path to increase the virtuality of such environments. Consequently, we extend Milgram’s continuum by two additional paths between reality and virtuality, as illustrated in Figure 1.1. In the following, we use the term reality-virtuality (RV) continuum to refer to a continuous scale between reality and virtuality, that results from the augmentation, diminishment, and modulation of physical and virtual elements within an environment. The three operations should not be understood to be mutually exclusive since they can be applied simultaneously to different parts of a physical object to increase its overall level of virtuality (see Fig. 1.1).
To illustrate the individual differences between stages of the RV continuum, we consider the example of a natural history museum with a focus on dinosaurs. In real conditions (without any virtual enhancements) the original skeleton of a dinosaur is visible. Using a combination of modulation and augmentation, selected bones can be highlighted and annotated to provide additional information on the anatomy of a dinosaur. To visualize the place of discovery, the real skeleton can be embedded in a VE which shows the archaeological site, therefore resulting in an AV state. Finally, by diminishing the real skeleton and augmenting the environment with animated dinosaurs, the user can explore an immersive virtual prehistoric environment. This example demonstrates that each stage of the RV continuum has individual advantages for the user. However, most of today’s applications can be assigned to exactly one discrete stage within the continuum, and therefore do not exploit the full potential of computer-mediated reality. An environment that can transform into any stage along the RV continuum could overcome this limitation.

In the context of this thesis, we define the term **Blended Space** as an environment with one or more physical objects, which meets the following three requirements:
(R1) **RV Transformability**

By augmentation, modulation, and diminishment, all physical objects in a Blended Space can change their state along the RV continuum.

(R2) **RV Interactivity**

Within a Blended Space, real, mixed, and virtual objects can interact with each other in a physically plausible way.

(R3) **RV Seamlessness**

Transitions between RV states are seamless and can be experienced by users without requiring them to switch the display technology.

Hence, Blended Spaces can be imagined as environments, in which the virtuality of each physical object can be seamlessly increased and decreased using a slider, and in which both real and virtual objects interact naturally with each other. The overall state of a Blended Space depends on the RV states of all included objects. A Blended Space with 90% of virtual and 10% of real objects may overall be categorized to be in an AV state. If the last 10% of real objects also increase their virtuality using augmentation, diminishment, or modulation, the Blended Space transitions into a VR state.

Our notion of Blended Spaces is closely linked to the concept introduced by Benyon et al., who describe such spaces as MR environments that aim to create “a more harmonized and unified user experience” [BMA12]. To make a clear distinction to traditional MR, we impose the additional requirements (R1) to (R3) on Blended Spaces, regarding their temporal behavior as well as interactions between included objects. This leads to a slightly different concept in comparison to the proposed idea of Benyon et al. since Blended Spaces in the context of this thesis refer to environments that cover the entire RV continuum rather than just the subscale of MR environments.

To clarify the proposed requirements (R1) to (R3), we outline several related projects that have an overlap with the definition of Blended Spaces but do not satisfy at least one of the stated requirements.

**Hybrid Spaces** [RH17] suggested by Roo and Hachet aim at covering the entire RV continuum, including the real, AR, and VR stage. In the context of architectural visualization, users can explore a mock-up either with or without an HMD. In the AR condition, the physical 3D model can be augmented with 2D textures via projections, whereas the VR condition displays additional environmental information and allows for an egocentric 3D view of the scene (cf. R1). However, as transitions between the real, AR, and VR states require users to change the display technology (projectors vs. HMD), R3 of the definition of Blended Spaces is not satisfied.
Smart Terrain [Jac13] is a feature of the Vuforia SDK, which facilitates the development of AR applications on mobile devices. It allows users to scan their RE with a smartphone or tablet that is equipped with a depth camera. Based on the reconstructed environment, Smart Terrain computes matching virtual content that is attached to physical anchor points. The official example application showcases a tower defense game that demonstrates how the RV state of each object can be changed gradually through 3D animations, therefore supporting (R1) and partially (R3). In contrast to the previously presented Hybrid Spaces, users are not required to switch the output device in order to experience real, virtual, and mixed environments, however, abrupt changes of the RV state of an object can occur. This is because of the limited display size of smartphones, which only cover a small portion of the user’s visual field when held at arm’s length. By moving the smartphone, users can navigate through a Blended Space that is essentially larger than the display [BR05], however, this causes objects to abruptly change their RV state between virtual (when seen through the display), and real (when the display does not cover the object).

Other approaches bridge the gap between multiple stages of the RV continuum by separating a single room into distinct real, AR, AV, and VR regions. While this approach allows users to transition between RV stages just by moving around the room, it does not fulfill requirement R1 since not each physical scene object can pass through different changes of state along the RV continuum. The following two examples illustrate the concept and how it differs from Blended Spaces.

A Continuum of VE Experiences [DRHL+03] was designed by Davis et al. to model multiple levels of immersion within the same environment. In a real-world room, selected physical objects and walls are covered with retroreflective material and therefore can serve as projection displays for virtual content. If users direct their gaze to an unaltered part of the real world, they experience a RE. By looking at a real physical table with a projected remote user, the application implicitly switches to an AR condition. Finally, if users are approaching one of the virtually enhanced walls, they immerse themselves in an AV or VR condition, depending on whether other physical objects are still visible in the field of view. In this manner, users can transition seamlessly between multiple stages of the RV continuum (R3) by navigating to different parts of their environment. This is in contradistinction to Blended Spaces, which are characterized by the RV transformability of all included objects (R1).

Traversable Interfaces [KSBG00] follow a similar concept since users dynamically relocate themselves along the RV continuum by moving through their environment. As in the previous example, each section of the environment is either constantly real or virtual over the entire experience. Unlike the above-mentioned project, all sections are separated through physical boundaries such as fabric curtains, water curtains, or a sliding door, which simultaneously serve as projection surfaces. By passing through these boundaries, users get
the illusion of entering a different part of the local environment, which may also represent a
new stage on the RV continuum. Again, scene objects cannot pass through different changes
of state but instead are permanently assigned to a real, AR, AV, or VR section of the
environment.

After showcasing several related projects that, to some extent, differ from the definition of
Blended Spaces, we finally also want to illustrate an existing example that supports each of
the three requirements.

The MagicBook [BKP01] was developed by Billinghurst et al. and specifically aimed at
covering the entire RV continuum, including the real, AR, and VR stage. The real stage
is represented by an ordinary book with text and illustrations that can be viewed without
additional technology, or with a video see-through HMD (for details on the technology see
Sec. 2.1.1). When specific patterns are recognized in the camera feed, matching virtual 3D
models appear out of the pages. Without changing the output medium, the displayed virtual
models can be explored from an egocentric view by switching to VR mode. Therefore,
both RV transformability and seamlessness are supported by the MagicBook. The last
requirement, RV interactivity, is satisfied in the sense that physical pages and virtual objects
behave as in a traditional pop-up book. There are only a few interactions between objects,
though, including the appearance, disappearance, and rotation of virtual scenes according to
the currently visible book page.

As the MagicBook demonstrates, a Blended Space could be achieved using an AR display
that covers the user’s entire field of view and is able to overlay an arbitrary amount of virtual
content. We pursue this approach in the next chapter by comparing a range of AR hardware
by means of technical, usability, and social factors, intending to find the most suitable basic
technology for a Blended Space.
Chapter 2.

Enabling Technology for Blended Spaces

A basic technology to enable Blended Spaces has to be able to present all different stages within the RV continuum while supporting seamless transitions between them. Many of the conventional VR/AR displays turn out to be unsuitable, as they lack full coverage of the continuum. In the following, we take a glance at different display types and evaluate the most promising candidates regarding various technological, human, and economic factors. Finally, the selected basic technology will be presented in higher detail.

2.1. AR Display Types

To create a Blended Space, virtual and real content have to be combined using a single display. This functionality is already well-known from the field of AR, and therefore, established AR displays are a promising starting point for the process of selecting an appropriate basic technology for Blended Spaces. AR displays can be classified according to different criteria, including (i) the method of augmentation [SH16], and (ii) the display location [BR05]. As both classifications have a strong impact on the characteristics of the final application, we first want to take a look at the features of each display category before discussing the pros and cons for creating Blended Spaces.

2.1.1. Method of Augmentation

There are two basic methods to present virtual content to the user. First, a lens can be placed between the user’s eyes and the environment; either in the form of an optical combiner or a video display. Second, the virtual content can be projected directly onto physical objects within the 3D space around the user. The three resulting techniques — optical see-through, video see-through, and projection-based — are described in the following sections (cf. Schmalstieg et al. [SH16]).
Enabling Technology for Blended Spaces

![Figure 2.1.: Three technologies to merge real content (gray arrows) with virtual content (orange arrows).](image)

### Optical See-Through Displays
The central part of most wearable optical see-through (OST) displays is an optical combiner with both transmissive and reflective characteristics, for example, a semi-reflective mirror or a diffractive waveguide [Auk16]. As the combiner allows a sufficient amount of light from the environment to pass, users can still see their surroundings directly through the lens. Virtual content is reflected from a projector unit that is placed on the sides or above the lens, and therefore appears superimposed to the view of the real world (see Fig. 2.1a). While this technology is suited for small screen sizes such as in glasses, larger displays can be implemented with transparent LCDs or OLEDs.

### Video See-Through Displays
For video see-through (VST) devices, the partly transmissive lens is replaced by some sort of video screen. Due to this modification, the virtual content does not have to be reflected to reach the user’s eye, as it is displayed directly in the line of sight. However, as a direct view of the surroundings is blocked by the display, a video image of the real world has to be recorded to be overlayed by the virtual content. This is usually done by an RGB camera that is positioned close to the display to reduce the offset between its optical axis and the user’s viewing direction to a minimum. The spatial arrangement of components is displayed in Figure 2.1b.

### Projection-Based Technologies
Unlike the previous two approaches, projection-based displays do not place a lens between users and their environment to combine virtual and real content. Instead, virtual objects are projected directly onto the surfaces of the physical surroundings, using single or multiple projectors. Apart from lightweight 3D glasses to perceive stereoscopic content, users do not have to wear any optics since the display is usually decoupled from the user’s head (see Fig. 2.1c). There are some exceptions, however, including projection-based glasses such as castAR [Cas], and hand-held projectors such as WALKABOUT Projection [Wal] and Lumen [San].

#### 2.1.2. Display Location
AR displays can also be classified according to their proximity to the user [BR05]. Displays can be placed directly in front of the user’s eyes (i.e., head-mounted displays, for short HMDs),
in arm-length distance (i.e., hand-held displays), or at an arbitrary position inside the room (i.e., spatial displays). Transitions between the classes are possible, for example, by installing smartphones, which are usually used as hand-held devices, in appropriate viewers such as Samsung Gear VR or Google Cardboard, and therefore turn them into HMDs.

### 2.2. Technological, Human, and Economic Factors for Building Blended Spaces

Based on the resulting nine categories of AR displays, we first consider the three requirements a technology for a Blended Space has to fulfill and discuss the displays’ public availability afterwards.

<table>
<thead>
<tr>
<th>Display Location</th>
<th>Optical See-through</th>
<th>Video See-through</th>
<th>Projection-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head-mounted</td>
<td>currently do not meet (R3)</td>
<td>meet requirements (R1)–(R3)</td>
<td>meet requirements (R1)–(R3)</td>
</tr>
<tr>
<td>Hand-held</td>
<td>do not meet (R3) by design</td>
<td>do not meet (R3) by design</td>
<td>will mostly not meet (R3)</td>
</tr>
<tr>
<td>Spatial</td>
<td>usually do not meet (R1) or (R3) available on request</td>
<td>usually do not meet (R1) or (R3) available on request</td>
<td>meet requirements (R1)–(R3) publicly available</td>
</tr>
</tbody>
</table>

As all AR displays are designed to compose real and virtual content, the RV transformation of a single physical object can be supported naturally by each of them. However, due to technological restrictions, some of the display types limit the amount of RV transformable objects within the scene. Regarding spatial OST and VST technology, each physical scene object that should be virtually extensible has to be covered by at least one display. Since spatial displays are typically arranged at fixed positions within the environment and hinder the direct interaction between users and the object, they are less suitable for the implementation of Blended Spaces with a large number of physical objects.

All of the remaining AR displays are capable of transforming any number of physical objects in the environment but do not necessarily support seamless transitions between their RV states. As discussed for the example of Smart Terrain in Chapter 1, hand-held OST and VST devices such as smartphones or tablets have a limited screen size, and therefore only
cover a small section of the physical environment when positioned at arm’s length. While virtual elements can be added to the entire physical scene, only the subset in the display’s field of view (FOV) is visible. When users change their viewpoint by moving the display device, virtual elements are clipped at the display’s edges, and therefore (R3) is not satisfied. The same behavior can be observed for current implementations of OST-HMDs such as Microsoft HoloLens and Meta glasses. In contrast to hand-held devices, the narrow FOV of OST-HMDs is not a conceptual limitation but presumably will improve with future technological advances [BCL15]. Furthermore, smartphones could still be used to enable Blended Spaces by installing them in appropriate viewers such as Samsung Gear VR, or Google Cardboard. In this case, they would be categorized as head-worn devices due to the different display location.

In addition to these conceptual considerations of different AR displays, we also discuss their availability. All components that were used to build Blended Spaces as described in the following chapters are publicly available, and therefore can be used by any developer who plans to recreate a similar setup. We therefore excluded projected head-worn devices such as castAR [Cas] and hand-held projectors such as WALKABOUT Projection [Wal] from the list of potential basic technologies, since both are still in a prototype stage.

As a result, we focus on the three display technologies, for which the conceptual design complies best with the requirements of Blended Spaces, and which are publicly available nowadays:

- Optical see-through HMD (OST-HMD)
- Video See-through HMD (VST-HMD)
- Spatial projection-based AR (SAR)

To choose a final basic technology for Blended Spaces from the list of candidates, we consider a set of technological, human, and economic factors obtained from the literature (e.g., Schmalstieg et al. [SH16]). While the full comparison can be found in the appendix, we want to highlight the key arguments that finally led to the decision against both forms of HMDs in favor of SAR.

As we envision Blended Spaces being utilized in various domains, not necessarily by users with a technical background, aspects such as form factor, usability, and acceptance are of prime importance. SAR setups detach the display technology from the user and therefore get along with a minimum level of user instrumentation. This not only improves the system’s ergonomics but also facilitates non-technical users to participate in the experience; a factor that particularly public applications could benefit from. SAR environments can be shared spaces since the same physical and virtual objects can be viewed by all users simultaneously. Nevertheless, multi-user support in SAR spaces is limited due to the view dependency of perspective projected 3D content. Approaches that address this limitation are an essential part of this thesis and therefore are discussed in separate chapters (see Part IV). From a
2.3 Stereoscopic Projection-Based Spatial AR

From a technical viewpoint, SAR setups stand out for their capability to reproduce the human natural FOV. By installing multiple projectors, the users’ entire surroundings can be augmented at once. Since the virtual content is projected onto physical surfaces in the environment rather than a display right in front of the user’s eyes, the distance between virtual objects and display can be kept short in comparison to HMDs, and perceptual conflicts, as well as their negative effects such as eye fatigue or headache, can be reduced (see Sec. 8.4.2 for details).

Due to these advantages, we select SAR for realizing our first prototypes of Blended Spaces. Nevertheless, future improvements of the HMD ergonomics and optics have the potential to make head-worn or even retinal devices (i.e., smart contact lenses) a feasible solution for implementing Blended Spaces. In particular, we observe a trend towards on-body ubiquitous technology such as smartphones or smartwatches, which may apply to future AR displays as well. The mass distribution of HMDs would boost the development of corresponding applications, and concurrently reduce the need for shared AR setups that are available to the public.

2.3. Stereoscopic Projection-Based Spatial AR

Projection-based spatial AR (SAR), also known as projection mapping, combines the advantages of real-world augmentation and tangible user interfaces by projecting computer-generated images directly onto the surface of physical 3D objects [RWF98, BK03]. This technique allows users to perceive objects naturally, for example by walking around them or touching them [KSF10, Sch01], while the objects’ appearance can be changed in various ways [Kau03]. Such integration of virtual content into our real-world environment found its way from projects in research and industry to our everyday life with applications including art, entertainment, education, and home automation (for a collection of examples, see [Jon]).

At the end of the last century, Raskar et al. [RCWS98] demonstrated a prototype implementation of SAR by overlaying non-planar surfaces with perspective correct renderings of a virtual 3D scene using a multi-projector system. Since then, several SAR setups have been introduced and revised (see Fig. 2.2), for example, Shader Lamps [RWLB01], Office of the Future [RWC+98], and Emancipated Pixels [UU199]. In most of these setups, 2D textures
were projected onto a 3D geometry, i.e., the virtual content is aligned with the physical surfaces. More recently, Jones et al. and Benko et al. introduced the RoomAlive [JSM+14], IllamiRoom [JBO13] and Mano-a-Mano [BWZ14] setups, in which virtual objects can be displayed monoscopically at any arbitrary 3D location. For further research examples, we refer to an article by Marner et al. [MSWT14], that surveys promising research directions and applications of SAR.

Beyond these research projects, SAR has become popular for public installations such as art exhibitions and theme parks, as well as for smaller-scale projects through a range of available consumer products. At CES 2014, Whirlpool was demonstrating a projected interactive cooktop that supports users with preparing a meal while connecting them to online services such as different social media feeds [Whi14]. Affordable projectors such as the Sony Xperia Touch transform any planar surface into an interactive touch screen and therefore open up new possibilities for using SAR, for example for tabletop games [Xpe]. The developers of Lightform [Lig19] provide an all-in-one solution with a projector, depth camera, and computer to turn any 3D geometry into a display surface, that can be used for decor, shop windows, or events among other applications. As we can only present a small proportion of available SAR examples, we refer to Projection Mapping Central [Jon], which collects current projects demonstrating the creative and functional potential of SAR for everyday applications.

Most of the previously mentioned setups do not provide stereoscopic display but rather rely on monoscopic cues such as view-dependent perspective to convey the sense of a spatial presence of the virtual object. Using stereoscopic projection, virtual 3D objects can be spatially embedded into the real-world surroundings of the user, creating a more realistic illusion of co-existing virtual and physical objects. In the course of this thesis, we will utilize both monoscopic and stereoscopic projections, depending on the requirements of the current use case. The research focus, however, lies on the latter technique, as it raises interesting questions regarding the perception of and interaction with the scene, that cannot be easily answered by applying results from conventional AR projects.
Chapter 3.

Applications of Blended Spaces

Due to the advantages of the underlying basic technology of projection-based SAR, Blended Spaces may be used for a variety of applications. In particular, experiences in public spaces or, generally speaking, experiences that involve multiple users could benefit from the seamless, social and connective character of SAR technology. Figure 3.1 outlines two example cases: (i) the presentation of a real exhibit in a museum, and (ii) the discussion of a physical block model as part of the architectural design process. By using Blended Spaces, the physical objects can be augmented with additional virtual content to highlight specific details, change the objects’ appearance or even show them in their natural context.

![Figure 3.1: Illustration of four different states of the same (top) physical exhibit and (bottom) architectural block model along the RV continuum.](image)

In the following two sections, we outline related projects in the context of both application fields and address the question, why a Blended Space may outperform traditional virtual and augmented environments for the given purposes. Apart from these examples, other applications could benefit from the presented setup as well, including but not restricted to training scenarios, rapid prototyping, tourism, and the real estate market.
3.1. Exhibitions

Though museums traditionally rely on physical 3D objects, they also benefit from the integration of virtual content (for an overview see [Rou01]). In the museum context, VR environments can be used in several ways, including the immersive display of an artifact’s original environment, the exploration of places that are difficult to access or even non-existent, the possibility to encounter historical figures, or the visualization of and interaction with abstract concepts from natural sciences. For example, the Kramer Museum [Kre] is accessible exclusively in VR and therefore opens up to visitors from all over the globe without the requirement to be physically present.

Based on the variety of possible applications, the question arises whether museums still need real physical artifacts; an idea that was also debated in an essay of Tisdale [Tis11]. However, several surveys conducted by Reach Advisors revealed that meaningful experiences in museums are predominantly connected to original artifacts [Wil15]. An explanation of this outcome is the people’s wish for authenticity as the digital revolution proceeds. While current technology allows the creation of continuously improving multisensory experiences by providing visual, auditory and even haptic feedback, the emotional connection between the visitor and an original exhibit cannot be reproduced in its entirety with a virtual substitute. For example, the National Air and Space Museum displays a touchable slice of real moon rock, which attracts thousands of visitors every day and evokes emotional responses that are unlikely for a virtual replica [Cra02]. Therefore, many experts agree that physical artifacts are still of great value to create emotionally engaging experiences in museums [Dud18, Tis11, Wil15].

Besides collections that either rely on original or virtual objects only, the combination of both types in a MR setup has the potential to overcome the individual limitations. For example, museums show objects that usually have their origin in a different time and a different place. By bringing the exhibit to the museum and its visitors, the link between the real object and its context gets lost. Virtual augmentations could (re-)establish those links by adding contextual information to the object. Example projects include restorations of the original hues at historical sites, such as the Church Saint Climent de Taull [Pan] as well as the Ara Pacis Altar in Rome [Ara14]. Both applications are based on SAR to project original textures onto the historic walls. Another AR project that is linked to an actual historical site, is the Archeoguide [VKT+01]. It allows visitors to overlay a ruined monument with a virtually reconstructed 3D model of its original state. The authors argue that by using AR the current physical state of the archaeological site is preserved (in contrast to a real reconstruction), and users can establish visual contact with the natural surroundings of the monument (in contrast to a VR display).

Another aspect of creating AR experiences is the rising demand for interactivity, that can partially be attributed to the increasing percentage of museum visitors that are digital
natives, meaning that they grew up with digital technology such as computers or the Internet [Ste16]. While physical artifacts provide haptic feedback by nature, most museums prefer to conserve and protect them from inappropriate handling. One approach to address this issue is the usage of virtual content that complements a physical exhibit; in other words, the usage of an AR system. There is a variety of exhibitions with interactive AR installations, including Exploring Pueblo Pottery [Eti18], Interactive Terracotta Warrior [Cas15], and The Revealing Flashlight [RRL+14]. Each of these three examples is using SAR to project varying virtual content onto physical exhibits, while the users have control over the currently displayed state.

To summarize, most museum visitors still want to be able to experience the real exhibit with all its material qualities, however, they could also benefit from other views that show additional information or even overlay the physical object completely. Blended Spaces could cope with these demands as they allow the transition between different stages of the RV continuum.

3.2. Architecture

Architecture is another application field, in which physical objects have a long tradition and are still in use, despite a variety of available computer-aided design (CAD) tools. Since design proposals and revisions have to be coordinated between multiple stakeholders with different roles and objectives, collaboration is an essential aspect of architectural design processes. Physical block models are widely used to support collaborative work, as they are efficient tools for understanding design ideas and communicating them to involved parties such as building owners, investors, occupants, maintenance engineers, or other authorities. A rough model can be constructed quickly, using materials such as cardboard, wood, or foam. These models can be used in the early stages of a design process to obtain a sense of proportions, form, and the general structure of a building. However, despite the benefits of physical tangible 3D models, they are also subject to limitations regarding their flexibility. A large part of an architectural design process is characterized by the comparative consideration of alternative configurations, for example in terms of the building’s layout, materials, and furnishing. An interactive switch-over between different options could support this process of decision-making, though it requires a great manual effort to be implemented in multiple versions of the same physical model. Moreover, questions about spatial configurations that are decisive for investors such as “Is the street visible from the rooftop garden?” cannot be answered easily using a rough block model.

Immersive virtual environments (IVEs) have the potential to overcome these limitations since they allow for dynamic viewpoints, interactive choices, and a more realistic look in comparison to simplified block models. In [PS02] several trends using VR within the architectural domain are discussed. In particular, IVEs can provide architects and customers
a spatial impression of not only a building’s room layout but also its interior. The exploration can be implemented in the form of immersive walkthroughs, which present virtual 3D models at real scale from an ego-centric perspective. To allow users to explore a large virtual architectural model within a limited physical workspace, the ArchExplore project [BSH09] implemented a redirected walking strategy. Besides, the authors introduced portals to connect different virtual locations representing alternative design proposals. Furthermore, a lot of effort has been spent on the conceptual design and realization of IVEs that aim to support architects in designing and constructing 3D buildings [AEI03, AMR06, RFK+98]. Such approaches intend to provide users with the functionality of typical CAD tools within an IVE allowing a more natural and intuitive interaction.

Besides using traditional block models and IVEs, some tasks during the architectural design process can be facilitated by combining both physical and virtual objects. For example, Bruder et al. allowed users to see their own body as well as a variety of real-world tools, such as notepads and rulers, while immersed in the VE [BSVH10]. The developed AV studio for architectural exploration is based on a chroma keying approach to embed real objects in a VE. Furthermore, several AR setups that augment physical scale models with virtual content have been introduced [DSD+02, WD13]. The users can view the virtual augmentations by wearing VST- or OST-HMDs as described in Section 2.1.

As the previous examples show, each architectural design decision places special emphasis on different characteristics of the planned structure, for example, its 3D form, surroundings, floor plan, materials, or furniture. Using Blended Spaces, each of these aspects can be displayed in the best-suited mode of the RV continuum. Furthermore, by transitioning between views, multiple relevant factors can be involved without breaking the flow of a discussion.

Due to the positive aspects of Blended Spaces for both exhibitions and the architectural domain, we will focus on these application fields repeatedly throughout the following chapters.
Chapter 4.

Research Questions

The conception of a Blended Space entails a variety of challenges, including technological, perceptual, and social factors. So far, only little research regarding fundamental differences between stereoscopic SAR and traditional VR/AR setups has been conducted. For that reason, this thesis focuses on the development of guidelines for the design and usage of Blended Spaces.

Next in this thesis, Part II discusses technical and mathematical fundamentals that are required to implement a Blended Space using SAR technology. In this context, we conceptualize an extended CAVE setup that is specifically adapted to work for all states a Blended Space can have. The main idea of Blended Spaces, as well as an implementation of a specific projection mapping approach, are introduced in the following publications:


In particular, we highlight related algorithms that are used to build a common basis for all involved system components and discuss modifications that are required to apply these algorithms to the specific projection-based environment. Based on the calibrated setup, we provide an overview of the rendering processes that are used in Blended Spaces.

From a technical perspective, we emphasize the coverage of the entire RV continuum, that can be addressed by a single Blended Space. Concerning the perception of the Blended Space, the monoscopic and stereoscopic projection on surfaces with different shapes, depths, and orientations opens up research questions that cannot be answered easily by applying
results from studies in traditional AR or VR. Therefore, Part III of the dissertation addresses perceptual issues with a series of empirical studies. The results described in this thesis are based on our following publications:


Part IV focuses on the social aspects of Blended Spaces. The proposed implementation of Blended Spaces with a separation between display and user opens up new possibilities to provide a shared space for multiple users and simultaneously changes the perception of and interaction with other virtual humans in the same space. In this context, we published research papers in the scope of HCI/VR conferences and journals. The chapters of Part IV are mainly based on the following publications, which address the interaction between users and real as well as virtual cooperation partners in Blended Spaces:


In addition to the mentioned publications, the following papers were published during the PhD studies:


They will be referenced at appropriate passages, without a detailed elaboration.
Part II.

Technological Fundamentals for Blended Spaces
Chapter 5.

Hardware Setup

The implementation of SAR-based Blended Spaces does require simultaneous projection on individual objects and their surroundings. Thus, the user can be immersed either in a partially augmented or a purely virtual environment. The Cave automatic virtual environment (CAVE), introduced by Cruz-Neira et al. at the Showroom of ACM SIGGRAPH in 1992, displays a general approach for projection-based virtualization of an entire room [CNSD93]. In its original definition, a CAVE is described as a “nonintrusive easy-to-learn high-resolution virtual reality interface” [CNSD+92]. The first prototype involved two walls and was later extended by a third wall and the floor [CNSD+92]. In 1998, COSMOS, the first six-sided version of the CAVE, was demonstrated by Yamada [Yam98]. As an extension of the traditional CAVE, Jones et al. presented RoomAlive [JSM+14], which is a prototype that uses projectors to transform arbitrary rooms into virtually augmented environments, in particular, for entertainment experiences.

In the scope of this PhD thesis, three different types of CAVEs were implemented as illustrated in Figures 5.1 to 5.3. Each of them was built with regard to individual structural conditions of the surrounding environment and therefore features a different projection technology, layout, and system architecture. In the following chapter, we will discuss the setup of each CAVE to explain different design options for Blended Spaces. These options involve the number of projection walls (≥ 1), the positioning of projectors in relation to the walls (front vs. rear), the stereoscopy (monoscopic vs. stereoscopic) and view dependency (head tracking vs. no head tracking) of the projected content, as well as the projector light source (lamp vs. laser). An overview of the used software and hardware for each of the three case studies can be found in the appendix.
5.1. Case Study: L-Shape

Our first setup consists of two orthogonal projection screens, forming the shape of a capital ‘L’ (see Fig. 5.1a). While this layout is not fully immersive by design, it allows the augmentation of a physical object as well as its immediate vicinity. For example, this could be used for staging a physical exhibit in a museum with limited space. The L-Shape illustrated in Figure 5.1b consists of a floor screen that measures $2.24 \times 3.0m$ and a front screen with $2.02 \times 3.0m$. Two ProjectionDesign projectors with SXGA+, one for the front and one for the floor screen, are arranged behind the L-Shape at a height of about 2 meters.

The choice of front or rear projection depends on several factors, including the available space behind, below or above the projection screens. In our L-Shape setup, 2 meters clearance behind the CAVE allowed for a rear projection of the front screen, while the floor is projected from above. To reduce the required distance between projectors and screens, two mirrors are used that reflect the images to the back of the front screen and downward to the floor, as shown in Figure 5.1. The main benefit of this setup is that users do not cast any shadows on the walls, even when they get close to the projections.

As we intended to use the L-Shape both for stereoscopically projected objects that appear in front of or behind the projection screen (see [SBS15]) and for monoscopic augmentations of physical object surfaces (see [SDBS15]), the used projectors support both modes. For stereoscopic display, users wear active shutter glasses that synchronize with the projectors using DLP link technology. For head tracking, five retroreflective markers are attached to the glasses. The markers are arranged in a certain geometry to build a unique target, whose position and orientation can be tracked by an optical tracking system. For good tracking coverage and robust tracking under occlusions, we use seven infrared (IR) cameras, which are mounted to the ceiling and corners of the L-Shape. More details on the tracking system as well as the projectors and working station can be found in Table A.3 in the appendix.
5.2. Case Study: 4-Sided CAVE

The starting point for our second implementation of a Blended Space is a cost-efficient CAVE, which includes three walls and the floor as projection surfaces (see Fig. 5.2). We used drywall panels to build a room that measures $3.15 \times 4.2 \times 2.36$ m. The CAVE is equipped with four off-the-shelf Full HD Optoma projectors that are mounted on the ceiling (details on the used hardware can be found in Table A.3 in the appendix). Virtual content is displayed using front projection. In comparison to rear projection, the screens reflect most of the incoming light, resulting in a lower loss of brightness. Furthermore, less space is required to set up a front projection screen. To reduce the shadows thrown by users, the wall projectors are placed close to the screens, at a distance of around 0.8 m (see Fig. 5.2a).

One or multiple exhibits can be placed inside the final CAVE. Using the floor projector to illuminate the exhibits from above increases the probability of casting shadows that interfere with the projection. To avoid such shadows and increase the pixel density, we use a fifth projector that is mounted on a swiveling arm. After an initial calibration of this projector within the CAVE, its pose can be tracked by the same system used for head tracking (see Sec. 6.1). Since the projector is not fixed, it can be individually adjusted for specific installations. For an optimal positioning of the mobile projector, some general constraints should be considered. In terms of the distance between the physical display surface and the projector, the projector frustum should barely cover the surface to ensure a high effective pixel resolution. Furthermore, the direction of the projector should match the user view for the key use cases. This reduces the probability of the projector to dazzle the user as well as the visibility of shadows, as they are cast behind the physical object. Finally, the height of the projector should be chosen above the human average height to prevent collisions between the user and the projector.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.2.png}
\caption{The 4-sided CAVE setup with (a) schematic illustration of different components, and (b) photo of an example museum application.}
\end{figure}
Besides adding projection screens and projectors, the 4-sided CAVE also incorporates new technology for the stereo shutter glasses in comparison to the L-Shape. The DLP link technology, which was used in the L-Shape, displays a flash of white light between each projected frame to synchronize the shutter lenses with the projected content. This technique requires a direct line of sight between the user and the projection screen. Furthermore, synchronization may be lost in bright scenes. Both problems can be avoided by using stereo glasses that receive synchronization signals from a sender via Bluetooth.

5.3. Case Study: Blended Office

The third illustrated example can be considered as an extension to the previously explained 4-sided CAVE. We glance at this setup for two reasons. First, unlike the CAVE in the second case study, this Blended Space was integrated into a common office room. Second, due to a layout with four walls and the floor as projection displays, at least six projectors are required to cover all surfaces with reasonable quality. These constraints create new technological challenges regarding the projection as well as the synchronization between projectors. First of all, front projection is the only reasonable option if the existing walls should be used as projection surfaces. To connect and synchronize more than four displays, a cluster of two or more graphics cards is necessary. Furthermore, if the blended office is integrated into the daily workflow of users, the used projectors should be reliable and low-maintenance. A laser light source can make a significant contribution to this goal, as it loses operational brightness much more slowly (after more than 10,000 hours) than a projector lamp with lifetimes of 1,000 to 1,500 hours [JM09]. A possible hardware configuration that supports all of the mentioned features is listed in the appendix.
Chapter 6.

Calibration

The overall goal of the calibration is to align physical surfaces with corresponding features of the projected computer-generated imagery to realize different levels of augmentation and diminishment, as illustrated in Figure 1.1. This alignment is usually denoted as the geometric registration. It can be approached in two different ways, depending on the spatial relationship between the virtual and real-world geometry.

![Diagram of calibration process](image)

**Figure 6.1.** Involved components when (a) flat textures and (b) virtual 3D objects are mapped onto a physical display surface.

If virtual objects are modeled as flat layers that appear like stickers on the physical geometry, they can be rendered independently from the current user (see Fig. 6.1a). This setup reduces the necessary efforts for calibration to a minimum, as spatial relationships between the user, projectors, and display surfaces do not have to be known. As no complex computations are needed, even non-professionals can perform the calibration steps, as we evaluated in a user study [SDBS15]. We developed a web application that is based on a feedback control system. The user manually transforms textured polygons in 2D space while every state is projected directly onto the 3D geometry on the fly (see Fig. 6.2 for examples). The projected images are adjusted continuously until the results meet the expectations of the user. This is a common approach in traditional projection mapping, for example, to turn building facades into large video projection surfaces. As mentioned before, this process is independent of the
user perspective, since physical surfaces and virtual objects are layered directly on top of each other.

In contrast, all setups with virtual objects that are located in front of or behind the physical surfaces are view-dependent and therefore require spatial knowledge about several components, as illustrated in Figure 6.1b. Based on the depicted spatial relations, different parameters have to be estimated to perform a calibration:

1. Pose of the user’s head
2. Display shape
3. Projector model

Depending on the applied calibration methods, these parameters may be approximated either within the same overall coordinate system or in relation to different systems. In the latter case, additional transformations are required to align all involved coordinate systems.

6.1. Pose of the User’s Head

The positions of the user’s eyes are crucial for all VR/AR systems that aim to display perspective-correct 3D content. As they have to be updated whenever the user’s head pose is changing, a tracking system is required to locate the eyes over time. A common simplification of this tracking problem is to focus on the head instead of the eyes. By involving the head’s position and orientation (= six degrees of freedom) as well as the inter-pupillary distance of the user, an approximation of the eyes’ positions can be provided [SH16]. For projection-based Blended Spaces, a tracking system should fulfill several requirements:

(C1) No occlusion of the physical environment, as its surfaces simultaneously serve as display screens.

(C2) Low user instrumentation to preserve the low barrier to use spatial AR systems (see Sec. 2.2).
(C3) Proper functioning for mainly untextured environments such as CAVEs (without projection) as well as environments with dynamic texturing (with projection).

(C4) No interference with the projector light and resistance to changing light conditions in the scene (due to projections).

(C5) Low latency since temporal misalignments between virtual objects and their physical anchor points are even more perceivable than for VR systems.

(C6) High precision and sufficient accuracy, though the main focus is on the former.

(C7) Full coverage of compact working volumes.

Along with the emergence of VR/AR systems, several different tracking approaches were developed, which can be categorized according to various factors. Key components of each tracking system are system-specific sensors, which can detect signals that are either present in the scene by nature, or generated by corresponding emitters. The signals received by the sensors can take different physical forms, including mechanical, electromagnetic, optical, and acoustic forms. Each of these categories comes with a set of individual benefits and drawbacks that are surveyed in great detail in several reviews (see, for example, [MG96, SH16]). Due to some limitations, including violations of the stated conditions (C1) to (C7), mechanical, electromagnetic, and acoustic signals are rarely used in modern VR/AR hardware [SH16]. Instead, most consumer devices such as the HTC Vive series, Oculus Rift and Oculus Quest, both versions of HoloLens, and Magic Leap One use optical systems to implement positional tracking. Therefore, optical tracking is “one of the most important physical tracking principles used today for AR” and VR [SH16].

Optical tracking systems are based on light-sensitive sensors, such as IR or RGB cameras. Depending on the positioning of these sensors, we distinguish between inside-out and outside-in optical tracking systems. In inside-out systems, the cameras are mounted directly on the tracking target, for example, the user’s head. Based on the camera images, technologies such as Oculus Insight, which is used in Oculus Quest and Rift S, search for distinctive key points within the scene that remain static over time. By establishing a connection between these key points, a digital map of the environment can be built, while the location of the user’s head within this map can be tracked simultaneously. There are several algorithms to solve this Simultaneous Localization And Mapping (SLAM) problem [DWB06]. While we refer to the literature for details, some mathematical fundamentals are presented in Section 6.2.2. In general, such algorithms require different views of the same key points, which can be gathered by placing multiple cameras in a pre-defined rig, or by tracking 3D points over time and using the slight variations of the view that are caused by the user movement. In Blended Spaces, the identification of such keypoints can be difficult. Without projected content, CAVEs tend to provide monotonous surroundings, both in color and structure. However, when the Blended Space is in an AR or VR state, the surface color dynamically changes due to the projected objects (C3). While both problems could be avoided by adding static
features to the scene, a general limitation of inside-out tracking systems remains. Cameras, as well as additional processing units, add a lot of weight and volume to the otherwise light-weight stereo glasses, leading to a violation of condition (C2).

The alternative approach, called outside-in systems, solves some of these challenges. In this kind of tracking system, the cameras are located around the tracking space. As the precise, accurate, and fast identification of the tracking target under varying light conditions and for different users is a challenging computer vision problem, its complexity is usually reduced by adding feature points to the target, which are very easy to detect. As these additional features should not interfere with the projections (C4) and be invisible to the user, corresponding devices are mainly relying on IR light. Lightweight IR markers can be easily mounted on the stereoscopic glasses of the user. To even remove the need for batteries to empower these markers, passive markers can be used. Such markers do not include an active light source but instead reflect IR light that is sent by the same devices that also include the sensors. A retroreflective surface ensures that the incoming light is reflected in the direction of the sender with minimum scattering. Therefore, most parts of the IR camera images are dark with the markers being exceptionally bright spots that can be identified easily using a computer vision algorithm such as the Blob Detector included in the OpenCV library [BK08]. Based on the 2D coordinates of a marker in at least two camera views, its position in 3D space can be computed using the triangulation principle. Figure 6.3 illustrates the involved trigonometric concepts. The depth \( d_i \) of a marker can be derived as follows:

\[
D = \frac{d_i}{\tan(\alpha_i)} + \frac{d_i}{\tan(\beta_i)} \iff d_i = D \cdot \frac{\tan(\alpha_i) \cdot \tan(\beta_i)}{\tan(\alpha_i) + \tan(\beta_i)}
\] (6.1)

As can be seen from the equation, the spatial relationship between cameras has to be known to compute a value for \( d_i \). The baseline distance \( D \) and the tilt angles of both cameras are measured in an initial calibration step, which is performed on the basis of multiple captures of a calibration tool with a known pattern of markers.

By applying the triangulation principle, we can compute the position of a marker but not
its orientation. To be able to also track the direction a user is heading at, a rigid body of at least three markers has to be considered. For stability reasons, it is recommended to use 4 to 12 markers per rigid body, as this increases the number of samples to compute the pose of the rigid body and at the same time reduces the vulnerability to marker occlusions [Optb].

In summary, marker-based outside-in optical tracking systems can achieve sub-millimeter precision and accuracy (C6) with a latency of less than 5 ms (C5) and a tracking distance of up to 100 feet (C7) [Opta]. As only 4 to 12 small-sized markers have to be added on top of the stereoscopic glasses, they do not occlude the view of the user (as in contrast to, e.g., mechanical tracking systems) (C1). In conjunction with the afore-mentioned characteristics resulting from the minimal user instrumentation and the usage of IR light, they are well-suited for the proposed setup of Blended Spaces.

6.2. Display Shape

To achieve a pixel-correct alignment between projections and the display surface, a good approximation of the surface shape is essential. In general, we differentiate between two approaches to estimate this shape:

1. 3D production methods to build a physical representation of a virtual 3D model.
2. 3D capturing methods to create a virtual representation of the physical surface.

The choice depends on several factors, including the project schedule as well as available resources and complexity of the display shape. In the following two sections we will address both options, in particular with regard to the positive and negative aspects they introduce into the process of building a Blended Space.

6.2.1. Creating a Physical Representation of a Virtual Model

In many application fields such as rapid prototyping or building information modeling (BIM), projects start with the creation of a virtual model to envision a design before its actual realization. Based on this virtual model, a physical replica can be built to be placed within a Blended Space as described in Chapter 3. In domains such as architecture and arts, building hand-crafted physical 3D models is still common practice. These traditional techniques make use of low-cost and easy-to-process materials like cardboard, wood, foam, and cork, which are first cut into pieces and then assembled using material-dependent glue or tape. The entire modeling process requires a lot of manual effort, even though some subtasks such as cutting can be supported by machines, for example, cutting plotters and laser engravers.

A fully automated alternative to this approach emerged in the form of 3D printing technology, which gained much popularity within the last years [RSG17]. 3D printers allow for the manufacturing of complex geometries with sub-millimeter accuracy. The expenditure of
time and money, as well as the achievable object size and surface smoothness, depend on a combination of the used materials and the applied 3D printing method. The majority of 3D printers are either using polymers in various forms such as solid filaments, powder, and resins, or metallic powders. The material is added layer by layer, which is why the term additive manufacturing is used synonymously with 3D printing. With current 3D printers, this additive process still takes some hours even for small objects [RSG17]. In Chapter 18, we envision how the future development of this technology may enable 3D printing of objects on the fly, to create advanced forms of Blended Spaces.

6.2.2. Capturing a Virtual Representation of a Physical Model

While virtual models can be a good starting point for building Blended Spaces, in some applications the physical object is what is available first. Examples include historic artifacts in museums or products in retail, that can serve as a display surface within a Blended Space. For this purpose, a virtual replica of the physical object has to be created. For objects of simple geometries and measurable sizes, such as boxes, tables, or the walls of a CAVE, a manual modeling process can be applied, using dedicated software such as Blender or Autodesk 3ds Max. To create virtual replicas with higher complexity, there are several (partly) automated processes that exploit (i) known geometric relationships within the scene, or (i) time measurements.

The first category of 3D capturing methods is based on the triangulation principle, which was already introduced in Section 6.1. In the same way as it was applied to measure the 3D position of single markers, it can be easily extended to cover the entire surface of physical objects. For this purpose, the 2D projections of each 3D point have to be identified in at least two (IR or RGB) camera images. This process of matching image points is called the correspondence problem. Approaches to solve the correspondence problem are either feature- or correlation-based [VKR05].

Feature-based algorithms were already mentioned in the context of tracking systems since they serve as the basis for many VR/AR glasses such as Oculus Quest or HoloLens 2. They identify distinctive image points, called features, that are stable under variations of the viewpoint, such as corners, edges, and line segments. For each feature, the characteristic information is encoded in a descriptor with a predefined format. Solving the correspondence problem based on features is equatable with finding a subset of features with matching descriptors as well as a similar layout in two or more camera images.

Correlation-based algorithms exploit image patches rather than single image points. For each pair of patches, a similarity function is computed, for example, by weighting the intensity values of all pixels within the patches [VKR05]. This approach relies on the assumption that corresponding image regions appear similar to each other if the baseline distance between the capturing cameras is shorter than the distance of both cameras to the captured object.
All techniques that are just observing the physical scene without adding features are called photogrammetry or passive 3D capture. In contrast, active techniques solve the correspondence problem by replacing one of the cameras by a projector. As the proposed setup for Blended Spaces already relies on projectors, they can be reused to not only serve for projecting the final virtual content but also for this prior calibration step. In contrast to the tracking process described in Section 6.1, the capturing of the display shape usually does not have to be hidden from the user as it is performed before the actual application starts. Therefore, projectors of visible light and standard color cameras can be used just the same as specific IR devices.

The main benefit of using active instead of passive 3D capturing techniques is the opportunity to decide on the features that are introduced into the scene by controlling the projected pattern. The pattern determines the duration of the 3D capturing process as well as its result, including the resolution of the depth image, depth accuracy, and noise sensitivity. A classical pattern, that is used in projects such as RoomAlive [JSM+14], is based on the Gray Code. A Gray Code pattern consists of multiple stripes of intensity 0 (i.e., black) and 1 (i.e., white) [Gen11]. During the 3D capturing process, a sequence of $n$ patterns is projected onto the scene, as illustrated in Figure 6.4. For each pattern, the scene is captured with an RGB camera, and each image point has to be identified as lit or unlit. This results in a binary code for each image point, that can be mapped to one of the $2^n$ projected stripes to solve the correspondence problem. In the example illustrated in Figure 6.4, the resulting depth image features a horizontal resolution of $2^6 = 64$ pixels. By using a sequence of ten instead of six patterns, the resolution can be increased to $2^{10} = 1024$ pixels. The same procedure is repeated using patterns with horizontal stripes to compute a vertical correspondence for each 3D point in the scene. Besides the Gray Code sequence, there is a variety of structured light patterns that differ in terms of their color space (binary vs. gray scale vs. color) and their temporal dependency (static vs. dynamic). For an in-depth survey see, for example, Battle et al. [BMS98].
The second category of 3D capturing techniques is based on the time of flight (ToF) principle and usually requires a laser scanning device. The scanner is emitting a laser pulse into the scene, which is reflected at the physical object’s surface and returned to the device. By measuring the round trip time \( t \) in s, the distance \( d \) of an object point in m can be computed using the following formula with \( c \) being the speed of light in \( m/s \):

\[
\text{\( d = \frac{c \cdot t}{2} \)}
\]

A depth image with the mapping of all object points can be constructed either by steering the laser beam to pass through each image pixel sequentially or by sending a laser pulse that covers the entire scene at once. For the latter, a matrix of IR sensors is required to measure the depth of multiple object points within the same scanning cycle.

Each of the described 3D capturing methods was explored in the course of these PhD studies, as shown in Figure 6.5. Both triangulation and ToF methods result in a 2.5D point cloud if depth images are only captured from one specific viewport. 2.5D may be sufficient if this viewport is similar to one of the projector, and if the display surface and projector have a static relationship throughout the entire application. Otherwise, the capturing of multiple depth images from different viewpoints and subsequent registration of the resulting point clouds is necessary to construct a full 3D model. Common approaches to solve the so-called point set registration problem are the Iterative Closest Point algorithm or a feature-based algorithm, both of whom are implemented in the Point Cloud Library (PCL) [RC11]. After a final point cloud is composed of the collected depth data, another structural transformation is necessary to create a model representation that can be better processed in the up-following steps of the rendering pipeline. In computer graphics, the most common geometric description of virtual 3D models is the boundary representation, which relies on a polygonal mesh that describes the object’s surface rather than its volume [Str06]. The polygonal mesh is composed of connected faces, usually triangles, that are bounded through edges, which in turn join two vertices each. Deciding on the number of used polygons is a matter of balancing, as more polygons usually come along with a better approximation of the surface but also at a higher computational cost. Reducing the executed operations per frame is especially important in the
context of Blended Spaces, as most VR/AR applications require a continuous recomputation of the projected content, for example, to adapt to a moving user’s perspective. Additional optimization strategies such as dynamic adjustment of the level of detail may be applied during runtime to further reduce the number of processed polygons without a perceivable loss of visual quality.

6.3. Projector Model

In a final calibration step, we have to describe the positioning of all projectors within the scene as well as their internal optics\(^1\). Due to the dualism between cameras and projectors, well-known principles of a pinhole camera can be applied to provide estimates for all projector parameters of interest (see [BR05, Ope, SH16]). The traditional camera model describes a mapping of homogeneous\(^2\) 3D world coordinates \((x_{\text{world}}, y_{\text{world}}, z_{\text{world}}, 1)^T\) to homogeneous 2D image coordinates \((u, v, 1)^T\), using the camera matrix \(P\):

\[
\begin{bmatrix}
    u \\
    v \\
    1 \\
\end{bmatrix} = P \cdot \begin{bmatrix}
    x_{\text{world}} \\
    y_{\text{world}} \\
    z_{\text{world}} \\
    1 \\
\end{bmatrix}
\] (6.3)

Inversely, \(P\) can also be used to describe which pixel of a projector’s image has to be illuminated in order to project on a specific 3D point within the scene. \(P\) is a \(3 \times 4\) matrix that does not contain a directly readable specification of the camera orientation or the internal geometry of the camera. This can be solved by decomposition of \(P\) into an intrinsic matrix \(K\) and an extrinsic matrix\(^3\) \([R|t]\), with \(P = K \cdot [R|t]\). For the mapping of 3D to 2D points we receive:

\[
\begin{bmatrix}
    u \\
    v \\
    1 \\
\end{bmatrix} = \begin{bmatrix}
    f_u & 0 & c_u & 0 \\
    0 & f_v & c_v & 0 \\
    0 & 0 & 1 & 0 \\
\end{bmatrix} \cdot \begin{bmatrix}
    r_{11} & r_{12} & r_{13} & t_1 \\
    r_{21} & r_{22} & r_{23} & t_2 \\
    r_{31} & r_{32} & r_{33} & t_3 \\
\end{bmatrix} \cdot \begin{bmatrix}
    x_{\text{world}} \\
    y_{\text{world}} \\
    z_{\text{world}} \\
    1 \\
\end{bmatrix}
\] (6.4)

In the following sections, we will discuss the projector parameters which are included in each of the two matrices as well as their composition.

---

\(^1\)Throughout this chapter, bold uppercase letters refer to matrices, bold lowercase letters to vectors, and italic letters to matrix/vector elements and scalars.

\(^2\)Homogeneous coordinates add an extra dimension to matrices and vectors, thus allowing for a universal representation of affine transformations such as translation, rotation, and scaling. In this context, vectors can encode either directions or positions by setting the last (homogeneous) coordinate to 0 or a value \(\geq 1\). For details, see [MS15].

\(^3\)Vertical and horizontal lines within a matrix indicate that it was constructed from multiple vectors and/or matrices (cf. [Ope, SH16]). For example, \([R|t]\) can also be denoted as \([R_{3\times3} \ t_{3\times1}]_{3\times4}\).
6.3.1. Extrinsic Projector Parameters

The extrinsic matrix of a projector describes a mapping of world space into camera space and therefore is equivalent to the view matrix used in the standard graphics pipeline.

It is composed of a translation vector $t$, that describes the origin of world space in camera coordinates, and a $3 \times 3$ rotation matrix $R$, whose columns are representing the world axes in camera coordinates. For subsequent processing steps, we extend the resulting $3 \times 4$ matrix by a fourth row:

$$\begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix}$$ \hspace{1cm} (6.5)

As stated before, this $4 \times 4$ matrix describes the transformation of the world in relation to the projector. To calibrate a Blended Space with multiple projectors, we usually need the inverse transformation as we aim to position all projectors within world space. In other words, we need to derive the projector pose $[R_p|t_p]$, where $R_p$ denotes the orientation of the projector and $t_p$ its position, both in world space. We compute the inverse transformation as follows:

$$\begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} R_p & t_p \\ 0 & 1 \end{bmatrix}^{-1} = \begin{bmatrix} I & t_p \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} R_p & 0 \\ 0 & 1 \end{bmatrix}^{-1}$$

$$= \begin{bmatrix} R_p & 0 \\ 0 & 1 \end{bmatrix}^{-1} \cdot \begin{bmatrix} I & t_p \\ 0 & 1 \end{bmatrix}^{-1} = \begin{bmatrix} R_p^T & 0 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} I & -t_p \\ 0 & 1 \end{bmatrix}$$ \hspace{1cm} (6.6)

Based on the last equation we can derive the projector orientation $R_p$ and position $t_p$:

$$R = R_p^T \implies R_p = R^T$$
$$t = -R_p^T \cdot t_p = -R \cdot t_p \implies t_p = -R^T \cdot t = -R_p \cdot t$$ \hspace{1cm} (6.7)

6.3.2. Intrinsic Projector Parameters

The intrinsic matrix $K$ is describing a transformation of 3D camera coordinates into homogeneous 2D image coordinates. In the standard graphics pipeline, this transformation is also known as the perspective projection [SH16]. The following schematic illustrates the projection of a 3D point $p_{\text{cam}} = (x_{\text{cam}}, y_{\text{cam}}, z_{\text{cam}})^T$ in camera space onto the image plane. The resulting point $p'_{\text{cam}} = (x'_{\text{cam}}, y'_{\text{cam}}, z'_{\text{cam}})^T$ is still linked to camera space and is therefore represented in meters (the same unit as for $p_{\text{cam}}$) while $p_{\text{image}} = (u, v)^T$ refers to the same point in pixel coordinates in image space.

$^4$0 refers to the zero vector, a column or row vector having all of its elements equal to zero. In the current context, the vector dimensions always match the dimensions of the adjacent matrix. In Equation 6.5, $R$ refers to a $3 \times 3$ matrix, and therefore 0 has to be a 3-dimensional row vector to match the matrix.
6.3 Projector Model

Figure 6.6.: Mapping of a 3D point in right-handed camera space to a 2D point in image space.

The illustration exemplifies multiple parameters that define a perspective projection: the center of projection $t_p$, which is the intersection of all rays between pairs of corresponding points $p_{\text{cam}}$ and $p_{\text{image}} (= p'_{\text{cam}})$; the image plane, that denotes a plane parallel to the $x$- and $y$-axes of the camera coordinate system that includes all points $p_{\text{image}}$; and the principal point $c$, which is defined as the normal projection of $t_p$ on the image plane. The line through the points $t_p$ and $c$ is called the optical axis of the projector, while their distance defines the focal length $f$.

Figure 6.7.: Derivation of the perspective projection matrix based on the intercept theorem.

Figure 6.7 illustrates the correlation between camera and image coordinates by the example of the $y$ value. For this purpose, we consider the points $p_{\text{cam}}$ and $p'_{\text{cam}}$ as seen from the positive $x$-axis. By applying the theorem of intersecting lines we can compute

$$\frac{y'_{\text{cam}}}{f} = \frac{y_{\text{cam}}}{z_{\text{cam}}} \quad \implies \quad y'_{\text{cam}} = f \cdot \frac{y_{\text{cam}}}{z_{\text{cam}}} \quad (6.8)$$

In a last computational step, we have to transform the $y$ coordinate of $p'_{\text{cam}}$ from camera to image space. As the axes of camera and image space are aligned in parallel, we only have to apply a translation to the point $p'_{\text{cam}}$. As illustrated in Figure 6.6, the translation vector corresponds to the principal point $c$ of the projector. Before adding the principal point to $p'_{\text{cam}}$ we have to perform a conversion between the used units of camera space (i.e., usually meters) and image space (i.e., pixels). This can be done by scaling the focal length $f$ that is used in Equation 6.8 by the size of a pixel in the directions $u$ and $v$, resulting in the values...
\( f_u \) and \( f_v \), respectively. Therefore, we can compute the coordinate \( v \) in image space as:

\[
v = y'_\text{cam} + c_v = f_u \cdot y'_{\text{cam}} + c_v.
\]  

(6.9)

The same rules apply to the \( u \) coordinate of \( \mathbf{p}_{\text{image}} \). In summary, we can compute \( \mathbf{p}_{\text{image}} \) as follows:

\[
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = \begin{bmatrix}
  f_u \\
  f_v \\
  1
\end{bmatrix} \cdot \begin{bmatrix}
  x_{\text{cam}} + c_u \\
  y_{\text{cam}} + c_v \\
  1
\end{bmatrix} = \begin{bmatrix}
  f_u & 0 & c_u \\
  0 & f_v & c_v \\
  0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
  f_u \\
  f_v \\
  c_u \\
  c_v \\
  0 \\
  0 \\
  1
\end{bmatrix} \cdot \begin{bmatrix}
  x_{\text{cam}} \\
  y_{\text{cam}} \\
  z_{\text{cam}}
\end{bmatrix}
\]  

(6.10)

with the final result:

\[
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = \begin{bmatrix}
  f_u & 0 & c_u \\
  0 & f_v & c_v \\
  0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
  x_{\text{cam}} \\
  y_{\text{cam}} \\
  z_{\text{cam}}
\end{bmatrix}
\]  

(6.11)

All of the previous calculations are based on the pinhole model, which usually cannot be assumed for real projectors. Through the use of lenses, aberrations in the form of radial and tangential distortions may be introduced to the projected image. In some of the calibration methods that will be discussed in the next section, those distortion coefficients can be identified along with the other extrinsic and intrinsic parameters during the calibration process.

6.3.3. Approaches for Projector Parameter Estimation

If known, the intrinsic and extrinsic matrices can be used to project any 3D point onto the image plane of the projector. Inversely, from a number of known correspondences between 3D world coordinates and 2D image coordinates, an estimate of both matrices can be derived. For this task, we can make use of a variety of approaches with individual technical requirements and different levels of automation. In the following, we want to discuss three of these approaches that were used for the calibration of Blended Spaces in the context of this thesis.

**The RoomAlive Framework**

The first presented method was released within the scope of Microsoft’s RoomAlive project [JSM+14] and utilizes the depth-sensing capabilities of the Microsoft Kinect v2. Although it is based on a combination of existing concepts, it may serve as an example for a fully automatic calibration process that covers all transformations between a projected pixel and its corresponding 3D point. A decomposition of this process results in the following steps:

1. Mapping of 3D world coordinates to 2D color camera coordinates.
2. Mapping of 2D color camera coordinates to 2D projector coordinates.
3. Solving for the extrinsics and intrinsics of the projector.
While the first two steps aim to identify correspondences between points in the 3D world space and projector pixels, the last step makes use of these correspondences to estimate values for the intrinsic matrix $K$ and the extrinsic matrix $[R|t]$. The first transformation can be subdivided into several substeps:

(1a) Kinect’s ToF camera is used to capture a depth image of the scene.

(1b) Pixels of the depth image are transformed into precise 3D positions within the depth camera coordinate system.

(1c) Based on internal camera calibration information of the Kinect, a transformation between depth and color camera coordinates is performed.

The result of steps (1a) to (1c) is a set of 3D world points with their associated 2D color camera coordinates. Then, the color camera coordinates have to be mapped to pixel coordinates of the projector. For this purpose, a Gray Code mapping is used as described in Section 6.2.2. While the main procedure follows the same steps as for the capture of a 3D surface, there is a small but important difference in the setup. For the 3D capturing of a surface, the camera and projector need to be positioned in a known layout to compute the baseline as well as the tilt angles (see Fig. 6.3). In the context of projector calibration, this layout is not known but the subject of the calibration process. However, since the depth of 3D points is already measured in step (1), it is not of further interest for step (2). Instead, we make use of the first part of the Grey Code procedure to solve the correspondence problem, and therefore identify corresponding points in the camera and the projector image.

As a transformation between 3D world points and 2D camera pixels was already computed in step (1), and step (2) results in a mapping of camera pixels to projector pixels, an overall transformation between 3D world coordinates and 2D projector coordinates can be derived. From these 3D-2D point correspondences, both intrinsic and extrinsic parameters of the projector can be estimated using a Levenberg-Marquardt optimization [Row96].

The input of the algorithm is a self-defined function that computes the root-mean-square (RMS) error for a given set of 3D-2D correspondences and a current estimate of all intrinsic parameters (i.e., focal length and principal point) as well as extrinsic parameters (i.e., depth camera pose in the projector’s coordinate space). When $n_c$ denotes the number of correspondences, the RMS error is defined as follows:

$$\text{rmsError} = \sqrt[2]{n_c^{-1}} \sum_{k=0}^{n_c-1} \sqrt{(x_k - u)^2 + (y_k - v)^2}$$ (6.12)

The point $(x_k, y_k)$ denotes the measured 2D image point, while $(u, v)$ is computed by transforming the corresponding 3D world point with the estimated extrinsic and intrinsic matrix. The provided error function is minimized by variation of the given parameters. This is done iteratively, starting from an initial guess for all of the intrinsic and extrinsic parameters as well as a set of point correspondences.
As both the depth camera and the Gray Code procedure may be subject to inaccuracies, the full set of correspondences might include a considerable number of outliers. To exclude these outliers from the parameter estimation, and therefore increase the robustness of the method, the RoomAlive framework is embedding the optimization algorithm in a RANSAC procedure [JSM+14]. In each of the RANSAC iterations, a subset of 100 samples is randomly selected from the overall set of 3D-2D point correspondences. The selection process is repeated until the samples pass a test against co-planarity. This test is inevitable, as the estimation of a projector’s intrinsics requires 3D points with different depths. For the resulting subset of non-planar points, the Levenberg-Marquardt optimization is performed, resulting in estimations for the matrices $K$ and $[R|t]$. The estimated matrices are applied to the full set of 3D points and compared to the associated 2D image points. If the RMS error for a point correspondence is lower than a predefined threshold, this correspondence is supporting the estimated model of intrinsic and extrinsic parameters. All supporting correspondences, called inliers, are collected. If the number of 500 inliers is exceeded, the Levenberg-Marquardt algorithm is performed for a second time, this time with all of the inliers instead of a subset of 100 samples only. The resulting model is assumed to be a good estimation for the intrinsics and extrinsics of the projector and is cached along with the according error. The entire procedure is repeated for up to 10 times and the model with the minimal error is used as the final result.

Although the RoomAlive method is both automated and flexible as it only poses a few requirements towards the calibration environment, it also has some limiting factors. The results of step (1) are limited by the quality of the ToF depth camera of the Kinect v2, which has a resolution of $512 \times 424$ pixels and a minimum detectable depth difference in the range of millimeters, that increases with distance [YZD+15]. These stats may be improved by using an alternative depth-sensing technology, such as a stereo color camera rig. Step (3) relies on the Levenberg-Marquardt minimization to solve for the projector parameters. Since the underlying problem is non-linear, the algorithm converges to the global minimum only if the initial guess is close to the final solution, or if there is only one minimum. Both limitations are addressed in the following semi-automated approach.

**Zhang’s Method**

The following algorithm to estimate intrinsic and extrinsic parameters of a camera was suggested by Zhang [Zha00] and is included in several computer vision libraries such as OpenCV [BK08]. In contrast to the previous solution, the algorithm works with one color camera only. Zhang’s algorithm is based on multiple views of a planar calibration pattern with known geometry. Traditionally, a checkerboard is used as its corners can be identified easily in the camera image. From the known 3D positions of the checkerboard corners as well as their corresponding projections onto the image plane of the camera, Zhang’s algorithm calculates an estimation of an intrinsic matrix for the RGB camera as well as an estimated pose for each view of the calibration rig in camera space. In a second step, Gray code projections can be used to build a transformation matrix between camera and projector
image space as described in Sections 6.2.2, and 6.3.3. By cascading the matrices gathered in both steps, we compute a final transformation from 3D world space to 2D image space of the projector. As the second part is executed in the same way as for the RoomAlive approach, we want to focus on the first part.

The calibration procedure according to Zhang includes the following steps [Bur16]:

1. Capture $m$ views of the calibration pattern by moving the pattern to different poses in front of the camera.

2. For each of the $m$ camera images, extract $n$ feature points.

3. For each view $i = 1, ..., m$, estimate a homography $H_i$ that maps 3D model points to 2D image points.

4. From the homographies $H_1, ..., H_m$ estimate the intrinsic parameters of the camera using a linear equation system.

5. Based on the estimated intrinsic parameters, compute the extrinsic parameters for each of the $m$ views.

6. Refine the estimated intrinsic and extrinsic parameters by using them as an initial guess for a non-linear optimization algorithm.

The most important assumption for the algorithm results from the planarity of the calibration rig. By placing the $x$- and $y$-axis of the 3D world coordinate system at the plane of the checkerboard, the $z$ values of all corners can be assumed to be 0. Due to this assumption, we get a simplified equation for the mapping between 3D object points and 2D image points:

$$
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = K \cdot
\begin{bmatrix}
  r_{11} & r_{12} & r_{13} & t_1 \\
  r_{21} & r_{22} & r_{23} & t_2 \\
  r_{31} & r_{32} & r_{33} & t_3
\end{bmatrix}
\begin{bmatrix}
  x_{\text{world}} \\
  y_{\text{world}} \\
  0 \\
  1
\end{bmatrix} = K \cdot
\begin{bmatrix}
  r_{11} & r_{12} & t_1 \\
  r_{21} & r_{22} & t_2 \\
  r_{31} & r_{32} & t_3
\end{bmatrix}
\begin{bmatrix}
  x_{\text{world}} \\
  y_{\text{world}} \\
  1
\end{bmatrix}
$$

(6.13)

In comparison to the mathematical approach used for RoomAlive, Zhang’s algorithm reduces the number of unknown parameters for each homography matrix from 12 to 9:

$$
H = \begin{bmatrix}
  f_u & 0 & c_u \\
  0 & f_v & c_v \\
  0 & 0 & 1
\end{bmatrix} \cdot
\begin{bmatrix}
  r_{11} & r_{12} & t_1 \\
  r_{21} & r_{22} & t_2 \\
  r_{31} & r_{32} & t_3
\end{bmatrix}
= \begin{bmatrix}
  h_{11} & h_{12} & h_{13} \\
  h_{21} & h_{22} & h_{23} \\
  h_{31} & h_{32} & h_{33}
\end{bmatrix}
$$

(6.14)
The homographies $H_i$, for views $i = 1, ..., m$ can be estimated with a Direct Linear Transformation. Following a sequence of steps (see [Zha00] or [Bur16]), the formula 6.13 is rearranged to a system of linear equations (for an example homography $H = H_5$):

\[
\begin{bmatrix}
-x_1 & -y_1 & -1 & 0 & 0 & 0 & u_1x_1 & u_1y_1 & u_1 \\
0 & 0 & 0 & -x_1 & -y_1 & -1 & v_1x_1 & v_1y_1 & v_1 \\
-x_2 & -y_2 & -1 & 0 & 0 & 0 & u_2x_2 & u_2y_2 & u_2 \\
0 & 0 & 0 & -x_2 & -y_2 & -1 & v_2x_2 & v_2y_2 & v_2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
-x_n & -y_n & -1 & 0 & 0 & 0 & u_nx_n & u_ny_n & u_n \\
0 & 0 & 0 & -x_n & -y_n & -1 & v_nx_n & v_ny_n & v_n \\
\end{bmatrix}
\begin{bmatrix}
h_{11} \\
h_{12} \\
h_{13} \\
h_{21} \\
h_{22} \\
h_{23} \\
h_{31} \\
h_{32} \\
h_{33} \\
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]  
(6.15)

To create this system of equations, the values of the homography matrix $H$ are rearranged into a 9-dimensional vector $h$. Every two equations are built from one of the $n$ 3D-2D point correspondences. For this purpose, the coordinates $(x_j, y_j)$ with $j = 1, ..., n$ are computed from the physical size of the checkerboard as well as its number of squares, and therefore, are the same for all views. In contrast, the corners $(u_j, v_j)$ are different for all views as they are extracted from the camera image $j$ using a computer vision operator such as the Harris corner detector [BK08]. After assigning all of the parameters to the left matrix, the system of linear equations is solved using a singular-value decomposition [Bur16]. As we have to solve for nine parameters for each homography $H$ and each point correspondence contributes to two equations, at least 5 points are needed for each view. Usually, many more corners are used to build an overdetermined equation system, as this compensates inaccuracies as well as occlusions during the computer vision process. A solution of the equation system is obtained by minimizing the residual $||M \cdot h||^2$. While this expression does not directly relate to the geometric projection error as for the RoomAlive method, the computed value for $h$ can serve as a good initial guess for a subsequent non-linear Levenberg-Marquardt optimization [Row96]. The resulting homographies $H_i$ for $i = 1, ..., m$ encode both the common intrinsic matrix $K$ and the view-dependent extrinsic matrices $[R_i|t_i]$, which can be extracted as described in [Bur16].

Instead of a checkerboard, other calibration rigs can be used as long as their geometry is known and the 3D points are detectable in the camera image. Early methods usually relied on rigs that were made of two or three planes orthogonal to each other [Zha00]. However, due to their non-planarity, they require non-linear optimization strategies such as presented in Section 6.3.3.

\textsuperscript{5}For the sake of readability, we use the short forms $x$ and $y$ to denote $x_{\text{world}}$ and $y_{\text{world}}$. 
Manual Mapping Without Cameras

The last presented method to calibrate the projector is relying on two requirements:

1. A virtual 3D model of the display surface exists.
2. A valid initial guess for the intrinsic parameters of the projector is available.

These requirements were naturally fulfilled for most of the experiments which were conducted in the context of this thesis.

Firstly, a virtual model of the display surface is one of the prerequisites to align the physical surface features with the projected content. In Section 6.2.2, different approaches to create such a virtual representation are introduced.

Secondly, intrinsic parameters of a projector are usually constant throughout its lifetime, provided that the optical zoom value is not adjusted. If calibrated once, the correspondence problem can be simplified by focusing on the extrinsic matrix, which maps the world space to projector space as described above. Even without knowledge of the exact values for the intrinsic matrix, the method can be applied if a rough guess for the viewing angle of the projector is known. From this angle (in degrees), initial values for the focal length $f$ and the principal point $c = (c_u, c_v)$ can be computed as follows:

$$f = imageWidth \cdot \text{deg2Rad}(viewingAngle)$$
$$c_u = 0.5 \cdot imageWidth$$
$$c_v = 0.5 \cdot imageHeight$$

During the calibration process, these initial guesses can be further optimized.

In comparison to the previously discussed calibration methods, the distinctive feature of this approach is the unnecessity of an additional camera. Instead, the user has to be involved to align physical and projected features. In the following, we explain the required sequence of user actions by taking the example of an application called mapamok [McD12]. It was developed by the YCAM InterLab and features a basic UI to manually select 3D-2D point correspondences that can be used to perform a projector calibration.

The calibration process starts with a wireframe view of the virtual surface model, that has to be constructed beforehand using one of the methods described in Section 6.2.2. This view is called selection mode and supports common 3D interactions such as rotating, panning, and zooming. In selection mode, the user has to pick a distinctive 3D point of the virtual model, for example, a corner, which is then highlighted and labeled with a unique ID.

Afterward, the application toggles to the second view called render view. In this mode, the virtual model is hidden and a 2D representation of the selected point is displayed instead. In contrast to the selection mode, which displays the 3D world space, render mode represents the two-dimensional projector image space. Within this space, the user can drag the 2D point in $x$ and $y$ direction while observing its movement along the real display surface. This
step intends to find the correct \((u, v)\)-position of the projected 2D point so it is perfectly aligned with the corresponding 3D point of the physical object. Therefore, it is recommended to use feature points that are easy to match, in contrast to, for example, points within a planar surface area. This process of choosing a 3D point in selection mode and finding the corresponding 2D point in render mode has to be repeated at least 3 times to enable an initial estimate of intrinsic and extrinsic parameters. It is recommended to aim for 8 to 12 points that cover the entire scene and are neither close to each other nor co-planar [McD12]. From the identified 3D-2D point correspondences and the initial guess for the intrinsic parameters, estimates for the intrinsic and extrinsic matrix can be created and optimized iteratively using the Levenberg-Marquardt algorithm as described in Section 6.3.3.

The manual mapamok calibration finalizes the set of methods that were used in the course of these PhD studies to estimate projector intrinsics and extrinsics. All of them can be considered to have two subtasks, which address the following questions:

1. Which technique is used to identify 3D-2D point correspondences?
2. Which mathematical model is applied to solve for the intrinsics and extrinsics?

In general, the approaches to solve each of these two subtasks can be combined arbitrarily as long as the mentioned technical and mathematical requirements are fulfilled. One of these technical requirements refers to the availability of additional cameras. While the usage of one or more cameras promises some considerable advantages regarding the process automation, it also implies some negative effects. First of all, the complexity of the setup increases as some hardware components are used only during the calibration process but not necessarily for the final application. Furthermore, most calibration procedures that involve a camera impose additional requirements on the scene, such as proper lighting conditions and non-transparent surface characteristics. A series of tests concerning the methods of RoomAlive and Zhang showed that, for our setups and used devices, both accuracy and precision were in the range of centimeters, and therefore higher than demanded for most of the experiments. In contrast, the mapamok approach allows the user to precisely align features that are most important for the application, such as points around the exhibit in a museum-like setup. While this involves some manual effort, the time investment was consistent and within minutes. Compared to the manual approach, the automatic methods required several repetitions and optimizations of the scene. Therefore, the overall calibration time was in the range of hours, even if only little manual intervention was required. An advantage of the automatic processes is the possibility to calibrate multiple projectors simultaneously. If the camera and projector frustums are overlapping, all of them can be registered within the same global coordinate space. We did not take advantage of this in our experiments, since all of our setups use a 1:N mapping between projectors and physical objects. Therefore, a relative positioning in a global coordinate space is not necessary, and each physical object can be registered within the local space of the corresponding projector instead.
The minimization of projector overlap also reduces the need for additional blending procedures. Such techniques are used to compensate for intensity variations, which may appear between different parts of the Blended Space. The normalization of intensity values is the objective of the photometric registration, in opposition to the geometric registration, which was addressed in the previous sections. In the course of this thesis, photometric registration will not be considered in depth; for a formal overview see, for example, the surveys provided by Majumder et al. [MHTW00], or Bimber and Raskar [BR05]. In the context of all subsequently presented experiments, manual adjustments of the projectors’ working color gamuts were performed to reduce the intensity mismatch between projectors. Besides, most of the used display surfaces featured a white, diffuse reflecting material. In conjunction with the reduction of overlapping projection regions, intensity variations could be reduced to a level that was not interfering with the presentation of the Blended Spaces.
Chapter 7.

Rendering

If the Blended Space is calibrated once, it can display any virtual content to create all different states along the Mixed Reality continuum. For authoring the Blended Space, we used the game engine *Unity* [Uni], although other 3D graphics APIs such as the *Unreal Engine* [Unr] could be used as well. Unity supports the development of 2D and 3D real-time applications for different platforms such as PC, mobile devices, and VR glasses. Within a Unity scene, a precise virtual simulation of the Blended Space can be built, where virtual 3D models represent both the real-world display surfaces and the objects, which will be projected on top of these surfaces. Based on the geometric parameters that were estimated in the previous calibration process, virtual cameras with matching extrinsic and intrinsic values can be set up within the scene. Using these virtual cameras, a multi-step rendering process is performed to compute a 2D image for each of the projectors within the Blended Space. In this chapter, we first address the implementation of different physical and virtual components that are necessary to create a comprehensive simulated Blended Space. Afterward, we will present an overview of the rendering process that is performed to create the final projections.

7.1. Implementation of a Virtually Simulated Blended Space

Before the actual virtual content can be added to the Unity scene, a suitable representation of all physical components of the Blended Space has to be found. First of all, for each potential display surface in the physical scene, a polygonal mesh is imported to the Unity scene. For instance, this includes walls of the surrounding CAVE as well as virtual models that represent physical objects inside of the Blended Space. As we focus on the geometric registration of virtual and real content rather than a photometric one, the materials of all virtual models do not have to mirror the real surface structure of physical objects.

After a virtual replica of physical surfaces is set up, a representation of the user can be introduced to the scene. Which components are required to model a user, depends on the body parts that are intended to be tracked. For example, the positions of the user’s hands
could be mapped to a Unity collider to simulate interaction with virtual objects. If we only aim for a perspectively correct projection of the virtual content, a representation of the user’s head is sufficient. For this purpose, the user’s eyes are modeled as two virtual cameras, that are horizontally off-centered according to the user’s interpupillary distance. Both virtual eyes are attached to a parent object that mimics real movements of the user’s head. Most tracking system vendors such as OptiTrack already provide a Unity interface to transfer both the position and orientation of a tracked rigid body to a Unity object.

Like the user’s eyes, the projectors of a Blended Space are also represented by virtual cameras. The details on this procedure are addressed in the next section as they can be deduced from the rendering process. A projector’s intrinsic matrix, which was estimated in a previous calibration step, can be directly assigned to the projection matrix of the corresponding virtual camera. In contrast, the extrinsic matrix first has to be converted to be applicable to a Unity camera. If the extrinsic parameters describe a pose of the world origin in projector coordinates, an inverse transformation has to be computed as described in Equation 6.7. Besides, all of the presented calibration tools such as RoomAlive, OpenCV, and mapamok are using right-handed coordinates, while Unity is based on a left-handed coordinate system. A conversion between both systems can be performed by extracting the translation values $[t_x, t_y, t_z]$ and Euler angles $[α, β, γ]$\(^1\) from the extrinsic matrix and by applying the following transformations to them:

\[
t' = [-t_x, t_y, t_z]
\]
\[
r' = [α, -β, -γ]
\]

The results can be transferred to the camera’s transform component that is mandatory to each Unity object to store its pose.

After building a replica of all physical components of the Blended Space, the virtual augmentations can be added to the scene. These may include virtual characters, props, and environments as well as additional lighting, sound sources, and visual effects that are not present in the real environment. There are no restrictions regarding whether to position the virtual objects within the borders of the physical room or beyond. The only limiting factor is the availability of a physical display surface, since, for example, no virtual contents can be displayed at the ceiling of a Blended Space if no such projection wall or projector was used in the CAVE configuration (see Fig. 5.1 to 5.3). Limitations of the displayable content should be taken into account during the authoring process to avoid undesired cropping of virtual objects. In particular in a CAVE without a ceiling, virtual objects that are taller than the user or floating above eye level usually should be placed behind the CAVE’s walls. Otherwise, they increase their projection height drastically when the user moves towards the wall.

\(^1\)Unity is using the Tait-Bryan convention since all three rotations are performed around distinct axes $(R_z(γ)−R_x(α)−R_y(β))$ while Euler angles in the strict sense use the same axis for the first and the third rotation (e.g., $R_z(γ)−R_x(β)−R_z(α)$) \[Die06\]. Rotations in Unity are extrinsic, i.e. they always use the fixed rotation axes of the parent object or the world coordinate system.
7.2 SAR Rendering Pipeline

For a derivation of the rendering steps to be performed, we first consider the geometric relationships that are illustrated in Figure 7.1. A projector pixel \( m_i \) is mapped to the point \( q_i \) on the physical display surface. For this purpose, each projector within a Blended Space projects a 2D image with virtual content onto the display surfaces of the physical scene. In case of stereoscopic display, two different images for the left and right eye have to be projected on top of each other. The physical display surfaces with projected textures are then viewed by the user. Stereo glasses can separate the overlayed images, so each eye is only receiving its corresponding image point \( p_i \). By interpreting the disparity information stored in the two received image points, the user’s brain is constructing a virtual 3D point \( o \), that may be located at the same depth as the physical display surfaces, in front of them, or behind them. The actual and the perceived distance of \( o \) can deviate from each other due to conflicting depth cues such as convergence and accommodation. This effect increases with a higher distance between \( o \) and the display surface and is detailed in Section 8.4.2. In case of a monoscopic projection, the same process is applied with the difference, that there are no binocular depth cues to be used to position the virtual object within the Blended Space.

To compute the initially projected 2D images, we can reverse this step sequence. Due to the dualism of cameras and projectors, all capturing entities can be replaced by projecting entities and vice versa. The result is a rendering process with three semantic steps:

1. Off-screen rendering of virtual scene objects from the user’s viewpoint.

2. Projection of the user view back onto physical scene objects.

3. On-screen rendering of newly textured physical scene objects from the projector’s viewpoint.

The second and third steps can be implemented within one rendering pass as we will show below. We therefore end up with two rendering stages (see Fig. 7.2), that will be discussed in the following two sections.
Figure 7.2.: Two stages of the SAR rendering pipeline. Real objects are depicted gray, view-dependent virtual objects blue, and the view-independent virtual object orange-colored. The two images on the left are only for illustration purposes but are not used in the final pipeline.

7.2.1. User View Render Stage

The first render stage captures the user view of the Blended Space. For rendering purposes, this should only involve additional virtual objects that are not already present in the Blended Space. Consequently, representations of physical objects have to be excluded. This is done by assigning all virtual objects to a specific layer and by restricting the culling mask of the user cameras to this layer. In a first draw call, this virtual layer is rendered to an off-screen texture target. A second, optional draw call handles occlusions of the virtual objects. This is only necessary for an augmentation scenario, where real-world geometry occludes virtual objects that are located at a greater distance. To achieve the desired effect, occluded parts of virtual objects have to be culled in the user view. This can be implemented by rendering all occluding real-world objects with a black unlit shader. The real texture of physical objects is not captured as it would be re-projected onto the real objects later on. Since the render buffer is not cleared between the previous and this draw call, the results of both rendering processes are combined. If real-world objects should be diminished as illustrated in Figure 1.1, the second draw call can be skipped. The resulting off-screen target texture, that is either the result of the first draw call or a combination of both calls, provides the basis for the subsequent stage.
7.2.2. Projection Render Stage

The second rendering stage targets the assembly of one 2D image per projector within the Blended Space. A projector image consists of multiple rendering layers, that focus on different objects of the scene. In the first step, a black background layer is rendered. For projection systems, the color black corresponds to the absence of light, and therefore no virtual content is projected onto the physical surfaces. If the displayed state of the Blended Space does not involve any virtual objects, which is the case for the left extreme of the RV continuum, the rendering process ends here.

For all other states that involve virtual objects, a second rendering layer is created. In this layer, all physical display surfaces are rendered from the projector’s viewpoint. The original color of a surface point \( q_i \) is ignored, as we are only interested in the color of \( o \), which is the virtual point mapped onto \( q_i \). The point \( o \) corresponds to a pixel \( p_i \) in the target texture of the previous user view render stage. To replace the original color of \( q_i \) with the color stored in \( p_i \), a specific shader is used for all physical objects in the scene. This shader is different from the one used in the first rendering stage, which colored the same objects black to model occlusions. The texture coordinates of \( p_i \) can be computed by multiplying the point \( q_i \) with the view-projection matrix of the user camera. This matrix is known due to the continuous tracking of the user. With the resulting texture coordinates, a lookup in the user view texture can be performed and the corresponding color is mapped to the object point \( q_i \). Afterward, each projector applies a standard perspective projection to map all retextured physical display surfaces to a projector-specific 2D image.

In a third, optional step, view-independent virtual objects can be handled. As described at the beginning of Chapter 6, those objects appear like stickers in the scene. Therefore, they can be rendered directly from the projector’s view without the need for a lookup in the user view texture.

The combination of all three draw calls results in a set of 2D images that can be projected by the corresponding calibrated projectors to create a Blended Space with both view-dependent and -independent content.

7.2.3. Special Case: Planar Quadrangular Surfaces

The described render stages can be applied to any combination of real and virtual geometry. However, if the display surface is both planar and quadrangular, such as a CAVE wall, the rendering process can be further simplified. First of all, the edges of the projector image and the projection surface have to be aligned. This can be done with a four-corner correction that is built in the projector or added to the Unity scene. The huge benefit of this approach is that the exact pose of the projector does not have to be known. In a second step, the user camera frustums have to be matched to the four edges of the projection surface. The frustums are usually asymmetric and therefore implemented with an off-center projection matrix. The resulting user view texture directly corresponds to the on-screen texture of the projector, so the projection render stage is redundant.
Part III.

Visual Perception in Blended Spaces
When real objects and 3D virtual projections are blended, spatial consistency is a crucial factor to present a convincing seamless environment to the user. This involves a correct spatial layout of objects, for example, through natural occlusions, as well as smooth transitions at the edge between surfaces. While there is a large body of literature in the field of depth perception in VR as well as traditional AR, so far only little research has been conducted on the characteristic features of projection-based spatial AR setups and their implications on the perception of such environments.

![Figure III.1.: A virtual (a) 2D texture or (b) 3D object is projected onto two different surfaces.](image)

As introduced in Section 6, Blended Spaces can feature two different kinds of projection (see Fig. III.1). The first category involves projections that are not affected by the current position of the observer. By this means, the surface of 3D objects can be augmented with virtual 2D textures, while the overall layout of scene objects remains unaffected. However, visual arts prove that even small changes of an object’s surface material, such as modifications of its color temperature or brightness, can cause changes in its perceived depth. It is an interesting question whether similar strategies can be applied to Blended Spaces to manipulate perceived relationships between augmented objects. In the second category, 3D virtual objects can be detached from real-world geometry, displaying them at any position within the Blended Space. In this case, even a single object could be projected onto different surfaces with varying depths, orientations, or forms. As the projected parts might differ with regard to their luminance contrast, blur, and stereoscopic parallax, a consistent spatial impression may not be guaranteed. In particular, a mismatch between the distances of a virtual 3D object and corresponding projection surfaces causes the so-called vergence-accommodation conflict, which can lead to focusing difficulties (see Sec. 8.4.2). As this conflict does not exist in REs, it is one of our major research interests to what extent users can adapt to the conflicting depth cues in projection-based Blended Spaces. Therefore, in this part of the thesis, we present a series of studies, which investigate the perceived spatial relationships between users and their projection-based environment.
Based on the two introduced use cases, we address the following research questions:

1. Can projections modify the way users perceive spatial relationships in Blended Spaces?

2. Are projections of 3D stereoscopic content on different display surfaces perceived consistently in Blended Spaces?

We discuss practical implications and individual differences in the perception of depth between observers, and we outline future directions to influence and improve human depth perception in the real world.
In this chapter, we introduce the physiological and optical fundamentals that are most important to understand human depth perception in Blended Spaces. We will review several cues that are used by the human visual system to derive depth information from 3D scenes. Based on these depth cues, we will discuss implications on the perception of virtual objects, including a number of perceptual illusions as well as cue conflicts that might occur in Blended Spaces.

8.1. The Visual System

In order to study the human depth perception in Blended Spaces, we first have to develop a basic understanding of how our visual system processes stimuli from the surrounding environment. This process of light reception, retinal image formation and extraction of depth information involves several psychophysical and optical mechanisms, which are specified in the following two sections based on the fundamental work of Palmer [Pal99], Bruce, Green, and Georgeson [BGG03] as well as Goldstein [Gol13]. First, we will take a closer look at different physiological components of our visual system, which play a crucial role in spatial perception. Afterward, some optical principles to map a 3D environment on 2D images are considered.

8.1.1. Anatomy of the Human Eye

When light enters the eye, it first passes a transparent front layer, the cornea, which accounts for about two-thirds of the overall refractive power of the eye. The iris is placed underneath the cover of the cornea. It has a circular opening, which is called “pupil”. Since the diameter of the pupil regulates the amount of light entering the eye, the pupil acts as an aperture of the eye [BGG03].
Behind the iris, the eye’s lens is situated. Along with the cornea, this capsule-shaped, transparent structure forms the refractive part of the eye. Its shape can be altered by contraction or relaxation of the connected ciliary muscles. These changes in lens curvature are necessary to allow the eye to focus on objects at different distances. For this reason, the entire process known as accommodation plays an essential role in human depth perception. It is explained in detail in Section 8.2.1.

After incoming light passed the first layers of the eye including cornea, pupil, and lens, it has to traverse the transparent, gelatinous vitreous body before reaching the inner layer of the eye, the retina. The retina contains millions of light-sensitive cells, called cones and rods, which are distributed across the surface with varying density [Gol13]. Rods are most sensitive to low light intensities, whereas cones respond to bright light, and therefore are responsible for color perception as well as the discrimination of fine details. The term fovea is used to refer to the point on the retina with the densest concentration of cones whereas no rods are present. Furthermore, the blind spot is a point on the retina without photoreceptor cells. It corresponds to the position of the optic nerve, which connects the retina with the brain. Therefore, the highest visual acuity can be reached at the fovea, while the visual field is obscured at the blind spot. By integrating the sensed light at all photoreceptor cells, a 2D image of the visual world is formed at the retina. This process involves multiple chemical and electrical mechanisms, however, we will focus on higher-level optical principles to explain the mapping between the 3D world and the 2D retinal image.

In this context, we introduce two additional axes that serve as important references in the following considerations. The visual axis is a line connecting the fixation point and the fovea. The optical axis is defined as the line that is normal to the lens surface, along which incoming light is not deviated by the lens. As the fovea is not located on the optical axis but is displaced around 5 degrees on the temporal side of the retina, the visual and optical axes are misaligned.
8.2 Depth Cues

In this section, we will summarize several factors, which contribute to the spatial impression of a viewed scene. We consider a set of nine so-called depth cues as suggested by Cutting and Vishton [CV95]. As the authors argue in their article, other commonly accepted cues such as linear perspective, texture gradient, and shading can be created by a systematic combination of these nine cues, and are therefore not considered separately in the following list.

8.2.1. Oculomotor Cues

The first category of depth cues is strongly related to the internal structure of the human eye, as discussed in Section 8.1.1. Before light rays reach the retina and therefore produce image points that can be analyzed by the visual cortex, several elements in the frontal part of the eye have to adjust themselves to focus the object point of interest. This is done by ciliary muscles, which are attached to the lens, and results in two different but related effects, that are described in the following.
Accommodation

Accommodation denotes the mechanism that allows the lens of the human eye to change shape to keep the retinal image sharp, regardless of whether the focused object is close or far. If a close object should be brought into focus, the ciliary muscles contract, the lens takes on a more rounded shape and, by this means, the refractive power of the eye increases. The reverse effect occurs when the muscles relax.

Convergence

Another measure of the distance to the focused object is the current angle between the optical axes of both eyes. To focus on a close object, extraocular muscles turn the eyes inward. Accommodation and convergence reflexes are neurally coupled, and therefore, both systems are responding if one of them is stimulated. In natural viewing conditions, these responses indicate a consistent depth of the focused object. In VEs, the latter is not true in the majority of cases, as we will discuss in the context of cue conflicts (see Sec. 8.4.2). Figure 8.2 illustrates the conflicting depth information in VEs in comparison to the natural coupling of accommodation and convergence in REs.

8.2.2. Monocular Cues

Monocular cues allow observers to derive a spatial impression of the viewed scene with only one eye. This naturally involves the aforementioned oculomotor accommodation cue as well as the two additional categories of pictorial and motion-induced cues. Pictorial cues receive their name due to the fact that even flat pictures can provide these depth cues to the viewer. Indeed, visual artists make use of a variety of techniques to induce a sensation of depth in their 2D paintings (for a review see [HR12]). Some of them, such as height in the visual field, relative size, and occlusion, are related to the object’s size or its relative positioning. Besides, there are tone-related cues, which are inferred from luminance distributions in a scene, such as shading and aerial perspective [TI12].

Occlusion

Occlusion occurs when an object is fully or partially hidden by another object that is placed in front. The (partially) occluded object appears further away than the occluding object, resulting in a relative order of scene objects in space. However, besides this ordinal information, no absolute depth values can be inferred. Nevertheless, occlusion is a powerful depth cue that typically dominates the following cues.

Relative Size

When at least two objects are mapped to the retina, the ratio of their retinal images’ height is called relative size. To suffice as a depth cue, it requires the observer to have a rough understanding of the objects’ sizes when viewed at the same distance. This may be due to
similar sizes of the objects, as for a tree-lined road, or because the viewed objects are priorly known to the observer. The latter is usually denoted as familiar size and allows humans to extract absolute depth information from the scene. Additionally, it works if one object is present in the scene only. Without prior knowledge of the objects, relative size contains ordinal information as well as scaling factors, however, without an absolute point of reference in the scene. For example, a relative size of 2 only implies that for equal object sizes the second object’s egocentric distance is twice as big as the first object’s distance, but there is no indication of the exact depths of both objects (cf. Emmert’s law [Gol13]).

Relative Density

Relative density as a depth cue is strongly tied to relative size since both cues are based on the concept of linear perspective. When a group of objects moves further away, it appears denser to the viewer. A similar effect can be observed for the surface textures of objects. When textures are viewed from a larger distance, their details become finer. As for relative size, relative density does not contain any absolute depth information unless the horizontal distance of objects or texture details is known beforehand.

Height in the Visual Field

When objects move away from the observer, they get smaller and elevate in the visual field. However, this is only true for objects that are not floating and therefore are based on a non-transparent floor plane. If the former conditions are met and the height of the observer’s eyes above the ground level is known, this cue cannot only serve as a source of relative depth information but also allows humans to derive absolute egocentric distances of objects.

Aerial Perspective

In a real environment, light is scattered by particles in the atmosphere, resulting in a reduction of contrast when the viewing distance increases (e.g., [BF86]). This effect is called aerial perspective and can be observed for an object’s texture and shading as well as the contrast between an object and its background. Its strength depends on the condition of the atmosphere and therefore can vary from area to area.

All of the monocular cues that were presented so far do not require any relative motion between scene objects and the observer and therefore also work for static 2D images. However, there is another category of monocular cues that integrates this additional source of information and uses it to improve the spatial impression of the scene.

Motion Parallax

Motion parallax occurs when the observer is moving by an otherwise stationary scene. Due to the observer’s movement, the images of different objects on the retina are moving as well, with higher speeds for closer objects than for distant objects. Several research projects
demonstrated that even microscopic head movements greatly enhance the spatial perception of the viewer, emphasizing the importance of motion parallax as a depth cue (e.g., [RG79]).

8.2.3. Binocular Cues

The last considered category of depth cues arises from the fact that our two eyes have a slightly different view of the world due to the interpupillary distance. The human brain uses the differences between the retinal images of the left and the right eye to infer the egocentric distance of objects.

Disparity

When an object point is viewed with both eyes, it is mapped to a specific location in the retinal image of each eye. The distance of these two corresponding image points, which is also called binocular disparity, can then be used to triangulate the egocentric distance of the object point. Binocular disparity is a quantitative representation of depth and therefore is often claimed to be one of the strongest depth cues.

8.2.4. Range of Cue Effectiveness

According to Cutting and Vishton [CV95], the importance of the various depth cues depends on the distance of the viewer to the object of interest. To quantify the effectiveness of different depth cues, the viewer’s environment is divided into three circular, egocentric regions: personal space (0−2m), action space (2−30m), and vista space (>30m).

As a general rule, occlusion typically dominates the other cues in all of the three zones. Beyond that, if none of the objects are overlapping, binocular disparity often provides the most accurate depth cue in personal space. Convergence and accommodation also indicate a close distance to the object since these depth cues are effective within arm’s reach and slightly beyond.

Conversely, aerial perspective only gets effective in vista space, meaning the object of interest is located at a distance of more than 30 meters to the viewer. In general, oculomotor and binocular cues are greatly diminished in vista space, and therefore the human visual system has to rely mostly on pictorial as well as motion-induced cues for such large distances.

For the intermediate zone, the action space, disparity still contributes to the overall depth impression, however, pictorial cues such as height in the visual field and occlusion outperform this binocular cue. At about 30 meters, the border between action and vista space, the utility of binocular disparity declines to an effective threshold value of 10%, which Cutting and Vishton assume to be a margin for considering a depth cue effective for determining the layout of objects.
8.3 Depth Illusions

In addition to classical depth cues, which are used by the visual system to infer depth when viewing a natural 3D environment, visual artists make use of several depth illusions that mimic the effects of depth cues or take advantage of the optical structure of the human eye to create apparent depth in 2D paintings. In the following, we will present three such factors that can create illusions of depth, and we will discuss their correlation to the previously introduced depth cues.

8.3.1. Color Temperature

When viewing an image that shows different colored objects within dark surroundings, most people observe what is called positive chromostereopsis: warm colored objects tend to appear closer to the viewer while cool colored objects appear further away (see Fig. 8.3a). The opposite effect can be perceived when the background is white instead [DN93, Gol13]. Most researchers, who considered the phenomenon in the past, indicate a physiological cause for this visual illusion. When light enters the human eye, it is refracted depending on its wavelength. Shorter wavelengths, for example, blue light, are refracted more than longer wavelengths such as red light. This effect is also referred to as chromatic aberration and is a reason why long-wave light sources occur nearer than short-wave light sources when placed at the same distance to the viewer. Instead of the positive effect, some observers also experience the opposite negative chromostereopsis. Previous research projects attributed such individual differences in the perception of colored objects to physiological characteristics of the observer, for example, the location of the pupillary center [TMS93, Vos08]. In the past, several studies addressed the impact of an object’s color to its perceived depth, although most of them focused on stimuli presented on a 2D display [BGDA07, Fau95]. In addition, a few perceptual experiments were conducted to investigate chromostereopsis in a real environment with different colored test objects [Atl10] or light sources [Hua07]. In all referenced setups a measurable effect of color on depth perception could be found.
8.3.2. Luminance Contrast

A second depth illusion that is related to an object’s surface characteristics is based on the luminance contrast between the object and its background. By manipulating the luminance values of adjacent regions, the characteristics of aerial perspective can be simulated and therefore an illusion of depth can be added to an image (see Fig. 8.3b). The systematic correlation between perceived depth and luminance contrast was first revealed by Egusa [Egu83] and has been confirmed in several perceptual studies since then (e.g., [GD04, IKA07, TH12, OBO94]). In his studies with two achromatic hemifields, Egusa also found that perceived depth increased with increasing brightness difference, however, some participants tended to judge the brighter side nearer, and others the darker side.

8.3.3. Blur

A further important depth factor is the amount of blur perceived from an object, which has different underlying interpretations that the visual system might use to infer the distance of an object from the observer.

On one side, the aforementioned aerial perspective also accounts for the fact that the relative sharpness of an object’s outline decreases with an increasing distance to the observer. Blur from aerial perspective usually means that the object in focus is far away; however, illusionary depth estimates are known to be caused even in closer distances in situations with unusual aerial effects, such as fog. Studies suggest that such blur can create a sensation of depth even in the absence of any other cues and under monocular conditions [Mat97]. Blur is a commonly used technique in arts, photography and video editing (see Fig. 8.3c).

Another cause of blur in the near field is related to the accommodation of the human eye. The primary stimuli that drive accommodative blur are the blur gradient in depth (changing focus sharpens the image) and changing vergence (convergence—accommodation). The extent of blur perceived in a real-world environment depends on the distance between the object in focus that is driving accommodation and the visual periphery, known as depth of field effects, which can thus act as a relative measure of depth. Accommodative blur is only effective in the near field, i.e., the contributions diminish after about six meters in common viewing conditions.

8.4. Depth Perception in Virtually Enhanced Environments

Depth perception in VR/AR was addressed by many studies in the past and most of them concluded that egocentric distances tend to be underestimated in virtual and augmented environments [CRWGT05, LK03, SJK+07]. In the following sections, we will probe the causes of this discrepancy between real and virtual worlds, with a strong focus on projection-based environments. For a comprehensive literature review of distance perception in traditional AR environments see, for example, Swan et al. [SJK+07] or Kruijff et al. [KSF10].
8.4 Depth Perception in Virtually Enhanced Environments

8.4.1. Parallax

One key aspect of most applications along the RV continuum is the capability to display virtual 3D content that is spatially integrated into the real environment of the user. To convey a stronger sense of a spatial presence, virtual objects are commonly displayed stereoscopically in such applications. In this context, objects may be rendered with negative, zero, or positive parallax, depending on their distance to the display. In the case of zero parallax objects appear on the projection surface and can be naturally viewed, i.e., the eyes focus and converge to the same points on the surface. In contrast, objects that appear in front of or behind the projection surface are rendered with negative and positive parallax, respectively, usually resulting in cue conflicts that are described in the next section.

8.4.2. Cue Conflicts

As the previous sections showed, many individual depth cues are used by the visual system to provide an estimate of relative and absolute distances of objects within a scene. The integration and interpretation of these cues usually create a consistent spatial impression of real environments. However, in VR and AR not all of the cues can be provided correctly, resulting in inconsistent or even conflicting depth information that can cause spatial misperceptions. One of the most researched conflicts originates from different depth information provided by the accommodation and convergence cues. In a natural viewing situation, the vergence stimulus and focal stimulus are at the same distance and therefore the convergence distance, i.e., distance to the object to which the eyes converge, and the accommodation or focal distance, i.e., distance to the object at which the eyes focus to sharpen the retinal image, are consistent with each other (see Fig. 8.2a).

In a virtual scenario, convergence distance depends on the position in space where the object is simulated and therefore is the same as in natural viewing. However, the focal distance is fixed at the distance from the eyes to the display at which the two images for left and right eye are presented, resulting in discrepant results and the well-known vergence-accommodation conflict [DM96]. In order to see an object sharply without double vision, the human viewer must counteract the neural coupling between convergence and accommodation by accommodating to a different distance than the distance to which the eyes converge (see Fig. 8.2b). Unfortunately, this vergence-accommodation conflict may result in visual fatigue, visual discomfort, and spatial misperceptions as previous work has shown [HGAB08]. In particular, several studies reported a tendency towards depth underestimation in VEs where virtual objects are displayed with positive parallax as in head-worn AR and HMDs as well as projection-based VR (for a review see [RVH13]). Furthermore, Bruder et al. [BSOL15] reproduced this effect in a large projection system and also revealed a distance overestimation for close objects at negative parallaxes. Nevertheless, the influence of different technical and human factors on depth perception in VEs is still an object of investigation.

While most of the previous studies on depth perception in AR focused on see-through displays or handheld devices, only a small number of experiments have been conducted in
projection-based environments. Considering the characteristics of Blended Spaces, there are several indications that perceived spatial relationships in such an environment differ significantly from those in traditional AR environments. In monoscopic projection-based systems, virtual content is displayed and viewed on the same depth plane, and hence a vergence-accommodation conflict does not occur [KSF10]. For stereoscopic projections, the difference between accommodation and convergence distance depends on the distance between the virtual objects and the physical surface. In many applications, such as the projection of surface details, this distance can be assumed to be comparatively small. A depth perception study that was performed by Benko et al. [BJW12] found that participants were reasonably accurate in their depth estimates, with a corrected average estimation error of ca. 1.3 cm. Participants of the study were able to perceive a virtual object’s 3D shape and position even when projected on geometrically distorted backgrounds of varying color.

Another cue conflict that could affect depth perception in Blended Spaces was investigated by Broecker et al. [BST14]. They addressed the conflicting depth information provided by the physical surface of an object and virtual content, which is projected onto this surface depending on the current view of the user. In their studies, the authors compared perceived distances for physical and virtual objects that were providing different depth cues. Although no significant effects of the tested depth cues could be found, the results of the project indicate that monoscopic projections can produce a strong impression of depth, even if they have to compete with other cues such as accommodation.

Overall, the results of these studies suggest that both binocular disparity and accommodation provide important depth information in projection-based AR, and therefore can be used to resolve ambiguities created by other perceptual cues. So far, the interaction with other depth cues such as brightness differences or blur, which are inevitable when virtual content is projected onto different depth planes via one single projector, is mostly unknown. To fully understand how depth is perceived in projection-based environments both with monoscopic and stereoscopic projections, further investigations are needed. Hence, the next two chapters focus on spatial relationships as well as spatial consistency in Blended Spaces.
Chapter 9.

Effects of Projection-Based Illusions on Depth Perception

In this chapter, we present and evaluate multiple approaches to manipulate perceived spatial relationships between the user and real-world objects in a Blended Space. In particular, we focus on the following research questions:

1. Can projection-based techniques significantly change the perceived depth of real-world objects?

2. Which of four common techniques used in visual arts (color temperature, luminance contrast, and blur) and filmmaking (binocular disparity) can cause significant changes in depth perception?

We present two user studies in which we evaluated the research questions. The results indicate that projected illusions can significantly change the perceived depth of real-world objects even in a complex environment with diverse distance cues.

9.1. Depth Manipulation in AR

A number of artificial depth cues have been proposed to aid the estimation of depth relationships between physical and virtual objects. For example, several distance indicators such as a virtual grid on the ground [TYK06], layers with different levels of opacity [LSIG+03], and the tunnel cut-out [AST09] were used to improve the x-ray visualization of occluded objects. Furthermore, Wither and Höllerer [WH05] evaluated a set of monoscopic depth cues including vertical and horizontal shadow planes, top-down maps, and depth labels for an accurate positioning of virtual annotations at physical target points. All of these techniques have in common that they provide additional depth information by adding artificial elements to the scene that are clearly distinguishable from real objects.

In contrast, visual artists make use of various techniques to create apparent depth in paintings without adding artificial elements as presented in Section 8.3. The two introduced
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Figure 9.1: Illustration of (a) the experimental setup in the pre-study, (b) the user’s view, and (c) the three projected monoscopic illusions with four different levels; the middle row shows the baseline.

9.2. Preliminary Study

We performed a pre-study to get a first impression of whether projected illusions can influence perceived spatial relationships between users and their environment [SBS16]. Our study involved the projection of different stimuli onto the surface of a white ball and its immediate vicinity (see Fig. 9.1a). The participants’ task was to adjust a virtual marker in depth until they estimated the depths of both the marker and the ball to be identical.

9.2.1. Participants

We invited 17 participants, 14 male and 3 female (aged from 24 to 64, $M = 36.5$). The participants were members of the department of informatics at our university. All of them had normal or corrected-to-normal vision. We confirmed each participant’s ability to perceive binocular depth with stereograms before the experiment.
9.2.2. Materials

Since there is only a small number of reported perceptual studies in spatial projection-based environments, we had to build our own prototype setup that meets the requirements of reproducible and ecologically valid studies (see Fig. 9.1a). We started from a slightly dimmed room, i.e., no direct sunlight interfered with the projection. For the purpose of testing the different illusions, any solid object with a light-colored, non-textured surface is suitable, provided that its material reflects light diffusely in order to avoid specular highlights. For our prototype, we chose a styrofoam ball that was illuminated by a projector (Optoma HD20). To avoid reference points that might influence the viewer’s depth perception, we used a transparent fishing line to place the ball between two poles and therefore create the illusion that it is levitating. Overall, there were three pairs of poles, which made it possible to place the ball at three different distances from the viewer as well as the background. In order to realize changes in the background’s luminance and color, we used a second projector in the form of a smartboard short-throw projection setup, which was placed behind the ball. We decided against using the same projector for both the foreground and background object, since the offset between the user’s eyes and the center of projection produced shadows that potentially bias the results. By using two separate projectors, we were able to reduce this effect to a minimum. The third projector (Acer H5360) that can be seen in Figure 9.1 projected onto a table, which was situated beyond the levitating ball. It had a single purpose, namely the rendering of a small marker, which could be used to communicate the perceived depth of the ball later on. Via a connected mouse, the marker could be shifted along the z-axis, which corresponds to a movement towards the user or away from him. The user looked at the entire setup from the front side while all construction details and projectors were hidden by a mask. In a final step, a chin rest was mounted in front of the setup to relieve users and fix their head’s position at the same time. The final setup for our perceptual pre-study is depicted in Figure 9.1.

9.2.3. Methods

At the beginning of the study, each participant was guided with a blindfold to the position shown in Figure 9.1a. Afterward, the experimenter provided detailed instructions on the depth estimation task the participant was required to perform.

For the main part of our study, we followed a repeated-measures within-subjects design. The independent variables were the number of used eyes \(E\), the real distance between the user and the ball \(D\), the applied illusion \(I\) and the gain of this illusion \(G\). To test the illusions both under binocular and monocular conditions, the experiment was divided into two blocks. In the first block, the participants wore shutter glasses while in the second block they had to cover their non-dominant eye with an eyepatch. Within each block, three distances at steps of 0.5 meters in two meters were considered. We did not alternate between these distances, since the ball had to be moved manually in our prototype setup, resulting in a time delay for every distance change. Instead, all conditions for a specific configuration \((E_i, D_j)_{i \in \{1,2\}, j \in \{1,2,3\}}\)
were processed in a row, while the order of the distances was randomized between participants.

For the implementation of the illusions that were introduced in Section 8.3, we followed the approach of Bailey and Grimm [BG06]. In a perceptual study, the authors showed that modifying only the boundary of an object as well as the background can be sufficient to change the observer’s depth perception. Since we intended to manipulate the real scene as little as possible, we decided to adopt this technique for the color temperature, luminance contrast, and blur illusion. For the remaining depth-from-disparity cue a golf ball texture was applied to the ball. This effect was skipped in the second part of the experiment, which relied on monocular vision. For every illusion, four gains were chosen to represent different effect levels, as illustrated in Figure 9.1c. It should be noted that the gains can not be considered to be equidistant. As discussed in Section 8.3, it can be expected that some of the pictorial cues are interpreted differently from observer to observer, for example, whether the brighter or the darker of two test objects appear closer. In addition to the illusion-specific gains, one baseline condition was inserted for every distance. For this condition no effect was applied to the ball, so systematic underestimations or overestimations of depth can be revealed and subtracted from the results later on.

Overall, every participant completed 90 different conditions \((E, D, I, G)\) and, since every condition was repeated, 180 trials in total. At the beginning of each trial, the marker was located at a random distance, and the ball, as well as the background, were illuminated according to a randomly selected condition. Afterward, the participants had to position the marker exactly underneath the ball by scrolling the mouse wheel. When they confirmed the marker position, a new condition was selected. For every trial, we logged the estimated distance, which acts as the dependent variable in our study. After completing all trials, every participant filled in a questionnaire that collected both demographic data and qualitative feedback. Overall, the study took around 40 minutes per participant.

9.2.4. Results

We analyzed the results with repeated-measures ANOVAs and multiple comparisons with Bonferroni correction at the 5% significance level. We confirmed the assumptions of the ANOVA for the experiment data. Degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity when Mauchly’s test indicated that the assumption of sphericity had been violated. Figure 9.2 shows the pooled responses plotted as judged distances relative to the baseline distance in percent. The baseline is the distance that participants indicated in the real-world condition without illusory stimulation.

We found no significant difference between the relative judged distances in the monocular and binocular conditions. In the binocular condition, we found a significant interaction effect between illusion and distance on relative judged distances, \( F(6, 96) = 4.59, p < .001, \eta_p^2 = .223 \), and between illusion and gain on relative judged distances, \( F(3.7, 59.4) = 10.39, p < .001, \eta_p^2 = .394 \). Furthermore, we found a significant main effect of gain on relative judged distances, \( F(1.8, 28.1) = 4.88, p = .018, \eta_p^2 = .234 \). In the monocular condition we found a significant main
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Figure 9.2.: Results of the estimated distances for binocular and monocular vision with three different distances each. The vertical bars show the standard error.

9.2.5. Discussion

Overall, the results of our preliminary study provide positive indications that distance judgments in a spatial projection-based environment can be changed with illusion techniques. In particular, under the binocular conditions, retinal disparity showed the strongest effect for all tested distances, which aligns well with results from previous studies in AR and VR environments. Moreover, for the longest distance, blur seems to be the most effective pictorial technique. Based on this observation, it can be hypothesized that the application of blur will allow the modification of perceived depth for even longer distances. However, further perceptual studies under SAR conditions are necessary to fully understand the approaches and their effects on spatial estimation.

Under the monocular conditions, we observed a comparably high standard error. This confirms previous studies, which claim that binocular disparity is the most important depth cue for the human visual system in close range [Jul64]. The correct estimation of the distance effect of gain on relative judged distances, \(F(3, 48) = 5.18, p = .003, \eta^2_p = .245\). No other main effect or interaction effect was significant.
of an object proved difficult in the conditions in which the visual system could not make use of this cue in the study. In general, for most conditions, a depth underestimation can be noticed when one eye of the participant was covered.

A few limitations of our prototype setup can be inferred from the informal qualitative feedback, which was given in the concluding questionnaire and which provides practical insights for the development of future SAR experimental setups for perceptual studies.

According to the qualitative feedback, five of our participants stated that in some trials they estimated the ball’s position even closer or farther than the marker could be moved on the horizontal table below the floating ball. We did not anticipate this for the tested distances before running the experiment since this would correspond to an underestimation or overestimation of more than half a meter in depth.

Moreover, one participant reported in the condition with the retinal disparity technique that he perceived a superimposed golf ball in front of the physical one and therefore estimated the depth of this virtual ball. This indicates that the manipulation of perceived depth in this condition might additionally be limited by whether or not participants perceive one or two targets; a large discrepancy in depth might favor the perception of different objects.

Furthermore, the participants were asked if they used or developed any particular cognitive strategy to complete the depth estimation task. Five participants answered that they compared the current illusion to that seen in the previous trial and tried to judge the relative difference in depth, which implies that future studies should include higher interstimulus intervals, and therefore make use of change blindness [ROC97] to reduce such effects.

9.3. Main Study

In the pre-study, we intentionally chose a setup with a high degree of abstraction to control depth cues that might affect the distance judgment. Since the results indicate that projected illusions can influence the perceived distance of objects, we decided to conduct a follow-up study within a more realistic and plausible environment. The main intention of this study is to investigate whether and to what extent these results can be replicated in such an environment or if the applied illusions are dominated by additional depth cues that are provided by a real scene such as the familiar size of objects, texture gradients, or shading. Retinal disparity dominated the other cues for all tested distances in the pre-study. However, we decided to neglect the binocular disparity technique to avoid the requirement for users to wear 3D stereoscopic glasses. This allows us to focus on monoscopic illusions and to provide a more natural viewing condition without an additional technical instrumentation of the user. Three different illusions that influenced (i) color temperature, (ii) luminance contrast, and (iii) blur were projected onto two real persons, whose relative distance had to be judged in a two-alternative forced-choice task (2-AFCT).
9.3 Main Study

9.3.1. Participants

For the main study, we invited 12 male and 8 female participants, aged 20 to 58 ($M = 30.8$). All of them were students or members of our local department of informatics. Every participant had normal or corrected-to-normal vision. One participant reported a night blindness and five of the participants stated to have a limited or no stereo vision. This was confirmed by a graded circle test to evaluate each participant’s stereoscopic acuity [FS97] and was incorporated in the analysis. No other known vision disorders, such as color blindness, dyschromatopsia, or an impaired eyesight were reported.

9.3.2. Materials

As illustrated in Figure 9.3, the study was conducted in a 17.4 $\times$ 7.0m sized room, which was furnished with translucent window blinds to regulate daylight. During the study, the participants were seated on a chair, which was placed in the middle of the room with at least 2 meters clearance in each direction. Participants were facing two target subjects, which were actual persons standing at a distance of 10 meters. Both target persons wore white, untextured shirts and were illuminated with an Optoma GT1080 projector. The projector provided 2800 ANSI lumens and a contrast ratio of 25000:1 and was able to reproduce the standardized Rec. 709 color gamut. Partition walls that hid both the floor and the side walls were placed between the observer and the target subjects to restrain the participants from applying a strategy such as using reference points or comparing the tiptoes of both target subjects. In order to avoid acoustic feedback about the spatial relations in the environment, participants had to wear noise cancellation headphones during the study.

Figure 9.3.: Illustrations of (a) the experimental setup, and (b) some of the conditions from the user’s perspective, i.e., left-to-right, top-to-bottom: bright, blurred, blue and red illusions always displayed against the baseline condition.
The main reason for choosing real persons as targets was the familiarity with the task of judging distances to them. All participants of the study should have a more or less good understanding of interpersonal distances as they experience situations that involve other people on a daily basis. This is not true for most artificial objects such as the ball, which was used in the pre-study. Also, a real person usually provides a variety of different depth cues that may conflict with the projected illusions. While we used white shirts for reasons of comparability and repeatability, we intentionally did not choose conditions that are best for projections, since those would not apply to real environments and prohibit any form of generalization. Therefore, it can be assumed that parts of the projections that cover the face or the legs of a target are less effective than those on the upper body. The research question is whether such realistic conditions still enable the manipulation of perceived distances or if the applied illusions are dominated by other natural depth cues.

### 9.3.3. Methods

Prior to the study, all participants filled out an informed consent form. Afterward, the experimenter guided the participant to the seat and provided detailed instructions on how to perform the given task. To familiarize them with the task, every participant passed an initial training phase. These training trials were excluded from the analysis.

In the main part of the study, the participants were required to perform a 2-AFCT by judging which of two target persons appeared closer to them [Fer08]. The target persons were augmented with different illusions. In the pre-study, an arbitrary percentage of the object’s surface was affected by the projected illusions. For future applications, it might be interesting to figure out the best trade-off between the effect of projected illusions on the estimated depth and the conspicuousness of these projections. However, since the intention of the study is to investigate the general applicability of the illusions, we focused on the two extreme values for every illusion. This resulted in a total of six different effects as illustrated...
in Figure 9.4. All projections were two-dimensional layers, which were adapted to fit the different silhouettes of the target persons.

The six effects were presented to the participants pairwise, with a direct comparison of the two color temperature values (blue vs. red), as well as the luminance contrast values (dark vs. bright), and the blur effects (blurred vs. sharp). In addition, each effect was compared to a baseline condition as shown in Figure 9.3b. For the baseline condition, a gray color was projected onto one of the target persons, simulating a low illumination of the scene. The gray value was chosen to be the mean of the values used in the bright and dark condition and also served as the basic color in the sharp and blurred illusions. In the latter illusions, a sharp or blurred checked pattern was projected onto the shirt of the target subject. Overall, nine conditions (three for effect vs. effect and six for effect vs. baseline) were presented fully randomized to the observer.

To analyze the effects of relative size on judged distances, two different pairs of target persons were used in the experiment. While two target persons were similar in terms of their body heights, the other pair had a height difference of approximately 20 centimeters. The presented pair of target persons as well as the positioning of these two persons and the decision, which of them is moving and which is static, were counterbalanced between all participants.

To obtain an absolute measure for the misjudgment of depth caused by a particular illusion, we altered the relative distance between both target persons following an adaptive staircase design [Cor62, Lee01]. For this purpose, one target person remained at a fixed position $d_0$ while the second person moved forward and backward depending on the participant’s decision in the 2-AFCT. The moving target person started at an initial position $d_1 = d_0 + \Delta d_1$ with $d_0 = 10m$ and a randomly chosen $\Delta d_1 = +0.3m$ or $\Delta d_1 = -0.3m$. Based on the results

Figure 9.5.: Illustration of the applied adaptive staircase design.
of the pre-study we expected this relative distance of 0.3 meters to be easy to detect for all applied illusions. After the initial condition, the moving target person walked to the opposite position \( d_2 = -d_1 \), starting a second interleaved staircase. For all following trials \( i \), \( 3 \leq i \leq 30 \), \( \Delta d_i \) was computed as \( \Delta d_i = \Delta d_{i-2} + \text{step} \), where the step width was positive in case the participant judged the moving target person to be closer than the static target person in trial \( i \) and negative, otherwise (see Fig. 9.5). The step width was initialized with 0.1 meters and halved after two turns in response behavior (cf. [BS14, Lee01]). By this iterative refinement, the interleaved staircase design converges to a distance difference \( \Delta d \) for which the participant perceives both target persons at the same egocentric distance. The mean difference was determined by the average of the last ten estimates [Cor62, Lee01]. Afterward, the initial state was restored and a new effect was projected onto both target persons. Between two trials, observers were required to close their eyes, which was signaled by a sound on their headphones and ensured by the experimenter.

After performing the 2-AFCT 30 times for every tested pair of illusions, participants were asked to fill out a demographic questionnaire and to give some qualitative feedback on their experiences. Overall, the study took around 45 minutes per participant.

### 9.3.4. Results

Figure 9.6 shows the pooled responses plotted as judged distance differences in meters. A judged distance difference near 0 is veridical, while a judged distance difference \( > 0 \) indicates an overestimation and a judged distance difference \( < 0 \) indicates an underestimation.

We analyzed the results with a repeated-measures ANOVA and multiple pairwise comparisons with Bonferroni correction at the 5% significance level. We confirmed the assumptions of the ANOVA for the experiment data. Degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity when Mauchly’s test indicated that the assumption of sphericity had been violated. We found a significant main effect of the projected illusion on estimated distance differences, \( F(2,94,55.86) = 3.716, p = .017, \eta^2_p = .164 \). Post-hoc tests revealed significant differences between the illusions dark and bright \( (p = .007) \) as well as blurred and bright \( (p = .048) \) (see Fig. 9.6a).

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SE</th>
<th>t</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{\text{red}&lt;\text{blue}} )</td>
<td>0.136</td>
<td>0.036</td>
<td>3.771</td>
<td>9</td>
<td>.004</td>
</tr>
<tr>
<td>( G_{\text{blue}&lt;\text{red}} )</td>
<td>-0.089</td>
<td>0.023</td>
<td>-3.835</td>
<td>9</td>
<td>.004</td>
</tr>
<tr>
<td>( G_{\text{bright}&lt;\text{dark}} )</td>
<td>0.126</td>
<td>0.024</td>
<td>5.219</td>
<td>17</td>
<td>.000</td>
</tr>
<tr>
<td>( G_{\text{dark}&lt;\text{bright}} )</td>
<td>-0.065</td>
<td>0.020</td>
<td>-3.250</td>
<td>1</td>
<td>.190</td>
</tr>
<tr>
<td>( G_{\text{sharp}&lt;\text{blurred}} )</td>
<td>0.078</td>
<td>0.034</td>
<td>2.336</td>
<td>9</td>
<td>.044</td>
</tr>
<tr>
<td>( G_{\text{blurred}&lt;\text{sharp}} )</td>
<td>-0.076</td>
<td>0.028</td>
<td>-2.727</td>
<td>9</td>
<td>.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SE</th>
<th>t</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G'_{\text{red}&lt;\text{blue}} )</td>
<td>-0.098</td>
<td>0.028</td>
<td>-3.473</td>
<td>10</td>
<td>.006</td>
</tr>
<tr>
<td>( G'_{\text{blue}&lt;\text{red}} )</td>
<td>0.129</td>
<td>0.040</td>
<td>3.224</td>
<td>8</td>
<td>.012</td>
</tr>
<tr>
<td>( G'_{\text{bright}&lt;\text{dark}} )</td>
<td>-0.132</td>
<td>0.034</td>
<td>-3.917</td>
<td>13</td>
<td>.002</td>
</tr>
<tr>
<td>( G'_{\text{dark}&lt;\text{bright}} )</td>
<td>0.129</td>
<td>0.034</td>
<td>3.816</td>
<td>5</td>
<td>.012</td>
</tr>
<tr>
<td>( G'_{\text{sharp}&lt;\text{blurred}} )</td>
<td>-0.086</td>
<td>0.032</td>
<td>-2.667</td>
<td>9</td>
<td>.026</td>
</tr>
<tr>
<td>( G'_{\text{blurred}&lt;\text{sharp}} )</td>
<td>0.125</td>
<td>0.033</td>
<td>3.772</td>
<td>9</td>
<td>.004</td>
</tr>
</tbody>
</table>

**Table 9.1.** Mean and standard error as well as the results of (a) the paired t-tests and (b) the one-sample t-tests ordered by subgroups. The mean and the standard error for the paired t-tests refer to the paired differences.
Figure 9.6: Pooled results of the estimated distances measured in the 2-AFCT with (a) effects compared with the baseline and (b) pairs of two effects compared with each other. Subfigures (c) and (d) illustrate the results of the subgroup analysis. The vertical bars show the standard error.

We could not find significant differences between the illusions blue and red or blurred and sharp, however, we observed two different behaviors when comparing the estimated distance differences for the two color temperature values and the two blur effects. In particular, only ten out of twenty participants estimated the target that was illuminated red to be closer than the target that was illuminated blue (always in relation to the baseline illusion). For further analyses, we divided these participants into subgroups $G_{red<blue}$ and $G_{blue<red}$. Furthermore, half of all participants estimated the target with a sharp projection to be closer than the target with a blurred projection and vice versa. Hence, we divided them accordingly into subgroups $G_{sharp<blurred}$ and $G_{blurred<sharp}$. By comparison, only two participants judged the dark target to be closer than the bright target. For consistency, we formed two more subgroups, i.e., $G_{bright<dark}$ and $G_{dark<bright}$.

Based on these groups, we performed a subgroup analysis with one paired t-test for each of the groups. We found significant effects for the groups $G_{red<blue}$, $G_{blue<red}$, $G_{bright<dark}$, $G_{sharp<blurred}$ as well as $G_{blurred<sharp}$, as shown in Figure 9.6c. We could not find a significant effect for $G_{dark<bright}$. However, this result was expected due to the small sample size.
Effects of Projection-Based Illusions on Depth Perception

The results of the paired t-tests are summarized in Table 9.1a.

The analysis of the pairwise comparison of color temperature, luminance contrast, and blur values did not reveal any significant effects (see Fig. 9.6b). For further insights, we grouped participants in the same manner as for the effect-baseline comparisons. For every subgroup, we ran a one-sample t-test to determine whether the projection of illusion pairs results in a perceived distance offset different to 0.0. As illustrated in Figure 9.6d, we found statistically significant differences within all groups ($p < .05$). The exact individual values are listed in Table 9.1b.

In the post-questionnaire participants were asked to rate as how subtle they perceived the different projected effects on a five-point Likert scale, where 1 means the effect was very obvious to them whereas 5 means they did not notice the manipulation at all. According to the results, the most obvious effect was the manipulation of the color temperature with a mean value of $M = 1.50$ followed by the manipulation of luminance contrast ($M = 1.85$) and blur ($M = 3.85$). Six of the participants did not notice the blurring effect at all.

### 9.3.5. Discussion

The results of the follow-up study indicate that visual changes induced in a projection-based environment can manipulate perceived spatial relationships between users and their surroundings. In particular, the modification of the luminance contrast between a target and its background had a significant effect on its judged distance. On average, participants underestimated the egocentric distance of a target person when the person was brightly lit. Although the majority of participants perceived the brighter target to be closer than the darker one, we also observed the opposite effect in some cases, which underlines the inter-individual differences. A similar finding was described by Egusa [Egu83] as discussed in Section 8.3.2.

For the illusions based on color temperature, we also observed two reverse effects. Half of the participants judged the target person to be closer in the red condition than in the blue condition while the other half judged the situation in the opposite way. Again, this finding is in line with previous research that attributed such individual differences in the perception of colored objects to physiological characteristics of the observer, as well as to the background color (see Sec. 8.3.1). With a model that also includes such calibration parameters, a classification of participants into two groups and the according adaptation of the projected illusion could be feasible. However, further research studies are required to understand how stable these biases are, for example, related to perceptual learning [RPAG95], and whether individual or environmental effects might cause observers to change between the red $<$ blue group and the blue $<$ red group.

Assuming that such a classifier also exists for the depth perception of blurred objects, the significant effects achieved by grouping the participants would be practically relevant. However, to our knowledge, there is no evidence that humans systematically underestimate or overestimate the distance of blurred objects in contrast to the theory of color perception as described above. As discussed in Section 8.3.3, visual blur can have different causes.
The visual system adapts to some of them over time, for example, with non-corrected vision disorders. Others are related to relative and absolute depth cues, which are dependent on the distance from the observer. For instance, blur from aerial perspective usually involves longer distances than tested in our study. Conversely, blur from accommodation is known to have an effect within a distance of about six meters, while contributions to depth perception diminish for longer distances. It also serves as a relative depth cue, i.e., it indicates that a considered object is in front of or behind the focal point and may be interpreted either way as being closer or further away, even by the same observer. This might explain the differences observed in our study, but warrants more future work to correlate these effects in comparative studies. In general, we found that on average the absolute distance difference achieved by applying a blurring effect to the target subject was small in comparison to the effect observed in the pre-study. Considering the results of the post-questionnaire, this could be accounted for by the fact that only a small part of the target subject, the shirt, was blurred in the experiment, whereas the remaining parts were not manipulated. Facial features and the silhouette of the target person were not affected by the projected illusion. As a consequence, it might be that only observers who focused the shirt perceived an effect, and the overall effect might be reduced. Therefore, applying a blur illusion might be less useful in a real environment. We suggest that future work should perform these studies with eye tracking devices to gain information about where participants are exactly looking at when judging the distances.

When replicating the experimental task in future studies, the setup can be improved in terms of the general projection of the visual illusions. Instead of using predefined projection patterns, which fit the silhouettes of the target persons at specific positions, real-time tracking of the targets could increase the accuracy of the projection. This can be implemented using skeletal tracking in combination with a segmentation approach based on depth images of the environment. For real-world applications that are meant to incorporate AR illusions, such a method for aligning projections and targets would be inevitable.

### 9.4. Conclusion

In this chapter, we presented first approaches to manipulate perceived spatial relationships between the user and real-world objects by introducing perceptual illusions to a projection-based environment. For this purpose, we analyzed the effect of three monoscopic illusions, which are well-known from visual arts, i.e., color temperature, luminance contrast, and blur. The results suggest that the perceived depth of objects can be affected by projected illusions, even in a complex environment with diverse distance cues. In particular, we found that an increase of the luminance contrast between an object and its surroundings made the object appear closer to the observer. Manipulations of color temperature also caused significant effects in the perceived depth, however, they strongly depended on the observer. In order to account for individual differences between observers, even a short calibration routine with test stimuli would be sufficient, without the need for measuring specific values as the stereo acuity or the location of the pupillary center.
In the future, such individualizations might be of particular interest for AR devices that allow a private augmented view of the real environment, such as smart glasses or contact lenses. While we built on projection-based technology for our pilot study, the proposed perceptual illusions could also be transferred to other AR environments. However, this requires to factor in general depth misperceptions, which usually appear in such environments [SJK+07, KSF10]. Improvements in AR hardware might also pave the way for other perceptual illusions. For instance, most AR solutions, except for video see-through AR devices, are not designed to remove light from the scene and are therefore incapable of darkening objects or placing virtual shadows on real surfaces. In particular, the effect of luminance contrast manipulations could be amplified by overcoming these limitations.

Another direction of future research is to extend investigations of projected illusions to dynamic scenes. Movements between scene objects and the observer result in motion parallax as a cue of relative depth. In the context of projection-based environments, motion parallax may interact with other depth cues and therefore could affect the perception of projected illusions.

Finally, though the observed effects were in the range of centimeters, we still have to consider possible consequences on the perception of Blended Spaces. In such environments, constant luminance distributions across different projection surfaces usually cannot be assumed. On the one hand, the physical objects, as well as the surrounding CAVE, may differ in their surface color and texture. On the other hand, affordable off-the-shelf projectors usually have a fixed focal plane, causing varying amounts of blur when surfaces of different depths have to be covered by the same projector. Another effect of using a single projector for multiple surfaces is a light fall-off for increasing distance to the projector. In the next chapter, we investigate whether all of these factors interfere with a consistent depth perception of Blended Spaces and if perceptual compensation techniques are necessary to improve the spatial impression in such environments.
Chapter 10.

Consistent Depth Perception in Projection-Based Blended Spaces

In the last chapter of this part, we intentionally induced perceptual illusions to a projection-based AR environment to modify the spatial relationships between physical objects. However, in Blended Spaces, such perceptual differences between display surfaces may occur even without intervention from the outside. In such spaces, virtual objects are projected onto 3D real-world geometry, which usually consists of several surfaces with various depths, orientations, and forms. Depending on the user’s viewpoint, even a single virtual object could be displayed at multiple of these surfaces.

Figure 10.1.: Effects of the position of a display surface on the luminance contrast, blur, and vergence-accommodation conflict of the projection.

Figure 10.1 illustrates three potential cue conflicts, which might arise due to different distances between the projector and two involved display surfaces. To some extent, any projector shows a light fall-off for increasing distances, which results in diverging luminance contrasts for projections at different depths. Since most projectors can fix their focus only
on a single distance at a time, projections on display surfaces with a different distance will be blurred. In addition, varying stereoscopic parallaxes at the involved display surfaces may cause different degrees of the vergence-accommodation conflict, as introduced in Section 8.4.2. Without regulation, these perceptual differences may cause undesired effects, such as an inconsistent spatial impression of virtual objects at the edges of real-world surfaces [RVH13, SBS20].

It is a challenging question how such conflicts affect the spatial perception of stereoscopically presented 3D objects. Furthermore, so far it is unknown if those visual conflicts could be reduced by perceptually-adapted projections, which compensate how objects are projected onto the surface; even if the perceptually-adapted manipulations lead to geometrically incorrect projections (see Fig. 10.2). To investigate these research questions, we performed two studies, in which we analyze the effects of stereoscopic parallax on human perception of consistent depth when stimuli are projected onto different surfaces. The contribution of this work is twofold:

1. A psychophysical study to validate the effects of stereoscopic parallax, varying luminance contrasts, and blur differences on depth perception when stimuli are projected onto multiple surfaces.

2. A confirmatory study to verify the findings with more ecologically valid stimuli.

The results provide important insights in how depth is perceived in Blended Spaces between different user groups.
10.1. Main Study

In this section, we describe the study that was conducted to analyze the effects of stereoscopic parallax, luminance contrast, and blur on depth perception in projection-based AR environments. The study involved a perceptual matching task, in which participants were shown two connected visual stimuli top-bottom at different depths. Their task was to adjust the depth of one of the stimuli until they estimated that depths of both stimuli matched.

10.1.1. Participants

A total of 20 participants, 18 male and 2 female (aged from 20 to 38, $M = 28.2$) were recruited through advertisements. All participants were students or members of the local department of informatics. All participants had normal or corrected-to-normal vision; six wore glasses during the study. One participant suffers from a mild kind of astigmatism. No other vision disorders, such as color or night blindness, dyschromatopsia, or a strongly impaired eyesight, were reported.

10.1.2. Materials

The experimental setup is illustrated in Figure 10.3a. During the study, participants were facing a real scene, which was augmented with two virtual objects via 3D projection mapping. To display the stereoscopic imagery we used an active shutter 3D system, including a 3D-capable Optoma HD20 projector as well as compatible RF shutter glasses. The projector was placed out of view behind two partition walls that also hid the mounting of the projection surfaces (see Fig. 10.3a). Through the restriction of their view, participants were restrained from applying a strategy such as using reference points for their depth estimation. To keep the projection center and the participant’s eyes vertically aligned throughout all trials, a chin rest was used to fix the participant’s head position. The virtual scene was projected onto two planar foam boards with a smooth, white-colored, diffusely reflecting surface. The boards were placed one above the other, both facing the participant. The initial alignment of

---

**Figure 10.3.** Illustration of (a) the experimental setup and (b) the analyzed distances. In the shown configuration the (1) upper projection surface is stationary. The (2) lower projection surface and the (3) target object are placed at one of the illustrated distance marks at the beginning of each trial, while the (4) object was controlled by the user.
the projector and the boards was performed in a one-time calibration step that utilized the RoomAlive framework (see Sec. 6.3.3) as well as a custom marker tracking implementation. During the main experiment, the boards were shifted manually using attachment points at pre-defined positions.

Since the boards were shifted in depth during the experiment, we aligned the focal plane of the projector with the board at medium distance. Hence, all objects projected onto this board appeared sharp, whereas objects projected onto the other board were slightly out of focus depending on the current surface distance. Although this blur effect was barely noticeable with the naked eye, a possible correlation between defocus and the estimated distance is considered in the analysis. The difference of illuminance between an object projected at a maximum distance and one projected at a minimum distance was 400 lx.

For the visual stimuli, we used a flat textured square and a circle with a randomized size between 8 cm and 12 cm. We chose these reduced-cue stimuli in order to focus on binocular disparity and accommodation as the mainly available depth cues. The different shapes were used because of a pre-test, which revealed that participants heavily focused on the edges instead of the objects’ depths when two squares had to be matched. These pre-tests also showed that a texture helped the participants to focus on the virtual objects, which is also in line with existing literature on surface textures rendered with stereoscopic displays [TGCH02]. Furthermore, in our first experimental setup, we dynamically adapted the size of the virtual objects in such a way that the retinal size was kept constant regardless of their current distance. However, this was rated as unnatural by multiple testers and therefore was discarded in the current setup.

During the experiment, the participant was required to control one of the projected virtual objects along its z-axis via a connected gamepad. The movement was not limited to a minimum or maximum value. The smallest achievable change of position of the virtual object with the gamepad was 1 mm.

### 10.1.3. Methods

Prior to the study, the interpupillary distance of every participant was measured to provide a correct stereoscopic rendering of the virtual scene in the trials. We verified each participant’s ability to perceive binocular depth with the Titmus test, followed by a graded circle test to evaluate their stereoscopic acuity [FS97]. After passing all pre-tests, participants were instructed to sit in an upright position as explained in Section 10.1.2. They received detailed instructions on how to perform the required task. To familiarize with the setup and the stereoscopic stimuli, every participant passed an initial training phase before the actual experiment started. These trials were excluded from the analysis.

For the main part of the study, we followed a mixed factorial design with the three independent variables surface offset, target offset, and moving board. We define the surface offset as the relative distance from the movable board to the stationary board with a positive offset indicating that the movable board is further away than the stationary one as seen from the
participant. Similarly, we define the target offset as the relative distance from the controllable object to the target with a positive offset indicating that the controllable object is further away than the target as seen from the participant. For every participant, the moving board was chosen randomly at the beginning of the experiment and afterward kept constant during the entire session. Overall, the decision if the upper or the lower board was moving was counterbalanced between all participants.

To investigate possible correlations between depth estimation and the offset between projection surfaces as well as the relative position of the virtual stimuli compared to the surfaces, we used two different configurations. In both of them, the stationary board was placed at a fixed egocentric distance of 200 cm in front of the participant. In the first configuration, the target was always projected onto the stationary board with zero parallax. The dynamic board was moved between nine pre-defined positions with the following relative offsets to the stationary board: $D_s \in \{-50, -37.5, -25, -12.5, 0, 12.5, 25, 37.5, 50\} \text{cm}$ (see Fig. 10.3b). In the second configuration, the stationary board was still placed at its initial position while the second board was positioned at a relative offset of 50 cm behind the first one. Furthermore, the target was moved between five different locations with offsets $D_t \in \{-25, 0, 25, 50, 75\} \text{cm}$. This corresponds to a relative positioning of the target in front of both boards, at the same depth as the first board, between the boards, on the same depth as the rear board and behind both boards, respectively.

According to the current condition, both the movable board and the target were moved to one of the pre-defined distances $D_s$ and $D_t$ before each trial. The shape of the target (circle or square), as well as its size, were chosen randomly. The second virtual object, which was controlled by the participant, was initialized at a random offset in the range of $-60 \text{cm}$ to $60 \text{cm}$. For each trial, participants had to move the controllable object along its z-axis to the perceived depth of the corresponding stationary target with the gamepad. Since the target and the controllable object differed in their size, participants had to rely on their depth perception instead of matching the objects’ edges. The relative distance between the estimated depth of the controllable object and the target position was recorded as the dependent variable of the study.

To restrain participants from comparing the target position between trials, all conditions of both configurations were presented fully randomized. In addition, we introduced two trials at the beginning of each experiment session (after the training phase) to verify the participant’s ability to perform the task correctly. In these two verification trials, both boards were placed at the same depth and the target was projected 25 cm in front of or behind the boards. Thus, the task was reduced to adjust the same parallax for both visual stimuli and therefore should be solvable for every person with normal stereoscopic vision and correct understanding of the task. Including the verification trials, we tested 15 different conditions. This is because one condition was equivalent in the first and second configuration $(D_s = 50 \text{cm} \text{ and } D_t = 0 \text{cm})$ and therefore was only included once. After presenting every condition, they were repeated a second time, again in randomized order. This results in an overall number of 30 trials per participant. Between two trials, the participants had to close their eyes, which was signaled.
to them via headphones. The headphones also used active noise cancellation to minimize the bias through noise caused by the repositioning of the boards.

After the study, the participants completed a questionnaire to provide qualitative feedback as well as some demographic information. The total time per participant including questionnaires, instructions, training, experiment, and debriefing was around half an hour.

Considering previous results in the literature and the depth cues described in Section 8.2 our hypotheses are:

**H1** Increasing the surface offset leads to increased absolute errors in matching depths estimates.

**H2** Increasing the target offset leads to increased absolute errors in matching depths estimates.

**H3** Participants experienced in the usage of stereoscopic 3D glasses provide more accurate estimates for matching depths.

Although other, sometimes contrary cues also affect the depth perception as mentioned in Section 8.2, we still expect convergence and accommodation to be the most dominant cues in near-field AR, resulting in an underestimation of the distance to objects exhibiting positive parallax and overestimation of the distance to objects exhibiting negative parallax. The third hypothesis is mainly based on observations made in previous experiments. Participants who experienced stereoscopic display only very occasionally often reported difficulties in judging distances or focusing on virtual 3D objects, especially when these objects exhibited a strong parallax.

### 10.1.4. Results

For analyzing the results of the psychophysical experiment we discarded two participants from the data since their estimated depth extremely deviated from the target depth in the verification trials. Besides, five data points with values more than three times the interquartile range were considered as extreme outliers and were therefore also excluded from the analysis. On the resulting data set, we conducted multiple JZS Bayes factor ANOVAs [RMSP12].

Over the last years it has become increasingly apparent that the Bayesian approach to data analysis comes with considerable advantages over classical statistics, both theoretical and practical (e.g. [Die11]; for a systematic overview of more than 1500 articles reporting Bayesian analyses in psychology see [vdSWR+17]).

**Surface Offset**

Figure 10.4(a) shows the mean absolute differences between estimated distances $D_{est}$ and target distance $D_t$ for the experiment conditions in which the target object was always presented at an egocentric distance of 200cm, i.e., the target distance always matched the distance of the stationary board. The surface offset on the $x$-axis indicates the relative distance from
10.1 Main Study

Figure 10.4.: Pooled differences between the estimated distance and target distance \( (D_{est} - D_t) \) (a) for surface offsets \( D_s \), and (b) for target offsets \( D_t \) measured on a 5-point Likert scale.

the movable board to the stationary board with a positive offset indicating that the movable board is further away than the stationary one as seen from the participant. Since the target object was always displayed at a distance of 200 cm, it was presented with zero parallax on the stationary surface. The vertical bars show the standard deviation.

A JZS Bayes factor ANOVA with default prior scales revealed that \( H_1 \) was preferred to the null model by a Bayes factor of \( B_{10} = 3353.142 \). Therefore, the data provides very strong evidence for the hypothesis \( H_1 \) that larger surface offsets lead to increased absolute errors in matching depths estimates. However, considering the results of every participant separately, we observed individual trends. Participants, who adjusted the object in front of the target for negative surface offsets, moved the object behind the target for positive surface offsets and vice versa. While the tendency towards underestimation of the distance to target objects that are displayed with positive parallax can be explained by the vergence-accommodation conflict, the opposite trend has to be induced by depth cues other than accommodation. We evaluated a correlation of the moving board and the reported strategies with the individual trends of participants, but could not find a reportable effect.

**Target Offset**

Figure 10.4(b) shows the mean absolute difference \( D_{est} - D_t \) pooled over target offsets \( D_t \). The vertical bars show the standard deviation. According to our hypothesis \( H_2 \) we expected increased absolute errors in matching depths estimates with increasing target offsets \( D_t \). To evaluate this, we performed another Bayes factor ANOVA with default prior scales, resulting in a Bayes factor \( B_{20} \) of 1501.625. According to Raftery [Raf95] this corresponds to a very strong evidence against the null model in favor of \( H_2 \). Furthermore, we expected an underestimation of depth at all target offsets due to the vergence-accommodation conflict. Although this trend can be observed for a subgroup of participants, we also registered an opposite trend as in the previous configuration. In general, we observed a higher standard deviation for target positions further away from the user, which could indicate a dependency of the estimates from the egocentric distance rather than the target offset.
Experience

For measuring the experience of participants with stereo 3D glasses, we used a 5-point Likert scale with values 'once a week or more', 'once a month', 'once a quarter', 'once a semester' and 'once a year or less'. Each option was chosen by 2 to 5 participants. For every participant, we averaged the means of the absolute error in the estimated distance of the 13 different conditions. The results are plotted in Figure 10.5. For the 18 participants of the experiment, a trend can be observed, suggesting a higher accuracy of distance estimation with increasing experience with stereo 3D glasses. To validate this assumption, we formed two subgroups of regular users, who reported to wear stereo 3D glasses at least once a month, and occasional users. A two-sample JZS Bayes factor t-test with default prior scales [RSS+09] resulted in a Bayes factor of 1.799, suggesting a weak evidence in favor of H3 against the null model.

To clarify this result, we analyzed the experiment data with an additional t-test, which revealed a significant difference between regular users (M=0.98, SD=0.24) and occasional users (M = 2.16, SD = 1.20); t(16) = 2.15, p = .047. This further supports our hypothesis H3; however, a larger sample could be considered in future experiments to allow a more differentiated analysis for several levels of experience.

10.1.5. Discussion

Overall, we observed large variance in the responses, which increased with larger offsets between the projection surfaces, whereas depth estimation was more accurate for small surface offsets. However, the study revealed different trends that are not correlating with the strategies, which were reported in the post questionnaire. To verify this observation, three participants repeated a shortened version of the experiment, in which they had to wear an additional Pupil Labs headset for binocular eye tracking. An analysis of the sample eye tracking data did not reveal a dependency between the focused board and the observed trends. Participants moved the controllable object back and forth until it leveled off at a depth they perceived as correct. In particular during the fine tuning at the end of each trial, their gaze switched between the visual stimuli several times.
While different strategies to solve the task do not seem to have an impact on the estimation error, the results of the experiment indicate a correlation between the experience of participants with stereo 3D glasses and the absolute difference between estimated depth and target depth. In particular, for an increasing surface offset the measured absolute error turned out to be higher for inexperienced participants. Including the finding that distance estimation was nearly veridical for experienced participants, although they were confronted with the same vergence-accommodation conflict, another interpretation is admitted that considers additional depth cues to binocular disparity. Participants with less experience in wearing stereo 3D glasses could have difficulty focusing the two visual stimuli with an increasing difference of the parallaxes and could therefore make use of other cues, consciously or unconsciously. This would be in line with the qualitative feedback that was provided in the questionnaires. The integration of luminance contrast between both visual stimuli could cause an underestimation of the distance to objects exhibiting positive parallax and an overestimation of the distance to objects exhibiting negative parallax as observed for a subgroup of participants. The opposite results may be caused by a subliminal depth compression. A common technique in 3D filmmaking is to reduce depth differences of the scene in order to minimize visual discomfort of the viewers [LHW+10]. Regarding the conducted study, the parallax difference between the controllable object and the target could be reduced by moving the object closer to the projection surface instead of further away as expected due to the vergence-accommodation conflict. A smaller parallax difference results in a more comfortable viewing experience and could therefore influence the participant’s depth estimation. Considering the overall results of the first study, the question arises, whether a perceptually motivated correction of object depths improves the spatial perception of a projection-based AR environment or if no perceptual inconsistencies occur for geometrically correct projections. For further investigation of this question, we decided to perform a follow-up study described in the next section.

10.2. Confirmatory Study

The results of the first psychophysical study suggest a correlation of the distance between both projection surfaces and the depth estimation error, which strongly depends on the participant’s experience with stereoscopic 3D. We conducted a confirmatory study to test whether a compensation of this error results in a perceivable improvement of the spatial impression in near-field projection-based AR. Using the setup described in Section 10.1.2 the participants saw two virtual 3D objects; one was displayed without any modifications whereas the other’s halves were shifted against each other according to the depth estimate error of the participant in the first experiment. The participants then performed a 2AFCT, deciding for which of the two presented objects they had a more consistent spatial impression.
10.2.1. Participants

From the set of participants of the first study, we recruited 12 participants, 11 male and 1 female (aged from 20 to 38, M=29.25). The sample equally represented the three different behaviors, which were identified in the first psychophysical study.

10.2.2. Methods

In the confirmatory study we followed a repeated-measures within-subjects design, which involved the surface offset ($D_s \in \{-50, -37.5, -25, -12.5, 0, 12.5, 25, 37.5, 50\}$ cm), target offset ($D_t \in \{-25, 0, 25, 50, 75\}$ cm) and moving board (upper/lower) as independent variables. Possible combinations of surface distance and target distance were the same as in the first experiment. However, this time each participant performed trials both with the upper and the lower board moving. To reduce the time for changing the boards’ positions between the trials, all conditions were grouped according to the moving board. Therefore, the moving board only switched once after the participant finished all conditions of the first, randomly chosen group.

To simulate a realistic projection scenario, we used a virtual textured 3D model of a skyscraper as visual stimulus for the confirmatory study. For a better comparability, the size of both skyscrapers was kept constant through the experiment. As described in Section 10.1.3, both projection surfaces, as well as the virtual objects, were positioned according to one of 13 possible configurations before each trial. Unlike the first experiment, the upper and lower parts of both objects were not positioned independently of one another. Instead, they were placed either exactly one above the other or with a slight depth shift as described before. Each configuration was repeated twice, once with the geometric correct skyscraper projected on the left and once on the right.

In summary, participants performed 13 conditions with $2 \times 2$ repetitions each, resulting in 52 presented trials, which were randomly presented. Overall, one session took around 20 minutes to complete.
Table 10.1: Bayes factors for comparisons of the models $M_1$ and $M_0$ as well as $M_3$ and $M_2$. The first row represents different levels of (top) surface offset $D_s$ and (bottom) target offset $D_t$.

<table>
<thead>
<tr>
<th>$D_s$</th>
<th>-50</th>
<th>-37.5</th>
<th>-25</th>
<th>-12.5</th>
<th>0</th>
<th>12.5</th>
<th>25</th>
<th>37.5</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{10}$</td>
<td>0.520</td>
<td>0.416</td>
<td>0.572</td>
<td>0.298</td>
<td>10.903</td>
<td>0.581</td>
<td>0.572</td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td>$B_{32}$</td>
<td>5.956</td>
<td>3.980</td>
<td>6.913</td>
<td>1.525</td>
<td>235.048</td>
<td>7.097</td>
<td>13.533</td>
<td>0.145</td>
<td>1.876</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$D_t$</th>
<th>-25</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{10}$</td>
<td>0.287</td>
<td>0.312</td>
<td>0.295</td>
<td>0.298</td>
<td>0.378</td>
</tr>
<tr>
<td>$B_{32}$</td>
<td>1.000</td>
<td>1.878</td>
<td>1.435</td>
<td>1.525</td>
<td>3.258</td>
</tr>
</tbody>
</table>

10.2.3. Results

For analyzing the results of the 2AFCT we ran one-sample JZS Bayes factor t-tests with default prior scales [RSS+09] and a null value of the mean of 50 for each level of $D_t$ and $D_s$.

To investigate whether the participants perceived a qualitative difference between the perceptually adapted and the geometrically correct projection, we compared the following two models:

- **M0** Random decision.
- **M1** Non-random decision.

The resulting Bayes factors are listed in Table 10.1. For different levels of the target offset $D_t$ the t-tests resulted in Bayes factors $B_{10}$ ranging from 0.287 to 0.378. According to Raftery [Raf95] this corresponds to a positive evidence of the hypothesis that participants were guessing randomly in case the target was positioned at $D_t \in \{-25, 0, 25, 50\} cm$ and only a weak evidence when $D_t = 75 cm$.

For surface offsets $D_s$ the t-tests revealed Bayes factors $B_{10}$ between 0.298 and 0.915, suggesting only a weak evidence against $M1$. One exception is the Bayes factor for a surface offset of 0, which is in favor of the alternative model $M1$ against the null model $M0$ by a factor of about 10.902. However, this result was predictable, since no perceptual adaption of the virtual content should be necessary when both boards are positioned at the same depth.

Since there is no strong evidence in favor of either model $M0$ or $M1$, we additionally considered the following models:

- **M2** Preference of perceptually adapted projection.
- **M3** Preference of geometrically correct projection.

$M2$ and $M3$ were tested against one another for varying surface offsets $D_s$. This allows investigating the participants’ preferences of either a perceptually-adapted or the geometrically correct projection, assuming a non-random decision. We conducted one-tailed t-tests with a
null interval of \((0, \infty)\) or \((-\infty, 0)\). By dividing the resulting values \(B_{30}\) by \(B_{20}\), we got Bayes factors \(B_{32}\) as shown in Table 10.1. They suggest that the data favors \(M3\) over \(M2\) for six out of seven surface offsets.

For the sake of completeness Bayes factors \(B_{32}\) for different target offsets \(D_t\) are also listed in Table 10.1, although no strong evidence against one model or the other could be found. All results are illustrated in Figure 10.7.

### 10.2.4. Discussion

The Bayesian analysis provides indications that the perceptually adapted projection is not preferred to a geometrically correct projection of the visual stimuli, independent from the individual behavior in the first experiment. Decision rates close to 50% suggest that the 2AFCT was approaching our participants’ sensitivity to differences in depth when using stereoscopic display. However, we also observed a tendency towards the geometrically correct projection, indicating that variances in adjusted distances from the first experiment may be caused by uncertainties and do not reflect a real perceptual difference between the depths of both visual stimuli. It still has to be investigated if the same results can be reproduced in a full-cue environment when the user’s perception is influenced by other depth cues such as motion parallax.

### 10.3. Conclusion

In this chapter, we presented a psychophysical experiment and a confirmatory study to investigate the effects of stereoscopic parallax on the human depth perception in projection-based Blended Spaces. Such environments typically contain several surfaces with various depths, orientations or forms and, therefore, perceptual differences might occur when virtual objects...
are stereoscopically projected over multiple surfaces at different depths. To evaluate differences in depth perception and consistency of stereoscopically presented depth of virtual objects, we projected visual stimuli at two different surface planes with varying distances to the user. A perceptual matching task was performed, which gives indications on the depth perception in a spatial projection-based environment.

First, the results support the hypotheses that increasing offsets between multiple projection surfaces as well as the projection surfaces and projected targets lead to increased absolute errors in estimated depths. However, the relative errors differ between participants and therefore cannot be explained by the vergence-accommodation conflict in each individual case. The observed trends could be caused by individually perceived and weighted characteristics of a projection-based environment such as luminance differences of visual stimuli projected onto different surfaces. Considering the variance in the responses, it can be assumed that for most participants estimation of target distances was more difficult for larger surface offsets.

Furthermore, the results indicate that the effect of parallax on the estimation of matching depths strongly depends on the participant’s experience with stereoscopic 3D. Participants, who wear stereo 3D glasses at least once a week, were able to match the depths of both stimuli with a mean error of less than one centimeter. This is an interesting result since it suggests that more experienced users perceive projected VEs in a different way than less experienced users. However, the confirmatory study revealed a tendency towards the preference of a geometrically correct projection of the visual stimuli, independently from the individual behavior of the participants in the first experiment. Considering practical applications of Blended Spaces, this could indicate that there is no need for a complex perceptual adaptation of the visual stimuli to create a spatially consistent environment. However, it also implies that offsets between physical projection surfaces and stereoscopically projected objects should be reduced to a minimum to facilitate perceptual integration of stimuli, in particular for users who are less experienced in the usage of stereo 3D glasses.

Future work should focus on the analysis of the learning curve for reliable depth estimations in stereoscopic environments. Furthermore, we would like to explore full-cue environments, in which the user’s perception is influenced by other depth cues such as motion parallax.
Part IV.

Interaction Techniques for Shared Blended Spaces
In the previous part, we conducted a series of user studies to gain a deeper understanding of the perception of projection-based Blended Spaces, in particular with regard to stereoscopic projections. As the results indicate that depth misperceptions are in the range of centimeters, they should not crucially interfere with the interaction of users and their 3D mixed environment. Such interactions in Blended Spaces occur on two different levels: (i) to transition between scenes, and (ii) to operate within scenes.

Scene transitions are a basic functionality of Blended Spaces, as one of their three constitutive features is the seamless traversability of the RV continuum, according to the definition in Section 1. As many VR/AR applications also feature a scene graph, established transitions can serve as an inspiration for Blended Spaces. Examples include smooth transitions, that gradually add or remove elements of the next scene [SBH+09, VF17]. In order to exploit the full potential of the environment characteristics, we developed a set of transitions in consideration of the structural conditions of CAVE-based Blended Spaces [NCSS18]. For one of these transitions, we create a virtual container with walls that are aligned with the CAVE. During the transition, the virtual walls tilt backward and thereby reveal the next scene. In a second example, we are using an elevator metaphor, with each floor representing a different scene. The elevator’s movement is controlled by the user, and by opening the doors, the next scene is revealed. We compared these natural transitions with more classic image effects such as fade, glitch, and vortex. The natural transitions were yielding significantly higher presence scores and were also subjectively preferred by the users over the classic ones. On the other hand, they are more time-consuming, and may not be applicable to each scenario. Therefore, the context defines which of the available transitions are best for a specific application.

With regard to the particular scenes, standardized 3D interaction techniques can be applied, for example, based on controllers, natural gestures, or speech input [BKLJP04]. The presence of physical objects within Blended Spaces also enables tangible user interaction, which couples manipulations of the real world with changes of connected digital information [Ish08]. Furthermore, the input mode may be adjusted between scenes to match the current state of the Blended Space.

As single-user interaction techniques for different stages of the RV continuum are already well-researched, our investigations focus on the interaction with other real as well as virtual cooperation partners within Blended Spaces (see Fig. IV.1). As discussed in Section 2.2, such environments are characterized by a low level of user instrumentation and the capability of providing a shared interaction space for multiple users. However, projector-based systems using stereoscopic display are usually single-user setups, since they can provide the correct perspective for only one tracked person. Exceptions are projector systems as presented by Kulik et al. [KKB+11], which use a high frequency to render different views for up to six users. However, such systems are customized, highly complex, and usually not affordable for applications that have to cover larger areas and therefore are based on more than one
projection unit. To avoid the necessity of such specific projection hardware, multi-user support can also be approached with customized UIs, or by adjusting the projected content. An introduction to previous research projects that considered one of these options is given in Chapter 11. In the subsequent Chapters 12 and 13, we will present two own approaches to address user collaboration in projection-based environments with view-dependent 3D content. Both approaches take advantage of the structural conditions of the proposed Blended Space setup as described in Section 5 by utilizing multiple projection screens for different views.

While the first half of Part IV (i.e., Chapters 11 to 13) is focusing on the collaboration with other real users, the second half (i.e., Chapters 14 to 16) is considering the blended interaction with intelligent virtual agents (IVAs). Through the separation of display and user in projection-based Blended Spaces, the user instrumentation can be kept to a minimum, and there are no technical limitations of the field of view (see Sec. 2.2). Both factors could improve the perceived realism of IVAs; first, since the agents seem to exist in the environment instead of being displayed only on a user-worn device, and second because they are not cut off due to a small field of view. In Chapter 14, we provide an overview of related work in the context of IVAs, in particular with a focus on the factors of an agent’s human likeness. The following Chapter 15 examines one of these factors, the agent embodiment, more closely and brings it into the context of Blended Spaces. Finally, Chapter 16 pursues the research question of whether IVAs are perceived as more realistic when they are able to manipulate not only their VE but also real-world objects within the Blended Space.
Multi-User Collaboration in Projection-Based Environments

There are several examples for collaborative projection-based environments that support multiple co-located users. Early work in this scope focused mainly on the augmentation of flat object surfaces with projected textures. Augmented Surfaces [RS99], the Digital Desk [Wel93], and the Office of the Future [RWC+98] are just three examples of workspaces that are virtually augmented via a system of projectors. By aligning virtual documents with the surfaces of tables and walls, they can be viewed independently from the current position of the user, and therefore information sharing among multiple participants is facilitated. The conceptualized Office of the Future additionally employed the floor as an extension of the projection space. In the following years, this concept was incorporated in several collaborative projects, both as an input and an output medium. The iFloor developed by Krough et al. [KLLO04] visualizes Q&A that were sent in by users via SMS and email. The selection of a particular question is implemented through a shared cursor, whose position is a weighted aggregation of all participating users. Inspired by the iFloor, Grønbæk et al. [GIK+07] developed a floor-based environment for collaborative gaming. More than ten users can interact with the rear-projected platform through the tracking of their limbs, such as feet, hands, or knees. As for the iFloor, the communication between co-located users is an integral part of the interaction design, as each user influences the shared state of the system.

One of the first applications that extended projections beyond planar surfaces was Shader Lamps by Raskar et al. [RWLB01]. While the projected content was still monoscopic with zero parallax, the augmented physical object could take non-trivial shapes. By this means, the material properties of real-world objects could be varied without the need to exchange the underlying object. The authors propose that this technique could be used to communicate ideas, for example in architectural teams or for city planning tasks. The idea to support multi-user experiences by projecting view-independent monoscopic content onto non-planar geometries was adopted many times. Prominent examples include the Disney theme parks, which use projection-based AR to virtually enhance buildings as well as exhibits and to implement interactive applications for groups of visitors [MvBG+12]. Besides public installations, systems
such as the IllumiRoom [JBO13] demonstrate the potential of this technology to enhance conventional media experiences such as gaming or home cinema. The prototype developed by Jones et al. is projecting virtual illusions onto the physical environment surrounding a television. By this means, the user's peripheral vision is stimulated, and the virtual field of view can be extended. An extension of this technology called RoomAlive [JSM+14] was already introduced in the context of projector calibration in Section 6.3.3. The mentioned calibration concept was developed in the scope of a proof of concept to transform an entire room into an immersive entertainment environment using multiple units of cameras and projectors. To support multi-user rendering, the authors suggest averaging the head positions of all viewers. The resulting viewpoint offers a satisfying approximation for all users when the virtual content is close enough to physical projection surfaces. If this requirement is not fulfilled, the system is designed to provide a single-viewer experience only.

Despite the restriction of distances between virtual and real geometry, RoomAlive presents one possible solution to support multiple viewers, even when the virtual objects are not projected with zero parallax. ScreenX [LLKN16] follows a similar approach, as the same virtual projections are presented to multiple viewers, or more specifically to visitors of a public cinema. The conventional screen on the front is extended by two screens on the left and right sides. To ensure a minimum average distortion of the images that are displayed at the side screens, they are deformed based on a mathematical model that samples viewing directions from each seat in the audience. User studies indicate that the proposed optimization of the projected content results in a more uniform movie viewing experience regardless of the seating locations in the cinema. Another solution for perspective display is demonstrated in the form of Mano-a-Mano [BWZ14], a projection-based face-to-face AR system that supports the collaboration of two users. A virtual object, that is floating between the users, is projected once for each of the two viewpoints. This concept is based on the assumption that the projections do not overlap if users are standing opposite to each other.

As can be seen from the various examples, different categories of projections impose varying requirements on user collaboration. In the most trivial case, 2D textures are mapped directly to the surfaces of physical objects. As projections can be viewed from any direction without distortions, multiple users can observe the virtual content simultaneously and without any dependencies from each other. Therefore, even single-user interaction techniques could be applied, as long as the collaborating users coordinate their actions to create the desired overall system state (example interactions are illustrated in Figure 11.1). We developed an authoring application for texture mapping that allows users to precisely align projected images and physical object surfaces via a mobile or desktop device [SDBS15]. By connecting multiple input devices to the projection system, the application could be easily extended to suit more than one active user. While this is a simple approach to manipulate 2D surface characteristics of real-world objects, it is severely limited in terms of stereoscopic 3D display. Depending on the current viewpoint of the observing user, different parts of the virtual object have to be visible to create a plausible illusion of spatiality. Moreover, the viewpoint also
Figure 11.1.: Examples of collaboration in 2D texture mapping applications, using (a) a shared tablet, (b) direct touch input, (c) multiple networked mobile devices, and (d) a combination of 3D input via a golf club and 2D input via a tablet.

influences on which physical surfaces the virtual content has to be projected. The latter may be diverging for users with different positions, particularly for high distances between the projected object and the display surface. As the independent arrangement of virtual and real 3D objects is a vital part of Blended Spaces, we developed two UIs to address multi-user support without limiting the displayed content. In the scope of the projects presented hereafter, we investigated the following approaches:

(Chapter 12) An operator-follower system with separate 3D and 2D views.

(Chapter 13) An operator-follower system with a shared 3D view.

In the context of these projects, we also showcase different forms of user interaction, including both 2D input (via mouse and touch), and 3D input (via controllers, customized tracked devices, gestures, and user movement).
Chapter 12.

Layer-Based 3D Virtual Environment for Architectural Collaboration

In this chapter, we introduce a method for the collaborative exploration of projected stereoscopic 3D content, which is based on two different views of the same model. The proposed interface allows one user to experience a perspectively correct visualization of the 3D model. By specifying a region of interest within the 3D view, other participants can follow the first user’s perspective in a second 2D representation that is not view-dependent.

The collaboration method is evaluated against the backdrop of a cooperative architectural design process. As discussed in Section 3.2, such processes involve a variety of users with different levels of expertise such as architects, engineers, investors, or end customers. To obtain a common understanding of the architectural models is an ambitious task as architects, as well as other involved parties, often need to work with 2D floor plans. While these plans are meaningful and easy to interpret for professionals, non-expert users often face problems when deducing 3D properties of a building. We explore a layer-based visualization method, which stacks 2D floor plans in 3D space providing a simple 3D impression without actually using a 3D model.

12.1. Layer-Based 3D Virtual Environment

In this section, we describe our layer-based 3D VE and user interface including the hardware and software components as well as the visualization and exploration techniques.

12.1.1. Hardware Setup

For the visualization of the architectural model as well as the 2D view, we use an L-Shape projection setup as described in Section 5.1. While this gets along with only two projection screens, other configurations for Blended Spaces are also supported.
We use two input devices for interacting with the architectural 3D models. First, a Wiimote controller is connected to the workstation via Bluetooth. In the current setup, only the buttons of the Wiimote are used for input. The second input device is an off-the-shelf magnifier lens that is equipped with 4 additional passive markers as illustrated in Figure 12.1. Its position and orientation are tracked by the ARTTRACK2 system and can be assigned to an object in the Unity scene.

12.1.2. Layer Construction

In architectural design processes, 3D data for a planned building is often not available in the early development phases. To allow users to get a spatial impression of the building even without existing 3D data, we stacked the existing 2D floor plans as illustrated in Figure 12.2a. Sectional views can serve as an additional source for proper ceiling heights as those are essential for obtaining an intuitive understanding of proportions and dimensions. While the stacking process is done manually in our prototype, it can be easily automated as long as the 2D input data complies with some basic formatting rules. Besides the building itself, the Unity scene contains a virtual representation of both the front and the floor screen. Hence, after calibration of the projectors and tracking system, the scene is an exact virtual replica of the L-Shape and therefore facilitates proper scaling and positioning of the building.
To support the collaborative process, we render the 3D building model on the floor screen creating the illusion of displaying a 3D block model standing on the floor (or alternatively on a pedestal in mid-air). In this setup, the front screen can display additional information like a more detailed or labeled 2D plan of the currently selected floor.

12.1.3. Collaborative Layer-based Interaction

The goal of this project was to create a user interface for exploring 3D models with a strong focus on collaboration. The described L-Shape setup is a suitable environment for this purpose as it allows multiple users to share one single interaction space. The challenge is to provide interaction concepts that ensure that all involved persons concentrate their attention on the same part of the model. To avoid the emergence of disorientation, all scene navigation tasks are executed by a single person whom we refer to as the operator. This position is typically held by the architect or the person currently guiding the conversation. The operator’s head is tracked and the head’s pose is coupled to the virtual camera. Combined with shutter glasses the operator gets a realistic sense of perspective when walking around the 3D model. Other users can wear shutter glasses as well, allowing them to perceive the model stereoscopically. However, in order to get a less distorted perception of the model, they have to stay close to the operator.

In a focus group meeting with architects, three different exploration modes were identified as particularly helpful. Using the buttons of the Wiimote, the operator can switch between these modes:

1. In the **overview mode**, the building is treated as a single uniform 3D object, which can be rotated around the y-axis (see Fig. 12.2a). In this mode, the overall appearance of the 3D building, as well as its context, can be examined without showing too much detail concerning the interior. Additional virtual contents like 2D facade textures applied to the outer walls of the building or a road map projected onto the floor screen of the L-Shape can support this stage of exploration.

2. In the **highlight mode**, one particular floor can be highlighted while all overlying floors appear transparent. Additionally, all floors move upward or downward to guarantee that the active floor is always displayed on an easily accessible level. This mode is well suited for focusing on a specific floor without losing the general view of the building.

3. In the **focus mode**, the building can be folded to the currently selected floor in order to focus the user’s attention on this specific floor. As single rooms and their labels are clearly visible in this mode, it enables a more detailed exploration of the building’s interior.

The last mode provides a second 2D view of the active floor on the front screen. Thus, users can take part in the discussion of a specific floor without the need of following the operator’s movements.
Furthermore, they do not have to enter the L-Shape or wear shutter glasses since the projection of the active floor plan on the front screen is displayed at zero parallax.

To guide the users’ attention to what the operator is currently focusing on, we use a second input device – the tracked magnifier lens. The purpose of the lens is to allow the operator to specify a region of interest in the 2D floor plan. By moving the lens above the 3D view of the building projected onto the floor screen, a circular area is highlighted in the 2D floor plan on the front screen; all parts of the floor that are not within this region are culled out. The interaction model of the magnifier adopts the typical real-world interaction. Moving the lens in the horizontal plane results in a motion of the spot on the vertical front screen. While the 2D floor plan is magnified by an initial factor the operator can increase the zoom level by moving the lens downward.

12.2. Pilot Study

In this section, we describe the evaluation of the current design of the user interface in the iterative human-centered design process.

12.2.1. Participants

To gather information about the usability of the interface, we conducted a pilot study with 5 future inhabitants (1 female and 4 male, aged from 28 to 45, $M = 35$) of a recent building planning process of the University of Hamburg. For the project, we received the actual architectural documents and, in particular, the 2D floor plans as annotated PDF documents. The building consisted of a basement as well as 11 stories as shown in Figure 12.2.

12.2.2. Methods

We performed the study with a two-stage procedure:

1. In the first stage, we displayed the 2D floor plans using Adobe Acrobat on a 55-inch multi-touch tabletop, around which the participants were gathered.
2. The second stage consisted of the participants moving over to the L-Shape projection setup, in which the floors were displayed using the layer-based VE described in Section 12.1.

We purposely chose a simple PDF viewer to receive an impression of our prototype’s features and interaction techniques rather than comparing our system to a professional CAD software with a specific toolset.

The tasks we gave the participants consisted of finding their future office rooms in the building and following the paths they had to take to reach the rooms from the main entrance of the building. We asked the participants to discuss the observations they made about the spatial properties of the building during the collaborative process using the think-aloud protocol [Lew82]. While the task mainly involved collaborative touch interaction in the tabletop setup, one participant assumed the position of the operator in the L-Shape environment.

After 20 minutes of active discussions in each phase, we asked them to come to a conclusion. After the collaborative phases, we asked them to fill out NASA Task-Load-Index (TLX) questionnaires [Har06] and performed a debriefing with the participants, encouraging them to comment on the advantages and disadvantages of the user interfaces. The study took approximately one hour in total.

12.2.3. Results and Discussion

In the following, we present the questionnaire results and subjective comments during the pilot study.

**Task Load** We analyzed the questionnaire data with Wilcoxon signed ranks tests [Ott15]. The results of the NASA TLX questionnaire show a significant difference for mean task load of 67.59 ($SD = 21.29$) for the table condition and 26.97 ($SD = 21.69$) for the L-Shape condition, $Z = 2.02, p = .04$. In particular, we found a significant difference for mental demand between the table ($M = 68.60, SD = 23.01$) and L-Shape ($M = 29.00, SD = 27.63$) conditions, $Z = 2.02, p = .04$. We found no significant difference for physical demand between the table ($M = 35.20, SD = 28.35$) and L-Shape ($M = 24.40, SD = 25.16$) conditions, $Z = .944, p = .35$. We found a significant difference for temporal demand between the table ($M = 59.20, SD = 24.77$) and L-Shape ($M = 23.20, SD = 18.57$) conditions, $Z = 2.02, p = .04$. Also, we found a significant difference for performance between the table ($M = 70.80, SD = 30.34$) and L-Shape ($M = 24.40, SD = 19.26$) conditions, $Z = 2.02, p = .04$. Moreover, we found a significant difference for effort between the table ($M = 69.00, SD = 15.54$) and L-Shape ($M = 28.40, SD = 23.27$) conditions, $Z = 2.02, p = .04$. Additionally, we found a significant difference for frustration between the table ($M = 72.20, SD = 26.25$) and L-Shape ($M = 21.60, SD = 21.30$) conditions, $Z = 2.02, p = .04$. The results indicate that completing the task in the L-Shape was significantly less demanding than interpreting the floor plans when they were displayed on the table.
Subjective Comments  We grouped the comments during the think-aloud and debriefing sessions, and identified four main topics:

1. *Misinterpretations:* Throughout the exploration process, a number of uncertainties regarding the architectural annotations occurred. In the layered setup, most of these uncertainties, for example, concerning the role of a room, could be resolved by the participants by magnifying the region of interest. However, the zooming tool in the PDF was rarely used. The participants also approved the cut-outs in the layered visualization as they helped them to identify wall penetrations. A recurrent point of discussion in the PDF visualization was the currently selected floor since it did not match the page number. Besides these differences, there were also some annotations in the 2D floor plans that could not be interpreted without help by an architect, for example, the markings that indicated the direction of stairs. In the layered view, these questions could partially be resolved due to contextual information or switching back and forth between different layers.

2. *Navigation:* The process of navigating through the building and finding the entrance took much longer in the PDF than in the layered visualization. Besides the learning effect that appears in the second phase of the experiment, this can be reasoned by the just mentioned misinterpretations regarding the current floor level. The navigation was further aggravated by the fact that all scrolling and zooming operations in the PDF caused a sequential reload of the page content. Additionally, multiple participants stated that switching and selecting floors in the L-Shape is much easier and faster than in the PDF and therefore improves the navigation through the building.

3. *Sense of space:* After every phase, we asked the participants to show the actual location of a specific room in a physical 3D model of the building. In both versions, the participants were able to point to this location correctly. However, the ceiling height of a floor could not be inferred from the PDF plans, which was criticized by one participant in the debriefing. In general, the test group stated that the L-Shape setup provided a better spatial impression of the building than the PDF.

4. *Collaboration:* Regarding the collaborative aspect of the two compared user interfaces, the opinions in our test group were divided. While some participants felt that it is easier to directly point on a specific location in the PDF, others preferred the magnifier interface for showing something to their group partners. The designation of an operator in the L-Shape setup was judged favorably as it prevents conflicting user inputs.

In conclusion, one participant remarked, that he would prefer to have an actual physical 3D model compared to both visualizations. However, in the absence of such a physical model, the layered virtual view was preferred over the PDF.
12.3. Conclusion

In this chapter, we presented a combination of 3D and 2D representations, which allows the collaborative exploration of 3D models in the context of architectural review and design processes. We proposed a stacked layout based on 2D floor plans to facilitate the discussion and evaluation of building designs in early development stages when 3D models are not available yet. The stereoscopic 3D view of the building was supplemented by a monoscopic representation to support interactions with multiple users. To attain a more natural interaction we also introduced different input devices such as a magnifier lens.

In the future, it is important to evaluate the comfort and effectiveness of the proposed interaction concepts. For that purpose, a more extensive study involving other existing CAD tools can be conducted. A further comparison with a fully-fledged 3D model would also be useful to investigate which spatial characteristics can be explored in the layer-based visualization and which cannot. An improvement of the multi-user capabilities of the system could be achieved by lifting the projection surface to a higher level, for instance by placing a purpose-built table on top of the L-Shape’s floor panel. Aside from reducing the vergence-accommodation conflict, this setup allows projecting the active floor onto the table with zero parallax, which means it is displayed perspectively correct for all users. Finally, we will expand our work concerning shared Blended Spaces with an alternative collaboration technique in the next chapter.
Chapter 13.

Floor-Projected Guidance Cues for Collaborative Exploration of Blended Spaces

In this chapter, we present a floor-based UI, which was developed to emphasize the positive effects of Blended Spaces and to reduce possible complications, which may emerge in everyday use of the technology. In detail, the interface is designed to address the following three issues:

1. **User Interaction**
   
   Allow users to seamlessly transition between different states of the system, without needing to use additional input devices or to learn application-specific interaction methods.

2. **User Guidance**
   
   Support the storytelling by guiding users to regions of interest and ideal viewpoints.

3. **User Collaboration**
   
   Extend the system to multiple users by introducing a master-follower concept and corresponding visualizations.

The UI is adapted for, but not limited to, domains as exhibitions or architectural meetings, in which Blended Spaces can be used to present different aspects of a physical object. We developed a set of guidance cues, which are projected onto the floor to assist multiple users in the above-mentioned tasks. In a user study with 40 participants all cues were evaluated and a set of feedback elements, which are essential to guarantee an intuitive self-explaining interaction, was identified. The results of the study also indicate that the developed UI guides users to more favorable viewpoints and therefore is able to improve the experience in a multi-user Blended Space.
13.1. Design of a Floor Based UI

The floor interface was designed to address three design goals: supporting (i) user interaction, (ii) user guidance, and (iii) user collaboration. In the following, detailed information on the design goals and derived interface elements are provided.

13.1.1. User Interaction

As a Blended Space covers different stages of the RV continuum, the question arises how to switch between these stages while preserving the simplicity of the system. In terms of the basic interaction paradigm, related projects cover a wide range of input methods for floor UIs, including gestures (e.g., [AKM+10, BHH+13, GIK+07]), specific slippers (e.g., [CR97, LJFKZ01]), or additional tools (e.g., [SRP+14]). In contrast to these examples, our system resembles the idea of proxemic interaction, based on the position, identity, movement and orientation of entities in the scene [BMG10].

The basis for our UI is formed by a scene selection menu, which consists of several buttons that are projected onto the floor (see Fig. 13.1). Each button represents one content-related scene and can be labeled with the according topic. When a user steps into a specific button, a circular progress bar frames the button. When the loading is complete, the application transitions into the selected scene and the button transforms into a larger floor area. This area indicates the walking zone and is discussed in greater detail in the following section.

While the user moves within the boundaries of the walking area, he can explore the scene autonomously. To exit the current scene and return to the scene selection menu, the user just has to step out of the walking area. To prevent an accidental leaving, for example, when the user is moving backward, the entire floor UI is vibrating as soon as the user is approaching the boundaries.
13.1.2. User Guidance

As introduced in Section 2.2, one limitation of projection-based AR systems is the existence of shadows that might interfere with the projection. Particularly for objects with complex shapes as a dinosaur skeleton, self-shadowing is usually inevitable, unless an excessive number of projectors is used. One option to reduce the visible shadows from the user’s point of view is to correlate his position with the projectors’ frustums. If the user’s head is close to the optical center of the regarding projector, shadows are occluded by the physical object itself and therefore do not disrupt the projection.

Restricting the user’s movement within the scene can also be of practical value from a narrative point of view. As in all immersive setups, Blended Spaces also face the challenge to allow users an autonomous exploration of the scene and to present pre-configured story elements at the same time. Indeed, users might miss important elements of the story because they are looking in a different direction.

![Figure 13.2: Interface elements to support user guidance. The buttons' orientation and distance to the exhibit ensure an optimal view at scene entry (left) while a walking area and a circular segment guide the users to regions of interest within the current scene (right).](image)

To ensure that users can make the best of an application within the Blended Space, our floor UI suggests particularly favorable viewpoints via customized UI elements. Every scene is connected to a pre-defined area that is safe to walk in, both with regard to the storyline and the technical limitations such as self-shadowing. At scene entry, a visual representation of this area gradually fades in. This leads to a color-coded 2D floor map showing the quality of different viewpoints, where only areas with a minimum quality level are included. To make sure the user is entering a scene with the ideal viewpoint, the buttons’ layout can be constructed accordingly. For that purpose, the individual position of a button can factor in different aspects of the linked scene. First of all, the scene’s level of virtuality usually has a strong impact on which real and virtual elements are of utmost interest to the user. If no virtual images are overlayed, the objects themselves are brought into focus. Therefore, a close distance to the object could help the user to discover details in terms of shape, material
qualities, and surface texture. In contrast, if the object’s context is displayed, a comprehensive view of the entire surroundings might give a better impression of the scene in its entirety. Overall, the distance of the buttons to the physical exhibit can reflect the relevance of specific scene elements and therefore allows the designer of the system to draw the users’ attention to them. This proximity-based approach can be expanded by the direction the user is facing at the beginning and throughout a scene. The goal is to provide unobtrusive cues that suggest regions of interest (ROIs) to the user, rather than forcing him to look in a specific direction.

This is achieved by two different interface elements, which are used according to the current state of the system. When the scene selection menu is displayed, footprints inside each button indicate the ideal direction of view for every scene. After a scene was loaded, the footsteps disappear and are replaced by a circular segment which represents the current ROIs within the scene. All UI elements for guidance are illustrated in Figure 13.2.

13.1.3. User Collaboration

At this point, a single user can take full advantage of the system, explore the different scenes and transition between them using the floor interface. It is also easy to extend the system to multiple users if the current scene only contains virtual objects that are independent of the viewpoint (as in the case of the states in Figures 3.1a, 3.1b and, depending on the scene, also 3.1d). However, for scenes that contain 3D content as in Figure 3.1c, the virtual cameras have to be coupled to the pose of an observer’s head to convey a realistic sense of perspective when the observer walks through the scene. Therefore, even for multiple users, a correct perspective can only be provided for the position of one observer.

![Figure 13.3: Interface elements to support user collaboration. The optimal distance to a selected master (the user who controls the perspective) is indicated via color-coded circles with an additional arrow.](image)

To prevent conflicting user inputs during the exploration of such a scene, one user is dedicated to the master task and therefore controls the perspective for all observers of the scene. This concept to support user collaboration was already introduced in the previous chapter and was judged favorably in the according user study that focused on subjective measures.
13.2 User Study

For the evaluation of our proposed floor interface, we simulated an exhibition scenario in a CAVE, with a physical dinosaur skeleton serving as the central exhibit. To emphasize the social aspects of the interface, participants completed the study pairwise, as illustrated in Figure 13.4. Following a between-subjects design, the interface was compared to a control condition, which was reduced to basic UI elements. The control condition involved plain floor-projected buttons that pulsed to gain the users’ attention and stopped pulsation after one of the users stepped in. In contrast to the developed extended UI, the buttons’ locations were not adapted to the scene content in terms of distance and direction. Also, none of the previously described guidance cues were used in the basic UI.
13.2.1. Participants

We invited 40 participants to our study, 26 male and 14 female (aged from 19 to 65, \( M = 29.5 \)) and assigned them to 20 experiment sessions. 32 of the participants were students or staff members of the local department of informatics, while 8 participants stated to pursue a non-technical profession. To model a natural situation in a museum, half of the participants already knew their partner while the other half of the participant pairs were strangers before the beginning of the study. This differentiation will be taken into account during the analysis, to identify possible issues of the interface when two strangers have to interact with each other in a shared space. In order to qualify for participation in the experiment, each user had to confirm to be unfamiliar with the CAVE. This prerequisite was used to ensure that participants had no preknowledge over the functionality of the CAVE and its limitations regarding the multi-user capacity.

13.2.2. Materials

For conducting the user study we used the setup described in Section 5.2. Inside the CAVE, close to the front wall, a replica of a dinosaur skeleton was positioned on a white box. To augment the physical object as well as its environment, the CAVE was equipped with five 3D projectors. Both participants of an experiment session had to wear 3D shutter glasses in order to experience the stereoscopic content.

13.2.3. Methods

Prior to the study, both participants had to fill in a consent form, including a declaration of the planned video recording. After a small introductory story to stage the experience, participants were instructed to put on the shutter glasses, enter the CAVE and explore the presented exhibition as during a normal museum visit. Apart from this, no specific tasks were given and the used technology was not introduced.
In total, three scenes could be selected as shown in Figure 13.5. This included a presentation of the dinosaur’s anatomy with 2D highlighting and 3D textual annotations, a 3D projection of the skin around the skeleton, and a stereoscopic 360-degree video that showed the habitat of dinosaurs. All scenes were accompanied by an audio commentary. At any time, participants were free to talk to each other and to move through the CAVE, however, as in usual museums the skeleton must not be touched. The behavior of the participants, as well as their conversations, were recorded using a video camera. Furthermore, additional data was stored for later analysis, including the distance between users, the distribution of the master and follower roles, and targeted objects. After 8 minutes of free exploration, participants were asked to move into two separate rooms and to fill in some post questionnaires. This included scales regarding usability and subjective communication. In total, one experiment session took around 30 minutes.

13.2.4. Results

A variety of subjective and objective measures was used to evaluate different aspects of the developed UI. In the following, we refer to participants who used the basic UI as the control group and to participants with the extended UI as the test group.

User Interaction

The usability of the presented UIs was investigated both with the System Usability Scale (SUS) [Bro96] and the AttrakDiff questionnaire [HK01]. We analyzed the results with five unpaired t-tests at the .05 significance level. Since no significant differences between the test and the control group could be found, we pooled the results of both groups. The average SUS score adds up to $M = 73.250$ ($SD = 14.212$), which can be interpreted as a grade of a B [San11]. On a scale of -3 to +3, the pragmatic quality was rated with $M = 0.996$ ($SD = 0.806$), the hedonic quality (identity) with $M = 1.004$ ($SD = 0.907$), the hedonic quality (stimulation) with $M = 1.061$ ($SD = 0.748$) and the attractiveness with $M = 1.600$ ($SD = 0.819$).
In addition to the usability scales, we adopted a questionnaire from [MBSG09] to measure the usefulness, accuracy, and effectiveness of the floor-projected feedback on a 5-point Likert scale. The results were analyzed using three Mann-Whitney-U tests, since the assumption for normality could not be assumed. We found significant effects at the .05 significance level for the feedback usefulness ($U = 83.000$, $p = 0.001$, $r = 0.510$) and the feedback accuracy ($U = 86.000$, $p = 0.002$, $r = 0.496$). The effect of the UI type on feedback effectiveness was not significant ($U = 129.500$, $p = 0.055$, $r = 0.304$), but showed a trend towards the extended UI. The results are illustrated in Figure 13.6.

Besides this general evaluation of the provided feedback, participants who tested the extended UI were asked to rate the usefulness of specific UI elements on a 5-point Likert scale. Since participants of the control group did not experience these UI elements, we asked them to rate the desirability of such additional cues instead. The resulting scores are listed in Figure 13.6.

**User Guidance**

To investigate to what extent the system allowed the users to follow the story, we set up a questionnaire that asked for four different aspects of storytelling, including the clarity of the storyline, the obviousness of where to look at, the feeling of disorientation and the fear of missing important story elements. Each item was measured on a 5-point Likert scale that ranged from *Strongly disagree* to *Strongly agree*. We ran four unpaired t-tests to analyze the questionnaire’s results, however, no significant effect was found.

In addition to the subjective rating of the storytelling, we used an objective measure to evaluate the view direction of the participants during story-driven scenes. For every scene, regions of interest (ROIs) were defined that changed with regard to their size and position over the course of the story. While a floor-projected circular segment pointed to these regions in the test condition, they were invisible in the control condition. For each participant, a ratio was calculated that describes to which percentage the participant’s view matched the intended view direction. The difference between the values of participants testing the basic UI ($M = 0.588$, $SD = 0.084$) and the extended UI ($M = 0.563$, $SD = 0.129$) was compared with an unpaired t-test, however, no significant effect was found.

Besides the ROI segment, which was designed to indicate a good view direction, two additional floor-projected cues directed users to favorable viewpoints, the buttons themselves and scene-dependent 2D maps that emerged around the buttons. Both elements got neutral to positive reviews by users of the extended UI (see Fig. 13.6).
Table 13.1.: Categories that were used to analyze the speech data.

<table>
<thead>
<tr>
<th>Speech Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction-related</td>
<td>Discussion or interpretation of interaction methods and UI elements.</td>
</tr>
<tr>
<td>Social or Emotional</td>
<td>Social or emotional utterances, such as laughing or expressions of excitement.</td>
</tr>
<tr>
<td>Technical</td>
<td>Hardware- or software-related discussions.</td>
</tr>
<tr>
<td>View-related</td>
<td>Discussions related to the perspective and visual perception.</td>
</tr>
<tr>
<td>Action-related</td>
<td>Planning of the own or the partner’s next actions.</td>
</tr>
<tr>
<td>Content-related</td>
<td>Discussion of elements, which are presented visually or auditory in the scenes.</td>
</tr>
</tbody>
</table>

**Figure 13.7.** Pooled results of (a) the distance between the partners’ heads, (b) the categorized speech data, and (c) the balancing of the master and follower roles (min/max). The vertical bars show the standard deviation.

**User Collaboration**

To analyze the master-follower concept, which was introduced to support user collaboration, we used both subjective and objective measures.

A questionnaire to measure the group accord was used as suggested by Slater et al. [SSUS00]. For each participant, we constructed an overall score from six questionnaire responses: the degree of enjoyment, the desire to meet the study partner again, the extent of perceived isolation, the degree of comfort with the partner, the degree of embarrassment induced by the partner, and the extent of perceived cooperation. Analysis of the results of the questionnaire with a two-way ANOVA did not reveal any significant effects. Group accord scores were similar for both the basic UI ($M = 80.278$, $SD = 14.247$), and the extended UI ($M = 77.778$, $SD = 12.998$). There was also no significant difference between unfamiliar partners ($M = 81.25$, $SD = 12.254$) and familiar partners ($M = 76.806$, $SD = 14.651$), although unfamiliar partners even reached a slightly higher score.

To gain further insight into the group behavior of users, we measured the distance between the users’ heads during the scenes and calculated a mean value for each pair of participants. Requirements for normally distributed data were fulfilled and the assumption of equal variances was not rejected by Levene’s test, so we ran a two-way ANOVA. We found a main effect of the type of UI on the mean head distance ($F(1,16) = 9.224$, $p = 0.008$, $\eta^2_p = 0.366$),
indicating a significant difference between users of the basic UI \((M = 1.575, SD = 0.421)\) and the extended UI \((M = 1.177, SD = 0.237)\). The familiarity also showed a main effect \((F(1,16) = 4.718, p = 0.045, \eta^2_p = 0.228)\), indicating a significant difference between partners, who knew each other \((M = 1.234, SD = 0.307)\) and strangers \((M = 1.518, SD = 0.426)\). No significant interaction effect was found between type of UI and familiarity \((F(1,16) = 3.801, p = 0.069, \eta^2_p = 0.192)\).

Besides logging the participants' positions, we also captured their behavior on video. This allowed us to analyze the communication between partners. Based on an approach used by Smith and Neff [SN18], we considered utterances of the participants during the study. In comparison to the stated paper, we slightly extended the definition of an utterance to an individual word, sentence, or even a small unit of a conversation between the participants, as long as their statements directly correlate. All utterances were assigned to the categories that are defined in Table 13.1. 10 of overall 763 utterances had to be discarded because they were too low-voiced or slurred. The remaining utterances were analyzed using a two-way ANOVA with the type of UI and the familiarity of partners as independent variables. Although no significant effect of the overall communication could be found, the distribution of utterance types differed between the two UIs, as illustrated in Figure 13.7b.

To address the questions that are stated in Section 13.1.3, we asked participants how they subjectively perceived the balancing of the master and follower roles as well as the master-driven leaving of a scene. Concerning the latter issue, 32 of the participants opted for the current solution, while only 7 participants would have preferred an automatic timer to leave the scene. One participant suggested introducing a consensus mechanism. The opinions regarding the role assignment were divided. 23 of the participants decided for the current mechanism on a first-come-first-serve basis while 17 participants preferred an automatic assignment of the master role that is balanced between the users. However, only 8 of the 23 proponents of the first-come-first-serve technique were members of the control group.

In addition to this subjective evaluation, we also analyzed the actual balancing of roles between the two partners of a study session. For this purpose, we determined how often each partner held the master role. Afterward, the ratio of both values was calculated by dividing the minimum by the maximum. Therefore, a balancing ratio of 1.00 corresponds to a perfectly balanced role assignment, while the balancing gets worse with lower ratios. The results, as shown in Figure 13.7c, were analyzed with a Mann-Whitney-U test, since a normal distribution of the data cannot be assumed. We found a significant effect at the .05 significance level \((U = 14.000, p = 0.005, r = 0.620)\).

As for user interaction and guidance, we also let the participants rate the UI elements, which were designed to support user collaboration. Participants of the test group rated the colored follower circle that pointed to the master with a mean score of \(M = 3.80\), which is the third-best value of the six tested UI elements.
13.2.5. Discussion

For the interpretation of the results, we will again consider the three groups of guidance cues separately.

**User Interaction**

Both tested UIs achieved over-average usability scores, which is a point in favor of floor-based interaction techniques in Blended Spaces. However, in the concluding questionnaire, six participants of the control group reported their confusion about who was able to control the scene elements, which is in line with the oral feedback after the study sessions. A reason why this difference between the UIs is not reflected in the usability scores might lay in the between-subjects design, since participants did not have any reference value. Regarding the feedback quality of the two tested UIs, we found an increased usefulness and accuracy of the extended UI. Particularly, both cues that were designed to support the interaction with the system, namely the footsteps and the progress bar, achieved the best ratings of all UI elements. Pre-tests revealed that footsteps are inevitable to be able to interact with the system on one’s own, especially for users who are not experienced in video games. We therefore decided to tell participants of the control group that they can interact with the scene via the pulsing buttons on the floor. Nevertheless, participants often left the buttons before the loading was finished, although the pulsing animation stopped when users entered a button. A progress bar is an easy way to provide more detailed information on the current state of the system and to reduce unintended abortions of the loading process. From a technical point of view, the tracking of the users’ head poses could be replaced by a more fine-grained capturing of floor-based touch input. Other floor UIs already demonstrated the recording of floor interaction through contact sensing (e.g., [CHK+10, VSL+10, VSC13]), and by under-floor camera tracking (e.g., [GIK+07, AKM+10, BHH+13, SRP+14]). Both methods add complexity to the overall setup but, on the other hand, allow for a precise interaction with UI elements.

**User Guidance**

While both the buttons’ layout and the 2D floor maps were well received, the ROI segment attained the lowest score of all feedback cues. Moreover, 4 of 20 participants of the test group did not notice the element at all. This was also confirmed by users of the basic UI. With an average score of $M = 2.90$, the support of storytelling through a floor cue was the least wished feature in a future UI. One reason for the low ratings may be the manageable size of the 4-sided CAVE, since all projection surfaces could be observed at once, either directly or peripheral. Besides, the story was rather simple with most story elements being presented in the center of the CAVE. Regions of interest inherently attracted the attention due to the movement within the scene. This assumption is also supported by the storytelling questionnaire, which resulted in scores around 4 out of 5 for both UIs. Moreover, participants noted that they had to decide whether to focus on the floor-projected segment or the story since it was difficult
to bring both parts into view simultaneously. Therefore, future UIs might prefer storytelling cues that are directly integrated into the scene instead of floor-projected cues.

**User Collaboration**

During the study, we observed a highly collaborative behavior of the participants, both for familiar and unfamiliar partners as well as for both UI conditions. This impression matches the results of group accord scores and the measured amount of communication. However, the results also reveal differences in some measures, including head distances, communication subjects, and role balancing.

The mean head distance for participants using the extended UI was significantly smaller than in the basic UI, which indicates a positive effect of the floor-projected cues. Since users with the follower role were standing closer to the master, it can be assumed that they had more favorable viewpoints. Although no significant interaction effect between the UI type and the familiarity of partners on head distance was found, Figure 13.7a shows an interesting trend. While the head distance is almost the same for familiar and unfamiliar partners in the extended UI, unfamiliar partners kept a bigger distance from each other in the basic UI. This could indicate a positive effect of the extended UI elements on the collaboration between users who meet each other for the first time.

Categorizing the speech data during the study revealed that users of the extended UI talked more often about the interaction with the system. This could be interpreted in two ways. On the one hand, users were more focused on the UI, since more elements that gave room for interpretation were present. Therefore, the participants might be more distracted from the actual content that was presented, and therefore, the learning outcome could be reduced. However, responses of the users of the extended UI also suggest a lower level of frustration while interacting with the system, which, on the other hand, could improve the learning experience. Future investigations should focus on the effects of different UIs on learning before such systems can be used in an educational context.

Another significant difference was found regarding the user-driven assignment of the master and follower roles. While the distribution of roles was almost balanced between both partners in the extended UI, a high disparity could be observed in the basic UI condition. However, video inspection indicates that this is not caused by an unfair behavior of users, but by difficulties in understanding the interaction mechanism. Several groups who tested the basic UI had bad guesses on how to enter a scene, including the simultaneous standing of both partners on one or even two different buttons, the malfunction of one of the trackers, and the idea that only one user is qualified to be the master. Consequently, the partner who seemed to be tracked more reliably in the early stage of the study was chosen to be the master in a group consensus. This confusion could also be the primary reason why only 8 members of the control group voted for a user-driven balancing approach and the majority preferred an automatic, fair assignment of the roles instead.
13.3. Conclusion

In this chapter, we presented a multi-user floor-based interface for Blended Spaces. We developed multiple floor-projected cues that aim to support users in several aspects when interacting with such systems. To evaluate the effectiveness of the cues, we performed a user study with 20 pairs of participants. The results indicate that the interface is self-explanatory and easy to use, and therefore could be used in public environments such as museums without the need for support of an additional instructor. It also fostered communication between partners, both between friends and strangers, and encouraged users to move closer together. By this means, better viewpoints could be ensured for multiple users. From a narrative perspective we could not observe significant improvements, however, high scores were achieved even in an application without additional feedback cues. When faced with a more complex story, users might need more support to keep track of where to look at within the scene. Furthermore, future studies should focus on the learning success achieved by using the system. After the present study, it is still an open question whether the floor interface distracts users from the presented content or if it sparks the users’ interest in a new topic. Further investigations could pave the way for floor-projected UIs to be used in real scenarios.
Chapter 14.

Virtual Agents in VR/AR

Inspired by science fiction media, such as the movies *Her* (2013) and *Blade Runner* (2017) – stories that show the potential of virtual agents (VAs) integrated into our daily social life – we have seen a large public interest in related technologies. Different forms of VAs were proposed and evaluated throughout Milgram’s RV continuum, as surveyed, for example, by Holz et al. [HCO+11, HDO09] and Norouzi et al. [NKH+18]. These projects show the potential of VR/AR agents but also challenges related to creating a high sense of social interaction and connection between users and VAs. For instance, Obaid et al. [ONP11, ODK+12] showed that the physiological arousal of users in VR/AR depends on an agent’s behavior associated with cultural differences, for example, related to gaze behavior and interpersonal distances. Furthermore, studies of Kim et al. [KMB+17, KBW17] indicate that visual conflicts in AR such as occlusion and dual occupancy between VAs and physical objects can significantly impair their social connection with users. However, despite the challenges related to realistic and/or effective social interaction, a large number of applications could benefit from VAs [NKH+18, KBB+18]. In the next sections, we will present some of the most promising application fields for VAs before discussing by which factors the human likeness of VAs is influenced, and how it can be measured in human-subject studies.

14.1. Applications of Virtual Agents

Over the last years, voice-controlled agents were embedded in consumer devices such as Amazon’s Echo or Apple’s HomePod and connected to home appliances to provide an intuitive and natural form of interaction with their smart home environments and as a means to access information from the internet [KBB+18]. Beyond home uses, smart services provided by VAs are popular as they can be accessed through ubiquitous smartphone technologies and can be implemented for professional applications such as in the form of educational audio guides in museums or audio-visual presentations for mixed media installations or exhibits. In particular, in situations where the demands for individual support or care exceed the supply of specialized trained personnel, such as museum guides, caregivers, or private assistants, these VAs are a promising solution that can complement human professionals [NKH+18]. With the
current convergence of different research fields such as Machine Learning, Internet of Things, and VR, it seems reasonable to assume that people will be confronted with an increasing amount of such services, which poses new challenges to the interface designers, particularly in terms of social interaction and integration. For further information, we refer to Magnenat-Thalmann et al. [MTPC08], who provide a literature review of promising application fields for VAs including interactive virtual guides in cultural heritage sites, museums, art installations, and related fields.

14.2. Indicators of Human Likeness

The realism of a VA was initially considered as a synonym for its human-like visual appearance. However, advanced models from research fields such as speech synthesis, motion capture, and non-verbal communication led to an extended definition that involves VAs with natural language, realistic behavior, and attention towards their environment as well as their human communication partners, resulting in the notion of intelligent virtual agents (IVAs). This conceptual change raises interesting research questions regarding the correlation between the manifold dimensions of the human likeness of VAs and social factors such as perceived copresence in a shared MR environment. In the following, we summarize a selection of previous studies that investigated this correlation, grouped by the dimension of human likeness they considered.

14.2.1. Agent Embodiment

Though personal digital assistants have become widespread in the context of smart homes as well as professional environments, most of the current implementations rely on audio output or displayed text only. By means of VR/AR technology, such voice-based VAs can be supplemented with a humanoid virtual body. Several research projects addressed the question of whether and how agent embodiment affects the social interaction between VAs and real humans.

A literature meta-review by Yee et al. [YBR07] suggests that the inclusion of any visual representation of a VA’s face leads to higher task performance measures. The presence of a face also seems to be much more important than its visual quality. Therefore, even a representation with low realism can provide important social cues for human-agent interactions.

Positive effects of agent embodiment on the users’ sense of trust, social richness, and social presence with the VA could be found in a human-subject study by Kim et al. [KBH+18]. In addition, participants of the study reported an increased confidence in the agent’s ability to influence the real world and to react to real-world events, when the VA was embodied and showed natural social behaviors.

A literature review on early embodied VAs was presented by Dehn and van Mulken [Dv00]. Their meta-analysis revealed some inconsistent findings regarding the effects of embodied
VAs on user experience. While some of the analyzed empirical studies report benefits of embodied VAs, others conclude that agent embodiment only showed little or even negative effects on the users’ responses. Dehn and van Mulken hypothesize that these different outcomes may be attributed to varying degrees of the agent’s appearance, both in terms of visual fidelity and natural voice.

Our own research regarding the embodiment of VAs in the context of Blended Spaces is presented in Chapter 15.

### 14.2.2. Agent Appearance

By means of continuous advancements in technology, real-time AR applications can make use of increasingly realistic VAs, both with regard to the visual appearance and quality of synthesized speech. While a positive correlation of a VAs fidelity and the elicited sense of anthropomorphism seems to be reasonable at first glance, several studies demonstrate that the agent’s appearance cannot be considered in isolation, since it strongly correlates with other indicators of agent realism.

For instance, Bailenson et al. [BSH+05] investigated the effects of visual and behavioral realism of VAs on perceived copresence. They conclude that both types of realism should be considered in conjunction as large disparities between them resulted in lower levels of copresence. These results are consistent with a previous study conducted by Garau et al. [GSV+03], which also revealed a significant interaction effect between agent appearance and behavior. A mismatch between visual fidelity and behavioral realism might also explain an observation made by Nowak and Biocca [NB03]. To their surprise, VAs with a higher level of anthropomorphism caused a decrease in reported copresence and social presence. The authors argue that anthropomorphic VAs may raise expectations about their behavioral realism and should only be used if the system is able to meet these expectations.

### 14.2.3. Behavioral Realism

As already discussed in the previous section, realistic behavior, including natural gestures, body, and eye movements, as well as lip syncing, is a crucial factor for VAs to be perceived and treated as if they were human.

A study of Gratch et al. [GWG+07] revealed that even simple non-verbal reactions to the user such as gaze shifts or head nods can cause feelings of rapport. Moreover, Demeure et al. [DNP11] showed that appropriate emotional verbal and non-verbal behaviors of VAs can evoke a higher sense of perceived believability, competence, and warmth. Further studies with a focus on objective measures found that users maintain a greater distance from VAs who engage them in mutual eye contact [BBBL03], and that culturally inconsistent gaze behavior of VAs results in higher heart rates [ODK+12].
14.2.4. Environmental Awareness

A special type of behavioral realism relates to the degree to which VAs are aware of their physical environment (for a review see [NBB+19] or [HCO+11]). Different approaches are possible to endow a VA with knowledge about the physical world, for example, extracting information from a pre-populated database, or analyzing dynamic sensor data.

The embodied agent MACK [CSB+02], for example, is using a static knowledge base including the VA’s fixed location and orientation, as well as the layout of the physical building in which it is located. Based on this information, MACK is able to provide context-sensitive and spatially referenced information, such as directions to a specific room in the MIT Media Lab. Barakonyi et al. [BPS04] developed a framework for autonomous AR agents, which can monitor and thus react to changes of real-world attributes. The presented AR Puppet cannot only avoid collisions with physical obstacles but is also able to support a user in a physical construction task by tracking the user’s progress. In a recent study, Kim et al. [KBW18] demonstrated that by responding to subtle environmental events such as the airflow of a real fan, VAs can create a higher sense of copresence. Despite the positive results of their study, the authors also state that the VA’s awareness behavior was less effective than techniques that involve the active participation of the user, such as the wobbly table experience [LKD+16]. In the latter project, Lee et al. introduced the concept of virtual-physical interactivity, which will be considered in detail in the following section.

14.2.5. Virtual-Physical Interactivity

In AR environments, the creation of a human-like VA turns out to be even more challenging than in VR environments. Even with a maximum degree of visual fidelity, natural voice, realistic behavior, and environmental awareness, the created illusion can suddenly break if the agent is not following the same laws as its physical surroundings. Potential physicality conflicts include unnatural occlusions between the VA and physical objects as well as implausible physical-virtual collisions.

Negative implications of such conflicts on human-agent interactions were demonstrated by Kim et al. [KMB+17, KBW17]. In their studies, the participants observed a VA encountering a physical obstacle such as a door or a chair. In different conditions, the VA either avoided collisions with the obstacle, asked the participant to move it out of the way, or passed through the obstacle. Subjective responses indicate that physical-virtual conflicts reduced the sense of copresence while proactive behavior asking help from the users to avoid implausible conflicts increased the ratings of copresence.

Instead of avoiding collisions between VAs and physical objects, another approach is to allow VAs to actually interact with these objects, for example, to move them to a different location. In Chapter 16, we introduce the concept of blended agents – VAs that are not only capable of influencing their virtual surroundings but also of performing virtual-physical interactions.

The latter concept was first investigated by Lee et al. [LNB+18]. They implemented a
tabletop game that can be played by a real human and a VA. Via an actuator system underneath the surface of the table, the VA is able to move not only virtual tokens but also a physical token. In a within-subjects study, the authors were able to show benefits of the VA moving a physical token both with regard to subjective and some behavioral measures. In this condition, participants reported a higher sense of copresence and physicality, as well as higher expectations regarding the virtual human’s abilities.

In a recent paper, Lee et al. [LBW17] demonstrated that even subtle tactile footstep vibrations induced via the floor can increase subjective estimates of copresence in an AR environment.

Another example of VAs that are capable of influencing their physical environment was implemented by Lee et al. [LKD+16]. Their custom-made *Wobbly Table* crosses the boundary between the physical and virtual world. While the physical half is standing in front of a projection screen, a virtual counterpart is visually extended into the VE with the VA. If the VA is leaning on the table, a virtual-physical interaction occurs as both the virtual and the physical parts are slightly tilted.

### 14.3. Measures of Realism and Effectiveness of Social Interaction

Various metrics can be applied to evaluate social interaction with VAs. Some of them consider the subjective qualities of the agent, while others aim to measure their effects on the user’s behavior. In the following, we will discuss both subjective and objective metrics that were used in the scope of the subsequently described studies.

#### 14.3.1. Social and Co-Presence

A generalizable metric for the effectiveness of VAs in VR/AR is their ability to convey an illusion of being perceived as a real social entity sharing the same space with a real person, called *social presence* and *co-presence*. Co-presence denotes the sensation of “being together”, while social presence is the sense of “being socially connected” [HB04]. Blascovich et al. define social presence as “the degree to which one believes that he or she is in the presence of, and dynamically interacting with, other veritable human beings” [Bla02, BLB+02].

Various studies on VAs in VR/AR environments aimed at identifying effects of agent characteristics on the sense of social and co-presence during an interaction, using measures such as questionnaires, physiological responses, and behavioral differences [BAB+04, RDI03]. For example, Lee et al. [LBHW18] found that the proxemics during interaction with VAs in AR differs significantly from those between real humans, with users giving agents more space than they would give a real person. Therefore, the trajectory of users can give some indication of how the VA is perceived. Bailenson et al. [BBBL03] investigated the effects of behavioral realism on both the distance maintained between users and VAs, and self-reported social presence. In this context, they designed a questionnaire with five items, each with a Likert-type
scale from $-3$ to $+3$. For an overall social presence score, responses to the five questions were added, meaning a positive score indicates the perception of a conscious and aware VA, and vice versa.

Another tool to assess social presence exists in the form of the *Temple Presence Inventory* (TPI) [LDW09]. It covers multiple aspects of social presence, including *presence as social actor*, and *active social presence*. The former, sometimes also referred to as parasocial interaction, addresses whether the border between the actual physical environment and the mediated environment is crossed in order to interact with the VA in real time [LDC+00]. The corresponding seven items directly evaluate the interaction with the VA, for example with regard to the establishment of eye contact or the VA’s awareness of the user. In contrast, the three items in the category of active social presence are related to the extent of the user’s emotional responses to the VA’s actions, for example, in the form of laughing, smiling, or even speaking to the VA. Responses to all items are measured on 7-point Likert scales and are averaged to calculate an overall score per dimension.

14.3.2. Spatial Presence

Social presence is just one aspect of the more general concept of *presence*, which is mostly used to describe the sensation of being in a VE in spite of the knowledge that it is not real. To avoid ambiguities, Slater termed this feeling of “being there” *place illusion* [Sla09], while other literature uses *spatial presence* to describe the same concept [HWV+15].

As for social presence, we use a subscale of the TPI as a subjective measure for spatial presence [LDW09]. The resulting score relates to the realism of a VA as it incorporates the extent to which a user perceives the agent to be a physical entity. This includes the self-reported avoidance behavior when the VA is approaching, as well as the impression that the VA can be touched by reaching out. The scale consists of seven items, which show the same structure as for the dimensions of social presence, and therefore can be aggregated similarly.

14.3.3. Ecological Validity

Strongly related to the *place illusion* is the notion of *plausibility illusion*, which was also introduced by Slater [Sla09]. Plausibility illusion indicates that “the scenario being depicted is actually occurring” with a “credible scenario and plausible interactions between the participant and objects and virtual characters in the environment.”

In the scope of this thesis, the concept is particularly important to assess the interaction between VAs and their physical environment; a research topic that we will focus on in Chapter 16. To evaluate whether a VA’s actions are perceived as believable and natural, we used the *ecological validity* subscale of the *ITC Sense of Presence Inventory* (ITC-SOPI) [LFK01]. An overall score can be calculated by averaging the responses to five statements with five levels each ($1 = $ strongly disagree; $5 = $ strongly agree).
14.3.4. **Agent Anthropomorphism**

As discussed in Section 14.2, the anthropomorphism or human likeness of a VA has a determining influence on the perceived quality of social interactions between a real user and an agent. Anthropomorphism may involve the attribution of various human traits to a non-human entity, for example, with regard to its appearance, behavior, or even emotional responses. Therefore, a variety of questionnaires can be used to assess different aspects of an agent’s anthropomorphism.

For our studies, we adopted a metric from the field of human-robot interaction, called the Godspeed questionnaire [BKCZ09]. It contains five semantic differential scales: “fake to natural”, “machinelike to humanlike”, “unconscious to conscious”, “artificial to lifelike”, and “moving rigidly to moving elegantly”. The questions are relevant to VAs as well, as the development of robots and VAs presents similar challenges, for example, in terms of rigid movements, an artificial appearance, or unnatural speech. Each rating is indicated on a 5-point Likert scale, and therefore, the overall mean score is a value in the range of 1 to 5 (1 = not anthropomorphic; 5 = highly anthropomorphic).

14.3.5. **Agent Credibility**

In both introduced application fields for Blended Spaces (see Chap. 3), VAs may be deployed to impart knowledge or to inform the user, be it in form of a museum guide or consultant. To create added value by entrusting a VA with such a task, all of these roles require the user to accord a certain amount of credibility to the agent.

To evaluate the credibility of VAs, we use a scale developed by McGloin et al. [MNW14], that was initially introduced in the scope of assessing online peer reviews. For each participant, an overall score can be constructed from five questionnaire responses to the following bipolar adjective items: “unintelligent to intelligent”, “uninformed to informed”, “unreliable to reliable”, “incompetent to competent”, and “untrustworthy to trustworthy”. Each item is measured on a 7-point Likert scale, and therefore, the overall mean score is a value between 1 and 7, with 7 representing the highest possible agent credibility.

14.3.6. **User Experience**

Besides the previous metrics which are specifically designed for the assessment of VAs, several existing questionnaires address the general user experience while working with an interactive application.

The *User Experience Questionnaire* (UEQ) [LHS08] asks participants of a study to provide ratings on 26 items using a 7-point Likert scale. The UEQ is in the form of a semantic differential and allows for an evaluation of both the hedonic and the pragmatic quality of a system. For this purpose, all items are assigned to six dimensions of user experience, including attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty. A transformation of the collected data is required to bring all items to a common polarity (negative term left; positive term right) and shift the values to a range of -3 to +3 (-3
Finally, a mean score can be computed for each dimension by averaging the corresponding item values. Other questionnaires introduce the factor of engagement to refer to the user’s emotional involvement and interest in the VE. In our user studies, we used the engagement subscales of both the ITC-SOPI [LFKD01], and the TPI [LDW09]. From the ITC-SOPI, we selected a subset of the three top-loading items, each measured on a 5-point Likert scale (1 = strongly disagree; 5 = strongly agree). The engagement subscale of the TPI involves six questions, that are answered on a 7-point Likert scale (1 = not at all; 7 = very much). In both cases, a mean score is created by averaging the ratings for all items.

In the subsequently described user studies, we utilize a combination of the presented objective and subjective measures to assess the quality of user-agent interactions.
Chapter 15.

Effects of Virtual Agent and Object Representation on Experiencing Blended Spaces

With the emergence of speech-controlled IVAs in consumer devices, we have seen a large public interest in related technologies. While most of the currently used services are limited to audio or flat 2D visual representations, VR and AR technology can add a new dimension by providing a 3D virtual body to complement the voice. Human-like VR/AR representations can enrich the communicative channels that convey the agent’s status and intentions to interlocutors with gestures and other forms of social behaviors. Moreover, they can be registered spatially with their environment, which enables a more direct form of spatial interaction compared to voice-only interaction. This is particularly interesting in situations that have a strong spatial component such as art installations and museum exhibitions since spatial relations are usually harder to communicate via speech than with gestures [Ali05]. Therefore, it may be beneficial to provide an IVA with a virtual body, which could also increase the user’s feeling of co-presence, i.e., raising the visitor’s sense of being together with the content on display. For museum exhibits, this could be strengthened, for instance, by choosing a historical person as the agent’s representation, as exemplified in Figure 15.1. Through the encounter with a contemporary witness, visitors get to know the subject matter from a personal perspective, which may increase interest in the historical events as well as empathy with the people involved.

In this chapter, we present two human-subject studies that were performed in a historical exhibition context to understand the importance of different representations of IVAs. In the first study, we analyze the effectiveness of virtual museum guides with varying embodiment (embodied vs. disembodied) and thematic closeness (astronaut vs. museum guide) in the scope of a simulated exhibition related to the Apollo 11 mission. In particular, we are interested in the effects on the elicited sense of social presence, knowledge transfer, and the ability to communicate a sense of social competence and trust. In a follow-up study, we extend
this work by further analyzing the effects of the representation (i.e., virtual vs. physical) of the exhibit in focus. By including this additional factor, we aim to increase the ecological validity of the results, since most traditional museums place real exhibits on display rather than relying on purely virtual visualizations.

Throughout the chapter we evaluate the following three research questions:

1. Do embodied virtual guides perform significantly better than voice-only guides in terms of co-presence, social presence, credibility, and the ability to impart knowledge?

2. Do thematically close content-related guides perform better than generic guides in terms of the above-mentioned metrics?

3. Is the performance of virtual guides affected by the physicality of surrounding objects?

The results of the user studies indicate benefits of embodied as well as thematically close audio-visual representations of virtual guides, both in the presence of virtual and physical exhibits. Higher scores in terms of user engagement and knowledge transfer also suggest advantages of including a virtual component in educational applications, either in the form of an embodied agent or as a virtual exhibit. We discuss implications and suggestions for user interface and content developers to design believable IVAs in the context of both virtual and physical installations.

15.1. User Study with Virtual Exhibits

In this section, we describe a user study that we conducted to investigate the effectiveness of virtual museum guides with varying embodiment relative to the thematic context. In our simulated case study, we explore a virtual exhibition that addresses four episodes of the first manned moon landing. Each episode was presented by a different virtual guide in randomized order: (i) a generic virtual character or (ii) a thematically close content-related astronaut, each presented either as (iii) a disembodied voice (as known from voice-controlled agents such as Amazon’s Echo) or (iv) a stereoscopic 3D embodied representation.
15.1 User Study with Virtual Exhibits

15.1.1 Participants

In total, 24 participants (17 male and 7 female, aged from 19 to 39, $M = 25.1$) participated in our experiment. All of them were students or staff members of the local department of engineering and informatics. None of the participants reported any visual or motor impairments that could affect the results of our experiment.

15.1.2 Materials

The study was conducted in a four-sided CAVE-like environment with four projectors as described in Section 5.2. Participants wore tracked shutter glasses to experience the stereoscopic content that was displayed with a correct perspective. The voice of the virtual guides was presented to participants via noise-cancelling headphones of type Bose QuietComfort 25, with a compatible Bluetooth receiver to make them wireless. Hence, participants were not restricted in their movement and were able to walk around virtual objects in the CAVE freely. Figure 15.2a shows the experimental setup.

For our case study, we presented four episodes of the Apollo 11 mission, for which we used different models of a scaled-down Saturn V rocket with a launch pad, the interior of the Columbia command module, a scale model of the lunar module, and the moon surface with the American flag as well as scientific experiments (see Fig. 15.2c to 15.2f). All of the shown virtual models are of historical relevance, and both originals and physical replicas are currently on display at museums across the U.S., including the National Air and Space
Museum and the Kennedy Space Center. If available, original footage such as a 3D scan of the command module and NASA photographs of the lunar surface was used to build detailed models. We created four versions of the IVA used in the experiment (see Fig. 15.2b):

1. The **embodied thematically close** character was modeled as an astronaut with a space suit. The astronaut’s face was generated using original footage of Neil Armstrong.

2. The **embodied more generic** virtual character was designed to match a museum guide wearing a shirt and dress pants. To prevent any preference towards one of the guides due to sympathy, we used similar basic facial characteristics for both embodied guides. However, variations of the textures, facial hair, and general hairstyle were made to ensure that the civilian and the astronaut were not perceived as the same person.

3. The **d disembodied voice of the thematically close** astronaut character was identical to that condition except for the visual feedback of the agent.

4. The **d disembodied voice of the more generic** character matched the embodied condition except for the visual feedback.

To increase the level of realism, we added idle behaviors to the embodied virtual guides. They also made eye contact with the user as a real guide would do in a one-on-one conversation. Furthermore, we anticipated that, in order to obtain meaningful results, the types of IVAs have to be perceived as distinct characters and not as the same character dressed differently. Hence, we performed a small survey with 20 respondents before the study to fine-tune and validate this aspect of the study.

In the embodied conditions, the agent’s lip movements were matched with the spoken text via the Oculus Lip Sync plug-in. The audio track of the guides was created with the Oddcast Vocalware text-to-speech engine. For the astronaut, additional post-processing in Audacity was applied to simulate the sound of radio transmissions at that time.

The four episodes of the Apollo 11 mission provided educational information to the participants, narrated by the virtual guides. The assignment of a virtual guide to the four episodes was randomized. The educational content differed between the four episodes, but it was the same for all guides, except for the narrative point of view: The thematically close astronaut told the story from a first-person perspective and called “his” companions by their given names, while the more generic museum guide told the story from a third-person perspective.

The four episodes included the following content (see Fig. 15.2c to 15.2f):

- **Episode 1**: The preparation of the Apollo 11 mission and its launch at the Kennedy Space Center as well as technical details on the Saturn V rocket.

- **Episode 2**: The three-day journey of the crew to the lunar orbit inside the Command Module with a focus on the roles of Armstrong and Collins.

- **Episode 3**: The descent of Aldrin and Armstrong to the lunar surface using the lunar module as well as the first steps of a man on the moon.
• **Episode 4:** The duties of the astronauts at the landing site, including the flag planting and scientific experiments.

### 15.1.3. Methods

For the first study, we used a within-subjects design based on two factors with two levels each: *agent embodiment* (embodied vs. disembodied) and *thematic closeness* (astronaut vs. museum guide). Each participant experienced all four episodes and all four agents described above in randomized order.

Prior to the study, each participant completed a consent form and a demographics questionnaire. Afterward, participants were guided into the CAVE-like environment by following a virtual 3D floating globe. Participants were introduced to the display technology, had time to familiarize themselves with the system and the stereoscopic display, and were informed about the context of the study and the Apollo 11 mission scenario.

After this introductory phase, the main study started with the first of the four episodes of the Apollo 11 mission. Each episode took around three minutes to complete. Participants were allowed to move about the space in the experimental room freely. During the episodes, one of the four guides was present and gave a presentation on the virtual space models on exhibition in the CAVE.

After each episode, the participants were asked to rate their experience using subscales of the Temple Presence Inventory [LDW09] as well as questionnaires that address the agent’s credibility and the subjective knowledge gain.

We further ran participants through an “exam” on the presented educational content of the episode they just experienced, assessing how much of the information they actively perceived and could remember. The exam was chosen as a meaningful measure of the guides’ quality since museums usually have an educational mandate. While the visitor is not expected to learn all facts that are presented within an exhibition, the ability to provide interesting information that sticks in the visitors’ minds is of great value to any public educational institution. In this sense, the exam should give an idea of how successful a guide was to tell a memorable story rather than providing a generalizable percentage of learned facts. Initially, we planned for the exam to be completed without prior notice of the participants at the end of the study. However, a pre-study with ten participants revealed that only a minority of the users paid attention to any of the spoken text and the majority understood it more as an educational entertainment experience. We therefore decided to announce the exam before the study.

For each episode, a set of 12 questions was prepared, which were similar in terms of their memorizability. They were grouped into four categories: numerical, spatial, social, and visual facts. Numerical questions included sizes, weights, quantities, and periods of time. In spatial tasks, participants had to point at a specific location within a picture of the according scene. This location was described during the episode and was usually supported by a gesture in the embodied conditions. Social facts referred to stories that were experienced by the crew and members of the mission. Visual features were not mentioned by the guide but could be
observed in the presented scene. The exam was conducted orally to ensure that responses, which were guessed or already known before the study, could be identified.

After the exam was finished, participants were guided to the next episode and all steps were repeated. The second episode differed from the other scenes since participants were seated in the center of the CAVE. At the end of all episodes, participants were confronted with all four guides for a second time and had to compare them in an additional questionnaire. The entire study took around 45 to 60 minutes per participant.

15.1.4. Results

We evaluated the effect of the two factors agent embodiment and thematic closeness on several subjective and objective measures using multiple two-way repeated-measures ANOVAs. The normality assumption was not met in a few cases, however, the ANOVA tolerates moderate deviations from normality, as was shown in several studies [GPS72, HRHO92, LKK96]. A summary of all main and interaction effects can be found in Table 15.1. The calculation of each score is addressed in Section 14.3.

Presence

Different aspects of presence were assessed using the TPI: spatial presence, active social presence, presence as social actor, and presence as engagement. Each dimension involved three to seven items that were measured on a 7-point Likert scale. We ran a two-way repeated-measures ANOVA that revealed a significant main effect of agent embodiment on spatial presence \((F(1, 23) = 25.822, p < 0.001, \eta_p^2 = 0.529)\), active social presence \((F(1, 23) = 12.181, p = 0.002, \eta_p^2 = 0.346)\), presence as social actor \((F(1, 23) = 299.404, p < 0.001, \eta_p^2 = 0.929)\), and presence as engagement \((F(1, 23) = 7.516, p = 0.012, \eta_p^2 = 0.246)\). Thematic closeness only showed one significant main effect on presence as social actor \((F(1, 23) = 4.420, p = 0.047, \eta_p^2 = 0.161)\). No other main effect or interaction effect was significant. The results of the TPI are illustrated in Figure 15.3a.
15.1 User Study with Virtual Exhibits

Scores of the oral exam were added up per participant and category, with a score of 3 corresponding to the maximum value of 100%. The results of one participant had to be removed from the data because he admitted knowing several of the tested facts even without the guides due to prior knowledge on the moon landing. The remaining scores were pooled according to the four categories as illustrated in Figure 15.3b. An ANOVA revealed a significant main effect of agent embodiment on the test scores in the category of visual facts ($F(1, 22) = 8.933, p = 0.007, \eta^2_p = 0.289$). Apart from this, no other effects on the learning results could be found.

In addition to the objective exam, we also wanted to learn more about the subjective impression of the participants regarding their knowledge gain through the guided presentations. After each episode, before the oral exam, we asked them to make a rough estimate of how many facts they are still able to recall now and in one week. We ran another ANOVA and

Figure 15.3.: Pooled results of (a) different presence measures, (b) learning results in four categories, (c) agent credibility, and (d) six dimensions of user experience. The vertical bars show the standard deviation.
found a significant main effect of embodiment on the perceived number of long-term memorized facts \((F(1, 23) = 16.403, p < 0.001, \eta_p^2 = 0.416)\), but not on the number of short-term memorized facts \((F(1, 23) = 3.185, p = 0.088, \eta_p^2 = 0.122)\).

### Credibility

For evaluation of the credibility of guides, we used a scale introduced by McGloin et al. as described in Section 14.3.5. We analyzed the results with a two-way repeated-measures ANOVA. The analysis revealed a main effect of agent embodiment on credibility \((F(1, 23) = 5.842, p = 0.024, \eta_p^2 = 0.203)\), indicating a significant difference between embodied guides \((M = 5.550, SD = 0.888)\), and guides with voice only \((M = 5.254, SD = 1.030)\).

### User Experience

Besides the aforementioned influence of agent embodiment and thematic closeness on perceived presence, agent credibility, and learning, we were also interested in the general experience of users while interacting with the guides. For this purpose, we measured six dimensions of user experience with the UEQ. We stressed the point that all responses should be based on the impression of the guide only, without including the virtual scene. This is because the virtual objects were only used in the context of the first study and are no inherent part of applications with IVAs in general. For example, a museum could also incorporate a virtual guide to present real physical exhibits instead of virtual ones; a scenario that was investigated in the follow-up study. We ran two-way repeated-measures ANOVAs for the six dimensions of the UEQ. We found a significant main effect of agent embodiment on attractiveness \((F(1, 23) = 8.837, p = 0.007, \eta_p^2 = 0.278)\), perspicuity \((F(1, 23) = 8.307, p = 0.008, \eta_p^2 = 0.265)\), stimulation \((F(1, 23) = 26.527, p < 0.001, \eta_p^2 = 0.536)\), and novelty \((F(1, 23) = 82.786, p < 0.001, \eta_p^2 = 0.783)\). Thematic closeness also showed a main effect on attractiveness \((F(1, 23) = 7.212, p = 0.013, \eta_p^2 = 0.239)\), stimulation \((F(1, 23) = 10.291, p = 0.004, \eta_p^2 = 0.309)\), and novelty \((F(1, 23) = 10.505, p = 0.004, \eta_p^2 = 0.314)\). No significant interaction effects between agent embodiment and thematic closeness were found. The results are illustrated in Figure 15.3d.

After participants experienced all conditions, they were asked for a subjective ranking of the four different guides. Embodied guides were preferred by most of the participants, with 6 votes for the generic museum guide and 14 votes for the astronaut. In comparison, the unembodied generic guide took the last place for 12 and the unembodied astronaut for 9 of the participants.

In a pre-study, a participant pointed out an unfair inequality between guides, because he perceived the condition with an embodied astronaut to be the only one dubbed by a real person, while the others were assumed to be generated by a text-to-speech engine. Since even the astronaut guides with and without body were rated differently, although the same artificially generated voice was used for both of them, we decided to pursue investigations on this aspect in the main study. For each guide, participants had to decide whether the
spoken text seemed to be produced by a text-to-speech engine or by a real speaker. For the unembodied astronaut, 45.8% of the participants assumed that the agent was synchronized by a real person. For the embodied astronaut, this was the case for even 62.5% of all participants. In contrast, the option of a real speaker was chosen by 37.5% of the participants for the embodied generic guide, and only by 33.3% for the unembodied generic guide.

15.1.5. Discussion

Even though our exemplary museum application did not include any forms of active interaction between the participants and the guide, the agent’s embodiment had a positive effect on all measured presence dimensions. Through the presence of a second individual within the CAVE, participants felt significantly more spatially involved in the VE. Participants also reported that the embodied guides caused more emotional responses such as laughing or smiling. In general, there was only little active interpersonal communication between users and guides in all conditions, however, this could be regulated by the introduction of additional interaction mechanisms such as voice commands. Whether this is desirable strongly depends on the application itself. In public settings such as a museum, speaking with a VA may make users feel uncomfortable. In contrast, speaking with a personal assistant at home is already common practice and generally accepted. The most remarkable difference between embodied and unembodied guides can be observed in the scores of presence as social actor, sometimes also referred to as parasocial interaction. This measure of presence contains items that are related to crossing the border between the actual physical environment and the mediated environment in order to interact with the agent in real time [LDC+00]. Higher scores for embodied guides indicate that participants felt that their presence was noted by the agent and that he was establishing a connection to them. Although no complex reactions of the agent to the user’s behavior were implemented, a feature as simple as making eye contact seems to be an effective method to create a sense of responsiveness and intimacy. Not only the agent’s embodiment but also his thematic closeness had a main effect on presence as social actor. This positive effect could be caused by the first-person perspective of the astronaut since the guide was not only imparting knowledge but was inviting the user to take part in his personal story.

Regarding credibility, all guides got mean scores in the upper range of the 7-point scale. Besides the realism of guides, this could also be attributed to the fact that users do not expect museum guides to lie to them about the chronological order of historical events. Nevertheless, we found a significant effect of agent embodiment on the perceived credibility, indicating that embodied guides seemed to be even more competent and trustworthy.

Despite the exam was announced beforehand to the participants of the study, we expected different learning results for the four types of agents, in particular with regard to the different categories of information. However, this hypothesis could be confirmed only to some extent. Visual details such as the color of specific objects could be remembered better in conditions with a voice-only guide than in scenes with an embodied guide. We expected this outcome,
since users tend to follow the agent’s lip movements in the embodied condition and therefore could be more distracted from the actual scene. On the other hand, we hypothesized a positive effect of embodiment on the memorization of spatial information, however, such an effect could not be found in the data. In contrast to the results of the objective oral exam, participants subjectively perceived their gain of knowledge to be higher in the conditions with embodied guides, in particular in the long term. Indeed, the involvement of multiple modalities in the learning process, as well as an increased presence in virtual environments, were related to better learning results in previous studies [Mik06]. A follow-up study that focuses on long-term effects of learning could resolve the question of whether the subjective impression of participants can be supported by an objective test.

We also expected the scores for social questions to be higher for guides with a personal connection to the stories. While no significant effect was found between the generic museum guide and the astronaut, Figure 15.3b even indicates a trend in favor of the generic guide. The comment section of the questionnaires could give some indication of possible reasons for the observed behavior. Some participants stated that the astronaut was harder to understand due to the applied radio transmission effect.

Besides the problems in understanding the astronaut due to the added distortions, it was also mentioned that this effect made the astronaut sound more realistic than the generic guide. This impression was also confirmed by the responses to the question of whether the audio was generated with a text-to-speech engine or spoken by a real person. Besides the thematic closeness of the agent, his embodiment also affected the perceived realism of his voice positively. Despite identical audio tracks, the presence of an embodied agent seems to distract the user from artifacts of speech synthesis and made the voice sound more natural. Therefore, the embodied astronaut was perceived to have a real voice by the majority of participants.

The perceived realism of the astronaut could also contribute to his positive reception by the participants of the study. In the usability questionnaires, the astronaut guides were rated as significantly more attractive, exciting, and motivating, as well as innovative and creative. This is also true for embodied guides in comparison to voice-only guides. These results indicate that the extra effort that has to be made to implement a customized agent could be worthwhile to increase user satisfaction and improve the overall user experience.

15.2. Follow-Up Study with Real Exhibits

The user study described in Section 15.1 provides insights into the effects of an IVA’s embodiment in museum exhibitions with virtual exhibits. However, it remains open if a physical exhibit in combination with a virtual guide could further enrich the user experience. Hence, we conducted a follow-up study to replicate the scenario from the first experiment in an environment in which the IVA and real objects are blended into the same space.
15.2 Follow-Up Study with Real Exhibits

15.2.1. Participants

For the follow-up study, we recruited 24 participants (15 male and 9 female, aged from 20 to 46, $M = 26.5$), who did not participate in the first experiment. All participants were students or staff members of the local department of informatics. Most of them already had some experience with VR/AR since only two of them participated in a study involving VR or AR for the first time. As for the first experiment, we verified that participants do not suffer from any visual disorders that could interfere with the study procedure.

15.2.2. Materials

To ensure comparability between both the first experiment and the follow-up study we used the identical technology setup at the same location as described in Section 15.1.2. Due to the different situation in this study, it was required to slightly modify the scene. This particularly involved the presented exhibit, while the guides remained unchanged. For the follow-up study, we decided to recreate the first episode using a plastic scale model of the Saturn V and its launcher as illustrated in Figure 15.4a. The physical rocket featured the same visual details as its virtual equivalent with half the overall size. Due to the smaller height of $77.5cm$, it was placed on a white box and therefore could be examined by the participants of the study on eye level similar to a real exhibit in museums. As in the first experiment, the scale model was positioned in a corner of the CAVE, as illustrated in Figure 15.4b.

15.2.3. Methods

Due to the hardware constraints, we focused on the first episode only, and hence, the follow-up study followed a between-subjects design with two independent variables: agent embodiment (embodied vs. disembodied) and thematic closeness (astronaut vs. museum guide). Participants were randomly assigned to one of the four resulting conditions. The introduction was carried out as in the first experiment, including a consent form, a demographic questionnaire, and the staging of the exhibition scenario. For participants who experienced a voice-only
condition, we omitted a demonstration of the stereoscopic display since none of the presented objects were virtual. All of the participants were instructed to imagine visiting a real space museum and to behave as naturally as possible. As in a real museum, participants were allowed to move freely within the exhibition space but were prohibited from touching the exhibit. After the introduction, the selected guide appeared and presented the first episode of Apollo 11 as described before. As in the first study, the episode took around 3 minutes and was followed by several questionnaires that addressed different presence scales, the guide’s credibility, and the subjective knowledge gain. Afterward, we performed the oral test using the same questions as in the first iteration. The experiment was concluded by some final questions regarding the user experience. As described above, the procedure was slightly different from the first experiment since participants experienced only one of the guides before rating their experience.

### 15.2.4. Results

To evaluate the effect of presenting a real exhibit instead of a virtual one, we compared the observations of the first experiment’s first episode with the follow-up study, which used the identical material and methods. Therefore, the data gathered in the first episode can be treated as obtained in a between-subjects design like in the follow-up study. Hence, we also considered the factor called virtuality with two levels virtual exhibit and real exhibit, and ended up with a $2 \times 2 \times 2$ design. The data was analyzed using a three-way ANOVA with the three factors agent embodiment, thematic closeness, and virtuality. An overview of all main and interaction effects is presented in Table 15.2.

<table>
<thead>
<tr>
<th>Presence</th>
<th>Learning</th>
<th>User Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>active social</td>
<td>social actor</td>
<td>engagement</td>
</tr>
<tr>
<td>Agent embodiment</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>Thematic closeness</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Exhibit virtuality</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Emb. * clos.</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Clos. * virt.</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Emb. * virt.</td>
<td>-</td>
<td>*</td>
</tr>
<tr>
<td>Emb. * clos. * virt.</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 15.2.: Pooled results of the second study and the first episode of the initial study. Asterisks indicate a statistically significant main or interaction effect of the three factors agent embodiment, thematic closeness, and exhibit virtuality on the corresponding dependent variable (* significant at .05 level, ** significant at .01 level or lower, *** significant at .001 level or lower).
Presence

For evaluating the presence we excluded the subscale of spatial presence since half of the participants in the second experiment did not experience virtual content at all and were therefore not able to make valid statements on this dimension of presence. We found significant main effects of embodiment on all remaining subscales, namely active social presence \( F(1, 40) = 12.813, p = 0.001, \eta^2_p = 0.243 \), presence as social actor \( F(1, 40) = 212.119, p < 0.001, \eta^2_p = 0.841 \), and presence as engagement \( F(1, 40) = 17.982, p < 0.001, \eta^2_p = 0.310 \). In contrast to the first experiment, thematic closeness did not show any significant main effects.

Virtuality also showed a significant main effect on engagement \( F(1, 40) = 4.446, p = 0.041, \eta^2_p = 0.100 \). Furthermore, the ANOVA revealed significant interaction effects between virtuality and embodiment both on presence as social actor \( F(1, 40) = 5.115, p = 0.029, \eta^2_p = 0.113 \), and presence as engagement \( F(1, 40) = 4.248, p = 0.046, \eta^2_p = 0.096 \). The results involving virtuality are illustrated in Figure 15.5a.

Learning

The results of the oral exam were prepared for the analysis as described in Section 15.1.4. A three-way ANOVA resulted in a significant main effect of virtuality on test scores in the visual category \( F(1, 39) = 7.574, p = 0.009, \eta^2_p = 0.163 \). No other significant effects on objective and subjective learning results could be found.

Credibility

Credibility scores, which were again computed using the approach suggested by McGloin et al., were also analyzed using an ANOVA. While no significant main effect could be found for
any of the three factors, the ANOVA revealed a significant two-way interaction effect between virtuality and thematic closeness \( (F(1, 40) = 4.398, p = 0.042, \eta^2_p = 0.099) \). The interaction between both factors is visualized in Figure 15.5c.

**User Experience**

As in the first experiment, we found significant main effects of agent embodiment on attractiveness \( (F(1, 40) = 20.169, p < 0.001, \eta^2_p = 0.335) \), perspicuity \( (F(1, 40) = 9.158, p = 0.004, \eta^2_p = 0.186) \), stimulation \( (F(1, 40) = 36.507, p < 0.001, \eta^2_p = 0.477) \), and novelty \( (F(1, 40) = 106.997, p < 0.001, \eta^2_p = 0.728) \). Thematic closeness also showed a main effect on attractiveness \( (F(1, 40) = 5.322, p = 0.026, \eta^2_p = 0.117) \), stimulation \( (F(1, 40) = 4.711, p = 0.036, \eta^2_p = 0.105) \), and novelty \( (F(1, 40) = 4.644, p = 0.037, \eta^2_p = 0.104) \). In addition, two significant interaction effects between virtuality and thematic closeness on perspicuity \( (F(1, 40) = 5.355, p = 0.039, \eta^2_p = 0.102) \) and efficiency \( (F(1, 40) = 6.058, p = 0.018, \eta^2_p = 0.132) \) could be found.

**15.2.5. Discussion**

We found significant differences for the virtuality of the exhibit as well as interactions between the virtuality and both embodiment and thematic closeness of the agent, as summarized in Figure 15.5. In contrast to the first experiment, no significant main effects of thematic closeness on presence as social actor as well as embodiment on learning of visual facts and credibility were found in the aggregated data, which might be due to the reduced sample size.

One of the most interesting results from the study is the observed interaction effect between the agent’s embodiment and the exhibit’s virtuality on the subjective measure of presence as social actor, or parasocial interaction. As described above, this dimension of presence relates to a cross-over between the actual physical environment of the user and the mediated environment. Our analysis of the collected data of both experiments revealed that embodied guides achieved higher scores when displayed alongside a physical exhibit. Therefore, the physical exhibit may have supported the transfer of the virtual guide to the real environment of the participant. On the other hand, the parasocial presence was rated higher for the virtual exhibit than for the real one for conditions featuring a voice-only guide. This is interesting as it may indicate a reverse effect compared to the previously reported effect. As the audio guide was not embodied in the actual physical environment, a virtual exhibit may have helped the user feel more present in the virtual environment of the guide, therefore again bridging the gap between the user and the guide.

Another interaction effect between the embodiment of the agent and the virtuality of the exhibit was found for engagement. While the engagement ratings were similar for the embodied guides, they were significantly lower for audio guides in conjunction with real exhibits. Participants assigned to this condition did not experience any virtual content, therefore being the closest to a traditional exhibition scenario. Though participants of the first experiment were explicitly asked to focus on the guide during their evaluation, the overall context with
the virtual exhibit seemed to have an influence on their engagement as well.

A lack of engagement in the group of participants experiencing an audio guide with a real exhibit may also have contributed to the lower performance in the oral test with regard to visual facts. Overall, participants in the conditions with a virtual exhibit could remember more visual facts than participants in the conditions with a real exhibit. Though this effect could also be attributed to the differences in size and visual details of the real exhibit, the informal comments during the oral exam support another conclusion. In the second study, several participants who experienced an embodied guide reported that they were more interested in the virtual guide than the physical rocket, therefore not paying attention to visual features of the latter. Furthermore, in the first experiment, some participants who were assigned to a condition with an audio guide stated that they paid less attention to what was said since they preferred to explore the virtual rocket. It can be assumed that both reported behaviors eventually caused the effect which is shown in Figure 15.5b.

Another significant difference between the first and the second experiment was found for two of the six user experience scales. In the second study using a real exhibit, the generic museum guide was rated higher while participants of the first experiment with virtual exhibits provided higher scores in favor of the astronaut. This interaction between thematic closeness and virtuality may provide an indication that a generic museum guide, which actually could be found in a real museum, fits in better with a real exhibition room than a content-related guide, whose presence is unusual for visitors of a museum. On the other hand, an environment with a virtual exhibit already is an exception to the norm and therefore, the presence of Neil Armstrong as a tour guide might be more relatable. However, this interpretation is limited in view of the fact that the results only apply to the scales of perspicuity and efficiency, while participants of both experiments preferred the astronaut in terms of stimulation and novelty.

15.3. Conclusion

In this chapter, we summarized two user studies, which investigated the effectiveness of different representations of IVAs in an exhibition scenario. We analyzed the effects of three factors, agent embodiment (embodied vs. disembodied), thematic closeness (astronaut vs. museum guide), and exhibit virtuality (virtual vs. physical) on a number of variables that are relevant to the museum domain, including social presence, guide credibility, knowledge transfer, and visitor experience. In this context, we aimed to examine whether the costly and time-consuming implementation of embodied agents and their customization to a specific application give a competitive edge over common IVAs with audio only. The first study was conducted in a virtually simulated exhibition room addressing the Apollo 11 mission. To ensure ecological validity, we replicated the scene in a real exhibition space and analyzed the effects in a second study.

In the pooled data of both experiments, we found significant differences between audio guides and embodied guides with regard to all presence measures as well as a subset of user experience scales, including perceived perspicuity, attractiveness, stimulation, and novelty.
All effects were in favor of the embodied guide and therefore could justify the extra effort that is necessary to model and animate such an agent. This option should be taken into consideration for all applications, in which user experience is of top priority and the usage of additional technology such as a projector is reasonable, for example, in public installations.

The content-specific guide in the form of an astronaut achieved higher scores in the dimensions of attractiveness, stimulation, and novelty. As a representative of historically relevant guides, we also expected an increase in both the credibility and the knowledge transfer, since visitors may empathize with the guide’s feelings and emotionally engage with him because of the personal connection to the story that was told. This hypothesis could not be confirmed based on the results of both user studies, however, credibility was rated slightly higher for the astronaut guide than for a generic museum guide. While no positive effects on learning could be found for the astronaut, visitors of a museum might be attracted by the more innovative guide representation and therefore pay more attention to the related exhibit. Furthermore, different results may be achieved in a field study within a real museum since, according to the qualitative feedback, many participants were not eagerly interested in the Apollo 11 mission and instead participated because of their interest in VR technology.

The virtuality of exhibits showed significant main effects on presence as engagement as well as the rate of remembered visual facts. The first result emphasizes general advantages of using virtual content in the museum context. Participants assigned to the condition with a real exhibit and a voice-only guide were significantly less engaged than participants of any other condition. This lack of engagement may also have contributed to the latter result since participants who experienced a real exhibit apparently paid less attention to the visual details and therefore could remember only a few. Besides these differences between a virtual and real exhibition space, most of the results of the first study could be reproduced within the second study, suggesting that the described positive effects of both embodied and content-related guides also apply to traditional museums with real exhibits.

Though IVAs are emerging in various domains, we chose the environment of an exhibition to gain initial insight into the effectiveness of different agent representations. Some of the results may apply to other domains, too, as the considered aspects are relevant not only in the context of exhibitions. For example, high spatial and social presence values increase the IVA’s ability to be perceived as a real social entity and therefore contribute to any social experience that involves IVAs. The positive effects on variables such as attractiveness and stimulation are also of high value for other applications, since user experience is a key aspect for most human-computer interfaces. On the other hand, knowledge transfer is one of the more specific aspects in the presented studies, which may be less relevant to other domains. Instead, there might be additional application-specific factors to be included. For example, in health care for children, a virtual expert such as a doctor could be compared to a less intimidating agent such as a mascot. In this domain, agent credibility and social presence are still of great importance, but other variables such as the release of fears should also be brought into focus. Additional studies are necessary to fully answer the questions regarding which agents perform best in different scenarios.
Chapter 16.

Blended Agents: Manipulation of Physical Objects Within Blended Spaces and Beyond

In modern MR environments, the links between real users and IVAs are bidirectional in many regards: By means of advanced display technology, IVAs can be rendered as 3D spatial entities within the same environment as the user, while head tracking allows agents to also detect and react to the user’s position within this environment. Natural language processing enables IVAs to understand their human communication partners while speech synthesis and natural dialogue systems generate human-like responses. By contrast, modern sensing technology such as head or hand tracking systems allows virtual objects to show physically correct reactions to actions of the real user, while the manipulation of real objects through IVAs is only possible in a very limited scope, for example, in the form of coherent global illumination. Other virtual-physical interactions such as simulated collisions between IVAs and physical objects need more complex actuators, in particular if the technology behind this interaction should be hidden from the user to create an advanced illusion of plausible human-like agents. This additional complexity is leading to an asymmetry between real and virtual interaction partners as illustrated in Figure 16.1. As a consequence, only a few examples of virtual-physical interactions can be found in the literature (examples are discussed in Section 14.2.5). Instead, most of the current MR applications accept implausible virtual-physical collisions to a certain extent or try to avoid them when possible [KBW17, KMB+17].

In this chapter, we introduce the concept of blended agents, which are able to manipulate real-world objects in an interactive way. Throughout the following sections, we focus on two different forms of virtual-physical interactions:

1. Manipulations of physical properties related to the object’s location.

2. Manipulations of physical properties related to the object’s surface material.
Blended Agents: Manipulation of Physical Objects Within Blended Spaces and Beyond

![Figure 16.1: Asymmetric interaction between real users and IVAs. While users can influence both physical and virtual objects, actions of agents usually only affect their virtual surroundings.](image)

To address the first form of virtual-physical interactions, we utilized an off-the-shelf robotic golf ball that moves along a scripted path to simulate interaction with a virtual golf player. For the second form, we designed a novel device that uses temperature variation to activate thermochromic ink on a sheet of paper. In the presented prototype setup, a pre-defined score appears virtually before it is replaced by a physically persistent version. Synchronized with the animations of a blended agent, the illusion of a virtual human writing on a physical piece of paper can be created.

Both forms of virtual-physical interactions not only differ from each other with regard to the underlying physical change, but may also cause varying user responses due to differences in what we call * explicability, observability, and persistence*. In terms of explicability, we assumed that manipulations of an object’s position achieved via motors or magnetic actuators are both more common and, depending on the implementation, more conspicuous as they might also influence other properties of the prepared object such as its weight. Changing an object’s surface material, however, usually requires chemical reactions, for example, to temperature variations, pressure, or UV light. Such chemical changes are uncommon in other application fields and usually do not interfere with other object properties. If users are not capable of finding an obvious explanation for an effect, this might support the illusion of an interaction between the blended agent and the physical object. Furthermore, during the blended experience, manipulations of an object’s position can be observed directly, while changes of the surface material might not be easily detectable by users as similar effects can be achieved by overlaying virtual projections. Therefore, we hypothesize that during the experience changes of the material might be not recognized by the user at all. On the other hand, since such changes can be persistent they could be observed by the user outside of the Blended Space. Whether such a long-term manipulation of real-world objects could change the perception of the IVA’s realism retrospectively is one of the questions we intended to answer in a user study.
Taking these considerations into account, we formulate the following hypotheses:

(H1) Virtual-physical interactions improve the user experience in terms of social and spatial presence, ecological validity, perceived anthropomorphism of the blended agent, and engagement.

(H2) Virtual-physical interactions related to the surface material of an object have a stronger positive impact on the aforementioned metrics than those related to the object’s position.

(H3) Chemical changes of an object’s surface material can be hidden from the user, while mechanical manipulations of the object’s location are more explicable.

(H4) Manipulations of the object’s position are observed by the users directly, while manipulations of the object’s surface material are not observed before the end of the MR experience.

To our knowledge, no prior work has investigated similar manipulations and their effects on agent-human interaction. While the related research projects presented in Section 14.2.5 already demonstrate the potential of blended agents for enhancing MR experiences, they show considerable differences to our project. Firstly, each of the previously implemented virtual-physical interactions is based on manipulations of the physical object’s pose. As the range of physical changes covers many other effects, for example, related to the object’s shape and surface material, it is an interesting question whether the previously observed effects are generalizable to these forms of physical manipulations, and if there are individual differences between them. Secondly, all of the previously presented studies rely on a within-subjects design, therefore allowing the participants a direct comparison of agents with and without virtual-physical capabilities. As users in real-world applications usually do not have this comparison and virtual-physical manipulations are not yet common enough to be assumed to be the norm, the question arises whether users expect IVAs to be capable of physical manipulations to appear human-like. Therefore, the contributions of this project are:

- Implementation of an API for an off-the-shelf robotic ball to simulate collisions with a virtual golf club.\(^1\)

- Development of a proof of concept for a thermal table that allows blended agents to persistently write on physical sheets of paper.

- Collection of subjective quantitative and qualitative user responses to compare both forms of virtual-physical interactions in a between-subjects design.

\(^1\)https://github.com/augmentedrealist/spheromini.js
16.1. Apparatus

Our primary goal in this project was to gain insight into MR experiences that involve different forms of interactions between blended agents and physical objects. For this purpose, two different setups were implemented to exemplify virtual-physical interactions in the form of (i) movements of a physical ball, and (ii) writing on a physical sheet of paper.

16.1.1. Robotic Ball

To create the illusion that a blended agent is moving a physical ball, we utilized an off-the-shelf Sphero mini. This motorized ball has a diameter of 42 mm and therefore matches the size of a customary minigolf ball. The locomotion system, as well as additional sensors, are hidden inside an outer shell. Two motor-driven wheels move along the inner surface of the shell to actuate a weight at the opposite side (see Fig. 16.2a). Due to the resulting weight shift, the ball can move with three degrees of freedom (i.e., rotation around the y-axis and x/z translation) with a maximum speed of 1 mps. During navigation, the ball is stabilized using an inertial measurement unit (IMU) that contains both an accelerometer and a gyroscope.

While we could take advantage of the mechanics of the Sphero mini, the control from within a game engine required some implementation effort. Since at the time of writing this chapter no SDK for this Sphero model was available, we implemented a custom JavaScript library based on existing SDKs of the preceding models. The library contains commands to establish a connection to the robotic ball and to control its motors. The code is executed on a dedicated NodeJS server, which can receive motion commands from any Unity application via HTTP requests. The commands are translated to Sphero mini machine code and sent to the device via Bluetooth LE. The full source code has been uploaded to GitHub.
16.1.2. Thermal Table

To address virtual-physical manipulations on a material level, we did a lot of research and testing to find a dye that is invisible to the eye under normal conditions and can be activated by external stimuli such as light or temperature. Photochromic dyes turned out to be unsuitable for Blended Spaces with real users as they usually have to be exposed to high-intensity UV light in order to change their color within seconds. We therefore decided in favor of the thermochromic ink and evaluated four different activation temperatures (\(-10^\circ C, 31^\circ C, 47^\circ C,\) and \(90^\circ C\)) in advance of the user study to find the best tradeoff between practicability and user experience. The inks with the highest and lowest activation temperature featured an irreversible color change but had to be discarded, nonetheless, as touching the activating thermal element creates a strong sensation of cold/heat, which may reveal the hidden technology and even pose a danger to the uninformed user. For this reason, we narrowed down the choice to the two inks with medium activation temperatures and reversible behavior. To still convey the user the impression of permanent writing, we finally chose the \(47^\circ C\) dye\(^2\), as body temperature is not high enough to unintentionally trigger another transition from black to transparent after the sheet of paper was taken by the user.

For the activation of the thermochromic ink, we built a thermal device composed of a Peltier element that can display temperature variation (see Fig. 16.2b). The device features the TEC1-12706 thermoelectric plate, it measures \(40 \times 40\) mm, operates from \(0 \sim 15\) V and \(0 \sim 6\) A, and the temperature range goes from \(-30^\circ C\) to \(70^\circ C\). We used the plate in conjunction with a heat sink and a fan, as a mechanism to dissipate the heat from the bottom side. In order to variate the temperature on the top side, to be a cold or a hot end, we use an H-Bridge circuit that switches the polarity of the voltage applied. As a result, we can transfer heat with a cooling rate of \(4^\circ C/s\) and a heating rate of \(8^\circ C/s\).

The plate is installed on the top of a pedestal (\(1.0m\)), offering access to the temperature-switching side of the Peltier device with a tilt angle of \(22.2^\circ\). An Espressif ESP32 controls the thermoelectric plate, a dual-core microprocessor clocked at \(240Mhz\) with \(520Kb\) RAM and powered by rechargeable 18650HG2 Li-Ion batteries (3.7V). All the electronic components are mounted inside the pedestal and connected to the control PC using a USB cable. The cable handles the serial communication with the device at 57Kbps, enabling the PC to send three commands in order to enable/disable the thermoelectric plate, switch the temperature from high \((65^\circ C)\) to low \((10^\circ C)\) or vice versa, and activate the thermo-active ink accordingly.

In the current implementation of the thermal table as a proof of concept, all written text has to be prepared before the MR experience. Only when placed on the powered table, the prepared text turns invisible until the polarity of the thermoelectric plate is changed and the sheet of paper is cooled down. In Section 16.2.6, we will discuss some thoughts on possible enhancements of the setup to allow flexible writing instead of pre-defined text only.

\(^2\)SFXC thermochromic color changing screen ink for paper and board, Black 47C.
16.2. User Study

As the proposed systems implement two different forms of virtual-physical interactions – one similar to previously tested techniques and one that features a novel approach – we conducted a comparative study to collect subjective responses of users. For this purpose, we designed an experimental environment that naturally embeds both implementations, as described in detail in the following section.

16.2.1. Materials

The Blended Space for the user study was inspired by a minigolf course, with an IVA acting as the opposing player. The course with a length of 2.9 meters and a width of 1.05 meters was set up within a four-sided CAVE, which is described in detail in Section 5.2. Two heavy ropes marked the edges of the course and pieces of artificial turf served as obstacles. The hole was marked with a slightly raised ring. To experience the view-dependent stereoscopic content, users had to wear shutter glasses with passive markers that were tracked by a five-camera OptiTrack system. Furthermore, the voice of the IVA was presented to participants via wireless noise-cancelling headphones. Another purpose of the headphones was to block ambient noise that was created by the thermal table’s internal fan. In contrast, sounds caused by the friction between the golf ball and the floor were still audible. All of the actions of the participants were monitored by the experimenter using a camera at the ceiling of the CAVE. By this means, the experimenter was able to trigger particular reactions of the blended agent from a neighboring room, without being visible to the participants.

As we learned from related research projects, consistency between different dimensions of realism seems to be crucial for the perceived human likeness of IVAs. For this reason, the IVA used in the experiment has to meet several expectations regarding her appearance, speech, and behavior. For a high degree of visual fidelity, we used a 3D scanned female head model.
that features a highly detailed mesh, 4K PBR textures, and multiple facial expressions.\footnote{Animatable Digital Double of Louise by Eisko \copyright (www.eisko.com).} To add vividness to the IVA’s face, her eyes were not moving randomly but were focusing occasionally on special points of interest such as the golf ball or the user. Furthermore, micro movements, i.e., saccades, as well as blinking reflexes were performed. The agent’s body was created and rigged using Adobe Fuse as well as Mixamo. As retargeted keyframe animations were described as stiff and artificial in a pre-study, we decided to replace them with motion-captured material. All animation sequences were performed by a female actor and recorded with an 8-camera Qualisys Miquus M3 system. A path of the robotic golf ball was programmed accordingly to match the animations of the blended agent. In addition, a native speaker provided the voice of the IVA, and matching lip movements were created via the Oculus Lip Sync plug-in. To improve the realism of sound propagation, we used the Unity MS HRTF spatializer plug-in, which incorporates the binaural head-related transfer function. Besides the voice, no additional sound effects were included in the current experiment.

16.2.2. Methods

For the user study, we followed a between-subjects design with two independent variables and two levels each. The resulting four conditions, all in relation to the IVA’s interactions, are:

- \((B_vH_v)\) Virtual golf ball and virtual handwriting.
- \((B_vH_r)\) Virtual golf ball and real handwriting.
- \((B_rH_v)\) Real golf ball and virtual handwriting.
- \((B_rH_r)\) Real golf ball and real handwriting.

The random assignment of conditions was counterbalanced among participants. Before a new participant arrived, the golf course was prepared according to the selected condition. In the conditions \((B_vH_v)\) and \((B_rH_r)\) the thermal table was turned on and a sheet of paper prepared with invisible ink was placed on its top. In preparation for the conditions \((B_rH_v)\) and \((B_rH_r)\), the NodeJS server was started and a connection of Unity to the robotic ball was established. Since the Sphero mini is not able to provide a global orientation value, the initial rotation of the golf ball had to be determined by hand. A manual correction was performed until the ball moved perfectly along a test track. Afterward, the ball was positioned at its starting slot along with three other physical golf balls.

Before they entered the previously described minigolf course, participants had to fill in a consent form as well as a pre-questionnaire to provide demographic information. Afterward, each participant was guided to the CAVE and the procedure, as well as general minigolf rules, were explained. In this introductory phase, participants were able to examine the golf course as well as the scorecard with their naked eye. Also, the preparation of the scorecard with a table was executed in sight of the participants to make sure that they realize it was empty when they entered the room. After all questions were resolved, the participant had to wear shutter glasses and the experimenter started with the first round.
In total, four rounds of play were performed: (1) The experimenter playing with a physical ball, (2) the participant playing with a physical ball, (3) the (blended) agent playing with a virtual/robotic ball, and (4) the participant playing with a physical ball. After rounds (1) and (2), the experimenter and participant filled in one blank of the scorecard each. Afterward, participants were introduced to the IVA by the experimenter. They were given noise-cancelling headphones and the experimenter left the room. The IVA then started a conversation with the participant and putted either a virtual or a robotic ball into the hole, according to the selected condition (see Fig 16.3b). After finishing round (3), the IVA walked to the scorecard and asked the participant where to fill in her score, as illustrated in Figure 16.3a. The animation was only resumed by the experimenter if the participant was close to the table. This artificial pause should ensure that all participants witnessed the handwriting of the IVA and therefore do not make false assumptions about how and when the VA’s score was added to the scorecard. If the participant was in sight of the thermal table, the IVA virtually wrote a predefined score of 4 in the dedicated blank space. The IVA then challenged the participant to bet her score in round (4). During this second round of the participant, all hits were counted by the experimenter using the live camera view. In the conditions \((B_H H_V)\) and \((B_V H_H)\), when the participant was close to the hole, the temperature of the thermal table was switched from high to low and the thermochromic ink below the projected score became visible. At the same moment, the projected score was faded out with the result that the participant could only see the physically written score when he returned to the table.

After round (4) was finished and the participant filled in the last blank of the table, the IVA started a final evaluation of the match. Based on the number of strokes that were digitally logged by the experimenter, the IVA announced the winner of the game. Finally, the IVA said goodbye and suggested to the participant to take the scorecard as a souvenir. The user left the CAVE and was asked to fill in a series of questionnaires. Overall, the study took around 20 to 25 minutes to complete.

16.2.3. Participants

We invited 40 participants to our study, 27 male and 13 female (aged from 18 to 41, \(M = 25.35\)). 36 of them were students or staff members of the local department of informatics, while 4 stated to pursue a non-technical profession. According to the pre-questionnaire, 7 participants took part in a study involving VR or AR for the first time. None of the 40 participants reported any visual impairments that could affect the results of our experiment.

16.2.4. Results

During the user study, we collected both quantitative and qualitative subjective data that can give some indication of how different virtual-physical interactions affect a MR experience. The results are presented in the following section.
Table 16.1.: Mean scores and standard deviations for each of the 4 conditions and 5 dependent variables.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Social Presence (1 - 7)</th>
<th>Spatial Presence (1 - 7)</th>
<th>Ecological Validity (1 - 5)</th>
<th>Anthropomorphism (1 - 5)</th>
<th>Engagement (1 - 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golf ball virtual</td>
<td>4.74 (1.139)</td>
<td>4.600 (0.824)</td>
<td>3.840 (0.506)</td>
<td>3.620 (0.745)</td>
<td>4.567 (0.522)</td>
</tr>
<tr>
<td>Golf ball real</td>
<td>4.20 (1.178)</td>
<td>4.643 (0.678)</td>
<td>3.520 (0.738)</td>
<td>3.320 (0.694)</td>
<td>4.233 (0.545)</td>
</tr>
<tr>
<td>Real ball virtual</td>
<td>4.80 (0.660)</td>
<td>4.671 (1.048)</td>
<td>3.720 (0.634)</td>
<td>3.320 (0.655)</td>
<td>4.500 (0.563)</td>
</tr>
<tr>
<td>Real ball real</td>
<td>4.16 (0.970)</td>
<td>4.586 (0.995)</td>
<td>3.700 (0.620)</td>
<td>3.260 (0.795)</td>
<td>4.467 (0.477)</td>
</tr>
</tbody>
</table>

Quantitative Analysis

Each experiment session was concluded with five questionnaires that addressed different aspects of the experience:

- Social presence (= Social Presence Questionnaire by Bailenson et al. [BBBL03])
- Spatial presence (= subscale of the Temple Presence Inventory [LDW09])
- Ecological validity (= subscale of the ITC Sense of Presence Inventory [LFKD01])
- Perceived anthropomorphism (= subscale of the Godspe questionnaire [BKCZ09])
- Engagement (= top-loading items of the engagement subscale of the ITC Sense of Presence Inventory [LFKD01])

Results were measured on 7/5-point Likert scales, as noted in the head of Table 16.1. For each participant, average scores were formed according to the computation models that are suggested in the original papers (see Sec. 14.3). We analyzed the data using multiple two-way ANOVAs, but could not find any significant main or interaction effects. The mean values, as well as standard deviations for all conditions and each dependent variable, are also summarized in Table 16.1.

Qualitative Analysis

In addition to the mentioned Likert scales, we were also asking participants some open-ended questions about experienced or expected effects of blended agents, depending on the tested condition:

(B_a) “How did the agent’s interaction with a real golf ball affect your experience?”

(B_v) “Imagine the agent interacting with a real golf ball instead of a virtual one. How would this interaction have affected your experience?”
We directed similar questions at participants assigned to the virtual and the real conditions as we were interested in the users’ perception of individual potentialities of both virtual and blended agents. By this means, we also aimed to investigate whether expectations for virtual-physical interactions and the reality diverge to some extent. To extract comparable data, we assigned utterances to seven different categories using an open coding strategy. The first three categories denote opinions regarding the perceived realism of blended agents in comparison to IVAs without virtual-physical capabilities. Another four categories cover different dimensions of emotional responses. If a single response of a participant included multiple utterances within the same category (e.g., “fascinating and memorable”), they were still counted only once. As each scenario ($B_r$, $B_v$, $H_r$, and $H_v$) was experienced by 20 participants, 20 is the maximum value in each category. The resulting frequency distribution is illustrated in Table 16.2.

In addition to the categorized utterances, four participants acknowledged the increased fairness when both the user and the blended agent have to play with a physical golf ball. Regarding the scorecard, four of the participants with a ($H_v$) condition reported their initial surprise when the projected score disappeared. One participant even admitted feeling disappointed as he could not take the completed scorecard as a souvenir. In general, three participants mentioned that a scorecard with physically written text feels more like a trophy.

We were also interested in whether reactions to the persistent handwriting were different for users assigned to a ($B_r$) or ($B_v$) condition. Experiencing a blended agent that is interacting with a real golf ball might have raised the expectations regarding the agent’s capabilities. However, no such interaction effect could be found as both user groups showed similar, mainly positive, responses to the persistent handwriting.

Finally, we asked participants of the ($B_r$) or ($H_r$) conditions about the used mechanism to test our hypothesis (H3). For the physical golf ball, 8 of the participants stated that

<table>
<thead>
<tr>
<th>Sub-category</th>
<th>Example</th>
<th>Count $B_r$</th>
<th>Count $B_v$</th>
<th>Count $H_r$</th>
<th>Count $H_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realism</td>
<td>More realistic</td>
<td>‘It made me feel like I am playing against a real human.’</td>
<td>6</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Less realistic</td>
<td>‘It looked a little unrealistic how the golf club was hitting the ball.’</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>No difference</td>
<td>‘I don’t think that it would have changed much.’</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Emotions</td>
<td>Disconcertment</td>
<td>‘Would’ve probably felt more weird.’</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Confusion</td>
<td>‘Initially there was a bit of confusion whether it is the real ball.’</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>‘It was a fun surprise to see the actual ball be moved.’</td>
<td>7</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Enjoyment</td>
<td>‘It made the experience more fascinating and memorable.’</td>
<td>11</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>

($H_r$) “How did the agent’s persistent handwriting affect your experience?”

($H_v$) “How would your experience have been changed, when the handwritten score of the agent would be still visible on the paper?”

We were also interested in whether reactions to the persistent handwriting were different for users assigned to a ($B_r$) or ($B_v$) condition. Experiencing a blended agent that is interacting with a real golf ball might have raised the expectations regarding the agent’s capabilities. However, no such interaction effect could be found as both user groups showed similar, mainly positive, responses to the persistent handwriting.
they figured out the mechanism or at least got an idea of how it worked. Surprisingly, only one of the ideas was correct while most participants suspected a magnetic track behind the ball movement. In contrast, none of the \( (H_r) \) participants perceived the mechanism behind persistent handwriting as obvious. Due to a lack of explanations, two participants were convinced that another person entered the room to replace the virtual score, while another two felt uncertain about the fact whether the scorecard was empty at the beginning of the study.

**Observational Data**

In addition to feedback obtained through the questionnaires, we also made some observations regarding the participants’ behavior, both during the study and directly afterward.

When the agent was approaching the scorecard to fill in the blank, six of the participants (five of \( H_r \) and one of \( H_v \)) used their own pen to write down the agent’s score in her stead.

After the MR experience but before completing the post-questionnaires, all participants of the conditions \((B_r,H_v), (B_v,H_r), \) and \((B_r,H_r)\) were asked whether they noticed the physicality of the golf ball and handwriting, respectively. 16 participants who experienced a \( B_r \) condition realized that the ball was real during the experiment, while 4 reported having doubts whether the ball was real or not. In contrast, only 7 participants of the \( H_r \) conditions noticed that the handwritten score was still persistent after they left the MR environment. These results support our initial hypothesis (H4) regarding the observability of both forms of virtual-physical interactions. It was surprising, though, as we expected that users will realize the persistent handwriting at the latest when they leave the MR environment.

After completion of the entire experiment, 20\% of participants with one of the \( H_v \) conditions took their scorecard home. In the \( H_r \) conditions featuring persistent handwriting, 40\% of participants kept their scorecard.

### 16.2.5. Discussion

Against the in \( (H1) \) and \( (H2) \) hypothesized positive effects of blended agents on several social and spatial factors, no significant differences could be found in the collected data. These statistical results can be interpreted in different ways. Two possible implications might be that (i) there actually are no differences between IVAs without virtual-physical capabilities and blended agents, and (ii) some users react positively to blended agents while others show negative reactions, compensating one another. In contradiction to both approaches to an explanation are the qualitative comments that were collected at the end of the study. The majority of participants reported a positive influence of both virtual-physical interactions in terms of perceived realism and/or user experience. The question arises why the quantitative ratings do not reflect these subjective impressions. In the following, we discuss several potential influencing factors and rate their respective impact.
Limited Expectations on IVAs  Starting point of the following discussion is the basic question “Do users expect IVAs to have physical capabilities?”. The fact that the majority of participants did not notice the persistent handwriting at all and showed emotional responses of surprise and confusion when they were made aware of it is indicative of rather low expectations on the IVA. Therefore, users assigned to a virtual condition most likely compared the displayed IVA to agents they experienced in the past, without a negative impact of missing physical capabilities. This impression is supported by the qualitative feedback as users of the virtual condition felt positive about the realistic body movements, the natural voice, and individual reactions of the IVA. Therefore, the reported effects found in previous within-subjects studies might be only due to the direct comparison between agents.

Low Granularity of Used Scales  Three of the questionnaires used 5-point Likert scales as we complied with the standards. As current VAs are still far from being indistinguishable from real humans, only a few users will rate items that are related to the human likeness with a maximum value of 5. Therefore, only one of the remaining options refers to a positive response. A higher scale granularity that allows participants to rate their experience more precisely might reveal significant differences between the conditions. That these differences are expected to be rather small was already indicated by the results of a similar study with a within-subjects design [LNB+18]. For the ratings of engagement, an additional ceiling effect can be observed as mean scores are already close to the maximum for conditions without blended agents.

Limited Importance of the Physical Reactions  Although both the golf ball and the scorecard were designed to be an integral part of the interaction between the participants and the MR environment, they might have been less meaningful than other interactions with physical objects. For example, if a blended agent moves a real chair towards the user to take a seat, this physical manipulation has an impact on the subsequent actions while the physical golf ball could only be observed without any direct contact. In another example, a blended agent could mark a location on a physical map to direct the user to a place. In contrast, the scorecard was only given as a souvenir without any future purpose. More meaningful interactions might have increased the perceived value of the physical (persistent) manipulations.

Distrust of the Experimental Environment  An observation that might have influenced the results without being the sole reason was that some participants conjectured that somebody entered the room and replaced the virtual score by a physical one when the participant was distracted by the golf match. Even the fact that the experimenter was neither in the CAVE nor the directly neighboring room could convince them of the contrary. Two other participants mentioned that they were sure that the sheet of paper was empty at first but were skeptical about this in retrospect as they would not know how this could have been done.
16.2.6. Limitations

Both the interactions with the robotic ball and the thermal table are proof of concepts with some limitations.

As the robotic ball has no global tracking capabilities, its position and orientation have to be determined manually. A computer vision algorithm could be used to compute the current position of the ball and to match the subsequent actions of the blended agent. Such a tracking algorithm could also compensate for the limited precision of the Sphero mini. In the current implementation, the robotic ball ends up in slightly varying places. While the blended agent always putted the ball into the hole, the golf club and the ball movements were not always perfectly in sync; an observation that was also shared by some of the participants. Another limitation is related to the ball physics. As any motorized objects need an acceleration phase to be set in motion, the initial impulse imparted to the golf ball by hitting it with a golf club cannot be simulated completely.

The current implementation of the thermal table also requires some preparations to create a convincing illusion of a blended agent. First of all, the ink can only be made visible at once. This is why the handwritten text has to be prepared before the MR experience. For the same reason, the writing path has to be simulated virtually before it is replaced by the physical writing. To solve both problems, coated paper could be used. In this case, the thermal mechanism has to be changed from a heating plate to a heated metal tip as used for soldering irons. Furthermore, as the used thermochromic ink is visible at room temperature, it always has to be placed on top of the thermal table at the beginning of a MR experience. By using a dye with different characteristics users could bring a sheet of paper to the MR environment, which might further increase the believability of the blended agent.

16.3. Conclusion

All actions performed by IVAs are usually restricted to computer-generated objects, resulting in an asymmetry between real and virtual interaction partners. In this chapter, we investigate the concept of blended agents; IVAs that can cross the boundary between a virtual and the physical world. We implemented two exemplary manipulations that are affecting real-world objects either within a MR environment (i.e., moving a physical golf ball) or even outside of a MR environment (i.e., writing on a physical sheet of paper).

To compare both forms of virtual-physical interactions we conducted a user study with 40 participants. Although a statistical analysis of subjective data obtained through several questionnaires did not yield any significant differences between blended agents and IVAs without physical capabilities, user responses still provide insight into the potential of virtual-physical manipulations. Users described their interaction with blended agents as an “amazing, very surprising and immersive experience”, a “fascinating magic trick”, or the sensation of “being inside the Holodeck”. The agent’s physical manipulations “made the agent appear more present”, and created a “more enjoyable” and “more memorable” MR experience. In
spite of little divergences between natural and simulated behavior of the physical golf ball, the majority of participants appreciated the virtual-physical interaction. Some participants also mentioned effects on their behavior inside the MR environment, as they “felt the urge to respond” to the blended agent or avoided any collisions.

To take up these points, we want to collect objective data such as the users’ avoidance behaviors or points of interest in a future study. In terms of subjective responses, we plan to use scales with higher granularity to obtain more differentiated feedback. Furthermore, a future study design should focus on virtual-physical interactions that are more meaningful to the users, for example, a persistent writing that serves as a reminder note. By this means, blended agents could make a real contribution to the tourism center, museum, or office of the future.
Part V.

Conclusions and Future Work
In this thesis, we introduced the concept of Blended Spaces, which allow users to fully exploit the RV continuum seamlessly within the boundaries of a single environment. We considered different aspects that are relevant to designers and developers of such a space and collected empirical data to gain an understanding of how it distinguishes from conventional VR or AR environments. From the main findings of each conducted study, a set of guidelines can be derived with the objective of enhancing the user experience within Blended Spaces.

Part II laid the foundation for all subsequent user studies we conducted. To adapt the calibration and rendering pipelines to fit the special needs of our setup, we adjusted algorithms known from related research fields such as computer vision, and mobile AR. In addition, we presented different hardware configurations to implement a Blended Space on the basis of projection-based SAR technology. Our extended CAVE setups demonstrated the usage of low-cost projectors for building room-sized immersive environments, that involve up to four walls as well as the floor as projection screens. The corresponding hardware list in the appendix sums up to less than $75,000 for a blended office including six synchronized laser projectors, an 8-camera tracking system, and a powerful workstation. We also found that it is not required to provide special screens for front projection, as matte colored walls can also display projections with sufficient brightness. Nevertheless, the best visual quality was achieved for scenes with high contrast and saturation, as well as a low overall brightness. Developers of Blended Spaces should have in mind, that this effect becomes more apparent with a higher number of projectors as the ambient light intensity within the room also increases.

Part III addressed depth perception within Blended Spaces, in particular with a focus on the spatial consistency of projected 3D objects. In this context, we first presented early approaches to manipulate perceived spatial relationships between the user and real-world objects by introducing perceptual illusions to a projection-based Blended Space. We analyzed the effects of three monoscopic illusions, which are inspired by visual arts, i.e., color temperature, luminance contrast, and blur. The results provided positive indications that perceived depth
of objects can be affected by computer-generated projected illusions, even in a complex environment with diverse distance cues. Manipulations of both color temperature and luminance contrast caused significant changes of perceived depth, although the latter turned out to be the more effective illusion in the tested environment.

Although the observed effects were in the range of centimeters, we considered possible consequences on a consistent depth perception of Blended Spaces in a second series of user studies. In the collected data, we observed a trend suggesting that the effect of parallax on depth estimation strongly depends on the user’s experience with stereoscopic 3D. Participants, who wear stereo 3D glasses at least once a week, were able to perform the perceptual matching task with a mean absolute error of less than one centimeter, whereas less experienced users made errors in the range of more than 2cm on average. In spite of these individual differences, a confirmatory study revealed a general tendency towards the preference of a geometrically correct projection of the visual stimuli rather than a perceptually adapted alternative. This could obviate the need for a complex perceptual adaptation of the visual stimuli to compensate for spatial inconsistencies. However, it also implies that offsets between physical projection surfaces and stereoscopically projected objects should be reduced to a minimum to facilitate perceptual integration of stimuli, in particular for users who are less experienced in the usage of stereo 3D glasses.

Part IV of the thesis emphasized the potential of Blended Spaces as shared environments for collaboration between multiple users, as well as the user and virtual cooperation partners. The conducted research projects aimed to emphasize the social characteristics of stereoscopic projection-based Blended Spaces and to reduce multi-user limitations that result from the perspective display of view-dependent content. For this purpose, we introduced two operator-follower systems, one with a shared 3D view, and a second with separate 3D and 2D views. Both proposed systems were well received by participants of the user studies, and therefore demonstrated the potential of customized UIs to compensate for perceptual difficulties when view-dependent content is displayed for multiple users. The suggested interaction paradigms fostered communication between interaction partners, even when they did not know each other before the experiment. We also suggested the floor as an efficient extension of the 3D interaction space within Blended Spaces. Guidance cues that are projected to the ground plane can encourage users to move closer together, and therefore ensure better viewpoints for multiple users. Developers of Blended Spaces should also have in mind that virtual UI elements can distract users from the actual scene, and therefore should be reduced to a minimum. As Blended Spaces are not restricted to a single stage within the RV continuum, developers could provide contextual UI elements and disable them when not needed.

Regarding the collaboration with a virtual partner, we focused on the effectiveness of different representations of IVAs, as well as their capability to manipulate not only their VE but also real-world objects within the Blended Space. Based on the analysis of collected empirical data, we derived several suggestions for the design of IVAs in the special context of educational Blended Spaces. Applications with a high priority on user experience such as museums
or other educational facilities should consider customization of IVAs in preference to generic agents. A higher effort to model content-specific agents can be justified by better ratings of attractiveness, stimulation, and novelty. A similar result was found regarding embodied IVAs, which outperformed audio guides in terms of user experience as well as the perceived presence of the agent. In general, our user studies indicated that incorporating virtual content into the scene, either in the form of a virtual embodied IVA or virtual objects, has positive effects on the users’ engagement, which is an important aspect in educational applications.

With regard to the usage of blended agents that can affect real-world objects either within a MR environment (e.g., moving a physical ball), or even outside of a MR environment (e.g., writing on a physical sheet of paper), we did not find any significant differences to IVAs without physical capabilities. Nevertheless, we encourage developers to create new ways of virtual-physical interactions, since the qualitative feedback of study participants both was exceptionally positive and indicates advantages of persistent manipulations with regard to the perceived realism of blended agents and the overall user experience. Finally, according to the collected user responses, little divergences between the natural and simulated behavior of physical objects do not inherently break the illusion of interactions between IVAs and their real-world surroundings. In spite of these limitations, blended agents have the potential to create an “amazing, very surprising and immersive experience” that is “more enjoyable” and “more memorable”.
Chapter 18.

The Future of Blended Spaces

While this thesis draws on the technical capabilities of current AR displays, future technological developments will have a direct impact on the implementation of Blended Spaces. Head-worn devices already evolved considerably in terms of display quality, size, and wearing comfort, and will do so further on. Smart glasses and contact lenses could establish Blended Spaces as ubiquitously embedded systems instead of stationary communal facilities. If personal VR/AR displays gained acceptance as mass media just as smartphones did, a number of the previously discussed aspects, both perception- and interaction-related, would have to be reconsidered. For each user, a private view of the world that is matching the user’s interests and current schedule could be generated. Distortions that are caused by different viewers’ perspectives would vanish as private view-dependent imagery could be displayed for each user. Furthermore, the varying perception of depth cues such as color differences or luminance contrasts could be compensated by individual modifications of the computer-generated content. On the other hand, even under the assumption of technological improvements of HMDs, projection-based SAR setups can still turn out to be beneficial regarding conflicts between the accommodation and convergence depth cues. Virtual 2D textures can be projected directly onto the surfaces of physical objects, and therefore do not cause a vergence-accommodation conflict at all. This is contrary to HMDs, for which 2D textures have to be displayed with positive parallax to be perceived as spatially connected to the physical objects’ surfaces. For stereoscopically displayed objects, the mismatch between accommodation and convergence is smaller for projection-based setups than for HMDs as well, if the virtual objects’ distance to physical projection surfaces is kept smaller than to a display worn directly in front of the user’s eyes. As sensory conflicts are assumed to cause visually induced motion sickness (VIMS) and associated symptoms such as nausea, disorientation, headaches, and blurred vision [Auk16], a reduction of those conflicts is an argument in favor of projection-based Blended Spaces.

Moreover, the shift from public to private displays could also diminish the social potential of Blended Spaces. In contrast to the social behavior we observed in our studies, users may be less encouraged to collaborate. The reception of Google Glass demonstrates that HMDs with the eyeglasses form factor can even raise privacy issues when worn in public spaces, and therefore have to be treated with caution [KV19]. Furthermore, in the course
of numerous demonstrations of our VR/AR setups, particularly users without a profound technical understanding appreciated the low barrier to enter the projection-based Blended Space. However, this argument in favor of SAR technology has to be reassessed in a couple of years, when the number of digital immigrants will have been declined and digital natives have been incremented [Pre01, Ste16].

Technological advances not only influence the display hardware for Blended Spaces but may also lead to an altered understanding of the general concept of state transitions along the RV continuum. Current implementations of Blended Spaces are based on pre-existing physical and virtual objects, that are superimposed upon each other to create the impression of an overall MR or VR state. Therefore, an object’s transition from real to virtual does not destroy its physical representation but overlays it with matching virtual content. With future developments of computer vision and 3D printing technologies, real-time changes of an object’s state could be within the realms of possibility. 3D depth cameras, like those integrated into current smartphone models, already allow users to create 2.5D reconstructions of real-world objects within seconds. A full 3D virtual replica of the physical object can also be generated by registering multiple point clouds from different views. In contrast, the instant creation and dissolution of objects from and to physical matter are still subject to active research. Commercially available 3D printing devices already allow materializing a 3D model that was only existing in a virtual form. While this process usually takes minutes to hours depending on object size, researchers of the Lawrence Livermore National Laboratory developed a printing technique with a special resin that solidifies within seconds when exposed to intense light [KBH+19]. By this means, instead of adding material gradually layer by layer, a 3D structure can be printed at once, promoting the idea of instant transitions from virtual to real objects.

Finally, the advancements in computer science will add to the quality of displayed content, and allow for the creation of photorealistic, vivid, and more life-like experiences. The natural interplay of virtual objects and their real environment was already subject to several research projects, which thereby reveal future prospects of Blended Spaces (e.g., the simulation of realistic illumination effects [RPAC17] or shadows [PML+10] in MR environments). Considering the virtual content separately, the film industry demonstrates algorithms to create computer-generated content that is already close to being indistinguishable from a real video recording. While the rendering of these graphics still takes a lot of resources in terms of time and computational power, it is reasonable to assume that real-time renderings with an equal quality will be achievable with improving computing systems [BJTK12, Ste16]. In particular, IVAs could benefit from advancements in the field of computer graphics, as in many applications their appearance is still referred to be uncanny.

VAs will not only advance in terms of their appearance but also regarding their behavior. Constant improvements in fields such as computer vision and machine learning enable developers of VR/AR applications to factor in the current state of users and their real-world
surroundings. Through an interpretation of this state, IVAs and other virtual objects can react more naturally to changes in their environment and are therefore able to create more realistic blended interactions. In future applications, these interactions will most likely be characterized by a multi-sensory integration of stimuli. In the context of this thesis, we solely relied on the visual and auditory senses as well as passive haptic feedback provided by tangible objects. Advances regarding kinesthetic feedback, olfactory, and even gustatory displays could complement these stimuli to create even more convincing VR/AR experiences [SH16].
### Appendix

**Table A.1.:** Comparison of three AR display types with regard to technological factors [BCL15, SH16].

<table>
<thead>
<tr>
<th>Technological Factors</th>
<th>OST-HMD</th>
<th>VST-HMD</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocularity</td>
<td>mono and stereo display</td>
<td>mono and stereo display</td>
<td>mono and (with 3D glasses) stereo display</td>
</tr>
<tr>
<td>Vergence-Accommodation Conflict (see Sec. 8.4.2)</td>
<td>occurs for both 2D textures and 3D virtual objects</td>
<td>occurs for both 2D textures and 3D virtual objects</td>
<td>occurs for stereoscopic 3D virtual objects only</td>
</tr>
<tr>
<td>Occlusion</td>
<td>virtual objects appear translucent, dark virtual objects cannot occlude brighter real objects</td>
<td>virtual objects can fully occlude real objects and vice versa</td>
<td>virtual objects can interfere with color and texture of physical surface; real shadows occlude virtual objects</td>
</tr>
<tr>
<td>Field of View (FOV)</td>
<td>narrow FOV but full view of real environment</td>
<td>wide FOV but limited view of real environment (depends on camera)</td>
<td>natural FOV possible by using multiple projectors</td>
</tr>
<tr>
<td>Viewpoint Offset</td>
<td>none</td>
<td>discrepancy between the camera’s position and the user’s eyes</td>
<td>none</td>
</tr>
<tr>
<td>Resolution</td>
<td>limited for virtual objects only</td>
<td>limited for all scene objects</td>
<td>limited for virtual objects only; scalable with multiple projectors</td>
</tr>
<tr>
<td>Brightness / Contrast</td>
<td>limited visibility in bright environments; real objects cannot be darkened, and virtual shadows cannot be displayed</td>
<td>no dependency on environmental light; full control of virtual shadows</td>
<td>limited visibility in bright environments; starting from a dark environment virtual shadows can be displayed by illuminating their surroundings</td>
</tr>
<tr>
<td>Latency</td>
<td>a lagged generation of virtual elements (e.g., due to tracking system latency) causes a temporal misalignment between real and virtual content</td>
<td>the video can be delayed to decrease temporal misalignments between virtual and real content (at the cost of an increased overall lag)</td>
<td>a lagged generation of virtual elements (e.g., due to tracking system latency) causes a temporal misalignment between real and virtual content</td>
</tr>
</tbody>
</table>
Table A.2.: Comparison of three AR display types with regard to human and economic factors [BCL15, SH16].

<table>
<thead>
<tr>
<th></th>
<th>OST-HMD</th>
<th>VST-HMD</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Human Factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ergonomics</td>
<td>big size &amp; high weight</td>
<td>big size &amp; high weight</td>
<td>no instrumentation for mono, light-weight glasses for stereo</td>
</tr>
<tr>
<td>Accessibility</td>
<td>instruction of technical person for individual adjustments and calibration</td>
<td>instruction of technical person for individual adjustments and calibration</td>
<td>no support needed, even for non-technical users</td>
</tr>
<tr>
<td>Social Acceptance</td>
<td>still low, especially when worn in the public (due to privacy concerns)</td>
<td>more common for private use; uncommon for use in the public, since eyes and large parts of the face are covered</td>
<td>high, because display is detached from user</td>
</tr>
<tr>
<td>Multi-User Support</td>
<td>single-user system by design, but expandable using multiple devices</td>
<td>single-user system by design, but expandable using multiple devices</td>
<td>shared system by design, but view-dependency for perspectively projected 3D content</td>
</tr>
<tr>
<td><strong>Economic Factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set-up Fees</td>
<td>high price per unit</td>
<td>medium price per unit, can be reduced using private phones and cardboard viewers</td>
<td>high due to projector costs but scales well with additional users</td>
</tr>
<tr>
<td>Maintenance Costs</td>
<td>potentially high, since glasses are prone to damage</td>
<td>potentially high, since glasses are prone to damage</td>
<td>low, since users do not get into contact with expensive components</td>
</tr>
<tr>
<td>Hygiene</td>
<td>high number of different users come into contact with the HMD’s frame, that has to be cleaned manually</td>
<td>high number of different users come into contact with the HMD’s foam pads, that are difficult to sanitize (improvable by using disposable masks)</td>
<td>high number of different users come into contact with the 3D glasses, which, however, can be cleaned automatically such as in cinemas and theme parks</td>
</tr>
<tr>
<td>Space Requirement</td>
<td>low, especially for integrated systems</td>
<td>low, especially for integrated systems</td>
<td>high, due to required distance between projectors and projection surfaces</td>
</tr>
</tbody>
</table>
Table A.3.: Hardware and software configurations for three CAVE models.

<table>
<thead>
<tr>
<th></th>
<th>L-Shape</th>
<th>4-sided CAVE</th>
<th>Blended Office</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Projector</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>2× ProjectionDesign F10 AS3D</td>
<td>3× Optoma EH320UST, 2× Optoma GT1080(e)</td>
<td>4× Optoma ZH500UST, 2× Optoma ZH406ST</td>
</tr>
<tr>
<td>Light Source</td>
<td>Lamp</td>
<td>Lamp</td>
<td>Laser</td>
</tr>
<tr>
<td>Resolution</td>
<td>1400×1050px (SXGA+)</td>
<td>1920×1080px (Full HD)</td>
<td>1920×1080px (Full HD)</td>
</tr>
<tr>
<td><strong>3D</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stereo Capability</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Stereo Glasses</td>
<td>RealD CE5 (DLP Link)</td>
<td>Optoma ZF2300 (RF)</td>
<td>Hi-SHOCK Oxid Diamond (RF)</td>
</tr>
<tr>
<td>Update Rate</td>
<td>60 Hz per eye</td>
<td>60 Hz per eye</td>
<td>60 Hz per eye</td>
</tr>
<tr>
<td><strong>Tracking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hardware</td>
<td>A.R.T ARTTRACK2</td>
<td>A.R.T ARTTRACK2 / OptiTrack Prime 13W</td>
<td>OptiTrack Prime 13W</td>
</tr>
<tr>
<td>Software</td>
<td>DTrack2</td>
<td>DTrack2 / OptiTrack Motive</td>
<td>OptiTrack Motive</td>
</tr>
<tr>
<td>Number of Cameras</td>
<td>7</td>
<td>7 / 5</td>
<td>8</td>
</tr>
<tr>
<td><strong>Workstation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>Intel Core i7-4930K</td>
<td>Intel Core i7-6900K</td>
<td>Intel Core i9-9900K</td>
</tr>
<tr>
<td>Graphics Card</td>
<td>Nvidia Quadro K5000</td>
<td>2× Nvidia GeForce GTX 1080</td>
<td>2× Nvidia Quadro RTX 6000 with Quadro Sync II</td>
</tr>
</tbody>
</table>
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