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ABSTRACT

A search for a pair of light bosons produced in decays of the 125 GeV Higgs boson, with
one of the light states decaying into a pair of muons and the other into a pair of tau leptons,
is presented. The search is based on a data sample corresponding to an integrated luminosity
of 137.2 fb−1, collected with the CMS detector at the CERN Large Hadron Collider in the
years 2016, 2017, and 2018 at a center-of-mass energy of 13 TeV.
An extended Higgs sector is well motivated in a vast set of Beyond the Standard Model
theories such as the two Higgs doublets plus one additional singlet (2HDM+S) and the Dark
Photon Model. In the context of these models, the 125 GeV Higgs boson can decay into a pair
of light bosons, which subsequently decay to pairs of Standard Model particles. Considering
the enhanced coupling of the light bosons to leptons for some of the scenarios within these
models, the final state considered in this work results of particular interest.
Masses of the light boson between 3.6 and 21 GeV are probed, which leads to an experimental
signature in the detector with both the muon pair and visible decay products from the
tau pair being highly collimated. The analysis benefits from the efficient identification and
reconstruction of muons by the CMS detector. Using Multivariate Analysis Techniques,
the information on several kinematic variables is exploited to enhance the sensitivity to
the targeted topology. No significant excess of events is found above the Standard Model
expectation. Therefore, model-independent upper limits at 95% confidence level on the 125
GeV Higgs boson production cross-section times the branching fraction into the studied final
state are set. Model-specific upper bounds are obtained as constraints on the parameter space
of the different benchmark scenarios within the 2HDM+S and the Dark Photon Model.
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ZUSAMMENFASSUNG

In dieser Arbeit wird eine Suche für die Erzeugung eines Paares von neuen leichten Bosonen
präsentiert, die aus dem Zerfall des 125 GeV HiggsBosons stammen und bei dem eines der neu-
en Teilchen in ein Paar von Muonen zerfällt und das andere in ein Paar von Tau-Leptonen. Die
Suche basiert auf Daten die mit dem CMS Detektor in Proton-Proton Kollisionen am "Large
Hadron Collider" am CERN in den Jahren 2016 bis 2018 aufgezeichnet wurden, bei einer
Schwerpunktsenergie von 13 TeV. Die analysierte Datenmenge entspricht einer integrierten
Luminosität von 137.2 fb−1. Ein erweiterter Higgs Sektor wird von vielen Theorien jenseits
des Standardmodells angenommen, wie zum Beispiel vom "Two Higgs doublets plus one addi-
tional singlet (2HDM+S)" Modell und dem "Dark Photon" Modell. In diesen Theorien kann
das 125 GeV HiggsBoson in ein Paar von neuen leichten Bosonen zerfallen, die danach wieder-
um jeweils in Paare von Standardmodellteilchen zerfallen. Einigen Szenarios zufolge könnten
die neuen Bosonen verstärkt an Leptonen koppeln und damit ist der hier untersuchte Zerfall
in Leptonpaare von besonderem Interesse. Die Studie deckt einen Massenbereich von leichten
Bosonen von 3.6 bis 21 GeV ab, was zu einer experimentellen Signatur im Detektor führt bei
der sowohl das Muonpaar als auch die sichtbaren Zerfallsprodukte aus dem Taupaar stark
kollimiert sind. Die Analyse profitiert von der effizienten Identifizierung und Rekonstruktion
von Muonen mit dem CMS Detektor. Eine multivariate Analysetechnik wird auf ausgewähl-
te kinematische Observablen angewandt um die Sensitivität auf ein mögliches Signal in der
untersuchten Ereignistopologie zu erhöhen. Als Ergebnis wird kein signifikanter Überschuss
von Ereignissen im Vergleich zu der Erwartung aus Standardmodellprozessen beobachtet.
Stattdessen werden modellunabhängige obere Ausschlussgrenzen bei 95% Konfidenzniveau
bestimmt für den Wirkungsquerschnitt für die Produktion des 125 GeV HiggsBosons mul-
tipliziert mit dem Verzweigungsverhältnis in den untersuchten Endzustand. Darüberhinaus
werden modellspezifische obere Ausschlussgrenzen gesetzt im Parameterraum verschiedener
Referenszenarien des “2HDM+S” Modells und des “Dark Photon" Modells.
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CHAPTER

1

INTRODUCTION

I am among those who think that science has great beauty

Marie Curie

The curiosity for unraveling the mysteries of nature surrounding us is an innate human
condition. Since the move towards a rational understanding of nature began, philosophers
struggled to find a first principle or element corresponding to the "ultimate underlying sub-
stance." The Greek philosopher Empedocles, nurtured by the knowledge gathered during the
particularly prolific time in humankind in which he lived in, proposed what at that time was a
revolutionary idea. He argued that all matter was composed of four elements: fire, air, water,
and earth. He also stated that the ratio of these four elements would affect the properties
of the matter. The suggestion that some substances that looked like pure materials could be
made from a combination of different elements was an important development in scientific
thinking. A few decades later, Democritus went a step further and stated that all matter is
made of fundamental elements, which he called atoms, meaning indivisible.
From the very first ideas on the structure of matter, a long way has been transited. This
path led us to an extraordinary development in the field of particle physics during the twen-
tieth century. Fundamental questions found an answer or began to be answered. Are there
fundamental, indivisible particles, and if so, what are they? How do they behave? How do
they group to form the matter observed in nature? How do they interact with each other?
Furthermore, the improvements in particle accelerators and detector technology allowed us
to move from a picture with three fundamental particles (proton, neutron, and electron) to
an extensive list of new particles, the so-called particle zoo. By the mid-1960s, the need
for an explanation at a fundamental level that would provide simplicity and elegance to the
crowded picture was clear. A theory known as the Standard Model of Particle Physics (SM)
emerged.
The next several decades, with the discovery of the W [1, 2] and Z bosons [3, 4] in 1983, the
top quark in 1995 [5], the tau neutrino in 2000 [6], among others, served to pave the way and
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consolidate the Standard Model experimentally. Within this theory, three of the four known
fundamental forces in the universe (electromagnetic, weak, and strong interactions), as well
as the underlying structure behind the particle zoo, are described with remarkable accuracy.
Despite the Standard Model success, many questions remain yet to be answered. Why a
portion of the mass of the universe, bound up in the so-called Dark Matter, is not accounted
for within the model? Why is the universe dominated by matter and not made of equals
parts out of matter and antimatter? How can one add gravity into the picture? Moreover,
the mass of the neutrinos, the hierarchy problem, and the strong CP-problem remain also to
be explained.
To enable particle physicists to shed light on some of these questions, increasingly high energy
regions began to be studied. The Large Hadron Collider (LHC) [7], the largest and up to now
most powerful particle accelerator ever built, was constructed in a tunnel 100m underground
between the Swiss and French borders. The first collisions were achieved in 2009, and already
in 2012, the existence of the long thought Higgs boson was confirmed [8, 9]. Up to now, all
the measurements of its properties have shown consistency with the SM within the uncer-
tainties [10–24]. The Higgs discovery, along with the impressive amount of data collected at
the LHC, have given physicists a sensitive tool to search for incompatibilities with the SM,
which would result in new theoretical developments and could provide an answer to some of
the questions stated above.
One of the simplest extensions of the Standard Model, the Two-Higgs-doublet Model (2HDM)
[25], leads to a rich phenomenology featuring five physical states: two CP even neutral Higgs
bosons h and H0 (H0 heavier than h by convention), one CP odd pseudoscalar A, and two
charged Higgs bosons H±. Exotic decays of the form h → AA, H0 → hh, AA or h → ZA,
with subsequent decays of the daughter (pseudo)scalars to SM fermions or gauge bosons, are
still possible in certain corners of parameter space but are now too constrained from exist-
ing data [26]. An additional one complex scalar singlet can be added to the 2HDM in the
so-called 2HDM+S, which results in seven physical states: three scalars, two pseudoscalars,
and two charged particles. The complex scalar singlet must only couple to the doublets in
the potential. As a result, the mostly-singlet light pseudoscalar state has no direct Yukawa
couplings, acquiring all of its couplings to SM fermions through the mixing between the
singlet and the doublets. Under these two assumptions, exotic Higgs decays of the form
h→ aa → XXY Y are allowed, where a is one of the pseudoscalars, h is one of the scalars,
compatible with the discovered Higgs boson, and X/Y are SM fermions or gauge bosons.
The Dark Photon Model constitutes another SM extension that includes an extended Higgs
sector. In the context of the model, the four-fermion final state can be obtained through the
exotic decay h→ ZDZD → XXY Y , where ZD is the dark photon candidate of the model.
The number of exotic Higgs decays that could be contained in the data collected at the LHC
represents a considerable discovery potential. At one of the LHC collision points sits the
Compact Muon Solenoid (CMS) [27] experiment. As the name "Compact Muon Solenoid"
suggests, CMS was specifically designed to provide good muon detection and resolution.
Therefore, it is especially suited to detect the decay of Higgs bosons with muons in the final
state.
This doctoral dissertation focuses on the search for a pair of light bosons, produced in decays
of the 125 GeV Higgs boson, in the final state with two muons and two tau leptons. The
dataset used corresponds to an integrated luminosity of 137.2 fb−1, collected with the CMS
detector at the LHC during the Run II data-taking period, at a center-of-mass energy of 13
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TeV. Masses of the light boson between 3.6 and 21 GeV are probed. Due to the large mass
difference of the light bosons with respect to the 125 GeV Higgs boson, they are produced
with a high boost and decay leaving a trace of collimated decay products. The experimental
signature of the µµττ final state is therefore characterized by the presence of a pair of muons
and visible decay products from the tau lepton pair, produced with a high Lorentz boost.
The final state profits from the characteristic resonance of the reconstructed dimuon mass
spectrum in the a1(ZD) → µµ decay and the dominant a1 → ττ decay in many scenarios
within the 2HDM+S.
This thesis is composed of nine chapters. Chapter 2 is dedicated to present a theoretical
review of the Standard Model of particle physics. In Chapter 3, the 2HDM+S and the Dark
Photon Model are introduced. The next chapter is focused on the description of the LHC
machine and the CMS detector, used for the collection of the analyzed data. In Chapter 5,
the generation of events, the simulation of the CMS detector, and the reconstruction of events
are discussed. The global event description and the technical aspects of the reconstruction
techniques to identify the physics objects of interest for this work are detailed. Chapter 6
is dedicated to introducing the statistical methods used for the analysis of the data. In
Chapter 7, the main topic of this doctoral dissertation is presented, the search for a pair of
light bosons in the final state with two muons and two tau leptons. Chapter 8 discusses the
results of the analysis of the data and their interpretation in the context of the 2HDM+S
and the Dark Photon Model. Chapter 9 is dedicated to present a summary of this work and
a discussion on the prospects of this analysis after the second run of the LHC.
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Chapter 2. The Standard Model of Particle Physics

The field of elementary particle physics blossomed in the last century. New particles
were discovered one after another. At a first moment, the cosmic rays experiments were
the only available source for high energy particles. But soon, the discovery of elementary
particles in cosmic rays motivated the construction of high energy accelerators. Their intense
and controlled beams of known energy allowed to reveal the quark substructure of matter.
High precision measurements at LEP, SLC, Tevatron, LHC, and others have followed. The
Standard Model of Particle Physics, describing the fundamental particles and (except for
gravity) their interactions, is cemented in all these decades of prolific research. Through
many experimental tests, the Standard Model has been established as a well-tested physical
theory, encapsulating our best understanding of the link between the fundamental particles
and three of the four fundamental forces. The comparative strengths of the force between two
protons when just in contact, indicate the relative magnitudes of the four types of interaction:

strong electromagnetic weak gravity

1 10−2 10−7 10−39

with gravity being by far the weakest force and having no relevant effect in particle physics
at accelerator energies. The Standard Model can be described as the union of Quantum
Chromodynamics (QCD) and the Electroweak Theory. It is perturbative at sufficiently high
energies and renormalizable. Therefore, it describes the electroweak and strong interaction at
the quantum level. The construction of the model is cemented under principles of symmetry
and the mathematical foundation of symmetry is given by the Group Theory. The gauge
group of the model (SU(3)C × SU(2)L × U(1)Y ) can be divided into two sectors: SU(2)L ×
U(1)Y and SU(3)C , associated to the electroweak and QCD theories, respectively. The
next section is dedicated to present the algebraic foundation of the Standard Model, which
motivates theoretically the particle content of the model presented in Subsec. 2.5.1. Starting
from the definition of a group, the groups of particular significance in the formulation of the
model are introduced.

2.1 Algebraic Foundations: The Standard Model Groups

A group G is formed by a set of elements {a, b, c, ...}, with a rule that combines any two
elements of the group, so that the combined element is also an element of the group, satisfying
the following conditions:
(i) The rule is associative: a(bc) = (ab)c.
(ii) G contains a unique identity element I such that, for every element a of G:

aI = Ia = a. (2.1)

(iii) For every element a of G there is a unique inverse element a−1 such that:

aa−1 = a−1a = I. (2.2)

A group is said to be commutative or Abelian if: ab = ba for all a, b; and is called a Lie
group if its elements depend in a continuous and differentiable way on a set of real parameters
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2.1. Algebraic Foundations: The Standard Model Groups

θa, a = 1, ..., N [28]. The Lie group theory is a powerful way of understanding and classifying
symmetries. Subsecs. 2.1.1 - 2.1.4 introduce the Lie groups U(1), SU(2), and SU(3), along
with the SL(2, C) group, which is related to the group of proper Lorentz transformations.

2.1.1 U(1)

An n×n matrix U is unitary if UU † = U †U = I and the product of two unitary matrices is
also unitary. Thus, n×n unitary matrices form a group under matrix multiplication, denoted
by U(n). Since:

det (UU †) = detU detU* = detU (det (U)*) = det I = 1, (2.3)

detU can be written as detU = einα, where α is real. For the simple case in which n equals
1, the group U(1) is obtained. U(1) consists of all complex numbers with absolute value
equal to 1 under the multiplication operation.

2.1.2 SU(2)

The Special Unitary group SU(2) is the group of all 2×2 unitary matrices with determinant
equal to 1. SU(2) is a subgroup of U(2), which is obtained for the case of n = 2 in U(n),
and it can be represented by U = exp(iH). H is a Hermitian matrix, taking the form:

H =

α0 + α3 α1 − iα2

α1 + iα2 α0 − α3

 . (2.4)

The αµ(µ = 0, 1, 2, 3) terms constitute four real parameters. Thus, H can be written as:
H = α0I + αkσk, with the index k running from 1 to 3 and the σ components being the
Pauli spin matrices:

σ1 =
(

0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)
. (2.5)

The unit matrix I commutes with all matrices. Hence, a general member of U(2) in the
fundamental representation can be formulated as:

U = exp i(α0I + αkσk) = exp (iα0) exp (iαkσk), (2.6)

with the phase factor exp (iα0) belonging to the group U(1), so that the elements of SU(2)
take the form:

Us = exp (iαkσk). (2.7)

The three parameters αk specify an element and the matrices σk are the corresponding
generators of the group.

2.1.3 SL(2,C) and the proper Lorentz group

The Special Linear group SL(2, C) is the group of all 2 × 2 matrices with complex elements
and with determinant equal to 1. These matrices form a group under matrix multiplication.
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Chapter 2. The Standard Model of Particle Physics

A general Hermitian matrix is associated to each point x = (x0,x) in space-time:

X(x) =

 x0 + x3 x1 − ix2

x1 + ix2 x0 − x3

 . (2.8)

The determinant of X takes the form: detX = (x0)2 − xkxk. Considering an element M of
SL(2, C), the matrix X′ results from the operation:

M †X′M = X or X′ = (M−1)†XM−1. (2.9)

X′ is also Hermitian and, therefore, can be written as:

X′ =

 x′0 + x′3 x′1 − ix′2

x′1 + ix′2 x′0 − x′3

 . (2.10)

x′µ and xµ (µ = 0, 1, 2, 3) are related by a real linear transformation. Additionally:

detM †X′M = detM † detX′ detM = detX′ = detX, (2.11)

so that, (x′0)2 − x′kx′k = (x0)2 − xkxk. Thus, the matrix M corresponds to a Lorentz
transformation matrix L(M). The matrices L(M) form a group that contains the identity
transformation L(I) = I and, therefore, by continuity correspond to proper Lorentz trans-
formations.
A general proper Lorentz transformation between two frames K and K ′ is defined by six pa-
rameters: three parameters for the velocity v of K ′ relative to K and three parameters for the
orientation of K ′ relative to K. The condition detM = 1 reduces the eight real parameters
of the general 2 × 2 complex matrix to six. Thus, a matrix M can be associated to every
proper Lorentz transformation. The matrices M and −M give the same transformation.
Hence, two elements of SL(2, C) will be associated to each element of the proper Lorentz
group.

2.1.4 SU(3)

The Special Unitary group SU(3) is the group of all 3 × 3 unitary matrices with de-
terminant equal to 1. Likewise the group U(2) in Subsec. 2.1.2, U(3) can be expressed as
U = exp(iH), with H in this case being a 3 × 3 Hermitian matrix. A general 3 × 3 matrix
is specified by 32 = 9 real parameters. The condition detU = 1, reduces this number of
parameters by 1. In place of the Pauli matrices in Subsec. 2.1.2, eight traceless Hermitian
matrices introduced by Gell-Mann are used:

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ3 =

1 0 0
0 −1 0
0 0 0

 , (2.12)
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λ4 =

0 0 1
0 0 0
1 0 0

 , λ5 =

0 0 −i
0 0 0
i 0 0

 , λ6 =

0 0 0
0 0 1
0 1 0

 ,

λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 = (1/
√

3)

1 0 0
0 1 0
0 0 −2

 .
Hence, H takes the form, H = α1λ1 + α2λ2 + ...+ α8λ8

=


α3 + α8/

√
3 α1 − iα2 α4 − iα5

α1 + iα2 −α3 + α8/
√

3 α6 − iα7

α1 + iα5 α6 + iα7 −2α8/
√

3

 . (2.13)

The matrices λa fulfill the commutation relations:

[λa, λb] = 2i
8∑
c=1

fabcλc. (2.14)

The structure constants fabc are odd in the interchange of two indices, with non-vanishing
components coming from the permutations of f123 = 1, f147 = f246 = f257 = f345 = f516 =
f637 = 1/2, and f458 = f678 =

√
3/2. The structure constants also have the property:

Tr(λaλb) = 2δab, (2.15)

where δab is the Kronecker δ.
Before introducing the Standard Model Lagrangian in Sec. 2.5, Sec. 2.2 and Sec. 2.3 are
dedicated to present some topics of particular relevance in the formalism of the Standard
Model: the Gauging of the Symmetry, Gauge Theories, and the Spontaneous Symmetry
Breaking.

2.2 Gauging the Symmetry

Let’s consider the Dirac Lagrangian:

L = ψ̄(iγµ∂µ −m)ψ, (2.16)

which is invariant under the global U(1) transformations of the form ψ = eiαψ, introduced
in Subsec. 2.1.1. A transformation is said to be global when it acts on the field in the exact
same way at every point of spacetime. In this section it will be illustrated how a global
symmetry can be made local, so that the factor α (α = α(xµ)) can depend on spacetime, and
later on the Lagrangian will be forced to maintain its invariance, this time under a local U(1)
transformation. Making a global symmetry local is known as gauging the symmetry. As a
result of applying the local U(1) transformation to Eq. (2.16) the Lagrangian takes the form:
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Chapter 2. The Standard Model of Particle Physics

L = ψ̄e−α(x)(iγµ∂µ −m)eiα(x)ψ. (2.17)

Extra terms from the differential operators acting on α(x) are obtained:

ψ̄e−α(x)(iγµ∂µ −m)eiα(x)ψ = ψ̄(iγµ∂µ −m)ψ − ψ̄γµψ∂µα(x) (2.18)
= ψ̄(iγµ∂µ −m− γµ∂µα(x))ψ.

For the Lagrangian invariance to be maintained under the applied local U(1) transformation,
the term ψ̄γµ∂µα(x) needs to be canceled. In order to cancel this term, an arbitrary field Aµ
is defined, which transforms under the U(1) transformation eiα(x) according to:

Aµ → Aµ −
1
q
∂µα(x), (2.19)

where q is a proportionality constant. The field Aµ is called Gauge field. Before introducing
Aµ in Eq. (2.17), one first conveniently replaces the partial derivative ∂µ with the covariant
derivative:

Dµ ≡ ∂µ + iqAµ. (2.20)

Adding the field Aµ defined in Eq. (2.19) to Eq. (2.16) restores the U(1) symmetry. The
Lagrangian is now invariant under both the local and global transformations, with the same
conserved U(1) current jµ = ψ̄jµψ. As a next step, the corresponding gauge-invariant kinetic
term for an arbitrary field Aµ is added:

LKin,A = −1
4FµνF

µν , (2.21)

where:
Fµν ≡ i

q
[Dµ, Dν ] = ∂µAν − ∂νAµ. (2.22)

Dµ and Dν are the covariant derivatives defined in Eq. (2.20) and q is the constant of
proportionality already introduced in the transformation of Aµ in equation Eq. (2.19). With
the addition of a source term Jµ for the field, the final Lagrangian takes the form:

L = ψ̄(iγµDµ −m)ψ − 1
4FµνF

µν − JµAµ. (2.23)

Thus, in this section, starting from a Lagrangian for a spin-1/2 particle, invariant under
global U(1) transformations, the global U(1) symmetry was promoted to a local symmetry,
as treated in Ref. [29]. The gauge field Aµ came to fulfill the need of an additional term in
the Lagrangian in order to get a consistent theory. Consequently, a kinetic term and a source
term were also added. Starting with nothing but a non-interacting particle and requiring
nothing but U(1) symmetry at local level, one ends up with a field Aµ. Upon quantization,
this field Aµ will be the photon. Therefore, the electromagnetism is said to be described by
a U(1) symmetry group, with the photon as a direct consequence of imposing U(1). The
type of theories in which one generates forces by specifying a Lie group, are called Gauge
Theories, or Yang-Mills Theories.
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2.3 Spontaneous Symmetry Breaking

The Lagrangian of a complex scalar field theory with a mass term and a quartic self-
interaction can be expressed as:

L = ∂µΦ*∂µΦ− V (Φ), (2.24)

where the potential V (Φ) is given by:

V (Φ) = µ2Φ*Φ + λ|Φ*Φ|2. (2.25)

The Lagrangian in Eq. (2.24) is invariant under the global U(1) transformation [30]. Provided
µ2 is positive, the potential reaches its minimum value at Φ = 0. Since the vacuum of any
theory is at the minimum value of the potential, the vacuum of this theory is the state
Φ = 0. In terms of a Quantum Field Theory, where Φ is an operator, one would say that
the operator Φ has zero vacuum expectation value (VEV). If the potential in Eq. (2.25) is
changed, by reverting the sign of µ2, now -µ2, it will no longer have a minimum at Φ = 0,
but at:

Φ = v√
2

= eiθ

√
µ2

2λ. (2.26)

There exists now an infinite number of states, each with the same lowest energy, i.e., changing
the potential results in a degenerate vacuum. θ can take any value from 0 to 2π, but for
convenience θ = 0 is chosen to be the vacuum, which results in <Φ> = v/

√
2. The field

Φ is said to have now a non-zero vacuum expectation value. In the language of Quantum
Mechanics, symmetry breaking occurs when a field, or some components of a field, acquire
a non-zero VEV. The symmetry breaking arises from the choice made for the value of the
vacuum. It is said to be spontaneous because no external agent is responsible for it. One
has just chosen one of many degenerate ground states to be the true vacuum. The theory
would then have no obvious U(1) symmetry. One can write the field in terms of fluctuations
around the chosen vacuum. The spontaneous breaking of global symmetries always results
in a massless boson, called Goldstone Boson.

2.4 The Higgs Mechanism

In the previous section, a global U(1) symmetry was broken and the consequences exam-
ined. In this section, a similar procedure is followed, but this time for a local U(1) symmetry,
as treated in Ref. [29]. The Lagrangian for a complex scalar field with a gauged U(1) field
can be written as:

L = −1
2[(∂µ − iqAµ)φ†][(∂µ + iqAµ)φ]− 1

4FµνF
µν − V (φ†, φ). (2.27)

The external source Jµ has been taken as 0. Assuming that the potential takes the form in
Eq. (2.25), the vacuum has the U(1) degeneracy at |φ| = Φ. Since U(1) is now local, the
factor α(x) of the arbitrary field Aµ from Eq. (2.19) is chosen so that both the vacuum and φ
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Chapter 2. The Standard Model of Particle Physics

are real. One can rewrite the field in terms of fluctuations around the chosen ground state:

φ = Φ + h, (2.28)

where h is a real scalar field that represents the fluctuations around the vacuum. Now,
introducing Eq. (2.28) in Eq. (2.27), the Lagrangian takes the form:

L = −1
2∂

µh∂µh−
1
24λm2Φ2h2 − 1

4F
µνFµν −

1
2q

2Φ2A2 + Linteractions. (2.29)

Before the breaking of the local U(1) symmetry, one had a complex scalar field φ and a
massless vector field Aµ with two polarization states. Now, one has a single real scalar h and
a field Aµ with masses equal to

√
4λm2Φ2 and qΦ, respectively. The force-carrying particle

Aµ has gained mass! Starting with a theory with no mass, and by means of spontaneous
breaking of the symmetry, a mass has been introduced. This mechanism for introducing
mass into a theory is called the Higgs Mechanism, built on the union of Gauge invariance
and spontaneous symmetry breaking. The resulting field h is named the Higgs Boson. One
can conclude that while the consequence of global symmetry breaking is a massless boson, as
seen in Sec. 2.3, the effect of a local symmetry breaking is that the gauge field obtained as a
result of the symmetry being local acquires mass.

2.5 Construction of the Standard Model Lagrangian

2.5.1 Particle content

In the Standard Model the fundamental particles are divided in two groups: fermions
and bosons. The fermions constitute the building blocks of matter, while the bosons are
the mediators of the interactions. The photons constitute the quanta of the electromagnetic
interaction field between electrically charged fermions. The chargedW+ andW− bosons and
the neutral Z boson are the quanta of the weak interaction fields between fermions, while the
quanta of the strong interaction field are the massless gluons. The fermions can be classified
in two types: leptons and quarks. With spin 1/2, fermions are described by the Fermi-Dirac
statistics. Bosons have an integer spin and obey the Bose-Einstein statistics.
The boson mediators are listed in Tab. 2.1 [31].

Table 2.1: The boson mediators

Interaction Mediator Spin/Parity

strong gluon, G 1−

electromagnetic photon, γ 1−

weak W±, Z0 1−, 1+

Leptons interact exclusively through the electromagnetic and the weak interaction, while
quarks interact through the electromagnetic, the weak, and the strong interaction. The
leptons carry integer electric charge, with the electron and its antiparticle, the positron (e+)
being the only stable charged leptons. The muon, the τ lepton, and their antiparticles differ
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from the electron and the positron only in their masses and finite lifetimes. The neutral
leptons are called neutrinos, denoted by the generic symbol ν. Tab. 2.2 lists the symbol and
the ratio of the electric charge Q to the elementary charge e of the electron, for each of the six
quarks and six leptons, the area of influence of the fundamental interactions, and the lifetime
for the leptons. The quarks carry a fractional charge. Their mass increases from left to right
in Tab. 2.2, as is the case for the charged leptons. Quarks are grouped into two groups that
differ only by one unit of electric charge. The quark type known as flavor is denoted by
the symbols: u for "up", d for "down", s for "strange", c for "charm", b for "bottom", and t

for "top". The algebra of the gauge group of the Standard Model was already introduced in

Table 2.2: The fundamental fermions

Particles Generation/ Mass / Lifetime (s) for leptons
Q/|e|

Interaction
(mediator)

I II III

quarks

u c t 2
3

strong
(gluon)

el.
m
ag.

(photon)

weak
(W
±
,Z

0)

2.16+0.49
−0.26 (MeV) 1.27±0.02 (GeV) 172.76±0.30 (GeV)

d s b
−1

3
4.67+0.48

−0.17 (MeV) 93+11
−5 (MeV) 4.18+0.03

−0.02 (GeV)

leptons

e µ τ

-10.511 (MeV) 105.66 (MeV) 1776.86 (MeV)

stable 2.20× 10−6 2.90× 10−13

νe νµ ντ

0< 1.1 eV < 1.1 eV < 1.1 eV

stable stable stable

Sec. 2.1. The specific gauge bosons related to the generators of the gauge group of the model
are:

SU(3)C × SU(2)L × U(1)Y ,
↓ ↓ ↓

8Gαµ 3W a
µ Bµ

α = 1, ..., 8 a = 1, 2, 3

(2.30)

where the fields representing the spin-one gauge bosons and their transformation rules are
denoted as follows:

Gαµ transforms as (8,1, 0) (2.31)
W a
µ (1,3, 0)

Bµ (1,1, 0).
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The gluons are the eight spin-one particles, Gαµ(x), associated with the factor SU(3)C .
The subscript C denotes the color. The particles that transform with respect to the factor
Gαµ(x) of the gauge group, and so which couple to the gluons, are said to be colored or to
carry color. Any particle that couples to the gluons is said to be strongly interacting and the
interaction is called strong interaction. Three spin-one particles, W a

µ (x), are associated with
the factor SU(2)L. The subscript L is used to indicate that only the left-handed fermions
carry this quantum number. An additional spin-one particle Bµ(x) is associated with the
factor U(1)Y . The subscript Y denotes the quantum number of the weak hypercharge and
aims to differentiate this quantum number from the ordinary electric charge Q, defined as
the sum of the weak hypercharge Y and the SU(2)L charge’s T3 component (Q = T3 + Y ).
The electromagnetic group is not directly the U(1)Y component of the Standard Model gauge
group. Thus, the electric charge Q is not one of the basic charges that particles carry under
SU(3)C×SU(2)L×U(1)Y . It is rather a derived quantity, arising after electroweak symmetry
breaking, with the electromagnetic group written as Uem(1).
The four spin-one bosons associated with the factor SU(2)L × U(1)Y are related to the
physical bosons mediating the weak interactions W± and Z0, and the photon [32]. Since
the three lepton and quark families hold the same quantum numbers, respectively, and can
only be distinguished through their masses, it is sufficient to consider only one family when
discussing the gauge interaction. Tab. 2.3 summarizes the transformation behavior of the
quark and lepton fields under the SM gauge groups for one generation [33].

Table 2.3: Transformation behavior under the SM gauge groups

Field SU(3)C × SU(2)L × U(1)Y

QL =
(
µL
dL

)
(3, 2, 1

3)

uR (3̄, 1, 2
3)

dR (3̄, 1, -4
3)

LL =
(
eL
νeL

)
(1, 2, −1)

eR (1̄, 1, 2)

To construct the Standard Model Lagrangian, one first postulate the set of symmetries of
the system. The most general renormalizable Lagrangian that fulfills these symmetries is
constructed from the particle and field content introduced above. The SM Lagrangian density
can then be written as a sum of Lagrangian densities [34]:

L = Lgauge + Lfermion + LHiggs + LYukawa. (2.32)

The next subsections are dedicated to introducing each of the sectors that correspond to the
four added Lagrangian densities.
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2.5.2 Gauge sector

The Gauge sector of the SM Lagrangian (Lgauge) describes the massless gauge bosons. The
gauge boson dynamics is encoded in the Lagrangian and is expressed in terms of the field
strength tensors as:

Lgauge = −1
4G

a
µνG

aµν − 1
4W

a
µνW

aµν − 1
4BµνB

µν , (2.33)

where repeated indices are always taken as summed. The quadratic G term of the field
strength tensor for SU(3)C takes the form:

Gaµν = ∂µG
a
ν − ∂νGaµ + gsf

abcGbµG
c
ν , (2.34)

where gs is the strong interaction coupling strength, a, b, c run from 1 to 8, and fabc are
the structure constants of SU(3), defined in Subsec. 2.1.4. W a

µ are the SU(2)L gauge bosons
already introduced in Subsec. 2.5.1 and W a

µν the corresponding field strength tensors, which
take the form:

W a
µν = ∂µW

a
ν − ∂νW a

µ + gεabcW b
µW

c
ν , (2.35)

where g is the weak interaction coupling strength, a, b, c run from 1 to 3, and fabc = εabc [35].
The field strength tensor corresponding to the U(1)Y interaction can be written as:

Bµν = ∂µBν − ∂νBµ. (2.36)

The hypercharge U(1)Y constitutes the underlying U(1) symmetry of the model.

2.5.3 Fermion sector

The fermionic part of the Lagrangian (Lfermion) describes the massless fermions and their
interactions with the gauge bosons. It can be written as:

Lfermion =
∑

quarks
iq̄γµDµq +

∑
ψL

iψ̄Lγ
µDµψL +

∑
ψR

iψ̄Rγ
µDµψR. (2.37)

The covariant derivative acts on ψR and ψL in the second and third term as:

DµψL = (∂µ + igWµ + ig′YLBµ)ψL DµψR = (∂µ + ig′YRBµ)ψR, (2.38)

where g and g′ are the SU(2)L and U(1)Y couplings, respectively. The L(R) index refers to
the left (right) chiral projections ψL(R) = (1± γ5)ψ/2. The left-handed quarks (d, u, s, c, b, t)
and leptons (e, νe, µ, νµ, τ, ντ ) are arranged in doublets, while the right-handed fermions are
singlets [34,36]. The following are the three generations of SU(2) doublet pairs of quarks and
leptons:

ψL : Li =
(
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL,

)
Qi =

(
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

)
, (2.39)
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where i = 1, 2, 3 correspond to the indexes of the generations [37], and the right-handed
fermions can be indexed by the first-generation label:

ψR : eiR = {eR, µR, τR} , νiR = {νeR, νµR, ντR} , (2.40)
uiR = {uR, cR, tR} , diR = {dR, sR, bR} .

2.5.4 Higgs sector

The Higgs sector of the Lagrangian (LHiggs) is responsible for the electroweak symmetry
breaking (EWSB). Thus, it gives mass to the electroweak gauge bosons. The term LHiggs of
the SM Lagrangian can be expressed as:

LHiggs = (Dµφ)†(Dµφ)− V (φ). (2.41)

The first term of the Lagrangian contains the kinetic and gauge-interaction terms via the
covariant derivative while the second term is a potential energy function of φ. The most
general gauge-invariant potential involving φ can be written as:

V (φ) = −µ2φ†φ+ λ(φ†φ)2, (2.42)

where the λ term describes quartic self-interactions among the scalar field. The Higgs field φ
is a self-interacting SU(2)L complex doublet with weak hypercharge Y = 1, which takes the
form:

φ = 1√
2


√

2φ+

φ0 + ia0

 , (2.43)

where φ0 and a0 are the CP-even and CP-odd neutral components, and φ+ is the complex
charged component of the Higgs doublet [38]. For negative values of the quadratic term µ2,
the neutral component of the scalar doublet acquires a non-zero vacuum expectation value:

<φ> = 1√
2

(
0
v

)
. (2.44)

The spontaneous breaking of the SM gauge symmetry SU(3)C × SU(2)L × U(1)Y into
SU(3)C×U(1)em is induced by φ0 = H+<φ0>, with <φ0> ≡ v. The potential in Eq. (2.42)
has a mexican hat shape, as depicted in Fig. 2.1. The axial symmetry is not violated at
the top, but as the ball rolls down it will be spontaneously broken, with the rotational U(1)
symmetry broken at any of the points located at the bottom of the potential.
The position of the minimum is determined with only one real parameter, the vacuum

expectation value of the field (v = (
√

2GF )− 1
2 ), which is fixed by the Fermi coupling (GF ) to

approximately 246 GeV. The Higgs field couples to the Wµ and Bµ gauge fields associated
with the SU(2)L × U(1)Y local symmetry through the electroweak covariant derivative:

Dµφ = (∂µ + igT iW i
µ + i

1
2g
′Bµ)φ, (2.45)

16



2.5. Construction of the Standard Model Lagrangian

Figure 2.1: Illustration of the Higgs potential for µ2 < 0 [39].

where g and g′ are the couplings already introduced in Eq. (2.38), and T i = τ i

2 (τ i are the
three Pauli matrices). Working with the first term of the Lagrangian:

(Dµφ)†(Dµφ) = v2

8
[
g2
(
(W 1

µ)2 + (W 2
µ)2
)

+ (gW 3
µ − g′Bµ)2

]
, (2.46)

and defining the charged vector boson W−µ along with its complex conjugate as:

W±µ ≡
1√
2

(W 1
µ ∓ iW 2

µ), (2.47)

the g2 term in Eq. (2.46) yields the W mass (mW = gv
2 ). Thus, the combinations W 1 ∓ iW 2

correspond to the charged W bosons. Additionally, the neutral gauge bosons Z and A are
obtained:

Zµ = 1√
g2 + g′2

(gW 3
µ − g′Bµ) → mZ = v

2

√
g2 + g′2, (2.48)

Aµ = 1√
g2 + g′2

(g′W 3
µ + gBµ)→ mA = 0.

Once the experimental values for theW and Z boson masses are determined, the electroweak
mixing angle is obtained [40,41]:

sin2θW = 1− M2
W

M2
Z

= 0.223. (2.49)

From the four generators of the SU(2)L × U(1)Y SM gauge group, three are spontaneously
broken and one remains unbroken, the one associated to the conserved U(1)em gauge sym-
metry. Thus, its corresponding gauge field, the photon, remains massless.

17



Chapter 2. The Standard Model of Particle Physics

2.5.5 Yukawa sector

Fermions acquire mass through their Yukawa interaction with the single Higgs doublet φ,
once EWSB occurs. The last missing piece of the SM Lagrangian to be introduced is the
part that spans this interaction (LYukawa), which takes the form:

LYukawa = −ĥdij q̄LiφdRj − ĥuij q̄Li φ̃ uRj − ĥlij l̄Liφ eRj + h.c., (2.50)

where h.c. stands for hermitian conjugate of the previous terms, φ̃ = iσ2φ*, while qL(lL)
and uR, dR(eR) are the quark (lepton) SU(2)L doublets and singlets, respectively. For each
term a 3 × 3 matrix in family space parametrizes ĥXij and after EWSB the Higgs-fermion
interactions are diagonalized (ĥfij → hfiδij). The masses of the fermions generated through
the Yukawa interaction are proportional to the VEV of the Higgs field:

mfi = hfiv√
2
, (2.51)

with the index i referring to the three families in the up-quark, down-quark, and charged
lepton sectors. The EWSB mechanism itself does not provide an insight on possible under-
lying reasons for the large variety of fermion masses. This, among other SM shortcomings,
is discussed in Sec. 2.7.

Some observations can be made after working further with the first term of the Lagrangian
in Eq. (2.41). All the Higgs couplings can be written in terms of the masses of the particles
to which it couples. The dependence of the Higgs boson couplings on the mass of the fun-
damental particles makes this new type of interaction very weak for light particles like the
electron but strong for heavy particles like the top quark. Being more precise, the SM Higgs
couplings to fundamental fermions are linearly proportional to the fermion masses, while
the couplings to bosons are proportional to the square of the boson masses. The following
Lagrangian summarizes the SM Higgs boson couplings to gauge bosons and fermions, as well
as the Higgs boson self-coupling:

L = −gHff̄ f̄fH + gHHH
6 H3 + gHHHH

24 H4 + δV VµV
µ(gHV VH + gHHV V

2 H2), (2.52)

with

gHff̄ = mf

v
, gHV V = 2m2

V

v
, gHHV V = 2m2

V

v2 , gHHH = 3m2
H

v
, gHHHH = 3m2

H

v2 , (2.53)

where V = W± or Z, δW = 1, and δZ = 1/2. Thus, the dominant mechanisms for the
SM Higgs boson production and decay involve the coupling of H to W , Z, and the third
generation of quarks and leptons. The Higgs boson coupling to gluons is generated at leading
order by a one-loop process in which H couples to a virtual tt̄ pair, while the Higgs boson
coupling to photons is generated via a one-loop graph, with a virtual W+W− pair having
the dominant contribution and a smaller contribution from a virtual tt̄ pair.
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2.6 SM Higgs collider phenomenology

The collider phenomenology allows us to build a bridge between theory and experiment.
On the one hand, one would like to study experimentally the consequences of a particular
theoretical model. On the other hand, once the data is collected and processed, one would
like to interpret the results and understand their implications.

2.6.1 Production mechanisms at hadron colliders

The main Higgs boson production mechanisms at hadron colliders are gluon fusion (ggF),
vector boson fusion (VBF), associated production with a gauge boson (VH), and associated
production with a pair of top quarks (ttH) or with a single top quark (tHq). The corre-
sponding representative diagrams for these dominant Higgs boson production processes are
depicted in Fig. 2.2.
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Figure 2.2: The main leading order Feynman diagrams contributing to the Higgs boson
production: (a) gluon fusion, (b) Vector-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson), (d) associated production with a pair of top (or bottom)
quarks, (e-f) production in association with a single top quark [38].

In parallel with the experimental effort, big progress has been achieved in the precision of the
theoretical calculations for the Higgs boson production cross-sections. Higher order quantum
corrections that result from the strong and electroweak interactions are now also consid-
ered. Tab. 2.4 summarizes the cross-sections for the production of the SM Higgs boson and
the relative uncertainties as a function of the center-of-mass-energy for pp collisions. The
quoted theoretical uncertainties largely emerge from unknown contributions from missing
higher order corrections. The first listed center-of-mass-energy corresponds to the maximum
center-of-mass-energy reached by the Tevatron accelerator, which operated until 2011 in the
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premises of the Fermi National Accelerator Laboratory (FERMILAB). The additional val-
ues correspond to the centers-of-mass-energy reached or expected to be reached at different
stages of operation of the LHC. More details on the LHC machine performance are given in
Subsec. 4.1.2.

√
s (TeV) Production cross-section (in pb) for mH=125 GeV

ggF VBF WH ZH ttH total

1.96 0.95+17%
−17% 0.065+8%

−7% 0.13+8%
−8% 0.079+8%

−8% 0.004+10%
−10% 1.23

7 16.9+4.4%
−7.0% 1.24+2.1%

−2.1% 0.58+2.2%
−2.3% 0.34+3.1%

−3.0% 0.09+5.6%
−10.2% 19.1

8 21.4+4.4%
−6.9% 1.60+2.3%

−2.1% 0.70+2.1%
−2.2% 0.42+3.4%

−2.9% 0.13+5.9%
−10.1% 24.2

13 48.6+4.6%
−6.7% 3.78+2.2%

−2.2% 1.37+2.6%
−2.6% 0.88+4.1%

−3.5% 0.50+6.8%
−9.9% 55.1

14 54.7+4.6%
−6.7% 4.28+2.2%

−2.2% 1.51+1.9%
−2.0% 0.99+4.1%

−3.7% 0.60+6.9%
−9.8% 62.1

Table 2.4: The SM Higgs boson production cross-sections and relative uncertainties for mH

= 125 GeV as a function of the center-of-mass-energy,
√
s, for pp collisions (pp̄ collisions

at
√
s = 1.96 TeV for the Tevatron). The upper (lower) percentage values of the relative

uncertainties refer to the positive (negative) variation of the theoretical uncertainty [38].

The strength of the Higgs boson interaction with SM particles is dependent on their mass, as
already discussed in Subsec. 2.5.4. Thus, the production of Higgs bosons at the LHC mainly
involves heavy fermions and the massive vector bosons W and Z. These massive particles
are produced via radiation processes from the incoming quarks or gluons in the colliding
protons, as depicted in Fig. 2.2. The large abundance of gluons, together with the process
being mediated by the exchange of a virtual heavy top quark, makes gluon-fusion the larger
Higgs boson production mechanism at the LHC, producing Higgs bosons largely at rest and
with no associated objects. In VBF, the second process in importance, the incoming quarks
radiate a W or Z boson, which fuse to produce a Higgs boson. The scattered quarks are
seen as two back-to-back hard jets in the forward and backward region of the detector. This
characteristic fingerprint allows us to distinguish the VBF processes from the overwhelming
QCD background and provides a clean environment for the determination of the Higgs boson
couplings. The next most relevant Higgs boson production mechanisms are WH, ZH, and
ttH associated production. WH and ZH provide a rather clean environment for the study
of the Higgs boson decay into a pair of b-quarks, while ttH provides a direct probe of the
top-Higgs Yukawa coupling, with the Higgs boson being radiated off top quarks.

2.6.2 Branching ratios and total width

Once produced, the Higgs boson decays promptly. The theoretical computation of all rele-
vant Higgs boson decay widths and the total width is essential for a later interpretation of the
experimental results. The decay branching fraction depends on the Higgs boson interaction
strength with the particles it decays in, which in turn depends on the mass (Subsecs. 2.5.4
and 2.6.1). The Higgs boson discovery was accomplished essentially through production and
decay channels related to the Higgs boson couplings to vector gauge bosons. Back in Sum-
mer 2012, the ATLAS and CMS experiments observed an excess of events near mH = 125
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GeV in the H → ZZ* → 4l and H → γγ, confirmed by the sensitive but low-resolution
H →WW * → lνlν channel. About one year later, on October 8th of 2013, François Englert
and Peter Higgs were awarded the Nobel Prize in physics: "for the theoretical discovery of a
mechanism that contributes to our understanding of the origin of mass of subatomic particles,
and which recently was confirmed through the discovery of the predicted fundamental parti-
cle, by the ATLAS and CMS experiments at CERN’s Large Hadron Collider". The fermionic
final states required a larger data sample to produce statistically significant measurements
and had to wait until a partial Run II dataset was collected.
In the Born approximation, the partial width of the Higgs boson decay into fermion pairs
can be written as:

ΓBorn(H → ff̄) = GµNc

4
√

2π
MHm

2
fβ

3
f , (2.54)

where β = (1 − 4m2
f/M

2
H)1/2 is the velocity of the fermions in the final state and NC is the

color factor NC = 3(1) for quarks (leptons) [42]. The branching ratios into fermions can then
be obtained as the ratio of the partial width to the total width Γ(H → ff̄)/Γtot, where Γtot
is given by a sum over all the partial decay widths of the Higgs boson. In the leptonic case,
the predominant decay branching ratio is to τ+τ− pairs, followed to a much lesser extent by
the decay to µ+µ− pairs. With a dataset corresponding to the 2016 data-taking period, the
Higgs boson decay to fermions of the third generation (bottom quarks, tau leptons, and top
quarks) was finally observed by the ATLAS and CMS experiments. Fig. 2.3 presents the SM
Higgs branching ratios in the mass range 120 GeV ≤MH ≤ 130 GeV, depicted as solid lines.
The colored bands around the lines show the respective uncertainties. The fermionic decay
H → bb̄ dominates over the entire mass range. Due to the values of the vector-boson masses,
decays into two real massive vector bosons are not possible but decays into one real and
one virtual boson can occur. Thus, the Higgs boson can decay into lower mass virtual W *

and Z* bosons, which serve as mediators and decay promptly (the * is used to indicate that
the particle is virtual). One of this kind of decays H → WW *, has the highest branching
ratio after H → bb̄. The H → gg, H → τ+τ−, H → cc̄, and H → ZZ* decays follow
in that order. With much smaller rates, the H → γγ, H → γZ, and H → µ+µ− decays
come behind. The decays into gluons, diphotons, and Zγ are only possible via quantum-loop
processes, involving heavy charged particles likeW bosons, Z bosons, and top quarks. Hence,
they provide indirect information on the Higgs boson couplings to WW , ZZ, and tt̄. The
total width of the SM Higgs boson is ΓH = 4.07 × 10−3 GeV, with a relative uncertainty of
+4.0%
+3.9% [38].

2.7 Standard Model shortcomings

The Standard Model is extremely well tested. It predicts the existence of particles that
were subsequently found with precisely the foreseen properties such as the W and Z bosons,
the gluon, two of the heavier quarks (the charm and the top quark), and the Higgs boson.
The electroweak mixing angle presented in Eq. (2.45) has been found to maintain the same
value for every electroweak process, as predicted in the SM. Several other precision measure-
ments have provided stringent tests of the SM structure and an accurate determination of
some of the 18 free parameters of the model. Despite the incredible success of the SM, the
theory is unable to explain some phenomena and cannot even accommodate others. Thus, it
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Figure 2.3: The branching ratios for the main decays of the SM Higgs boson. The bands
represent the current knowledge of the theoretical uncertainties [38].

is strongly believed that the SM is an effective theory of a more fundamental one.
The SM cannot provide an explanation to the astronomical observations showing that the
cosmological constant (the energy density of the vacuum) is smaller by many orders of mag-
nitude than expected. This is the so-called cosmological constant problem. For a long time,
the expansion of the universe was thought to be slowing down due to the mutual gravitational
attraction of the matter in the universe. Nevertheless, it is known now that the expansion
is accelerating, and the cause of the acceleration cannot be explained within the SM. Fur-
thermore, the fields responsible for the extremely rapid expansion, which appears to have
occurred in the first moments of the Big Bang, cannot be SM ones. This phenomenon of
rapid expansion is called inflation. After the huge burst of energy in the Big Bang, matter
and antimatter should have evolved into equal parts. Nevertheless, looking out at the stars,
galaxies, gas clouds, clusters, superclusters, and the largest-scale structures of the universe,
everything seems to be composed of matter and not antimatter. This matter-antimatter
asymmetry cannot be explained within the SM. The ordinary matter described by the SM
makes up less than five percent of the universe’s energy density. About an additional quarter
is made out of a new kind of unknown matter referred to as dark matter (DM), with the name
coming from the fact that it doesn’t interact with the electromagnetic force. Dark matter
has not yet been observed experimentally, and no SM particle is found to meet the required
properties to be a dark matter candidate. The remaining energy of the universe is accounted
for by a hypothetical form of energy called dark energy, which seems to exert a negative and
repulsive pressure. The existence of dark energy is thought to be the cause of the unexpected
increase in the expansion rate of the universe.
Another puzzling question not answered by the SM refers to the so-called hierarchy problem:
why the electroweak scale (≈ 102 GeV) and the Planck scale (≈ 1019 GeV) differ in so many
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orders of magnitude? The vast difference between both orders of magnitude is the hierarchy
in the name hierarchy problem. It seems unnatural that, being the bare Higgs mass and
the quantum corrections of the order of ≈ 1017 GeV, the cancellation of terms results in a
renormalized Higgs mass reduced to its experimental value of 125 GeV.
In the SM, the neutrinos are very weakly interacting massless particles with no electric charge.
However, experimental results show that neutrinos do have a mass, providing evidence that
new physics Beyond the Standard Model (BSM) must exist. Although very low, the mass of
the neutrinos gives rise to physical phenomena like neutrino oscillations. A neutrino of one
type can change into one of a different type, which would not be possible if all three neutrinos
have zero mass or the same mass. When a flavor state is produced by a weak interaction, e.g.,
a muon neutrino, the formed state is a mixture of states with different mass, which evolve at
different rates. As a consequence of this, the muon neutrino can interact at a later time as
a flavor state different from its original flavor. The term oscillation refers to this possibility
of flavor change, namely that the neutrino is created in one flavor and can interact later on
as another. The phenomenon of neutrino oscillation was observed by the Super-Kamiokande
experiment in 1998 [43]. The observation allowed us to establish that neutrinos have non-zero
and non-degenerate masses. Shortly after, the SNO experiment showed that electron neu-
trinos born in the core of the sun transition to a mixture of all three flavors, explaining the
fewer-than-expected number of electron neutrinos detected on earth [44]. These observations
were granted the 2015 Nobel Prize in Physics "for the discovery of neutrino oscillations, which
shows that neutrinos have mass."
As in the case of the hierarchy problem mentioned above, another fine-tuning problem seems
to appear within the SM. This time, the issue is related to CP transformations, which com-
bine the charge conjugation C with the parity P . The CP violation is allowed in the SM weak
and strong interactions. Nevertheless, it has only ever been observed experimentally in the
weak interaction. Consequently, the physically observable angle θ̄, which parametrizes the
CP violation in the strong interaction, has tight experimental limits set on θ̄ � 10−10 [38].
The unanswered question of why θ̄ is so small is known as the strong CP problem.
Another pending SM shortcoming, without a doubt one of the major ones, is the fact that
the SM does not include gravity. In the context of some theories maintaining the particle-like
interpretation of matter and interactions, gravity is mediated by the graviton, a massless
spin-2 particle which constitutes the hypothetical quantum of gravity. The SM Lagrangian
does not include a kinetic or an interaction term for the graviton and, therefore, does not
describe quantum gravity.
An additional limitation of the SM comes from the fact that, while it describes three gener-
ations of fermions, it does not explain why more than one exists. The origin of the multiple
generations of fermions, and the specific value of three, remains an open question. A final SM
shortcoming of particular relevance is the high number of free parameters of the model, 18
numerical constants with unrelated and arbitrary values. The measured masses of quarks and
leptons are within the 18 free parameters but, while their experimental values accommodate
well into the model, they are not explained by the model itself.
In this section, an overview of the Standard Model limitations has been presented. The
cosmological constant problem, the matter-antimatter asymmetry, the nature of dark matter
and dark energy, the hierarchy problem, the neutrino oscillations, the strong CP problem,
and the unrefined high number of free parameters of the SM Lagrangian, have been discussed.
Some of the theoretical developments on BSM physics aiming to address and solve these SM
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deficiencies are presented in Chapter 3.

2.8 The Higgs boson as a probe for new physics

The Higgs boson discovery opened a new path of exploration at the LHC. The study of its
properties allows us to probe BSM models. Constraints for the new physics can be established
through precision measurements of the SM Higgs boson properties, but also through direct
searches for new phenomena. Within the BSM models, three categories can be identified
according to the main assumption made: the existence of additional BSM Higgs bosons, the
exotic production of the SM-like Higgs boson, and exotic decays of the SM-like Higgs boson.
In the first category, direct constraints can be obtained by searching for the additional Higgs
bosons. One can also set indirect constraints on BSM models that propose an extended Higgs
sector through measurements of the SM Higgs boson properties. For instance, the BSM model
might predict certain modifications in some of the SM parameters, e.g., the couplings of the
SM Higgs boson to SM particles may be modified. If a precise measurement of these couplings
is consistent with the SM expectation, indirect constraints on the BSM model can be derived.
The second category groups models in which the BSM physics may alter the production rate of
the SM-like Higgs boson at the LHC. For instance, the SM-like Higgs boson may be produced
in association with undetectable particles, such as DM candidate particles. In this case, the
DM particles would escape detection, and the signal left in the detector would consist of a
SM-like Higgs boson and missing transverse energy. This specific kind of search is referred
to as mono-Higgs. The third category refers to the set of BSM models in which new physics
manifests itself by affecting the decays of the SM-like Higgs boson. Rare decays of the SM-like
Higgs boson may be enhanced, e.g., decays to quarkonia. Furthermore, the SM-like Higgs
boson may decay to BSM particles, which subsequently decay into SM particles. It might
also be the case that the SM-like Higgs boson undergoes invisible decays to BSM particles
that escape detection in the experimental apparatus, such as DM candidate particles.
The Higgs boson has definitely opened new possibilities for exploring the frontiers of the SM
and its possible extensions at the LHC. The upcoming data-taking periods with increased
luminosity and center-of-mass-energy (Subsec. 4.1.2), will allow continuing this exploration,
searching for new physics with the Higgs boson.
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3.1 Description of the models

The knowledge of the theoretical models giving rise to exotic Higgs decays allows the exper-
imentalists to interpret in a model-dependent context the model-independent results obtained
from the analysis of the data. Often, only a few parameters are enough to capture the model’s
relevant details, e.g. the non-SM four-body Higgs decays of the form h → φφ → (ff̄)(f ′f̄ ′)
(where φ is a singlet and f , f ′ are SM fermions) can be parametrized by mh = 125 GeV,
mφ, B(h → φφ), and B(φ → ff

′). If the decays are displaced, or there are multistep cas-
cades, more parameters can be added. Several of the so-called simplified models are able to
encapsulate the main ingredients involved in more complicated BSM models in this way. The
Higgs sector can be extended by adding a scalar to the SM, one or two fermions, or a vector.
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Model

The Dark Photon Model is a particular case of SM + Vector model. Another set of simplified
models that extend the Higgs sector arise through the incorporation of a Higgs doublet, the
so-called two-Higgs-doublet models, with the optional addition of a scalar. More complicated
models, but with similar ingredients to the simplified models, are the Minimal Supersym-
metric Standard Model (MSSM) [45], the Next to Minimal Supersymmetric Standard Model
(NMSSM) [46], and the Little Higgs models [47]. There is also a rich phenomenology possible
in Hidden Valley models [48].
The model-independent results obtained in the analysis presented in this thesis are inter-
preted within the 2HDM+S and the Dark Photon Model context. Therefore, the next two
subsections are dedicated to describing the basic phenomenology of these models, in partic-
ular the one related to the presence of light bosons. Details on the characteristics of the
pp → h → XX → ll̄l′ l̄′ process within these two theoretical frameworks are provided. Fur-
thermore, the existing collider studies and dedicated searches exploring the µµττ final state
are presented.

3.1.1 Two Higgs Doublet models + Scalar

The most general 2HDM consists of two Higgs doublet fields and the corresponding Higgs
potential can be written as:

V = m2
1|H1|2 +m2

2|H2|2 + λ1
2 |H1|2 + λ2

2 |H2|2 + λ3|H1|2|H2|2 + λ4|H†1H2|2+ (3.1)

λ5
2
(
(H1H2)2 + c.c.

)
+m2

12(H1H2 + c.c.) +
(
λ6|H1|2(H1H2) + c.c.

)

+
(
λ7|H2|2(H1H2) + c.c.

)
.

The hypercharges of the Higgs fields are −1/2 for H1 and +1/2 for H2 [26]. The two scalar
doublets expanded around their respective minima take the form:

H1 = 1√
2

v1 +H0
1,R + iH0

1,I

H−1,R + iH−1,I

 H2 = 1√
2

 H+
2,R + iH+

2,I

v2 +H0
2,R + iH0

2,I

 . (3.2)

The mass matrices for the charged scalar and pseudoscalar are diagonalized by a rotation
angle β, with tanβ = v2/v1. The three real degrees of freedom left after EWSB yield one
neutral pseudoscalar mass eigenstate (A), and two neutral scalar mass eigenstates (h, H0):

A = H0
1,I sinβ −H0

2,I cosβ,

 h

H0

 =

−sinα cosα

cosα sinα


H0

1,R

H0
2,R

 . (3.3)

The scalar mass eigenstates are defined in terms of the real components of the doublets by
the rotational angle α, with −π/2 ≤ α ≤ π/2. The phenomenology of the 2HDMs is governed
by the two parameters tanβ and α, which determine the interactions of the various Higgs
fields with the vector bosons and fermions. Z2 symmetries are imposed in order to avoid large
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Flavor-Changing Neutral Currents (FCNCs), ensuring that fermions with the same quantum
numbers couple to only one Higgs field. As a result of this requirement, four standard types of
fermion couplings become available. The fermion Higgs couplings for each of the four types of
2HDMs are summarized in Tab. 3.1: Type I (all fermions couple to H2), Type II (MSSM-like,
dR and eR couple to H1, uR to H2), Type III (lepton-specific, leptons and quarks couple to
H1 and H2, respectively), and Type IV (flipped, with uR, eR coupling to H2 and dR to H1).

Model 2HDM I 2HDM II 2HDM III 2HDM IV

u H2 H2 H2 H2

d H2 H1 H2 H1

e H2 H1 H1 H2

Table 3.1: Fermion Higgs couplings for the 2HDMs Type I-IV [26].

From the two real mass eigenstates in Eq. (3.3), one is identified as the SM-like Higgs boson
(h) and the other is taken to be heavy (H0), which is easily achieved in the decoupling limit
(α → π/2 − β). Tab. 3.2 lists all the couplings to fermions and gauge fields relative to the
SM Higgs couplings of h, H0, and the A mass eigenstates.
The complex scalar singlet added to the 2HDMs:

Couplings 2HDM I 2HDM II 2HDM III 2HDM IV

h

ghV V sin(β − α) sin(β − α) sin(β − α) sin(β − α)

ghtt̄ cosα/sinβ cosα/sinβ cosα/sinβ cosα/sinβ

ghbb̄ cosα/sinβ -sinα/cosβ cosα/sinβ -sinα/cosβ

ghττ̄ cosα/sinβ -sinα/cosβ -sinα/cosβ cosα/sinβ

H0

gH0V V cos(β − α) cos(β − α) cos(β − α) cos(β − α)

gH0tt̄ sinα/sinβ sinα/sinβ sinα/sinβ sinα/sinβ

gH0bb̄ sinα/sinβ cosα/cosβ sinα/sinβ cosα/cosβ

gH0τ τ̄ sinα/sinβ cosα/cosβ cosα/cosβ sinα/sinβ

A

gAV V 0 0 0 0

gAtt̄ cotβ cotβ cotβ cotβ

gAbb̄ -cotβ tanβ -cotβ tanβ

gAττ̄ -cotβ tanβ tanβ -cotβ

Table 3.2: Couplings of the neutral scalar and pseudoscalar mass eigenstates, normalized to
the SM Higgs boson couplings, for the 2HDMs Type I-IV with a Z2 symmetry [26].

S = 1√
2

(SR + iSI), (3.4)
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only couples to the two 2HDM Higgs fields (H1,2) in the potential, with no direct Yukawa
couplings. The resulting physical states acquire all of its couplings to SM fermions through
its mixing with H1,2. In order to preserve the SM-like nature of h, this mixing needs to be
small. Assuming that the 2HDM is near or in the decoupling limit and that the mixing of
the singlet to the doublets is small, exotic Higgs decays of the form:

h→ ss→ XX̄Y Ȳ , h→ aa→ XX̄Y Ȳ , h→ aZ → XX̄Y Ȳ , (3.5)

are possible. The SM-like Higgs h couples to a singlet-like scalar s or pseudoscalar a, where
s(a) is a (pseudo)scalar mass eigenstate mainly composed of the real (imaginary) parts of
the singlet field, and X, Y are SM fermions or gauge bosons. This setup, referred to as the
2HDM+S, opens the possibility for a large variety of searches with non-standard four-body
final states.
For a given type of 2HDM, the exotic Higgs decay phenomenology is governed by the exotic
branching ratios B(h → aa) and B(h → Za), as well as tanβ, which dictates the fermion
couplings to a. Fig. 3.1 presents the branching ratios B(a→ XX̄), corresponding to the decay
of the light pseudoscalar into a pair of SM particles for the Type III 2HDM+S, illustrating a
rich decay phenomenology. For the Type I, the exotic decay branching ratios are independent
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Figure 3.1: Branching ratios of a singlet-like pseudoscalar in the 2HDM+S for Type III
Yukawa couplings. Decays to quarkonia probably invalidate theoretical calculations in the
shaded regions [26].

of tanβ as a result of the fermions only coupling to H2, while the couplings of the pseudoscalar
to all fermions are proportional to the corresponding ones of the SM Higgs boson, with the
same proportionality constant. Unlike the Type I models, the branching ratios depend on
tanβ for Type II, III, and IV models. In the Type II models, the decays to down-type fermions
are suppressed (enhanced) for tanβ < 1 (tanβ > 1). In the Type III models, the decays to
quarks (leptons) are favored over the decays to leptons (quarks) for tanβ < 1 (tanβ > 1).
Therefore, for tanβ higher than one, decays to τ+τ− dominate over decays to bb̄ above the bb̄
threshold and µ+µ− can dominate over decays to heavier, kinematically allowed quarks, as it
can be seen in the right plot of Fig. 3.1. The 2b2τ or 2c2τ final states are specially sensitive
to the Type IV models, for tanβ < 1 since the branching ratio to up-type quarks and leptons
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can be enhanced with respect to down-type quarks, resulting in similar branching ratios to
bb̄, cc̄, and τ+τ−.

3.1.2 Dark Photon Model

Possible states almost decoupled from the SM particles constitute the so-called hidden
sector. The leading interactions of the hidden sector with the SM sector may be through the
hypercharge portal, via the kinetic mixing, or through the Higgs portal, via the Higgs mixing.
The kinetic mixing is driven by the parameter ε and the Higgs mixing by the parameter κ.
The introduction of a hidden sector and a very weak interaction with the SM fermions could
explain some of the SM shortcomings discussed in Sec. 2.7, such as the antimatter excess
in cosmic rays. The simplest hidden sector would be considering an additional U(1)D gauge
symmetry with a massive interaction carrier, a vector boson called dark photon and denoted
as ZD. The model is defined by the U(1)D gauge sector and a SM singlet S with unit charge
under U(1)D. The new physics contribution can be represented by the addition of one term
to the Lagrangian in Eq. (2.32) [49], leading to:

L = LSM + LD, with LD = LKE
D + LHD

D . (3.6)

The only coupling to the SM of the new gauge sector with vector field Xµ is through kinetic
mixing with the hypercharge gauge boson Bµ. The kinetic mixing coefficient ε determines
the strength of the coupling of ZD with the SM fermions. Two terms contribute to the kinetic
energy term of U(1)D so that LKE

D takes the form:

LKE
D = −1

4XµνX
µν + ε

2XµνB
µν , (3.7)

where ε must be very small in order to keep consistency with the constraints from precision
electroweak measurements. The dark Higgs sector Lagrangian (LHD

D ) takes the form:

LHD
D = (DµHD)†(DµHD) + µ2

DH
†
DHD − λD(H†DHD)2 − κH†HH†DHD. (3.8)

The Higgs potential is minimized by the vacuum expectation values of the SM Higgs boson
(H0) and the dark Higgs (S):

H0 = 1√
2

(h+ v), S = 1√
2

(s+ w). (3.9)

The non-zero vacuum expectation value acquired by S gives mass to ZD. The connection
between the dark and the SM sectors is given by the gauge kinetic mixing and the Higgs
mixing, with the phenomenology of the model depending on the dominant mixing. The
symmetry breaking of U(1)D may lead to exotic Higgs decays, particularly if there is a
mixing between the two Higgs sectors. The exotic Higgs boson decays can be through the
Higgs portal with a Higgs-to-dark-Higgs mixing (h → ZDZD), as depicted in Fig. 3.2, or
through the hypercharge portal Z-ZD mass mixing (h → ZZD), which also drives the direct
production of the dark photon in Drell-Yan events (pp→ ZD → l+l−).
The decay branching ratios of ZD are ordered by the gauge couplings instead of the Yukawa
couplings. Thus, decays to e+e− and µ+µ− continue to be large above the τ threshold. If
there are no hidden-sector states below the dark photon mass (mZD), which is a free parameter
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Figure 3.2: Exotic Higgs boson decay to four leptons induced by intermediate dark vector
bosons via the Higgs portal, where s is a dark Higgs boson. The ZD gauge bosons decay to
SM particles through kinetic mixing with the hypercharge field or through mass mixing with
the Z boson. The HZDZD vertex factor is proportional to κ [50].

of the model, the dark photon will only decay to SM particles. The lowest Leading Order
dark photon decay width to fermions can be written as:

Γ(ZD → f̄f) = Nc

24πmZD

√√√√1−
4m2

f

m2
ZD

(m2
ZD(g2

L + g2
R)−m2

f (−6gLgR + g2
L + g2

R)), (3.10)

where gL,R = gZDfL,Rf̄L,R
, correspond to the ZDfL,Rf̄L,R interaction. The gL,R terms are

proportional to ε for ε � 1. Eq. (3.10) constitutes a good approximation for dark photon
masses above the bb̄ threshold, but higher order QCD calculations and experimental informa-
tion are needed in order to obtain consistent predictions across the entire mass range. From
Eq. (3.10), the leptonic branching fraction:

B(ZD → ll) = Γ(ZD → ll)
ΓZD

, (3.11)

can be obtained. Fig. 3.3 depicts the resulting branching ratios as a function of the dark
photon mass. The branching ratios are roughly dependent on the square of the electric
charge of the decay products and, therefore, leptons with charge -1 are very common.

3.2 General Motivation to Search for Exotic Higgs Decays

Exotic Higgs decays remain a well-motivated possibility, even after the discovery of a Higgs
particle consistent with the SM expectations. At present, the search for exotic Higgs decays
constitutes an important component of the LHC physics program. The upper limit at 95%
CL on the branching fraction into exotic decay modes of the Higgs boson is currently set
at 34%, from ATLAS and CMS Run I measurements of the Higgs boson production, decay
rates, and constraints on its couplings [17]. In this joint analysis, a parameterization allowing
contributions from BSM particles was made, resulting in the quoted upper limits. The dataset
recorded by CMS during Run II might contain O(500, 000) exotic Higgs decays, assuming
a B(h → BSM) of 10%. Thus, if an acceptable trigger efficiency for the final states of the
exotic decays is achieved, dedicated searches offer a large discovery potential. The value
of 10% is considered taking into account projections of the indirect measurement on Higgs
coupling fits, which indicate that the reachable precision at the LHC on the B(h → BSM)
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Figure 3.3: Branching ratios for dark photon decay at leading order and without QCD
corrections from Ref. [26]. The label light hadrons refers to hadrons containing only up,
down, and strange quarks. Decays of the dark photon to the dark sector are assumed to be
kinematically forbidden. The simple theoretical calculations are probably invalidated in the
shaded regions, due to missing threshold effects and QCD corrections, as well as the presence
of hadronic resonances in these regions.

would be of O(5 − 10%). Thus, branching fractions of O(10%) into exotic decay modes are
still allowed and will continue to be a reasonable target for the duration of the LHC physics
program. Tab. 3.3 lists the number of exotic Higgs decays that could be contained in the
datasets collected by CMS in Run II, Run III, and the High Luminosity LHC, according to
the luminosity recorded or expected to be recorded during these data-taking periods. The
numbers are reported separately for each Higgs production mechanism. The corresponding
cross-section values for the centers of mass energy of 13 and 14 TeV are listed in Tab. 2.4.

Due to the tiny width of the SM Higgs boson (Subsec. 2.6.2), even extremely small couplings
of the Higgs boson to new BSM particles can lead to potential signals that would be detectable
at the LHC. The non-targeted analysis might be a possibility to constrain the large variety
of exotic Higgs decay modes. However, typical LHC exotica searches apply cuts on the
pT threshold of the objects at analysis level, leaving decay modes with low pT final states
largely unconstrained. This is the case of the four-body exotic cascade decays, in which the
characteristic pT of the daughter particles in the dominant gluon fusion process is smaller
than the usual analysis cuts applied. Therefore, dedicated searches are needed to discover or
constrain the broad class of BSM theories. How sensitive to certain probed exotic decay a
dedicated search is, heavily depends on the triggering strategy adopted.
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Production
√
s = 13 TeV

√
s = 14 TeV

N10%
ev , 137.2 fb−1 N10%

ev , 300 fb−1 N10%
ev , 300 fb−1 N10%

ev , 3000 fb−1

ggF 666,792 1,458 ×103 1,641×103 1,641×104

VBF 51,862 113,400 128,400 1,284×103

hW± 18,796 41,100 45,300 453×103

hW±(l±ν) 3,947 8,631 9,513 95,130

hZ 12,074 26,400 29,700 297×103

hZ(l+l−) 809 1,769 1,990 19899

tt̄H 6,860 15×103 18×103 297×103

Table 3.3: The number of exotic Higgs decays in LHC data, for Run II (137.2 fb−1) at 13
TeV, Run III (300 fb−1) at 13 TeV, Run III (300 fb−1) at 14 TeV, and the High Luminosity
LHC (3000 fb−1) at 14 TeV, for the main production mechanisms: gluon-gluon fusion, vector-
boson fusion, associated production (hW± and hZ), and associated production with a pair
of top quarks, assuming the Standard Model production cross-section of a 125 GeV Higgs
boson and a branching ratio B(h→ BSM) of 10%.

3.3 Exotic Decay Modes of the 125 GeV Higgs Boson

Exotic decay modes of the SM Higgs boson can be obtained considering three main as-
sumptions involving the observed Higgs at 125 GeV. First, that it decays to new particles
beyond the SM; second, that it is responsible for the breaking of the electroweak symmetry
and third, that the initial exotic decay is to two neutral BSM particles. Thus, the decay
starts via the two-body process h → X1X2, where X1 and X2 can be identical BSM states.
Many different exotic Higgs decay modes are possible depending on the properties of X1 and
X2.

3.3.1 h→ 2→ 4 decay topology

The cascade topology h → 2 → 4, depicted in Fig. 3.4, occurs in theories featuring addi-
tional singlet scalars, vector fields, in 2HDM+S and Little Higgs Models. The Higgs decays
as h → aa′, ss′, V1V2, aV1 → (xx)(yy), where a and a′ (s and s′, V1 and V2) can be either
equal or different pseudoscalars (scalars, vectors). For this cascade topology, it is usually
possible to reconstruct two resonances out of the (xx) (yy) systems, with x, y = quarks, lep-
tons, photons, or gluons for the case of scalar and pseudoscalars, and x, y = quarks or leptons
for vectors. The final state probed in the analysis presented in this thesis with two muons
and two tau leptons corresponds to this topology and is further discussed in the following
subsection.

3.3.2 h→ aa(ZDZD)→ µµττ

The h → aa → 2µ2τ final state can arise in the set of 2HDM+S, as already discussed in
Subsec. 3.1.1. Within the Type II 2HDM+S, a light a can correspond to the R-symmetry limit
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Figure 3.4: The exotic Higgs decay topology h→ 2→ 4.

of the NMSSM, a kind of symmetry in which the generator has a non-trivial commutation
with the fermionic generators. In the Type III 2HDMs, with or without the addition of an
extra singlet field, the leptonic decays are enhanced for large values of tanβ and will, therefore,
dominate for new scalar or pseudoscalar states of nearly all masses. The main assumption
besides the mass range of ma is that the couplings of a are directly proportional to the lepton
masses. Thus, the branching fractions to lepton pairs above the tau pair threshold have the
following proportion: τ+τ− : µ+µ− : e+e− ' m2

τ : m2
µ : m2

e ' 1 : 3.5 × 10−3 : 8 × 10−8.
The dominant 2 → 4 fully leptonic branching fraction is to 4τ , with a roughly 1% relative
branching ratio to 2µ2τ . The h→ ZDZD → 2µ2τ final state may arise in models as the Dark
Photon Model. A B(h → ZDZD) ≈ 10% would also be possible in 2HDM+S models where
one of the two Higgs doublets and the SM singlet is charged under U(1)D. In this subsection,
the scenarios in which the Higgs decays into a pair of pseudoscalar bosons a or vector bosons
ZD, with an emphasis in the subsequent decay to a pair of muons and a pair of tau leptons,
are considered.

Experimental signature

The dominant and sub-dominant branching fraction to leptons result in the 4τ and 2µ2τ
final states. With a mass of 1.777 GeV, the tau lepton is the only lepton heavy enough
to decay into hadrons. The purely leptonic tau decays are to electrons and muons while
the hadronic decays are typically to either one or three charged pions or kaons and up to
two neutral pions (π0) and one neutrino (ντ ). This results in a large number of channels,
in which the Higgs mass energy gets distributed between all the final-state particles, many
of which are invisible neutrinos. Thus, even though each event is triply-resonant (H(125)
and the two light bosons), the neutrinos from the tau decays complicate the reconstruction
of the mass of at least one of the two a’s or ZD’s and consequently of the 125 GeV Higgs
boson. The lack of a resonance peak and the complicated triggering due to the low transverse
momentum for electrons and muons constitute the major challenges of the 4τ final state.
These difficulties unveil the major advantage of the 2µ2τ channel with respect to 4τ . Despite
the low branching fraction, the 2µ2τ channel benefits from a clean final state with a narrow
dimuon resonance, and it contains high pT muons, which facilitates the triggering. In the
so-called boosted topologies (ma, ZD � mh), the two tau leptons or muons from an individual
a or ZD decay can merge under standard isolation criteria. Therefore, special reconstruction
techniques are needed to disentangle the merged objects. The difficulties associated with the
τ reconstruction in the 4τ final state and the low rates of the 2µ2τ final state made both
final states hard to constrain until the reconstruction techniques were improved, the analysis
strategies polished, and a significant amount of data was collected during the first two runs
of the LHC. Considering both the experimental and theoretical side, viable search strategies
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came about in the so-called collider studies. The next subsection is dedicated to present an
overview of the collider studies that motivated the realization of dedicated searches for light
bosons in the 2µ2τ final state.

Collider Studies

The proposals for h → aa dedicated searches have exploited the 2a decay channels with
one or more leptons in the final state. Ref. [51] studies the prospects of the 2µ2τ channel,
proposing a search strategy focused on the identification of the 2µ resonance and considering
only the hadronic decays of the τ lepton. The two closeby hadronic taus are treated as a
single jet with aligned missing transverse energy, composing a jet-like object characterized
by a low track activity and a distinctive calorimeter pattern. The mass of the Higgs boson
is approximately reconstructible but the Higgs resonance is not used for discrimination. The
study estimated a 2σ sensitivity to B(h → aa) < 10% via ggF production, for a 125 GeV
Higgs boson, ma = 7 GeV, and 5 fb−1 of data taken at a center-of-mass-energy of 14 TeV.
The D0 collaboration performed a search with the proposed strategy, providing the first
limits from a dedicated search in the 2µ2τ channel [52]. The most relevant details of this
pioneering analysis are provided in the next subsection. Once the LHC started running and
with the constraints from the analysis performed by the D0 collaboration already available,
a preliminary collider study on the discovery potential at the LHC was done [26]. As an
outcome of the study, it was suggested to supplement the D0 search by exploiting the final
states with 3 and 4 leptons, which result in analysis channels with extra-low backgrounds.
These final states were considered in the currently available CMS [53–56] and ATLAS [57,58]
results for the 2µ2τ channel.
The viability of probing h→ ZDZD → 4l at Tevatron and the LHC was assessed in [49], prior
to the Higgs boson discovery in 2012. An estimation for several benchmark scenarios of the
LHC reach operating at 14 TeV was done. Among the scenarios considered, two scenarios
labeled as "A" and "B", feature a Higgs mass mh = 120 GeV and a dark photon mass mZD =
5 (50) GeV, respectively. The study concluded that the prospects to observe this exotic decay
were very good, even for small values of the branching ratio.

Experimental Searches and Limits

The first dedicated search for the Higgs boson production followed by the h → aa decay
in the 2µ2τ final state is based on a pp̄ collision data sample corresponding to an integrated
luminosity of 4.2 fb−1, collected with the D0 detector at the Tevatron Collider during the
Run II data-taking period at a center-of-mass energy of 1.96 TeV. The search is a bump hunt
in the mass spectrum of the dimuon pair, over the range of the light boson between 3.6 and
19 GeV. The signal signature is either two pairs of collinear muons or one pair of collinear
muons and large missing transverse momentum (/ET ), accompanied by an additional muon or
a loosely isolated electron from the a→ ττ decay. The majority of the events pass a dimuon
trigger, with muon pT thresholds of 4 and 6 GeV. Since the muon system of the D0 detector
did not have sufficient granularity to reconstruct the two nearby muons reliably, the muon
identification is relaxed for one of the muons of the a → µµ candidate. Nevertheless, the
inner track of this muon can still be reconstructed. For both muons, the track reconstructed
from the hits in the muon system is required to match the track in the inner tracker. As
suggested in [51], the a→ ττ leg is only loosely identified, through the requirement of large
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missing transverse momentum near a low track multiplicity jet. Fig. 3.5 depicts the signal
topology of the analysis.
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FIG. 4: Schematic of Higgs decay chain. The muons and taus
will be highly boosted and nearly collinear. It is likely that
the taus will be reconstructed as one jet. Most of the ET� in
the event will be in the direction of this jet.

a nearly-collinear pair of taus on the other, which we
refer to as a ditau (diτ). Each tau has a 66% hadronic
branching fraction; consequently, there is a 44% proba-
bility that both taus will decay into pions and neutrinos,
which the detector will see as jets and missing energy.
Even if the taus do not both decay hadronically, there is
still missing energy, as well as a jet and a lepton, except
when both taus decay to muons, which occurs ∼ 3% of
the time. The signal of interest is

pp→ µ+µ− + diτ + ET� ,

where the missing energy comes from the boosted neu-
trinos and points in the direction of the ditau. Because
the taus are nearly collinear, the ditaus are often not
resolved, leading to a single jet-like object.

Signal events for a 7 GeV pseudoscalar decaying
into 2µ2τ (�µτ = 0.8%) were generated, showered, and
hadronized using PYTHIA 6.4 [25].3 Unlike at LEP, the
overall magnitude of the Standard Model Higgs produc-
tion cross section is sensitive to physics beyond the Stan-
dard Model and it is possible to increase the cross section
by an order of magnitude by adding new colored parti-
cles that couple to electroweak symmetry breaking. In
this study, the NNLO Standard Model production cross
section was used as the benchmark value [4].

PGS [27] was used as the detector simulator. Be-
cause the muons are adjacent, standard isolation cannot
be used. The muon isolation criteria must be modified
to remove the adjacent muon’s track and energy before
estimating the amount of hadronic activity nearby. As
a result, we did not require standard muon isolation in
this study and instead reduced the overall efficiency by
a factor of 50% to approximate the loss of signal events
from modified isolation.

3 PYTHIA does not keep spin correlations in decays. This approx-
imation does not affect the signal considered here because the
taus are highly boosted in the direction of a0 and any kinematic
dependence on spin is negligible. As verification of this, TAUOLA
[26] was used to generate the full spin correlated decays.

fb/GeV TeV LHC

DY+j 0.15 0.24

W+W− 0.03 0.08

tt̄ 0.02 0.14

bb̄ <∼ 0.001 ∼ 0.03

Υ + j 0.001 0.002

µµ+ττ � 0.001 <∼ 0.001

J/ψ + j � 0.001 � 0.001

Total 0.20 0.49

TABLE II: Continuum backgrounds for low invariant mass
muons pairs with missing energy (dσ/dMµµ) for the h0 →
a0a0 → (µ+µ−)(ττ) search at the Tevatron and LHC in units
of fb/GeV. The backgrounds are given for pµµ

T , ET� , and ΔR
cuts optimized for a 100 GeV Higgs.

B. Backgrounds

There are several backgrounds to this search: Drell-
Yan muons recoiling against jets, electroweak processes,
and leptons from hadronic resonances. The Drell-Yan
background is the most important. The missing energy
that results from the tau decays is a critical feature in
discriminating the signal from the background. In ad-
dition, the fact that the missing energy is in the oppo-
site direction as the muons reduces the background from
hadronic semileptonic decays.

The primary background arises from Drell-Yan
muons recoiling against a jet. The missing energy is
either due to mismeasurement of the jet’s energy or to
neutrinos from heavy flavor semi-leptonic decays in the
jet. In the former instance, the analysis is sensitive to
how PGS fluctuates jet energies. While PGS does not pa-
rameterize the jet energy mismeasurement tail correctly,
the background only needs an O(30%) fluctuation in the
energy, which is within the Gaussian response of the de-
tector. The Drell-Yan background was generated using
MadGraph/MadEvent, v.4.4.164 [28] and was matched
up to 3j using an MLM matching scheme. It was then
showered and hadronized with PYTHIA. Again, the stan-
dard muon isolation criteria could not be applied and we
used the same 50% efficiency factor that was used for the
signal.

All events are required to have a pair of oppositely-
signed muons within |η| < 2. Each muon must have a
pT of at least 10 GeV. A jet veto is placed on all jets,
except the two hardest. The veto is 15 and 50 GeV
for the Tevatron and LHC, respectively. Lastly, it is

4 This version of MadEvent does not apply the xqcut to leptons.
We thank J. Alwall for altering matrix element-parton shower
matching for this study.
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Figure 3.5: Illustration of the signal topology, with highly boosted nearly collinear muons
and tau leptons. Most of the /ET of the event is found in the direction of the tau leptons,
reconstructed as one jet [51].

A few non-dedicated searches at the LHC with multilepton final states have some sensitivity
to the 2µ2τ final state. They were used to derive non-trivial constraints by reinterpreting and
combining the individual results. These limits served as a starting point for the dedicated
searches that came after, performed by the ATLAS and CMS collaborations with the dataset
corresponding to the Run I data-taking period, in the mass ranges 5 < ma < 62.5 GeV [53]
and 3.7 < ma < 50 GeV [57], respectively. More results have become available with a partial
Run II dataset, corresponding to the 2016 data-taking period. CMS has explored the mass
ranges 15 < ma < 62.5 GeV [54], 4 < ma < 15 GeV [55] and 3.6 < ma < 21 GeV [56] in three
independent searches.
The analysis presented in this thesis constitutes the first search in the 2µ2τ final state based
on a data sample corresponding to an integrated luminosity of 137.2 fb−1, collected with
the CMS detector at the CERN Large Hadron Collider during the full Run II data-taking
period at a center-of-mass energy of 13 TeV. The 2016 CMS analysis, probing masses of
the light boson between 15 and 62.5 GeV, has been projected to integrated luminosities
of up to 3000 fb−1, expected at the High-Luminosity LHC [59]. The projection assumes
that the Run II object reconstruction performance can be maintained with the upgraded
CMS detector, operating under more demanding conditions due to the foreseen increase in
luminosity. The effect of the difference in center-of-mass energy between the LHC and its
high luminosity successor (13 vs 14 TeV) is neglected. The event yields are scaled to the
integrated luminosity of 3000 fb−1 and two scenarios are considered in the treatment of
the systematic uncertainties. In the so-called Run II systematic uncertainties scenario, the
experimental and theoretical uncertainties keep the same values from the Run II analysis.
In the YR18 systematics uncertainties scenario, an improvement by a factor of two of the
theoretical uncertainties is considered and the experimental uncertainties are assumed to
scale with the square root of the integrated luminosity until certain lower limit is reached.
The uncertainties related to the limited size of the simulated samples are neglected. For
both scenarios, the statistical uncertainty in the measurement is reduced by a factor 1/

√
RL,

where RL is the ratio of the projection of the integrated luminosity to the luminosity of the
reference Run II analysis. The improvement in the sensitivity scales inverse-proportionally to
the luminosity for low values of ma and to the square root of the luminosity for high values of
ma. The difference in upper limits between the two scenarios considered for the systematic
uncertainties reaches at most 5%, with the largest difference for high values of ma.
The limits from CMS searches at 7 TeV [60], 8 TeV [61], and 13 TeV [62] in the h→ aa→ 4µ
final state, which probed the mass range between 250 MeV and 2mτ , are directly applicable
to the h → ZDZD → 4µ final state, since a significant difference in acceptance between h
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→ aa → 4µ and h → ZDZD → 4µ is not expected within the probed mass range. For the
mass range 4 < mZD < mh/2 GeV, CMS results are available in the four-lepton final state
with l = e, µ (4e, 4µ, and 2e2µ channels) [63]. The ATLAS collaboration also performed a
search in the four-lepton final state at a center-of-mass-energy of 8 TeV in the mass range 15
< mZD < mh/2 GeV. This result was updated with a partial Run II dataset [58], building up
from the experience of the 8 TeV analysis. Limits can also be derived from non-dedicated SM
Higgs searches and ZZ cross-section measurements. The final states with τ leptons, 2µ2τ and
4τ , were not included in the ATLAS and CMS searches with four leptons, since the difficulties
in the τ reconstruction together with the similar branching fraction of the leptonic final states
for masses above 3.5 GeV (Subsec. 3.3.2, Subsec. 3.1.2), make the leptonic final states 4e, 4µ,
and 2e2µ more suitable to provide stringent constraints for the Dark Photon Model.
The analysis presented in this thesis aims to provide a glance at the sensitivity of the µµττ
final state in the context of the Dark Photon Model and motivates the recent CMS dedicated
search with Run-II dataset in the four-lepton final state with l = e, µ [63]. Furthermore, it
allows a comparison of the results obtained with full Run II dataset and a multivariate analysis
(MVA) approach, with the ATLAS results obtained with a partial Run II dataset and a cut-
based approach, but more suitable four-lepton final states. Even with the 3000 fb−1 of data
expected to be collected at the High-Luminosity LHC, the µµττ final state will be statistically
limited. Thus, there is still sufficient room left for further investigations in this channel and,
in general, for exotic decays of the 125 Higgs boson into a pair of light pseudoscalars bosons
a or vector bosons ZD. A promising opportunity for this kind of search might come from
future lepton colliders in which the main production mechanism of the SM-like Higgs boson
(Zh) would result in a reduction of the so-called color backgrounds. Hence future lepton
colliders such as the Circular Electron Positron Collider (CEPC), Future Circular Collider
e+e− (FCC-ee), and the International Linear Collider (ILC) have the potential to become a
powerful tool for the detection of exotic decays.
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In this chapter, the LHC machine layout and performance are presented, followed by a brief
introduction to the main detectors located in the LHC ring. A detailed description of the
CMS detector used to collect the analyzed data is given. Key aspects of the data acquisition
and offline computing systems are also discussed.

4.1 The LHC Machine

Colliders, machines where counter-circulating beams collide, present a big advantage over
accelerators with beams directed to a stationary target, since for colliders the energy of the
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collision is the sum of the energies of the two beams:

√
s = E, where E = 2 · Ebeam. (4.1)

The Large Hadron Collider, located underground in the border between France and Switzer-
land, is a two-ring-superconducting-hadron accelerator, at present the most powerful accel-
erator ever built [7]. It was installed in the already existing tunnel built at CERN for the
operation of the Large Electron-Positron collider (LEP) machine [64], which was active from
1989 to 2000. The LHC is the last ring in a complex chain of particle accelerators, as shown
in Fig. 4.1 (dark blue line). The purpose of the smaller machines is to consecutively increase
the particles’ energy up to the targeted final energy. At the same time, they also provide
beams to smaller experiments, located outside of the LHC ring. A brief description of the
main detectors currently in operation at the LHC and its physics goals is given in the next
segment.

Figure 4.1: CERN accelerator complex [65].

4.1.1 Main experiments and their physics goals

Four main detectors have been constructed at the LHC: CMS, ATLAS (A Toroidal LHC Ap-
paratus) [66], LHCb (LHC b-hadron experiment) [67], and ALICE (A Large Ion-Collider Ex-
periment) [68]. These are complemented by three smaller experiments: LHCf (LHC forward
experiment) [69], TOTEM (ToTal Elastic and diffractive cross-section Measurement) [70],
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and MoEDAL (Monopole and Exotics Detector At the LHC) [71].
The two high luminosity general purpose particle detectors are CMS and ATLAS, both de-
signed to reach a peak luminosity of L = 1034 cm−2 s−1 for proton operation, already ex-
ceeded during the Run II data-taking period [72–74]. Their broad physics program ranges
from studying the Standard Model to searching for extra dimensions and dark matter candi-
dates. ALICE and LHCb, on the other side, have detectors specialized in the study of specific
phenomena. LHCb is dedicated to precision measurements of CP violation and rare decays
of b-hadrons. ALICE is a heavy-ion detector, aiming to study the physics of strongly inter-
acting matter at extreme energy densities and temperature, where the quark-gluon plasma is
formed. It is designed to reach a peak luminosity of L = 1027 cm−2 s−1 for nominal lead-lead
ion operation. The smaller LHCf and TOTEM experiments focus on forward physics. LHCf
uses the particles thrown very forward by collisions in the LHC as a source for the simulation
of cosmic rays in laboratory conditions. The collected data serve as input in the calibration
of hadron interaction models used in the study of extremely high-energy cosmic-rays. LHCf
has two detectors, along the LHC beamline, 140 meters either side of the ATLAS collision
point. In a similar configuration, TOTEM experiment uses detectors positioned on either
side of the CMS interaction point. TOTEM is designed to reach a peak luminosity of L = 2
·1029 cm−2 s−1 and is able to make precise measurements of protons emerging from collisions
at small angles. It focuses on the study of elastic and diffractive scattering and measurements
of the total pp cross-section.

4.1.2 Machine performance

The LHC accelerates two beams of particles which can be either protons or lead ions. It
is designed to reach a center-of-mass energy of 14 TeV in pp collisions. This design energy
is constrained by the size of the tunnel (26.7 km), the dipole magnetic field of the magnet,
the cavities, and other essential elements of the machine. The number of events per second
generated in the LHC collisions for certain physics process is given by:

Nevents = LM · σ, (4.2)

where σ is the cross-section for the process and LM the machine luminosity. Since the machine
luminosity only depends on the beam parameters, assuming a Gaussian beam distribution,
it can be calculated as:

LM = N2
b nbfrevγr
4πεnβ∗

F, (4.3)

where Nb is the number of particles per bunch, nb the number of bunches per beam, frev the
revolution frequency, γr the relativistic gamma factor, εn the normalized transverse beam
emittance, β∗ the beta function at the collision point, and F the geometric luminosity re-
duction factor due to the crossing angle at the interaction point (IP). The integral of the
delivered luminosity over time, called integrated luminosity:

L =
∫
LMdt, (4.4)

constitutes a measurement of the collected data size and an important parameter to charac-
terize the machine performance. Fig. 4.2a shows the integrated luminosity delivered to the
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CMS experiment during Run I (period of time between 2010 and 2012) and Run II (period of
time between 2015 and 2018). In ideal conditions, the amount of luminosity recorded should
be the same as the amount delivered to the experiment by the LHC. Nevertheless, at certain
moments during the machine operation, the detector may be unable to collect data. This can
be caused by a busy data acquisition chain or the temporary unavailability of some detector
subsystems. The recorded luminosity is shown in Fig. 4.2b (yellow), including only the lumi-
nosity that CMS was able to collect from the delivered luminosity (blue). If all subdetectors,
triggers, and physics objects (electron, muon, photon, jet (collimated spray of hadrons), MET
(missing transverse energy), etc) show a performance fulfilling certain quality requirements,
the data is declared as good for physics analysis.

(a) (b)

Figure 4.2: a) Cumulative luminosity versus date delivered to CMS during stable beams
for pp collisions at nominal center-of-mass energy. The best available offline calibrations for
each year were used, b) Cumulative delivered and recorded luminosity versus time for the
2010-2012 and 2015-2018 data-taking periods (pp data only) [75–81].

Tabs. 4.1 and 4.2 summarize the luminosity information corresponding to pp runs taken
during stable beams conditions in Run I and Run II. The term stable beams refers to LHC
proton beams that are aligned, squeezed, focused, and finally directed to collide head-to-
head. Special runs, in which requirements on the detector, trigger, and data acquisition are
different with respect to standard data taking (e.g., low pileup runs), are not included. The
term pileup refers to the additional collisions overlapping with the collisions of interest in the
detector. The pp collisions data analyzed in this thesis corresponds to an integrated lumi-
nosity of 137.2 fb−1, collected with the CMS detector during the Run II data-taking period,
in the years 2016, 2017, and 2018, at a center-of-mass energy of 13 TeV.

Operation timeline

The LHC went online on 10 September 2008 [83], but due to a magnet quench incident
9 days later [84], the initial testings were delayed 14 months. On 20 November 2009 [85] a
first circulating beam at 0.45 TeV was achieved. Three days later twin circulating beams
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Run I

7 TeV 8 TeV

Year 2010 2011 2012

Total delivered luminosity (1/fb) 44.96·10−3 6.10 23.30

Recorded 41.47·10−3 5.55 21.79

Table 4.1: Integrated luminosity for Run I pp runs at 7 and 8 TeV during stable beams [81].

Run II (13 TeV)

Year 2015 2016 2017 2018 2015-2018 2016-2018

Total delivered luminosity (1/fb) 4.21 40.99 49.79 67.86 162.85 158.64

Recorded and certified luminosity 2.26* 35.92 41.53 59.74 139.45 137.19

Table 4.2: Integrated luminosity for Run II pp runs at 13 TeV during stable beams. * 25 ns
fills with magnet on only [82].

were established [86], and on 30 November 2009 [87] a new world record beam energy of 1.18
TeV was set. Before a short technical stop, which started in 16 December 2009 [88], the four
major experiments managed to record over a million particle collisions. During this stop, the
detector was prepared to achieve the higher energies needed for the beginning of the main
research program. On 28 February 2010, beams circulated again, and on 19 March 2010 [89],
3.5 TeV proton beams were achieved. On 4 November 2010 [90], the first year of data taking
at a center-of-mass energy of 7 TeV ended, followed by more data taking at 7 TeV in 2011.
On 5 April 2012 [91] a new record collision energy of 8 TeV was established. The first long
shutdown (LS1) planned for the end of 2012 was delayed to collect more data after the an-
nouncement of the discovery of the Higgs boson in July 2012 [92]. On 16 February 2013 [93]
the machine entered the LS1, marking the end of Run I.
Run II started on 03 June 2015 [94]. The LHC was back online with a new record center-
of-mass energy of 13 TeV. During an Extended-Year-End-Technical-Stop (EYETS) between
2016 and 2017, a new four-layer pixel detector was installed in CMS [95]. On 12 November
2018, pp collisions were stopped, followed by a lead-ion run, which finished on 03 December
2018 [96], marking the end of Run II. On 10 December 2018 [97], a last fixed target physics
study with lead ions was stopped, signaling the start of the second long shutdown (LS2).
CMS managed to record more than the planned 150 fb−1 during the Run II. A selection of
dates from the above-described timeline is shown in Fig. 4.3.
Run III is (as of the time of writing this dissertation) scheduled to start in 2022 and finish
between the end of 2024 and the beginning of 2025 [98, 99]. To prepare for this new period
of data taking, the Phase-I upgrade of the detector is currently taking place. By the end of
Run III, 300 fb−1 of data are expected to be collected.
A major upgrade of the LHC is scheduled for the third long shutdown (LS3), between the
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Figure 4.3: LHC operation timeline.

years 2025 and 2027. In preparation for the new project, known as the High-Luminosity
LHC (HL-LHC) [100], the installation of some components have started during the LS2.
The rest of the equipment and experimental components will be installed during the LS3.
The Phase-II upgrade will allow the detector to face a higher instantaneous luminosity L =
5−7.5 · 1027 cm−2 s−1, which would bring an average number of pileup events per pp collision
between 140 and 200. During the operation time of the HL-LHC, the 3000 fb−1 expected to
be delivered will allow the study of extremely rare phenomena and improve the precision of
already obtained measurements.

4.2 The CMS detector

CMS is a 21.6 meters long, 14.6 m in diameter, and 14 000 tonnes general-purpose detector,
located about 100 meters underground in Point 5, CERN. It is designed to explore the
physics of the Terascale, look for evidence of BSM physics, such as supersymmetry or extra
dimensions, and study certain aspects of heavy-ion collisions. The overall layout of the
detector, depicting its main subdetectors: the Silicon trackers, the Crystal Electromagnetic
Calorimeter (ECAL) [101], the Hadron Calorimeter (HCAL) [102], and the Muon chambers
[103], is shown in Fig. 4.4.
CMS uses a right-handed coordinate system, with the origin located at the nominal collision
point. The z-axis points along the beam direction. In the x-y plane, the x-axis points to the
center of the LHC ring and the y-axis to the experiment surface. The pseudorapidity angle
(η), relative to the beam axis, is defined as:

η = −ln
(
tanθ2

)
, (4.5)

where θ is the polar angle measured from the z-axis. In the x-y transverse plane, observables
which are Lorentz invariant along the z-axis can be determined, such as the transverse energy
(ET ), the transverse momentum (pT ), and the energy imbalance Emiss

T . Other important CMS
related observables are the polar coordinates φ and r. The azimuthal angle φ is measured
from the x-axis in the x-y plane, while the radial distance r corresponds to the radius in the
same plane.
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Figure 4.4: Sectional view of the CMS detector. [104].

4.2.1 Understanding CMS acronym

The description of the detector as compact in the acronym "CMS" comes from the fact
that all CMS detector materials are quite concentrated, compared with the ATLAS detector,
which is about only half the weight of CMS, but twice as long, with 1.5 times diameter. The
central element of the acronym "muon" comes from the fact that CMS is specially designed
to accurately detect muons, unique signatures of interesting physics. The final element of
the acronym comes from the selection of the type of magnet, a solenoid, formed by a cylin-
drical coil of superconducting fibers. The choice of the magnet system is a fundamental
difference between ATLAS and CMS. ATLAS has an air-cooled toroid system and a cen-
tral solenoid [105], while CMS has a single superconducting solenoid [106]. This simplifies
the reconstruction of tracks (charged particles) in CMS, since the particles only bend in the
transverse plane. The solenoid is 13 m long, has an inner diameter of 6 m, and is designed to
create an axial field of 4T. At the most outer part of the detector, a steel return yoke controls
the field outside the solenoid and provides structural support to the detector.

4.2.2 Main features of CMS detector

The detector distinguishing features can be summarized as follows:

• Good muon identification and momentum resolution, good dimuon mass resolution,
and unambiguous determination of the charge of muons with pT < 1 TeV.
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• Good charged-particle momentum resolution and reconstruction efficiency. Efficient
triggering and offline identification of τ ’s and b-jets.

• Good electromagnetic energy resolution, good diphoton and dielectron mass resolution,
wide geometric coverage, and efficient photon and lepton isolation at high luminosities.

• Good missing-transverse-energy and dijet-mass resolution.

Particle detection principles

The operation of a detector depends on how the particles to be detected interact with the
detector’s material [107]. Each subdetector of CMS is designed to stop, track, and measure a
specific type of particle coming from the central collision. Tab. 4.3 shows the subdetectors in
which each type of particle interacts and leave a signal. The combination of the information
coming from all the subdetectors allows us to identify the particles and reconstruct their
trajectory [108].

Particle Tracker ECAL HCAL Muon chambers

Muon
√ √

Electron
√ √

Charged hadron
√ √

*
√

Neutral hadron
√

Photon
√

Table 4.3: Particles and signal left in each of the main subdetectors. [*] very weak signal.

Fig. 4.5 shows a transverse section of CMS with a pictorial representation of the information
contained in Tab. 4.3, depicting the response of each of the main subdetectors to the particles
passing through the different layers.

4.2.3 Tracking system

The inner tracking system of CMS, called the tracker, consists of two tracking devices: the
inner tracker silicon pixel detector and the outer tracker silicon strip detector. The tracker,
with a length of 5.8 m and a diameter of 2.5 m, is designed to provide a precise measurement
of the charged particles’ momentum and to reconstruct the event vertices. Primary vertices
(points at which pp interactions occurred) and secondary vertices (common points of origin
for a set of tracks produced in the decay of a particle within the detector) are successfully
reconstructed [110]. Due to its high granularity, fast readout, radiation hardness, and low
material budget (low-mass layers), the tracker can reconstruct the track trajectories reliably
and attribute them to the correct bunch crossing in high pileup conditions, while deflecting
them from their path as less as possible. Fig. 4.6 shows a section of the Phase-I CMS tracking
system, depicting the pixel and the strip detectors.
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Figure 4.5: Transverse section of the CMS detector illustrating the interaction of the particles
in each of the main subdetectors [109].
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Figure 4.6: One quarter section of the Phase-I CMS tracking system in r-z view. The pixel
detector is shown in green, single-sided strip modules in red and double-sided strip modules
in blue [111].

Momentum measurement

Charged particles passing through the tracker layers create hits (electrical signals registered
in the detector modules), and their trajectory can be determined with high accuracy gathering
the hits from all the tracker layers. Since the deflection of charged particles under the influence
of a homogeneous magnetic field forms a circle of radius R, the transverse momentum of the
charged particle (pT ) in GeV/c, can be calculated as:

pT = 0.3 (R ·B), (4.6)

where R is the radius of curvature in meters and B the magnetic field strength in Tesla.
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The tracker silicon pixel detector

The tracker silicon pixel is the first detector in proximity to the interaction point. The
radiation tolerant sensors allow the detector to operate under high track rate conditions.
With a pixel cell size of 100 × 150 µm2, a similar track resolution in the r−Φ and z-direction
is achieved. The pixel detector provides seed tracks, which serve as input for the outer track
reconstruction and high-level triggering. The high impact parameter resolution achieved with
the pixel detector is crucial for the reconstruction of secondary and primary vertices.
Figs. 4.7a and 4.7b show a comparison of the conceptual layout and transverse view of the
original pixel detector, known as Phase-0 pixel detector (in operation until the end of the
2016 data-taking period), and the Phase-I pixel detector (in operation since 2017). The
Phase-I pixel detector, installed during the EYETS between 2016 and 2017, is expected to
be upgraded to the Phase-II pixel detector, to cope with the more challenging operation
conditions foreseen at the HL-LHC [111,112].

(a) (b)

Figure 4.7: a) Comparison of conceptual layout and hit coverage as a function of pseudorapid-
ity for the Phase-0 (bottom) and Phase-I (top) pixel detector. b) Transverse view comparing
the original three-layer geometry (blue) with the upgraded four-layer geometry (yellow) of
the pixel detector [113].

Phase-0 pixel detector

The Phase-0 pixel detector was composed of three barrel layers (BPix) and two endcap
disks (FPix). The 53-cm long BPix layers were located at 4.4, 7.3, and 10.2 cm, while the
FPix disks extended from ≈ 6 to 15 cm in radius, at z = ±34.5 and z = ±46.5 cm on each
side. The BPix had 48 million pixels in an area of 0.78 m2, while the FPIX had 18 million
pixels in an area of 0.28 m2. This detector layout allowed us to count on three tracking points
over almost the full η-range. The innermost layer of the Phase-0 pixel detector was designed
to stay operational for a minimum of 2 years at LHC nominal luminosity design. Beyond this
design peak luminosity, the high occupancy and trigger rate was expected to cause data loss in
the readout chips (ROCs). Furthermore, to mitigate a lower tracking efficiency or higher fake
rates at high pileup, an extra pixel layer was foreseen to be needed. Due to radiation damage,
a degradation of performance (e.g., deterioration of the hit detection efficiency and resolution)
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was expected. Moreover, a reduction of the material in the tracking volume with new light
weight substitutes was known to be able to diminish the degradation in performance caused
by the material. The Phase-0 upgrade addressed these key limitations. The characteristics
of the resulting Phase-I pixel detector are described in the next segment.

Phase-I pixel detector

The Phase-I pixel detector is composed of 4 barrel layers (BPix) and three endcap disks
(FPix). It has an additional layer and endcap compared to the Phase-0 pixel detector.
Nevertheless, the mass of the detector is reduced with respect to its predecessor by using new
ultra-lightweight support and cooling, as well as relocating further in z out of the tracker
part of the passive material. The additional fourth layer is located at a radius of 16 cm,
while the rest of the layers keep the same location from its predecessor. The fourth layer
provides a safety margin in case the radiation damage of the first silicon strip layer of the
Tracker Inner Barrel (TIB) becomes significant. The described layout allows us to count on
four tracking points over the whole η-range. The track fake rate is reduced since now track
seeds with four pixel hits (quadruplets) are available as input to the first tracking step of
the track reconstruction, instead of the previous maximum of three. Thus, the installation
of the Phase-I pixel detector allowed us to maintain the quality of the tracking by offsetting
the effects of the radiation damage of the outer Tracker and led to an improvement in the
tracking performance parameters.

The tracker silicon strip detector

The tracker silicon strip detector is the second detector in proximity to the interaction
point after the tracker silicon pixel detector, located between 20 cm and 116 cm in the radial
region of the tracker. It has 200 m2 of active silicon area and a pseudorapidity coverage
extending up to |η| ≈ 2.5. It is composed of three subsystems: the Tracker Inner Barrel and
Disks (TIB and TID), the Tracker Outer Barrel (TOB), and the Tracker EndCaps (TEC+
and TEC-), with the sign indicating the location along the z-axis.
The Tracker Inner Barrel and Disks are composed of four barrel layers and three disks at
each end. Their 320 µm thick silicon micro-strip sensors are located parallel in the barrel and
radial in the disk, providing a single point resolution between 23 µm and 35 µm in the r-φ
direction. The Tracker Outer Barrel surrounds the TIB and TID, extending in the z-direction
between ±118 cm. The 500 µm thick micro-strip sensors provide a single point resolution
between 35 µm and 53 µm in the r-φ direction. The Tracker Endcaps expand coverage beyond
z=±118 cm. Each endcap is composed of nine disks, and each disk has seven rings of silicon
microstrip detectors, with a width of 320 µm (inner four rings) or 500 µm (rings 5-7). A
second micro-strip detector module, installed in the first two layers of TIB, TID, and TOB,
as well as rings 1, 2, and 5 of the TECs, allows measuring the single point resolution in the
z-direction, with 230 µm in the TIB and 530 µm in the TOB.
The strip tracker detector layout described in this segment ensures the detection of at least
≈ 9 hits for |η| ≈ 2.4, estimated from a study of the number of hits in the strip tracker as a
function of the pseudorapidity |η|.
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4.2.4 Calorimeters

A calorimeter is composed of a block of matter in which particles get absorbed, and a
fraction of the particle’s energy is transformed into a measurable signal [114]. The term
calorimeter comes from the fact that almost all the energy of the particles is converted
to heat. They can be classified into two types: homogeneous and sampling calorimeters. In
homogeneous calorimeters, the same medium acts as absorber and detector, while in sampling
calorimeters a layer structure alternates passive absorber mediums with active mediums.

Electromagnetic calorimeter

The CMS electromagnetic calorimeter is a homogeneous calorimeter formed by 75 848 lead
tungstate (PbWO4) scintillating crystals [115], with a fast, high granularity, and radiation-
resistant design. It is formed by a barrel part (EB), two endcaps (EE), and a Preshower
detector (ES). The overall layout of the ECAL is shown in Fig. 4.8. The ECAL’s main
purpose is to provide a precise energy measurement, needed for many physics analyses [116].
In particular, a high resolution and efficient identification of photons was a driving criterion
in its design and resulted crucial for the observation of the H→ γγ decay process. The
electromagnetic energy resolution of the ECAL can be calculated as:

σE
E

= a√
E
⊕ b√

E
⊕ c, (4.7)

where a is a stochastic term, depending on event to event fluctuations, detector gain, etc.
b is a noise term related to the electronic noise and pileup conditions, and c is a constant
term resulting from a non-uniformity of the longitudinal light collection, energy leakage, and
detector inter-calibration uncertainties.

2 2 The ECAL in CMS

2 The ECAL in CMS
Each of the 36 supermodules in the ECAL barrel (EB) consists of 1700 tapered PbWO4 crystals
with a frontal area of approximately 2.2 × 2.2 cm2 and a length of 23 cm (corresponding to 25.8
radiation lengths). The crystal axes are inclined at an angle of 3◦ relative to the direction of the
nominal interaction point, in both the azimuthal (φ) and η projections. Scintillation light from
the crystals is detected by two Hamamatsu S8148 5 × 5 mm2 APDs (approximately 4.5 photo-
electrons per MeV at 18 ◦C), which were specially developed for CMS and operate at a gain of
50. These are connected in parallel to the on-detector readout electronics, which are organised
in units of 5× 5 crystals, each unit corresponding to a trigger tower. Each trigger tower consists
of five Very Front End (VFE) cards, each accepting data from 5 APD pairs. The APD signals are
pre-amplified and shaped by Multiple Gain Pre-Amplifier (MGPA) ASICs located on the VFE
boards, which consist of three parallel amplification stages (gains 1, 6 and 12) [6]. The output
is digitised by a 12-bit ADC running at 40 MHz, which samples the pulse ten times for each
channel and selects the gain with the highest non-saturated signal. The data from five VFE
cards are transferred to a single front-end card, which generates the trigger primitive data [7],
and transmits it to the dedicated off-detector trigger electronics.

Crystals in a

supermodule
Preshower

Supercrystals

Modules

Preshower

End-cap crystals

Dee

Figure 1: Layout of the CMS electromagnetic calorimeter, showing the barrel supermodules,
the two endcaps and the preshower detectors.

The two ECAL endcaps (EE) are constructed from four half-disk ‘dees’, each consisting of 3662
tapered crystals, with a frontal area of 2.68 × 2.68 cm2 and a length of 22 cm (corresponding to
24.7 radiation lengths), arranged in a quasi-projective geometry. The crystals are focussed at a
point 1.3 m farther than the nominal interaction point along the beam line, with off-pointing
angles between 2◦ and 8◦. The crystals in each dee are organised into 138 standard 5 × 5 su-
percrystal units, and 18 special shaped supercrystals that are located at the inner and outer
radii. Scintillation light is detected by VPTs (type PMT188) produced by NRIE with an active
area of 280 mm2 and operating at gains of 8–10, which are glued to the rear face of the crys-
tals. The VPTs installed in CMS have a 25% (RMS) spread in anode sensitivity and were sorted
into six batches across the detector. The highest sensitivity VPTs are installed along the outer
circumference of the endcaps and the lowest sensitivity tubes are installed along the inner cir-

Figure 4.8: Layout of the CMS electromagnetic calorimeter, depicting the barrel, the two
endcaps, and the preshower detectors [117].
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Barrel and Endcaps

The ECAL barrels cover a region of pseudorapidity |η| < 1.479, with 36 identical super-
modules. Each supermodule, formed by four modules, is equipped with crystals, avalanche
photodiodes (APDs), and readout electronics. The modules are composed of submodules con-
taining 400 or 500 crystals, according to their position in η. The scintillating light produced
by the ionization radiation is converted in the APDs into an electrical current. In conven-
tional photodiodes, the photons are converted to electron-hole pairs, and the later ones are
simply collected. Nevertheless, in avalanches photodiodes as the ones installed in the ECAL
barrels, an internal gain is incorporated by the use of higher electric fields that increase the
number of charged carriers collected. The gain factor is very sensitive to the temperature and
the applied voltage. Thus, the temperature of the ECAL has to be maintained constant with
high precision to preserve the energy resolution. The cooling system of the ECAL is designed
to extract the heat dissipated from the readout electronics and keep the temperature of the
crystals and photodetectors, with a precision of ±0.05 ◦C.
The ECAL endcaps cover the rapidity range 1.479 < |η| < 3 and are divided into two Halves
or Dees. Each endcap consists of 5 × 5 mechanical units of crystals, called supercrystals [118].
The scintillation light from the crystals is detected with vacuum phototriodes (VPTs), de-
signed to operate with high reliability for at least ten years in the LHC environment. VPTs
are single-stage photomultiplier tubes, consisting of an input window, a photocathode, focus-
ing electrodes, an electron multiplier, and an anode. The photons excite the electrons, which
are emitted to the vacuum. These so-called photoelectrons are focused by the electrodes
into secondary electron emission surfaces, called dynodes. The secondary emission can be re-
peated several times in consecutive dynodes, to achieve a high gain. The secondary electrons
coming from the last dynode are collected on the anode, and the signal is registered.

Preshower detector

The Preshower detector (ES) is a sampling calorimeter with two layers, lead absorbers,
and silicon strip sensors, placed in front of the endcaps. The ES- and ES+ distinguish the
two ends of the ES. The energy deposited by the electromagnetic showers in a lead layer
is measured in the consecutive silicon strip sensor. Each sensor is divided into 32 strips,
measures 63 × 63 mm2, and is 300 µm thick. The main function of the Preshower detector is
the identification of neutral pions within a fiducial region of 1.653 < |η| < 2.6. An effective
π0 rejection is accomplished by measuring the transverse profile of electromagnetic showers
after ≈ 3 radiation lengths (X0), where a radiation length corresponds to the mean length
in cm needed to reduce the energy of an electron by a factor 1/e [119]. The identification of
electrons against minimum ionizing particles and the determination of the position of electrons
and photons with high granularity are also relevant features of the Preshower detector. In
the following subsection, the detector surrounding the ECAL, the Hadron calorimeter, is
described.

Hadron calorimeter

The Hadron calorimeter consists of 4 subsystems: the HCAL Barrel (HB), the HCAL
Endcap (HE), the HCAL Outer (HO), and the HCAL Forward (HF). Within the CMS radial
configuration, it is located between the outer extent of the electromagnetic calorimeter (R =
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1.77 m) and the inner extent of the magnet (R = 2.95 m). The information provided by the
HCAL is especially relevant for the identification of hadron jets and particles whose signature
in the detector is characterized by the presence of MET, as neutrinos or exotic particles. The
four subsystems together provide a pseudorapidity coverage of 0 < |η| < 5. A layout of the
CMS detector, depicting the location of the HCAL four major sections, is shown in Fig. 4.9.

1.2. Review of the Existing Calorimeters 3

HB

HE

HF EE

EB

HO

Figure 1.2: An r-Z schematic drawing of a quarter of the CMS detector showing the location of
the HB, HE, HO, and HF calorimeters in CMS.

active material. Light from the plastic scintillator is wavelength-shifted and captured in WLS
fibers which are fused to clear optical fibers for transport to the phototransducers and front-end
electronics. The HCAL Outer calorimeter (HO), which functions as a tail-catcher for hadronic
showers and is useful for muon identification, uses the same active material and WLS fiber as
the HB and HE calorimeters but uses the steel return yoke and magnet material of CMS as ab-
sorber [3]. The modifications to the HO calorimeter and its readout will be carried out during
LS1; these are not included as a part of this upgrade. The HB, HE, and HO calorimeters were
all originally fitted with hybrid photodiode (HPD) transducers.

The HF is a Cherenkov calorimeter based on a steel absorber and quartz fibers which run longi-
tudinally through the absorber and collect Cherenkov light, primarily from the electromagnetic
component of showers which develop in the calorimeter [4]. The quartz fibers are inserted into
the HF with a spacing of 5 mm and the fibers associated with a particular η × φ region are
bundled and the optical signal is converted to an electrical signal using a photomultiplier tube.

After the phototransducers, all of the hadron calorimeters share a common electronics chain.
The signal from the phototransducer is integrated over 25 ns (the so-called “integration bucket”)
and digitized by a QIE8 ASIC [5] developed at Fermilab using a clock phased for the particular
time-of-flight to each cell using a Clock-and-Control ASIC (CCA) developed for the purpose.
The CCA aligns the digital data for the channels to a common clock and hands the data off to
the Gigabit Optical Link (GOL) ASIC for transmission to the back-end electronics at a link rate
of 1.6 Gbps. In the back-end electronics, the HCAL Trigger and Readout card (HTR) calculates
trigger primitives which are then transmitted to the calorimeter trigger system. The trigger

Figure 4.9: One quarter section of the CMS detector in r-z view, showing the location of the
HB, HE, HO, and HF subsystems of the HCAL detector [120].

The HCAL Barrel is a sampling calorimeter, with a pseudorapidity coverage of |η| < 1.3,
composed of 36 identical azimuthal wedges, distributed among two-half barrels sections (HB+
and HB-). Each wedge is divided into four azimuthal angular (Φ) sectors. The HCAL endcaps
cover a pseudorapidity range of 1.3 < |η| < 3. To be able to operate inserted into the ends
of the magnet, the non-magnetic material brass was selected as absorber, while the active
material is a plastic scintillator. The HCAL endcaps are able to contain the hadron showers
within its pseudorapidity coverage, but for |η| < 1.3, the stopping power of EB and HB is
not enough to contain them. Thus, to collect the energy of the showers that has not been
deposited after the HB and the information on late starting showers, HO layers are located
before each of the five 2.536 m wide rings of the iron yoke. Each HO layer is segmented in
12 Φ-sectors, with a sector having six slices in Φ. All tiles (the smaller scintillator units) of
each Φ slice, group together to form a try.
The HF detector is a Cherenkov calorimeter formed by a cylindrical steel structure, segmented
azimuthally into 20◦ Φ wedges. It is located 11.2 m from the interaction point. From the
total 36 wedges, 18 are positioned at each side of the interaction point. The structure of the
HF is constituted by grooved plates, 5 mm thick. The active medium of the detector is made
of quartz fibers, which are inserted into the grooves. The HF is especially sensitive to the
showers’ electromagnetic component, with a signal generated by capturing a small fraction
of the Cherenkov light emitted by the particles of the shower. While half of the fibers cover
the full depth of the absorber, the other half is located after 22 cm of material. The electron
and photon showers leave a significant fraction of their energy in the first 22 cm, while the
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hadron shower energy deposits are nearly the same in both depth segments. The information
provided by the two groups of fibers, which are independently read, allows us to distinguish
the electron and photon showers from the hadron showers, due to the characteristic different
energy deposit signature.
The ECAL and HCAL calorimeters were designed to operate over ten years up to the LHC
machine luminosity design and to assimilate an integrated luminosity up to 500 fb−1. After
the Phase-I upgrade, the HCAL is prepared to operate up to twice the machine luminos-
ity design. To meet the upcoming challenges in terms of longevity and performance, both
calorimeters will face a Phase-II upgrade [115, 121], preparing the active material and the
electronics for the operation conditions at the HL-LHC.

4.2.5 Muon system

The muon system of the CMS detector is designed to efficiently perform the tasks of muon
identification, momentum measurement, and triggering, over the full kinematic range of the
LHC. It is composed of three subsystems: drift tubes (DTs), cathode strip chambers (CSCs),
and resistive plate chambers (RPCs), featuring three different types of gaseous particle de-
tectors. The system has a cylindrical barrel section and two planar endcap regions. Fig. 4.10
shows an r-z view of the CMS detector, depicting the main muon subsystems. A high qual-
ity assurance of the muon momentum resolution is obtained through the cross-check of the
measurement of the muon system with the one obtained in the inner Tracker. A distinctive
characteristic of the DT and CSC subsystems is their ability to efficiently trigger on the pT
of the muons, in a process independent from the rest of the detector. The determination of
the muon momentum resolution relies on a precise knowledge of the position with respect to
each other of the components of the muon system and the inner Tracker. To accomplish this,
an alignment system is in place.

Barrel region

The barrel region is characterized by a small neutron-induced background, a low muon
rate, and a uniform 4T magnetic field. The DT chambers are suitable for this environment
and, therefore, located in 4 stations in the barrel. In the first three stations, formed by 12
chambers, 8 chambers are dedicated to the measurement of the muon coordinate in the r-Φ
plane, and 4 chambers provide the same measurement in the z-direction. In the last station,
formed by 8 chambers, only the measurement in the r-Φ plane is performed. The number
and orientation of the chambers in each station were chosen to efficiently link muon hits from
different stations, to form the muon tracks, and to reject background hits.
Due to the uncertainty in the background rate and the measurement of the beam-crossing time
at full luminosity, a third gaseous particle detector was installed. This detector, composed of
resistive plate chambers, serve as dedicated trigger system. The double-gap RPC chambers
operate in avalanche mode, with an efficient performance at high rates. Each of the first
two stations and each of the two last stations of the barrel muon system contains one RPC
layer, totaling 6 layers of RPCs. The RPCs have a fast response, which results in a good
time resolution, though the position resolution is coarser than the one from DTs and CSCs
[122, 123]. They support the task of constructing tracks from a group of hits, by helping
to resolve pending ambiguities through the combination of their information with the one
provided by the other subsystems.
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Figure 1.4: An R-z cross section of a quadrant of the CMS detector, including the Phase-2 up-
grades (RE3/1, RE4/1, GE1/1, GE2/1, ME0). The acronym iRPCs in the legend refers to the
new improved RPC chambers RE3/1 and RE4/1. The interaction point is at the lower left cor-
ner. The locations of the various muon stations are shown in color (MB = DT = Drift Tubes, ME
= CSC = Cathode Strip Chambers, RB and RE = RPC = Resistive Plate Chambers, GE and ME0
= GEM = Gas Electron Multiplier). M denotes Muon, B stands for Barrel and E for Endcap.
Labelling details are given in Section 1.2.2. The magnet yoke is represented by the dark gray
areas.

Near the interaction region a silicon tracker, composed of an inner pixel detector surrounded
by a silicon strip detector, measures vertices and momenta of charged particles. The elec-
tromagnetic calorimeter (ECAL) and the hadronic calorimeter (HCAL) are located inside the
solenoid, measuring electromagnetic and hadronic showers with lead tungstate crystals and a
scintillator-brass sampling detector, respectively.

The current silicon tracker must be replaced before the start of Phase-2, since it will suffer
significant radiation damage by the end of Run 3. To maintain excellent track reconstruction
at high pileup, the granularity of both the inner pixel tracker and the outer tracker will be
increased, by decreasing the pixel size and by shortening the strip lengths. For the first time
at CMS a momentum measurement will become possible within a few microseconds, and this
information can be used in the Level-1 (L1) trigger. The track trigger will greatly sharpen the
L1 pT resolution, which will reduce the trigger rate at a given transverse momentum. Thus
by combining input from the tracker and muon systems the pT threshold for the single muon
trigger can be kept low despite the high rate at HL-LHC.

The endcap calorimeters will also suffer significant radiation damage. The replacement planned
for Phase-2, the High Granularity Calorimeter (HGCAL), will have an electromagnetic and a

Figure 4.10: One-quarter section of the CMS detector in r-z view, featuring the four DT
stations in the barrel (MB1–MB4, in orange), the four CSC stations in the endcap (ME1–
ME4, in green), and the RPC stations (in blue). The Phase-II upgrades, some of them
discussed below (RE3/1, RE4/1, GE1/1, GE2/1, ME0), are also included. MB = DT =
Drift Tubes, ME = CSC = Cathode Strip Chambers, RB and RE = RPC = Resistive Plate
Chambers, GE and ME0 = GEM = Gas Electron Multiplier, and iRPCs = improved RPC
chambers) [124].

Endcaps region

A high muon and background rate and a non-uniform large magnetic field distinguish the
endcaps region. The cathode strip chambers are suitable to operate under these conditions
due to their fast response time, granularity, and radiation resistance. Four stations of CSCs,
with chambers located perpendicular to the beamline, cover the pseudorapidity range 0.9
< |η| < 2.4. A chamber is composed of 6 layers. The information provided by each layer
allows the rejection of non-muon backgrounds and an efficient hit matching to those obtained
in other muon stations and the inner Tracker. A plane of RPCs was installed in each of the
first three stations of the endcaps, allowing the trigger to exploit the coincidence between
the stations for background rejection. The location of the stations within the muon system
allows us to have full pseudorapidity coverage for |η| < 2.4, or 10◦ < |θ| < 170◦. The offline
reconstruction efficiency of muons ranges from 95 to 99%, being lower only in the regions
between the 2 DT wheels and between the DT and CSC.
The majority of the components of the four muon subsystems have been operating since
2008 when the LHC started running. Minor replacements occurred during the LS1 when the
ME4/2 CSC stations, as well as the RE4/2 and RE4/3 RPC chambers, were substituted. In
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2017, five testing pairs of chambers for a new type of detector in CMS, called gas electron
multiplier (GEM), were installed in the forward region in order to assess its performance
[125, 126]. The purpose of GEM is to improve the muon triggering in the forward region
and the reconstruction in the pseudorapidity range 1.6 < |η| < 2.2, in preparation for the
operation under HL-LHC conditions. After the successful commissioning of the pilot GEM
super-chambers, 72 super-chambers were added in 2019 and the installation of the very first
GE11 station was finished in September of 2020. The remaining ones are expected to be
installed before the end of the LS2. The Phase-II Upgrade of the muon system is step by
step being accomplished.

4.2.6 Trigger and Data Acquisition

At LHC design luminosity, considering a beam crossing interval for pp collisions of 25 ns
that corresponds to a crossing frequency of 40 MHz, an average of 20 collisions occur per
bunch crossing. Since it is impossible to store for offline analysis the resulting amount of data
in its totality, a decision whether to record an event or not has to be made online, event per
event. In this way, only a small portion of the events are recorded and go into datasets to be
used for physics analysis and calibration. The datasets to be saved on tape are determined
according to the priorities of the CMS physics program. The needed drastic rate reduction
of their size is performed in 2 steps, which together constitute the CMS trigger system [127]:
the Level-1 (L1) trigger [128] and the High-Level Trigger (HLT) [129]. The L1 trigger is
considered a hardware trigger since it is based on custom-designed electronics, and the HLT
constitutes a software system, operating in a filter farm of commercial processor cores.

L1 trigger

The L1 trigger reduces the input rate of 40 MHz to an output rate of 100 kHz, with a fixed
latency of 3.8 µs. In this time interval, the global decision whether to pass the event to the
HLT or not is made, based on pieces of basic information coming from the muon chambers and
the calorimeters, e.g., the presence of energy deposits compatible with physics objects known
to be part of interesting final states. The high-resolution data of the events is kept during the
short latency time in the front-end electronics so that if the event is accepted, all the event
information can be quickly accessed by the HLT. Fig. 4.11 presents the architecture of the
Level-1 trigger, composed of local, regional, and global components. At the bottom end of the
hierarchy structure, the local component called Trigger Primitive Generators (TPG) is found,
based on energy deposits in calorimeter trigger towers and track segments or hit patterns in
muon chambers. The information from the TPGs is combined in the regional component,
called regional trigger [130], so that trigger objects like electrons or muon candidates can be
ranked and sorted. The candidates’ rank is decided considering the energy, momentum, and
quality. This last characteristic refers to the confidence in the parameters that come from
the L1 measurements. The global calorimeters and global muon triggers decide, according to
the information provided by the regional component, the objects to be passed to the global
trigger [131], which constitutes the top step in the L1 trigger hierarchy. The global trigger
makes the decision whether to reject the event at this point or pass it to the HLT. A relevant
element for the decision is the readiness of the subdetectors and the Data Acquisition System
(DAQ) [132], determined by the Trigger Control System (TCS) [133–135]. A positive decision,
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known as Level-1 Accept (L1A), is sent to the subdetectors through the Timing, Trigger, and
Control (TTC) system [136].

HLT trigger

The HLT trigger reduces the input rate of 100 kHz to around 1 kHz, performing more
sophisticated calculations than the L1 trigger, similar to the ones done in offline analysis.
The HLT event filter farm (EVF) is composed of filter-builder units [137]. In the builder
units, fragments from different detectors are combined to form complete events. The assem-
bled events enter the filter units for the unpacking of the raw data into detector-specific data
structures, in order to reconstruct the events and apply trigger filters. Preliminary selec-
tions based on the information provided by the calorimeters and the muon detectors allow
reducing the rate before feeding the events into the tracking reconstruction algorithms, which
are quite CPU consuming. A specific sequence of steps with increasing complexity for the
reconstruction and selection of physics objects is known as an HLT path. The HLT data
processing is constructed around this concept. The accepted events are grouped into a set
of non-exclusive streams, which are set taking into account the HLT decisions. The data
events are first stored locally and shortly afterward transferred to the CMS-Tier 0 computing
center [127], for offline processing and storage.

The Compact Muon Solenoid Experiment at the Large Hadron Collider 60

Figure 3.8: Architecture of the CMS Level-1 Trigger [85].

the former) and global components. The Global Calorimeter and Global Muon Trigger

information is evaluated by the Global Trigger which either passes the event to the

High-Level Trigger step or rejects the event altogether.

The calorimeter trigger employs trigger towers of areas 0.087× 0.087 in (η,φ) up to

|η| = 1.74; trigger towers in the forward and backward region have larger areas. From

trigger towers, electron and photon candidates are generated by the regional calorime-

ter trigger. This trigger also determines the transverse energy sum, τ candidates, and

information on minimum-ionizing particle and isolation properties. All calorimeter trig-

ger objects are finally ranked by the Global Calorimeter Trigger calculating jets, total

transverse energy and scalar ET sum of jets above a configurable threshold. Also, the

highest-ranked electron and photon candidates together with their isolation properties

are identified.

All three muon system components contribute to gather trigger information: Track

segments in azimuth and hit patterns in pseudorapidity are identified by the drift tubes;

the cathode strip chambers provide three-dimensional track segments. Both trigger prim-

itives are subsequently evaluated by the Regional Muon Trigger; this trigger performs a

Figure 4.11: Architecture of the L1 trigger [27].

The excellent performance of the trigger system during the Run II data-taking period was
guaranteed by the Phase-I upgrade of the trigger subsystems [138,139]. The main objective of
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the upgrade was to assimilate the higher trigger rates while maintaining the trigger efficiency,
such that the trigger thresholds would not need to be increased significantly in order to meet
the 100 kHz limit output rate of the L1 trigger.

Data Acquisition

The main purpose of the CMS DAQ system is to transport the event data from the L1
trigger to the HLT, as depicted in Fig. 4.12, and to provide the computing power for the
operation of the HLT. At CMS design luminosity, DAQ handles 100 kHz as input rate, i.e.,
the output rate of the L1 trigger, for a data flow of ≈ 100 GB/s. The DAQ system is deployed
in up to 8 slices, which operate almost as autonomous systems. The full architecture of the
CMS DAQ system is shown in Fig. 4.13. Once a synchronous L1 trigger arrives via the TTC,
the data stored in the subdetector front-end systems (FES) is extracted from the FES by the
Front-End Drivers (FEDs) and pushed into the DAQ system.

8-13 October 2010 Software and Analysis in CMS L. Silvestris

Raw data formation is not reconstruction

For the purpose of on-line reconstruction 

DAQ is like the post: the front ends send packets...

81

Figure 4.12: Path of the raw data on their way to entering the DAQ system [140].
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Chapter 9

Data Acquisition

The architecture of the CMS Data Acquisition (DAQ) system is shown schematically in figure 9.1.
The CMS Trigger and DAQ system is designed to collect and analyse the detector information at
the LHC bunch crossing frequency of 40 MHz. The rate of events to be recorded for offline pro-
cessing and analysis is on the order of a few 102 Hz. At the design luminosity of 1034 cm−2s−1,
the LHC rate of proton collisions will be around 20 per bunch crossing, producing approximately
1 MByte of zero-suppressed data in the CMS read-out systems. The first level trigger is designed
to reduce the incoming average data rate to a maximum of 100 kHz, by processing fast trigger
information coming from the calorimeters and the muon chambers, and selecting events with in-
teresting signatures. Therefore, the DAQ system must sustain a maximum input rate of 100 kHz,
for a data flow of ≈ 100 GByte/s coming from approximately 650 data sources, and must provide
enough computing power for a software filter system, the High Level Trigger (HLT), to reduce the
rate of stored events by a factor of 1000. In CMS all events that pass the Level-1 (L1) trigger are
sent to a computer farm (Event Filter) that performs physics selections, using faster versions of the
offline reconstruction software, to filter events and achieve the required output rate. The design
of the CMS Data Acquisition System and of the High Level Trigger is described in detail in the
respective Technical Design Report [188].

The read-out parameters of all sub-detectors are summarized in table 9.1. Each data source
to the DAQ system is expected to deliver an average event fragment size of ≈2 kByte (for pp
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Figure 9.1: Architecture of the CMS DAQ system.
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Figure 4.13: Architecture of the DAQ system [27].

The design of the FEDs depends on the subdetector they are associated with. However, the
interface to the central DAQ is common. Each FED provides a signal indicating the status
of the readout process, being the states: Ready, Warning, Busy, Out-Of-Sync, and Error.
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The status information allows the DAQ shifter present at P5 to decide whether to stop a run
or not if the acquisition and quality of the data is being compromised. The FEDs encapsulate
the data from the FES in a common data structure and the data from each of them is read
into the Front-end Read-out Links (FRLs). The information from two FEDs can be merged
in the FRLs. At this point, DAQ has provided the HLT all the information from the event
stored in the subdetectors, following its acceptance by the L1 trigger. After the assembling
of the event fragments in the event builder, the transition to the Filter Units (FUs) in the
Event Filter, and the selection of the portion of events for storage, the data is transferred
from the local storage site at P5 to the mass storage at the Meyrin site.
The trigger and DAQ system will undergo a Phase-II upgrade [141, 142]. For the first time,
tracking and high-granularity calorimeter information is expected to be included in the L1
trigger. The upgrade will allow the system to operate under the HL-LHC data-taking condi-
tions, in which the event size will increase, with a foreseen L1 (HLT) output rate of 750 kHz
(7.5 kHz) and a latency of 12.5 µs. The storage capacity at P5 would need to be increased
consequently to be able to handle the increased amount of data.

4.2.7 Offline Computing

The main tasks of the CMS offline computing system are the storage, transfer, and manip-
ulation of the recorded data [143,144]. The system provides access to conditions, calibrations,
and supports the production of simulated events, using resources located around the world
in collaborating institutes. The CMS hierarchical architecture composed by Tiered centers is
shown in Fig. 4.14. For the elaboration of the diagram, the most updated information (as of
the time of writing this dissertation) concerning site availability and status was used [145].
The Tier-0 center is located at CERN, a few Tier-1 centers are distributed at national com-
puting facilities, and several Tier-2 centers are situated at research institutes.

CMS Data Hierarchy

The CMS data model is based on the concept of event. The recorded data from a single
triggered bunch crossing along with the new data originated from it constitutes an event. The
event serves as input to physics modules, which perform a specific selection, reconstruction,
and analysis, while a so-called analyzer produces a piece of concise information from an event
collection.
The following data formats are used for the analysis of the CMS data [146]:

• RAW format: (≈ 1 MB/event) It contains the complete recorded information as it
came out from the detector, including some trigger decision record and metadata.

• RECO format: (≈ 3 MB/event) This format is obtained after performing the recon-
struction, which constitutes the most CPU-intensive step of the data processing. It
comprises low and high-level information. At the lowest level, it contains reconstructed
hits, clusters, and segments. Based on them, it stores tracks and vertices. Finally,
it comprises the high-level physics objects (jets, electrons, muons, etc) at the highest
hierarchy level.
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Figure 4.14: Overview of CMS computing model. The concentric circles represent the system
of Tiers, with the Tier-0 center at CERN (in the internal circle), the several Tier-1 centers at
regional computing centers (in the intermediate circle), and the many Tier-2 centers world-
wide (in the external circle).

• AOD format: (400-500 kB/event) The RECO data is filtered to obtain the AOD
format, which keeps the high-level physics objects and some additional information to
perform kinematic refitting, containing only a portion of all the hits. During Run I, in-
termediate datasets denominated ntuples were produced by the physics analysis groups
(PAGs) out of the AOD datasets. Additionally, individual groups made their custom
ntuples out of these intermediate ntuples. With the increase of the data flow managed
by the offline computing system in Run II, the production of the intermediate ntuples
became unsustainable since they occupied a much-needed space and contained largely
overlapping information among the different PAGs. Therefore, they were substituted
with a new standard and condensed format called the MINIAOD format [147].

• MINIAOD format: (≈ 100 kB/event) It was created to achieve a size of 10% of the
Run I AOD format, while serving to about 80% of the CMS analysis. The MINIAOD
contains high-level physics objects, comprising all the particle candidates, but only
stores limited basic quantities (e.g. 4-vector, impact parameter, pdg id [38], and qual-
ity flags) with reduced numerical precision. The MINIAOD format also incorporates
information on the simulated particles, trigger, and miscellaneous information (e.g.,
interaction vertices and Emiss

T filters).
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• NANOAOD format: (≈ 1 kB/event) A high-level of detail on the analyzed subset
of collected events is often needed for calibration purposes, which implies the use of
low-level detector information. On the other hand, high precision in low-level detector
information is not required for searches and precision measurements. For this kind of
analysis, the key is selecting a high number of events since they are often statistically
limited. Thus, the flexibility of reducing the event size compared to the MINIAOD
format depends on the type of analysis. The NANOAOD format was conceived to be
used by at least 50% of the CMS physics analysis while reducing about 20 times the size
compared to the MINIOAD format [148]. The format helps to deal more efficiently with
the bigger dataset sizes that result from the consistent increase in luminosity during
Run II and the foreseen luminosity increase in the upcoming periods of data taking. It
contains only the top-level information usually employed in the final steps of the analy-
sis, eliminating the track collection, considering thresholds for specific physics objects,
and reducing the information stored on collections with many entries (e.g., jets). The
NANOAOD format has already been used as the main data format for some Run II
analysis, and its use is expected to expand further during the Run III.

The analysis presented in this thesis makes use of the MINIAOD format. A transition to
the NANOAOD format was not contemplated due to the relevance of the track collection in
the analysis.
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In this chapter, a description of the CMS simulation chain is presented, from the event
generation to the simulation of the CMS detector and the readout electronics, up to the
final simulated events. The CMS reconstruction techniques applied to both real data and
simulated events are detailed, emphasizing in the techniques for the identification of the
physics objects of interest for this work.
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5.1 Event generation

The generation of events in CMS is handled in two steps. First, the pp collisions are
simulated with a Monte Carlo event generator. Then, the passage through the different
layers of the detector of the particles resulting from the step one is simulated in a second
step referred to as detector simulation. Fig. 5.1 shows an overview of the complete CMS
simulation chain, described hereafter.

Simulation Digitization ReconstructionGeneration
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simulated hits from
pileup interaction
detector noise model
output: simulated raw
data

pp interaction
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Figure 5.1: CMS simulation workflow.

5.1.1 Structure of the event

Over the past decades, the description with multi-purpose MC event generators of the
final states obtained in high energy physics experiments has been improved [149]. The MC
generators operate through many orders of magnitude of the momentum spectra, describing
each of the phases of the process from the hard interaction to the final state, in which hundreds
of particles are produced. Each of the phases of the process is associated with a step in the
simulation chain of the MC event generator, as illustrated in Fig. 5.2.

Factorization of the cross-section

The treatment of the process of interest in the simulation is different according to the
momentum transfer involved. The hardest parton-parton interaction is called primary hard
process. If the momentum transfer is high, known as high scale, the partons inside one of the
incoming hadrons interact with the ones from the other hadron and produce a small number
of high energy partons, leptons, and gauge bosons. The cross-section for these processes with
a large invariant momentum transfer can be written as:

σh1h2→X =
∑

a,b∈{q,g}

∫
dxa

∫
dxbf

h1
a (xa, µ2

F )fh2
b (xb, µ2

F )
∫
dΦab→X

dσ̂ab(Φab→X , µ
2
F )

dΦab→X
, (5.1)

where X is the final state produced in the collision of the hadrons h1,2, and f
h1,2
a,b (xa,b, µ2

F )
are the parton distribution functions in the collinear factorization.
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Step 1 Step 2 Step 3 Step 4

Step 5 Step 6

Step 7

Figure 5.2: Overview of the event generation chain. Step 1: Hard scatter (red), matrix ele-
ments from first principles. Step 2: Incoming partons from the parton distribution functions
(PDFs). Step 3: Radiative corrections, Initial State Radiation (ISR) and Final State Radia-
tion (FSR) (blue). Step 4: Multi Parton Interaction (MPI) (orange). Step 5: Hadronization
(light green). Step 6: Hadron decays from unstable resonances to final-state particles (dark
green). Step 7: Photon radiation (occurs at any stage), QED corrections (yellow) [150,151].
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At leading order, the PDFs represent the probability of having a parton of flavor a, carrying
a momentum fraction x in the parent hadrons h1,2, at the factorization scale µF . The
differential final-state phase-space element for the production of the final state X from the
partonic initial state dΦab→X corresponds to the differential cross-section dσ/dΦ. Fig. 5.3
shows the general picture of the primary hard process.
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Figure 5.3: Schematic representation of a primary hard process.

Parton shower, evolution equation, and Sudakov factor

In the case of low momentum transfer, known as low scale (order of magnitude of 1 GeV)
the partons from both incoming hadrons are confined, and the final-state hadrons are formed
from the interaction of outgoing partons. An evolutionary process connects the low scale
and the high scale. The many additional partons produced as a consequence of this scale
evolution, in the form of the so-called parton showers, come from considering a probability
for the addition of one or more partons to the final state during the evolution process in an
interval of the evolution variable of the parton shower. The so-called parton shower algorithms
are formulated as an evolution in a momentum-transfer-like variable and are simulated with
a step-wise Markov chain, descending in momenta from a scale defined by the hard process.
The evolution of the PDFs with changing factorization scale in collinear factorization takes
the form:

µ2
F

dfa(x, µ2
F )

dµ2
F

=
∑

b∈{q,g}

∫ 1

x

dz

z

αs
2π P̂ba(z)fb(x/z, µ

2
F ), (5.2)

where P̂ba(z) are the regularized Altarelli-Parisi splitting functions, characterizing the collinear
splitting of parton b into parton a [152]. Eq. (5.3) constitutes the main equation to solve by
the parton-shower MC generators:

d

d log t log
fa(x, t)
∆a(tc, t)

=
∑

b∈{q,g}

∫ zmax

x

dz

z

αs
2π P̂ba(z)

fb(x/z, t)
fa(x, t)

, (5.3)

where ∆a(tc, t) is the Sudakov form factor (the probability for a parton not to undergo a
branching process in an interval of time of the parton shower’s evolution variable), calculated
as:

∆a(t, t′) = exp{−
∑

b∈{q,g}

∫ t′

t

dt̄

t̄

∫ zmax

zmin
dz
αs
2π

1
2Pab(z)}. (5.4)

The use of Sudakov factors for unresolved splittings and virtual corrections constitutes a com-
mon characteristic of the MC event generators. To fully reflect the complexity of the event
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structure, the particles in the final state that do not come from the primary hard process
are also considered and grouped into a component of the final state referred to as underlying
event. An underlying event can be formed by:

• Initial and Final State Radiation: Gluon emission by the incoming partons before
the hard interaction and gluon emission of the scattered partons.

• Beam remnants (BBR): Particles produced in the hadronization of the beam par-
tonic constituents that did not engage in the hard interaction.

• Multiple Parton Interactions: The additional parton interactions to the main hard
interaction. The two incoming hadrons are systems of strongly-interacting partons and
therefore, it is likely that one or more pairs of partons interact with each other in the
form of MPIs.

Hadronization and hadrons decay

Once an energy scale of the order of 1 GeV is reached, the perturbation evolution of the sys-
tem can no longer be maintained, and a non-perturbative hadronization model is deployed
to describe the confinement of the colored partons into hadrons. This process of obtain-
ing hadrons out of quarks and gluons is called hadronization. The partons forming color-
connected systems hadronize together, instead of each parton independently. Furthermore,
the collective hadronization of color-connected systems is independent of how the system was
produced in the first place. This means that once a model is tuned with data, it becomes
predictive for new types of collisions and energy regimes. During the hadronization, unstable
resonances are produced, unstable enough to decay inside the detector but stable enough to
be detected before they decay. As a final step in the event simulation chain, the decay of
these resonances into lighter hadrons is simulated.

Event generators

General-purpose event generators are used within CMS for massive event generation cam-
paigns. They can be interfaced with Matrix Element (ME) generators, such that the output
(parton-level events) can serve as input for the hadronization. Other more specific generators,
such as the ME calculator Madgraph5_aMCatNLO, are also widely popular within the
community. The event generators are incorporated in the software used for the analysis of
the data (CMSSW) as external packages, with an interface provided by CMS-specific soft-
ware. This allows to create the so-called configuration cards and tailor the generation task
so that the obtained events correspond to the desired topology. A brief description of the
most widely used MC event generators is given hereafter:

• Pythia: [153,154] This general-purpose event generator is quite popular within the LHC
community, building up from the user experience at LEP, HERA, and the Tevatron.
It has also been used in cosmic-ray and heavy-ion studies, comprising e+e−, pp, and
pp̄ collisions. All the physics aspects, hard and soft interactions, parton distributions,
initial and final state parton showers, multiple parton interactions, fragmentation, and
decay, are covered by Pythia in three main steps. The fist step, called Process Level,
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uses a combination of matrix element expressions and phase space selection to choose
the hard process. The second step, known as Parton Level, continues the evolution up
to lower scales, including parton showering, MPIs, and beam remnants. The third step,
called Hadron Level, handles the hadronization of the partons obtained as output from
the previous step and simulates the decay of hadrons and leptons. Pythia is open
to external input and, therefore, hard subprocesses can be added and the generation
handled as an internal process. Other custom interfaces can also be interfaced with
Pythia, e.g., FastJet for jet clustering.

• Herwig++: [155,156] It stands for Hadron Emission Reactions With Interfering Glu-
ons. Herwig, its predecessor, developed during the era of LEP. Currently, Herwig++
is a complete event generator that handles lepton-lepton, lepton-hadron, and hadron-
hadron collisions. It comprises the automatic generation of hard processes for a com-
prehensive list of BSMs and the matching of the hard processes at NLO with the
Positive Weight Hardest Emission Generator (Powheg) method. The angular ordered
parton showers, the cluster hadronization, and the modeling of the underlying events
through hard and soft multiparton interactions, are also distinctive characteristics of
Herwig++. Well elaborated and advanced hadronic decay models, in particular for
the case of bottom hadrons and τ leptons, are also integrated in Herwig++.

The Shower MC (SMC) programs implement some approximate NLO corrections. Therefore,
a possible overcounting needs to be considered when attempting to merge NLO calculations
with parton shower simulations. Mc@nlo and Powheg constitute two different methods to
overcome this overcounting problem:

• MC@NLO: [157] In this method the overcounting is avoided with the subtraction from
the exact NLO cross-section of its approximation, as implemented in the SMC program
to which the NLO computation is matched. Such an approximated cross-section is com-
puted analytically and is SMC dependent. The events generated with Mc@nlo can
have negative weights in the cases in which the exact NLO cross-section minus the MC
subtraction terms yield negative results. This does not imply a negative cross-section
since physical distributions must turn out to be positive.

• Powheg: [158] The Powheg Box implements the merging of NLO calculations and
SMC programs following the so-called Powheg method, which avoids negative weighted
events. With this method, NLO calculations plus an initial state of parton shower are
obtained and can then be fed into a SMC program for subsequent showering, without
the problem of overcounting.

• MadGraph5aMC@NLO: [159, 160] It is a framework created from the merging of
the Madgraph matrix element generator and the Mc@nlo formalism. It comprises
additional functionalities compared to the two predecessors, like the possibility to merge
event samples with different light-parton multiplicities. Furthermore, it allows the com-
putation of cross-sections at tree-level and next-to-leading order accuracy with Mad-
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graph, plus the parton shower with the Mc@nlo formalism. The physical observables
can be obtained with different perturbative accuracies and description of the final state,
according to the following options:

– fLO: tree level + parton-level computation.

– fNLO: tree level and one-loop matrix elements + parton-level computation. For
fLO and fNLO no parton shower is involved. The observables are reconstructed
with the particles appearing as a result of the considered matrix elements.

– LO+PS/NLO+PS: matrix elements from fLO/fNLO computation, matched to
parton showers.

– MLM-merged/FxFx-merged: a combination of LO+PS/NLO+PS samples, differ-
ing by the final-state multiplicity.

5.2 Detector simulation

The availability of a precise and realistic detector simulation contributes to the successful
operation of a detector, more even so in the case of sophisticated detectors such as CMS. The
detector simulation helps to test the design, supports the commissioning, and allows to assess
the impact of planned upgrades. For the same collider, the simulation of pp collisions can be
common for the different experiments since the physics processes are detector independent,
but the detector simulation is custom for each experiment, adapting to its specific design
characteristics. Among the experiment-specific characteristics are the geometrical structure
of the detector, the detector response to the energy deposits (electric current and voltage sig-
nals), and the pileup. The MC simulation of the radiation transportation along the different
detector layers starts from the beam pipe up to the end of the cavern. General codes grouped
under the name of Monte Carlo radiation transportation codes are used. The simulation of
the CMS detector is done with the GEometry ANd Tracking (Geant4) package [161–163].
The output in the form of energy deposits provided by the transportation code is converted
into electrical signals in a process known as digitization, followed by the calibration, in which
these signals are translated into position, momentum, and energy measurements. Further-
more, a noise model for the detector and the pileup effect (studied through simulation of hits
coming from pileup interactions) is taken into account. The resulting simulated events have
the same format as the real collision events. Therefore, the same algorithms used in real data
for the identification and reconstruction of particles and the computation of observables are
used. A common final data format is thus obtained for real data and simulated events.

5.2.1 Main challenges

The balance between the precision of the simulation and the amount of computing resources
used to obtain the results constitutes one of the challenges faced to provide the best detector
simulation possible. Usually, more precise physics models would be slower and more resource
consuming. The balance can be accomplished by simulating some processes in a condensed
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form, such as the multiple scattering, incorporated as a net deflection resulting from all the
small angle scatterings. A validation of the full simulation chain is performed by checking
the agreement of physics observables between the MC prediction and the data measurement.

5.2.2 CMS event display

The simulated detector geometry together with the simulated or real data events can be
inspected with a CMS event-display program [164]. The advanced geometry visualization
package uses as input the MINIAOD format (Subsec. 4.2.7). Fig. 5.4a shows the event
display of a H → a1a1(ZDZD) → µµττ simulated event, corresponding to the 2017 MC
samples used for the analysis presented in this work, and Fig. 5.4b shows the energy deposit
in the Φ-η plane of the four leptons in the final state.

5.3 Reconstruction of relevant physics objects

A comprehensive list of final-state particles can be reconstructed and identified with the
CMS detector, due to the highly segmented subdetectors that provide enough separation
between individual particles. A detailed description of the main physics objects of interest
for the analysis presented in this work: primary vertices, muons, electrons, hadrons, jets, and
τ leptons, is given below.

5.3.1 Primary vertex reconstruction

The location of an event and the associated uncertainty is measured in three consecutive
steps: track selection, clustering, and a final fit for the extraction of the vertex parame-
ters [110]. The reconstructed vertex with the largest total transverse momentum of physics
objects is identified as the primary vertex. The physics objects refer in this case to the jets
reconstructed from the tracks assigned to the vertex and the associated missing transverse
momentum of these jets. The selected tracks used as input for the clustering most fulfill cer-
tain requirements, related to their prompt production in the primary interaction. The tracks
are clustered on the basis of the value of their z-coordinate at the point of closest approach
to the beam spot center. A compromise is made during the clustering process between the
resolving power and a minimization of the incorrect splitting of true vertices.
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(a)

(b)

Figure 5.4: a) CMS event display of a Higgs boson decaying to a pair of light bosons, which
subsequently decay to a pair of muons and a pair of τ leptons. The signal signature is
composed of a highly boosted pair of muons (upper left, red), acompanied by two nearly
back to back decay products from the τ leptons, a third muon and an electron (light blue).
The purple arrow denotes the MET of the event in the direction of the τ leptons decay. b)
Energy deposit in the Φ-η plane.
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To avoid the creation of fake vertices, each vertex is required to have at least two of their
tracks incompatible with originating from other of the vertices. A weight between 0 and 1
is assigned to each track, corresponding to the likelihood for the track to belong to the ver-
tex. An adaptive vertex fitter assigns the tracks to the vertex according to the compatibility
characterized by the assigned weight. Finally, a fit is performed to determine the vertex
parameters (e.g., x, y, and z coordinates).

5.3.2 Particle flow, link, and post-processing algorithms

The specific function of each of the CMS subdetectors in the reconstruction of physics
objects makes possible to a large extent to reconstruct some of these objects using informa-
tion from only one of the subdetectors [108], e.g., jets formed by hadrons and photons can be
constructed exploiting calorimeter information without additional input from the tracker and
the muon system. In addition, jets originated from hadronic τ decays or the hadronization
of a b-quark mainly concern the tracking system since their identification is based on the
properties of the charged tracks. The identification of isolated photons and electrons can be
performed mainly with ECAL information, while the muon identification mostly concerns the
muon system. A significant improvement on the event description comes from correlating all
the basic elements obtained in the different subdetector layers and combining all the pieces
of information to reconstruct the properties of the final state particles. This approach is im-
plemented in the so-called Particle Flow algorithm (PF) [165]. The link algorithm connects
the PF elements from the subdetectors that are assumed to belong to the same particle. The
quality of a created link (geometrical connection between two PF elements) is quantified by
the distance between the two elements. A representative example of the measurement of
this distance would be the link between an inner track and a calorimeter cluster, where the
distance is measured between the extrapolated track position and the cluster position in the
η-Φ plane. The elements associated with a direct or indirect link are grouped into PF blocks.
After processing the PF blocks and identifying all the particles, the global event description
is obtained. The basic requirements for the identification of each of the main physics objects
are the following:

• charged hadrons: Presence of a link between one track and one or more calorimeter
clusters in the η-Φ plane. No associated signal in the muon system.

• photons and neutral hadrons: ECAL and HCAL clusters. No associated track link.

• electrons: A track and an ECAL cluster, momentum-to-energy ratio compatible with
the unity, no associated HCAL cluster.

• muons: A track in the inner tracker connected to a track in the muon system.

The reconstruction and identification with the two algorithms described above allows an
efficient combination of the information from all the subdetectors. Nevertheless, a remaining
particle misreconstruction and misidentification rate is left, which is further reduced with the
help of the post-processing algorithm. The algorithm investigates events with large artificial
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missing transverse momentum (pmiss
T ), caused by:

• cosmic-ray muons passing through the detector at the same time of an LHC beam
crossing.

• severe misreconstruction of the muon momentum (incorrect determination of the mo-
mentum by the PF algorithm, caused among other reasons by an incorrect inner track
association).

• particle misidentification (e.g., charged hadron with energy deposit in the muon sys-
tem, misidentified as a muon. This results in the addition of a neutral hadron to the
particle list, to account for the energy left by the charged hadron in the calorime-
ters. Unrecovered muon that fails the tight identification selection and overlaps with a
neutral hadron. The overlap causes the neutral hadron to be lost from the particle list).

After the event post-processing, the artificial pmiss
T is largely reduced, without a relevant effect

to the genuine high pmiss
T , which might be a sign of new physics phenomena.

Tracks

The collection of tracks is of central importance for the analysis presented in this work.
Tracks are reconstructed in CMS in three stages, as shown in Fig. 5.5. A combinatorial track
finder based on Kalman Filtering (KF) is used. First, an initial seed (a combination of 2-3
hits) is generated, containing only a few hits compatible with the path of a charged particle.
Second, the trajectory is built by collecting the hits in all the detector layers compatible with
this path. In the final step, a fit is performed to determine the origin, transverse momentum,
and direction of the charged particles.

P
o
S
(
T
I
P
P
2
0
1
4
)
2
0
4

Tracking at High Level Trigger in CMS Mia TOSI

Figure 2: Seeding. Figure 3: Building. Figure 4: Fitting.

by using already reconstructed pixel tracks, pixel or the inner layers of the strip tracker hit triplets or
pairs (plus the beam spot constraint). A seed defines the initial estimate of the trajectory parameters
and their uncertainties. To limit the number of hit combinations, seeds are required to satisfy loose
criteria (minimum pT and consistency with originating from the proton-proton interaction region);

• the pattern recognition (building), when track candidates are propagated using a Kalman filter tech-
nique [5] to find new compatible hits and the track parameters are updated, as shown in Figure 3. The
filter begins with a coarse estimate of the track parameters provided by the trajectory seed and then
builds track candidates by adding hits from successive layers one by one. The information provided
at each layer includes the location and uncertainty of any found hit as well as the amount of material
crossed, which is used to estimate the uncertainty arising from multiple Coulomb scattering. In this
step track candidates are rejected if not enough hits are found;

• the final track fitting is used to provide the best estimate of the parameters of each trajectory combin-
ing all the associated hits by means of a Kalman filter and smoother (see Figure 4). At this stage hits
can be rejected if they look incompatible to the fitted track. The Kalman filter is initialized at the lo-
cation of the innermost hit with the trajectory estimate obtained during seeding. The fit then proceeds
in an iterative way through the full list of hits, updating the track trajectory estimate sequentially with
each hit. For each valid hit, the hit position estimate is re-evaluated using the current values of the
track parameters. This first filter is complemented by the smoothing stage: a second filter is initialized
with the result of the first one and is run backward toward the beam line;

• the track selection sets quality flags based on a set of cuts sensitive to fake tracks and based on track
normalized χ2, track compatibility with interaction region, track length and number of missed hits.
Tracks which do not fulfill the loosest set of cuts are discarded. This step is particularly important in
order to mitigate the fake rate (fraction of reconstructed tracks that are fake).

Reconstruction efficiency relies on several iterations (steps) of the tracking procedure; every step,
except the first, works on the not-yet-associated hits surviving the previous step. This recursive
procedure is referred to Iterative Tracking, and it is the standard track reconstruction adopted by
CMS. In the early iterations tracks with relatively high pT , produced near the interaction region,
are reconstructed. After each iteration, hits associated with tracks already found are discarded,
reducing the combinatorial complexity and thus allowing later iterations to search for lower pT or
highly displaced tracks.

Tracks reconstructed by using both pixel and strip hits have superior momentum resolution
and a lower probability of being fake. However, this requires much more CPU time than just
reconstructing pixel tracks, since the strip tracker does not provide the precise 3-D hits of the pixel
tracker, and suffers from a higher hit occupancy. The track reconstruction absorb about 20% of the
total CPU time. The HLT uses track reconstruction software that is identical to that used for offline
reconstruction, but it must run much faster. This is achieved by using a modified configuration of
the track reconstruction, in particular by
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by using already reconstructed pixel tracks, pixel or the inner layers of the strip tracker hit triplets or
pairs (plus the beam spot constraint). A seed defines the initial estimate of the trajectory parameters
and their uncertainties. To limit the number of hit combinations, seeds are required to satisfy loose
criteria (minimum pT and consistency with originating from the proton-proton interaction region);

• the pattern recognition (building), when track candidates are propagated using a Kalman filter tech-
nique [5] to find new compatible hits and the track parameters are updated, as shown in Figure 3. The
filter begins with a coarse estimate of the track parameters provided by the trajectory seed and then
builds track candidates by adding hits from successive layers one by one. The information provided
at each layer includes the location and uncertainty of any found hit as well as the amount of material
crossed, which is used to estimate the uncertainty arising from multiple Coulomb scattering. In this
step track candidates are rejected if not enough hits are found;

• the final track fitting is used to provide the best estimate of the parameters of each trajectory combin-
ing all the associated hits by means of a Kalman filter and smoother (see Figure 4). At this stage hits
can be rejected if they look incompatible to the fitted track. The Kalman filter is initialized at the lo-
cation of the innermost hit with the trajectory estimate obtained during seeding. The fit then proceeds
in an iterative way through the full list of hits, updating the track trajectory estimate sequentially with
each hit. For each valid hit, the hit position estimate is re-evaluated using the current values of the
track parameters. This first filter is complemented by the smoothing stage: a second filter is initialized
with the result of the first one and is run backward toward the beam line;

• the track selection sets quality flags based on a set of cuts sensitive to fake tracks and based on track
normalized χ2, track compatibility with interaction region, track length and number of missed hits.
Tracks which do not fulfill the loosest set of cuts are discarded. This step is particularly important in
order to mitigate the fake rate (fraction of reconstructed tracks that are fake).

Reconstruction efficiency relies on several iterations (steps) of the tracking procedure; every step,
except the first, works on the not-yet-associated hits surviving the previous step. This recursive
procedure is referred to Iterative Tracking, and it is the standard track reconstruction adopted by
CMS. In the early iterations tracks with relatively high pT , produced near the interaction region,
are reconstructed. After each iteration, hits associated with tracks already found are discarded,
reducing the combinatorial complexity and thus allowing later iterations to search for lower pT or
highly displaced tracks.

Tracks reconstructed by using both pixel and strip hits have superior momentum resolution
and a lower probability of being fake. However, this requires much more CPU time than just
reconstructing pixel tracks, since the strip tracker does not provide the precise 3-D hits of the pixel
tracker, and suffers from a higher hit occupancy. The track reconstruction absorb about 20% of the
total CPU time. The HLT uses track reconstruction software that is identical to that used for offline
reconstruction, but it must run much faster. This is achieved by using a modified configuration of
the track reconstruction, in particular by
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by using already reconstructed pixel tracks, pixel or the inner layers of the strip tracker hit triplets or
pairs (plus the beam spot constraint). A seed defines the initial estimate of the trajectory parameters
and their uncertainties. To limit the number of hit combinations, seeds are required to satisfy loose
criteria (minimum pT and consistency with originating from the proton-proton interaction region);

• the pattern recognition (building), when track candidates are propagated using a Kalman filter tech-
nique [5] to find new compatible hits and the track parameters are updated, as shown in Figure 3. The
filter begins with a coarse estimate of the track parameters provided by the trajectory seed and then
builds track candidates by adding hits from successive layers one by one. The information provided
at each layer includes the location and uncertainty of any found hit as well as the amount of material
crossed, which is used to estimate the uncertainty arising from multiple Coulomb scattering. In this
step track candidates are rejected if not enough hits are found;

• the final track fitting is used to provide the best estimate of the parameters of each trajectory combin-
ing all the associated hits by means of a Kalman filter and smoother (see Figure 4). At this stage hits
can be rejected if they look incompatible to the fitted track. The Kalman filter is initialized at the lo-
cation of the innermost hit with the trajectory estimate obtained during seeding. The fit then proceeds
in an iterative way through the full list of hits, updating the track trajectory estimate sequentially with
each hit. For each valid hit, the hit position estimate is re-evaluated using the current values of the
track parameters. This first filter is complemented by the smoothing stage: a second filter is initialized
with the result of the first one and is run backward toward the beam line;

• the track selection sets quality flags based on a set of cuts sensitive to fake tracks and based on track
normalized χ2, track compatibility with interaction region, track length and number of missed hits.
Tracks which do not fulfill the loosest set of cuts are discarded. This step is particularly important in
order to mitigate the fake rate (fraction of reconstructed tracks that are fake).

Reconstruction efficiency relies on several iterations (steps) of the tracking procedure; every step,
except the first, works on the not-yet-associated hits surviving the previous step. This recursive
procedure is referred to Iterative Tracking, and it is the standard track reconstruction adopted by
CMS. In the early iterations tracks with relatively high pT , produced near the interaction region,
are reconstructed. After each iteration, hits associated with tracks already found are discarded,
reducing the combinatorial complexity and thus allowing later iterations to search for lower pT or
highly displaced tracks.

Tracks reconstructed by using both pixel and strip hits have superior momentum resolution
and a lower probability of being fake. However, this requires much more CPU time than just
reconstructing pixel tracks, since the strip tracker does not provide the precise 3-D hits of the pixel
tracker, and suffers from a higher hit occupancy. The track reconstruction absorb about 20% of the
total CPU time. The HLT uses track reconstruction software that is identical to that used for offline
reconstruction, but it must run much faster. This is achieved by using a modified configuration of
the track reconstruction, in particular by
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Figure 5.5: Illustration of the three steps of the CMS track reconstruction [166].

The reconstruction efficiency is calculated as the fraction of reconstructed tracks matched
with a simulated track, measured in a sample of simulated events. At the same time, the
misreconstruction rate is defined as the fraction of reconstructed tracks that can not be
associated with a simulated track, both with respect to the total number of simulated tracks.
The misreconstruction rate is kept low by applying tight track quality criteria at the expense
of losing some reconstruction efficiency. Fig. 5.6 shows the reconstruction efficiency (left)
and misreconstruction rate (right) measured in a sample of simulated tt̄ events, with a mean
number of 50 pileup (PU) interactions and the conditions of the CMS detector in June of
2018. The simulated tracks fulfill the following kinematic requirements, a pT > 0.9 GeV and
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|η| < 2.5. No significant difference is observed in the fake rate when considering a realistic
detector with respect to the ideal detector, while a loss in tracking efficiency of about 5% is
observed around 20 GeV.
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Figure 5.6: Tracking efficiency (left) and misreconstruction rate (right) as a function of the
simulated track pT . The contributions to the total efficiency resulting from different tracking
iterations are shown in different colors. The performance that would be achieved with a
perfect detector is shown as a red line (left) and squares (right) [167].

Fig. 5.7 shows the dependence of both quantities on the number of PU interactions. The
fake rate increases with the additional interactions while the tracking efficiency shows no
significant deterioration. To keep and increase the tracking efficiency while maintaining a
similar fake rate constitutes a critical feature for a successful PF event reconstruction. This
is accomplished with a combinatorial track finder applied in several iterations in a process
known as iterative tracking. At each step of the iterative procedure, the hits connected to the
tracks in the current iteration are removed before the next iteration, to reduce the random
hit-to-seed association probability. Furthermore, the quality criteria are relaxed at each step,
to increase the total tracking efficiency without degrading the purity. The seeds for the first
three iterations are triplets of pixel hits, fulfilling additional criteria on the distance of closest
approach to the beam axis. The forth and fifth iterations tailor the reconstruction of tracks
with one or two missing hits in the pixel detector, while the sixth and seventh iterations are
dedicated to the reconstruction of displaced tracks with no pixel hits. The eighth iteration
aims to deal with tracks inside high pT jets, where an attempt to disentangle the merged pixel
hits is made, so that merged nearby tracks can be distinguished. Information from the muon
system is added in the ninth and tenth iterations, to increase the muon-tracking efficiency.
The iterations in which tracks are formed with a seed containing at least one pixel hit (1-7)
allow to recover around half of the tracks with pT > 1 GeV that are not reconstructed by the
combinatorial track finder in a single step. A moderate improvement in the misreconstruction
rate is also obtained. The iterative tracking is faster than a single step due to the smaller
number of seeds at each stage. Thus, it became the default method in CMS.
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Figure 5.7: Tracking efficiency (left) and misreconstruction rate (right) as a function of the
number of pileup interactions. The contributions to the total efficiency resulting from different
tracking iterations are shown in different colors. The performance that would be achieved
with a perfect detector is shown as a red line (left) and squares (right) [167].

5.3.3 Muons

Muons are identified with a high efficiency by the muon system and a precise measurement
of their momentum involves the inner tracker. The following muon collections are relevant
for the offline muon reconstruction:

• standalone muon: Muon-track resulting from the fit of the DT, CSC, and RPC hits
found along the muon trajectory in the muon system. For the trajectory building of
the track, fragments formed by seeds from DT and CSC detectors are used. Fig. 5.8
shows the standalone muon reconstruction efficiency for the 2016 and 2017 datasets as
a function of the muon η, for muons with pT > 53 GeV.

• global muon: Muon-track resulting from the matching of a standalone-muon track
and an inner track. An updated global fit including the hits from both tracks is made,
improving the momentum resolution of high pT muons compared to the measurement
obtained with a tracker-only fit. Fig. 5.9 shows the global muon reconstruction effi-
ciency for the 2017 dataset as a function of the momentum, for muons with pT > 53
GeV. A distinction is made between the muons produced in events without showering
and with at least one shower.

• tracker muon: Muon-track resulting from the matching of an inner track and at
least one muon segment. Their efficiency is higher than that of the global muons for
muons with low momentum that do not satisfy the global muon requirement of having
segments associated with more than one muon subsystem. If one tracker and global
muon share the same inner track, they are merged into a unique candidate.
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muons is calculated with respect to these probes. Figure 7 shows the 2016 and 2017 standalone
muon reconstruction efficiency as a function of muon η for muons with pT > 53 GeV. The
efficiency is above 99% in the barrel region and up to |η| = 1.6, both for data and simulation,
and for both data sets. For |η| > 1.6, the simulation does not reproduce the slight inefficiency
observed in data.
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Figure 7: Standalone muon reconstruction efficiency as a function of muon η for the (left) 2016
and (right) 2017 data sets. The blue points represent the data, while the red empty squares
represent the simulation.

To characterize the inefficiency seen in the forward part of the detector and in both data sets,
Fig. 8 shows the standalone muon reconstruction efficiency as a function of p for |η| < 1.6
and for the forward endcaps (1.6 < |η| < 2.4). The measured efficiency in the |η| < 1.6
region is uniform in p up to approximately 2 TeV in both data and simulation. In the region
1.6 < |η| < 2.4, a decreasing trend as a function of p is observed in both data and simulation,
although it is more pronounced in data by approximately 2%. In order to separate out the
possible effect of pileup (in particular since the forward part of the detector suffers from the
dense track activity), Fig. 9 compares the standalone reconstruction efficiency obtained in data
with DY simulation for events with low pileup environment (defined as having less than 15
reconstructed primary vertices) and for events with higher pileup environment. In addition,
since the muons crossing the forward region of the detector have a higher probability to shower
(Fig. 2), the results are then further split between events where at least one shower is tagged
from events without any showering detected.

For the low-pileup environment and events without tagged showers, the efficiency measured
both in simulation and in data is mostly uniform across the momentum spectrum and is almost
100 (99)% in simulation (data). It starts to show a decreasing trend for higher pileup activity
with the efficiency going down to 98 (96)% for muons with momentum of a few TeV in simula-
tion (data). Although the simulation results show a dependence on the level of pileup, they do
not reproduce the data trend when there are more than 15 vertices. When no shower is found,
the decreasing trend seen in simulation, and more pronounced in data, is due to pileup. In
the presence of showers, the inefficiency trend is enhanced in both data and simulation, and
in particular for events inside the high pileup environment, where the lowest efficiency value
is 95 (93)% for muons of few TeV in simulation (data). The data vs. simulation discrepancy

Figure 5.8: Standalone muon reconstruction efficiency as a function of the muon pseudora-
pidity for the 2016 (left) and 2017 (right) datasets. Data points are shown in blue, while the
empty squares in red correspond to simulation [168].
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efficiency is almost 100% over the full momentum spectrum when the events do not contain
showering muons. A slight decreasing trend is observed in the presence of muon showering,
although the global reconstruction efficiency remains greater than 99%.
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Figure 10: Global muon reconstruction efficiency as a function of muon momentum. The left
plot is obtained with events without any showers, while the right one contains events with at
least one shower. The blue points represent data and the red empty squares represent simula-
tion. The lower panels of the plots show the ratio of data to simulation. The central value in
each bin is obtained from the average of the distribution within the bin.

5.3 Combined L1 and HLT efficiency

The overall trigger efficiency (combined L1 and HLT) is measured using the extended tag-and-
probe method, as well as using events selected by a set of triggers without muon requirements.
The events selected in these independent data sets contain a high-energy electron or large pmiss

T .
This second approach leads to a sample enriched in W +jets and tt events that could be used
to probe muon triggers.

Figure 11 shows the trigger efficiency measurement using the extended tag-and-probe (black),
and independent data set (red) methods as a function of the muon pT for 2016 and 2017 data.
The two methods are compatible with each other, reinforcing the robustness of the results.
The measured trigger efficiency in 2016 and 2017 data shows a slight decreasing trend as a
function of the muon pT with a value of 90 (85)% at 60 GeV (1 TeV). The SF between the trigger
efficiencies in data and simulation ranges between 0.95 and 0.9.

The 2016 and 2017 trigger efficiencies obtained with the extended tag-and-probe method are
computed separately for the barrel and overlap regions, and compared to simulation in Fig. 12.
In both data sets, the efficiency trend as a function of pT is seen in the barrel but even more
pronounced in the overlap region. In the barrel, the ratio of data to simulation is 0.98 (0.97) for
2016 (2017) data and is uniform with pT in both data sets. The residual efficiency dependence
of the results is caused by the L1 component, due to the lower efficiency of the L1 muon trigger
for muons with shower tags, as discussed in Section 5.4. In the overlap region, the inefficiency
trend is much more severe in data than in simulation, and the SF are increasing with pT. They
range from 0.95 at 60 GeV and down to 0.85 GeV in the highest bin in 2016 data (and 0.9 in

Figure 5.9: Global muon reconstruction efficiency as a function of the muon momentum for
the 2017 dataset. The left plot corresponds to events without showering and the right plot
to events with at least one shower. Data points are shown in blue, while the empty squares
in red correspond to simulation [168].

The charged hadrons with energy deposits in the muon system due to hadron shower remnants
can pass the muon identification criteria. This kind of misidentification, known as punch-
through, is solved with the addition in the PF muon identification algorithm of information on
the calorimeters’ energy deposits. The procedure followed by the PF algorithm for the muon
identification depends on the conditions of isolation of the muon. In the case of isolated global
muons, the ET of the energy deposits in the calorimeters and the pT of the tracks within a
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∆R cone of 0.3 are required to be less than 10% of the pT of the muon. These criteria allow
a successful rejection of misidentified hadrons. A tight muon selection is applied to identify
non-isolated global muons (e.g., muons inside jets). The accidental matching of tracker
and standalone muons and the misidentified high-pT hadrons due to the punch-through, are
removed by requiring at least three matching track segments in the muon system. Muons
may fail the tight-muon selection criteria if their inner track is poorly reconstructed (incorrect
association of hits from nearby tracks) or because of a low-quality global fit. The muons lost
due to a poor reconstruction can be recovered if they leave a significant amount of hits in the
muon system and the track fit of the corresponding standalone muon is of high quality. The
muons lost because of a low-quality global fit can be retrieved if a high-quality fit is obtained
using at least 13 of the inner tracker hits. Finally, the PF elements that compose the identified
muons are removed from the PF blocks to prevent their use in the reconstruction of other
particles [123].

5.3.4 Electrons

The traditional electron seeding strategy, known as ECAL based electron seeding, exploits
the information from the energetic ECAL clusters. Considering the electron bending in the
magnetic field, a supercluster is formed gathering the ECAL clusters from a small window
in η, but a wide window in Φ. The energy deposits from the electrons can largely overlap
with the deposits from other particles and the backward propagation to the tracker is often
compatible with hits that might not correspond to the electrons, causing a high misiden-
tification rate. To reduce the misidentification, tight isolation requirements are applied to
the ECAL based electron seeding, with the consequent loss of efficiency. To recover the lost
electron tracking efficiency, a PF based reconstruction method with a tracker-based seeding
is applied. The use of a Gaussian Sum Filter (GSF) allows us to deal with tracks experi-
encing large bremsstrahlung effects. All tracks with pT > 2 GeV resulting from the iterative
tracking are used as potential electron seeds. After the clustering in the calorimeter and the
track-cluster matching, both collections are merged. The resulting collection serves as input
to the full electron tracking. A sketch depicting the different elements considered for the
reconstruction of the electrons is shown in Fig. 5.10.

Figure 5.10: Sketch representing the components of CMS electron reconstruction [140].

Electrons often emit bremsstrahlung photons while interacting with the detector material.
Therefore, the reconstruction of isolated photons and electrons is closely related. The electron
candidate is seeded from a track electron if it matches an ECAL cluster not linked to three or
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more additional tracks. Furthermore, the measured energy in the HCAL cells within a ∆R
cone of 0.15 around the electron candidate must not exceed 10% of the supercluster energy.
Additional criteria as the ratio between the HCAL and ECAL energies serve as input to a
boosted decision tree (BDT), trained independently for isolated and non-isolated electrons.
The training of the BDT is further differentiated for the ECAL barrel and endcaps. The
electron reconstruction workflow is summarized in Fig. 5.11.
18th International Conference on Calorimetry in Particle Physics (CA L OR2018)
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Figure 1: Simplified schematic of the electron reconstruction workflow.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [1].

The treatment of electrons and photons with the CMS detector relies primarily on the ECAL
with its 75848 quasi-projective scintillating PbWO4 crystals, extending up to a pseudorapidity
of |η| = 3.0 with a crack between the barrel and endcaps at |η| = 1.479. The crystals feature 25.8
(24.7) radiation lengths and a front face of 2.2×2.2 (2.86×2.86) cm2 in the barrel (endcaps). In
the endcaps, the crystal calorimeter is complemented by a silicon preshower detector of about 3
radiation lengths. Since the footprint of an electromagnetic object can also comprise traces in the
inner tracker, information from the silicon tracker is mandatory. The inner tracker encompasses
a microstrip detector with 14 (12) layers in the barrel (endcaps), surrounding a highly granular
pixel detector.

A pixel detector replacement became necessary between the 2016 and 2017 data taking
periods [8]. The original one could not support the expectations-exceeding number of
interactions per bunch crossing (pileup), both from a bandwidth and radiation perspective.
The new pixel detector features an additional fourth layer of active modules in the barrel and
a third disk per endcap, resulting in a four-hit coverage in the whole tracking region. The
radius of the innermost layer has been reduced from 44 mm to 29 mm for improved vertex
resolution. The material budget in the endcaps has been reduced by up to 50%. This lowers the
number of converting photons and bremsstrahlung-emitting electrons, which are challenging for
reconstruction algorithms. The tracking system extends up to |η| = 2.5, defining the fiducial
region for electrons and photons.

After the successful first operational run between 2009 and 2013 (Run 1), the Large Hadron
Collider is now back in data-taking and closing up the second operational period from 2015 to
2018 (Run 2) at

√
s = 13 TeV and an ever-increasing pileup. The last published papers on

electron and photon performance with the CMS detector are dated back to 2015, summarizing
the performance at

√
s = 8 TeV during Run 1 [9, 10]. Since then, the reconstruction algorithm

was not changed as far as the underlying concepts are concerned. Some improvements were
made to better keep track of the energy flow in the event, i.e. to avoid double counting of
energy. This is essential for an accurate determination of the missing transverse energy in
the event, especially at elevated pileup levels. Equally important is the steady refinement of
the identification algorithms to reduce the number of jets misidentified as prompt electrons or
photons, as well as alignments and calibration efforts to keep the residual differences between
data and Monte Carlo (MC) simulated events at a minimum.

Figure 5.11: Simplified overview of CMS electron reconstruction workflow [169].

5.3.5 Hadrons

Hadrons constitute the remaining particles pending identification after the removal from
the PF blocks of the already identified muons, electrons, and isolated photons. HCAL clus-
ters with no associated tracks are identified as neutral hadrons (e.g., KL

0 or neutrons) and
ECAL clusters not linked to any track as photons. After the allocation of these clusters, the
remaining unassociated HCAL and ECAL clusters are linked to inner tracks to form single
charged hadrons (π±, K±, and neutrons).
The clustering algorithm in the calorimeters contributes to the measurement of the energy
and direction of the neutral hadrons. First, the cells with an energy standing out from their
neighboring cells and with a value larger than a considered threshold are identified and clus-
ter seeds formed. A topological cluster is formed by adding the cells with an energy that is
twice the noise level and that share a corner in common with cells forming the seed cluster.
Calorimeter clusters that do not match the extrapolated position of charged particle tracks
constitute a signal of the presence of neutral particles. If the neutral particles overlap with
charged particle clusters, the disentanglement can be difficult. In this case, the neutral par-
ticles can only be detected as calorimeter energy excesses. A good calibration maximizes
the probability of a correct identification and energy determination of the neutral hadrons.
Thus, if the response of the calorimeters to photons and hadrons, i.e., the calibration, is well
known, the identification issues can be overcome. The calibration of electromagnetic and
hadron clusters is described in the segment that follows.
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Energy calibration

The calibrated energy for photons in the ECAL takes the form:

Ecalib = α(Etrue, ηtrue)EECAL + β(Etrue, ηtrue)[EPS1 + γ(Etrue, ηtrue)EPS2], (5.5)

where EPS1 and EPS2 are the energies measured in the two preshower layers, and α, β, and
γ are calibration parameters that depend on the true photon energy and pseudorapidity. The
calibration parameters are chosen so that the chi-square:

χ2 =
Nevents∑
i=1

(Ecalib
i − Etrue

i )2

σ2
i

, (5.6)

is minimized [108]. The σ in the denominator is the estimate of the energy measurement
uncertainty. The response of the ECAL to hadrons is different than to photons. It depends on
the fraction of the shower energy deposited by the hadron in the ECAL and the dependence
is not linear with the energy. Therefore, an independent calibration specially tailored for
hadrons is used, which takes the form:

Ecalib = a+ b(E)f(η)EECAL + c(E)g(η)EHCAL, (5.7)

where E and η are the true energy and pseudorapidity of the hadron. EECAL and EHCAL con-
stitute the fraction of the hadron energy measured in the ECAL (calibrated using Eq. (5.5))
and in the HCAL, respectively. The following chi-square is defined for a given value of a and
for each energy bin:

χ2 =
N∑
i=1

(Ecalib
i − Ei)2

σ2
i

, (5.8)

minimized with respect to b and c. Ei is the Etrue energy defined above for the hadron i

and σi is the corresponding energy resolution. Independent values of b and c are determined
for the barrel and endcap regions. Separate coefficients are also calculated for hadrons that
leave all their energy in the HCAL, with respect to those that leave some of it in the ECAL.

5.3.6 Jets

Jets are classified in CMS according to the type of input particle, the jet algorithm used
for the clustering, and the jet size, as summarized in Fig. 5.12. Three different methods
are available for the reconstruction of the jets: a calorimeter-based approach from which the
calorimeter jets (CaloJets) are obtained, the Jet-Plus-Track approach, which improves the
measurement of calorimeter jets with the addition of information from the associated tracks,
and the Particle Flow approach, in which the particle flow candidates are used to build
the jets [170]. Fig. 5.13a shows a sketch of a pp collision featuring the collision point, the
hadronization of quarks and gluons, and the resulting collimated spray of particles clustered
to form a jet.

Jets clustered from PF candidates can be classified according to the applied pileup reduc-
tion technique as Charge Hadron Subtraction (CHS) and Pileup per Particle Identification
(PUPPI) [171] jets, both depicted in Fig. 5.13b. In the case of CHS jets, charged PF candi-
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CMS Jet Classification

Anti-kt (AK)

Particle Flow Jets (PFJets)

Jets plus track (JPTJets)

Calorimeter Jets (CaloJets)

AK8 Jets (AK for the
clustering, R=0.8)

AK4 Jets (AK for the
clustering, R=0.4)

Type of input particle

Jet algorithm used for the
clustering

Jet size

kt

Cambridge Aachen (CA)

Charge Hadron Subtracted
Jets (PFCHS jets)

Pileup per Particle
Identification Jets (PUPPI

jets)

S
. C

on
su

eg
ra

 R
od

ríg
ue

z,
 2

02
0

Figure 5.12: Overview of CMS jet classification criteria.

dates originating from pileup vertices are removed before proceeding with the clustering. For
PUPPI jets, the PUPPI algorithm assigns a weight between 0 and 1 to each particle. Par-
ticles coming from pileup interactions will be assigned a low weight. The obtained weight is
applied to each particle’s four-momentum so that the ones with low weight or momentum get
discarded. Finally, the pileup-corrected particles serve as input for the clustering, performed
with algorithms such as the Cambridge Aachen (CA), kT , and anti-kT algorithms [172]. For
the anti-kT algorithm, the following parameters are defined:
dij : distance between entities i and j (particles, jets),

dij = min(k2p
ti , k

2p
tj )

∆2
ij

R2 [CA (p = 0), kT (p = 1), anti− kT (p = −1)], (5.9)

where:
∆2
ij = (yi − yj)2 + (φi − φj)2. (5.10)
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(a)
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Figure 5.13: a) Sketch of a pp collision, depicting the generator level and calorimeter jets [173].
b) Sketch of an interesting interaction overlapping in the detector with a pileup interaction,
along with a representation of the CHS and PUPPI pileup mitigation techniques [174].

diB: distance between entity i and the beam B,

diB = k2p
ti . (5.11)

The parameters kti, yi, and φi are the transverse momentum, rapidity, and azimuthal angles
of entity i. The first step of the algorithm is the determination of the smallest distance dij or
diB. If it is a dij , the entities i and j are merged. If it is a diB the entity is called a jet and
removed from the list of entities. The computation of the distance dij is done recursively until
no entry is left in the list of entities. Once the clustering step is finished, the jet momentum is
determined by summing up the momenta of all the particles within the jet. From simulation
studies, this value is found to be within 5 and 20% of the true jet momentum, for the full pT
spectrum and detector pseudorapidity coverage.
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Jet energy corrections

Jet energy corrections (JEC) are determined and applied to make the final measured re-
sponse of the reconstructed jets match on average the response of the particle level jets [175].
To each component µ of the raw jet four momenta an overall correction is applied as a mul-
tiplicative factor:

pcorµ = C · prawµ , (5.12)

where:

C = Coffset (prawT ) · CMC (p′T , η) · Crel (η) · Cabs (p′′T ). (5.13)

The various components of the overall correction factor C are applied in sequence and can
be summarized as follows:

• Coffset: offset corrections, to subtract contribution from electronic noise and pileup,
e.g., jet-area-based corrections to the four-momenta of CHS jets applied on an event-
by-event basis.

• CMC: MC calibration factor on the ratio of the reconstructed and generator level jet
(R = pRECOT / pGEN

T ), known as jet response. This calibration is applied to match the
reconstructed jet energy with the generator level jet energy. The average correction in
each bin of pRECOT needed to restore the ratio to 1 (CMC (pRECOT ) =1/<R>) is called the
Jet Energy Scale (JES). Issues as the fact that parts of jets can point towards regions
beyond the detector acceptance, the existence of pT thresholds, and the non-linear re-
sponse of the CMS calorimeters, are accounted for by the JES.

• Crel and Cabs: residual calibrations after the previous corrections.

– Crel: Variations of the response as a function of the pseudorapidity η.

– Cabs: Absolute scale determined in the reference region (|η| < 1.3), which corre-
sponds to the center of the detector, measured in Z+jet and γ+jet events.

In Eq. (5.13), p′T and p′′T correspond to the jet transverse momentum after applying the offset
and all the corrections, respectively. The Jet Energy Resolution (JER) is defined as the σ of
a Gaussian fit to the distribution of R in the range [m− 2σ, m+ 2σ], where m and σ are the
mean and width of the Gaussian.

b-jet identification

Once the jets are identified, different algorithms can be used for the identification or tagging
of jets originating from the hadronization of b-quarks, exploiting the distinctive characteristics
of b-jets. B-hadrons can travel millimeters away from the primary vertex before decaying,
due to their relatively large lifetime, and the displaced tracks from their decay can form a
secondary vertex. The magnitude of the displacement of the tracks is characterized by the
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impact parameter (IP) value, defined as the distance between the primary vertex and the
tracks at their point of closest approach to the primary vertex. Fig. 5.14 presents a sketch
of the decay of a heavy flavor hadron, showing the main interaction vertex, the secondary
vertex, and the displaced tracks. The impact parameter resolution d0/σ, where d0 represents
the three spatial dimensions (3D) impact parameter measurement, has a large and positive
tail for b-jets. A track is said to be produced upstream if it has a positive impact parameter.
The impact parameter value can also be defined in the plane transverse to the beamline (2D)
and in one dimension along the beamline, known as longitudinal impact parameter.

4.1 Properties of heavy-flavour jets 5

jet

jet

heavy-flavour
jet

PV

SV

displaced
tracks

IP

charged
lepton

Figure 1: Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of
a b or c hadron resulting in charged-particle tracks (including possibly a soft lepton) that are
displaced with respect to the primary interaction vertex (PV), and hence with a large impact
parameter (IP) value.

of tracks with respect to the primary vertex is characterized by their impact parameter, which is
defined as the distance between the primary vertex and the tracks at their points of closest ap-
proach. The vector pointing from the primary vertex to the point of closest approach is referred
to as the impact parameter vector. The impact parameter value can be defined in three spatial
dimensions (3D) or in the plane transverse to the beam line (2D). The longitudinal impact pa-
rameter is defined in one dimension, along the beam line. The impact parameter is defined to
be positive or negative, with a positive sign indicating that the track is produced “upstream”.
This means that the angle between the impact parameter vector and the jet axis is smaller than
π/2, where the jet axis is defined by the primary vertex and the direction of the jet momentum.
In addition, b and c quarks have a larger mass and harder fragmentation compared to the light
quarks and massless gluons. As a result, the decay products of the heavy-flavour hadron have,
on average, a larger pT relative to the jet axis than the other jet constituents. In approximately
20% (10%) of the cases, a muon or electron is present in the decay chain of a heavy b (c) hadron.
Hence, apart from the properties of the reconstructed secondary vertex or displaced tracks, the
presence of charged leptons is also exploited for heavy-flavour jet identification techniques and
for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method is
required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and
c hadrons that do not have b and c hadrons as daughters respectively. To prevent these gen-
erated hadrons from affecting the reconstructed jet momentum, the modulus of the hadron
four-momentum is set to a small number, retaining only the directional information. This pro-
cedure is known as ghost association [34]. Jets containing at least one b hadron are defined
as b jets; the ones containing at least one c hadron and no b hadron are defined as c jets. The
remaining jets are considered to be light-flavour (or “udsg”) jets. Since pileup interactions are
not included during the hard-scattering event generation, jets from pileup interactions (“pileup
jets”) in the simulation are tentatively identified as jets without a matched generated jet. The
generated jets are reconstructed with the jet clustering algorithm mentioned in Section 2 ap-
plied to the generated final-state particles (excluding neutrinos). The matching between the
reconstructed PF jets and the generated jets with pT > 8 GeV is performed by requiring the
angular distance between them to be ΔR =

�
(Δη)2 + (Δφ)2 < 0.25. Using this flavour def-

inition, jets arising from gluon splitting to bb are considered as b jets. In Sections 6, 8 and 9,
these g → bb jets are often shown as a separate category. In this case, two b hadrons without b

Figure 5.14: Illustration of a heavy flavor jet from the decay of a b or c hadron, depicting the
main interaction vertex, the secondary vertex, and the displaced tracks [176].

The decay products from b-jets have a larger transverse momentum relative to the jet axis
compared to decay products from light partons due to their relatively large mass and harder
fragmentation. In addition to the properties of the reconstructed secondary vertex and the
displaced tracks, the presence of soft leptons in the final state due to the sizable branching
fraction for semileptonic decays constitutes another distinctive characteristic exploited by
the b-jet identification techniques. In Run I, a Combined Secondary Vertex (CSV) algorithm
based on the secondary vertex and track-based lifetime information was used for the identifi-
cation of b-jets [177]. During Run II, the CSV algorithm was optimized, and in a new version
referred to as CSVv2 [176], the discriminating variables serve as input to a neural network
with one hidden layer. Another version of the CSV algorithm, operating with a very similar
set of observables used in CSVv2, has become available. This new version is referred to as
DeepCSV [178], and performs a deep neural network training with four hidden layers, having
each layer a width of 100 nodes.
The different algorithms provide as output a value of the discriminant for each jet. A set
of so-called working points are selected so that an average b-tagging efficiency for a given
misidentification rate is obtained. The misidentification probability for c and light-flavor jets
as a function of the b-jet identification efficiency, applied to jets in tt̄ events, is shown in
Fig. 5.15a. The different tagging algorithms used during Run I and Run II are included. The
DeepCSV algorithm has the best performance among all the b-jet identification algorithms,
except when discriminating against light-flavor jets for b-jet identification efficiencies above
70%, where the cMVAv2 tagger performs better. Fig. 5.15b shows the distribution of the
DeepCSV discriminator in data compared to simulation for jets in a muon-enriched multijet
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sample. The small discrepancies observed for low values of the discriminator are corrected
by applying a data-to-simulation scale factor.

5.1 The b jet identification 23

In this figure, the tagging efficiency is integrated over the pT and η distributions of the jets
in the tt sample. The tagging efficiency is also shown for the Run 1 version of the CSV algo-
rithm. It should be noted that the CSV algorithm was trained on simulated multijet events at
centre-of-mass energy of 7 TeV using anti-kT jets clustered with a distance parameter R = 0.5.
Therefore, the comparison is not completely fair. The performance improvement expected from
a retraining is typically of the order of 1%. The absolute improvement in the b jet identification
efficiency for the CSVv2 (AVR) algorithm with respect to the CSV algorithm is of the order of
2–4% when the comparison is made at the same misidentification probability value for light-
flavour jets. An additional improvement of the order of 1–2% is seen when using IVF vertices
instead of AVR vertices in the CSVv2 algorithm. The cMVAv2 tagger performs around 3–4%
better than the CSVv2 algorithm for the same misidentification probability for light-flavour
jets. The DeepCSV P(b) + P(bb) tagger outperforms all the other b jet identification algo-
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Figure 16: Misidentification probability for c and light-flavour jets versus b jet identification
efficiency for various b tagging algorithms applied to jets in tt events.

rithms, when discriminating against c jets or light-flavour jets, except for b jet identification
efficiencies above 70% where the cMVAv2 tagger performs better when discriminating against
light-flavour jets. The absolute b identification efficiency improves by about 4% with respect to
the CSVv2 algorithm for a misidentification probability for light-flavour jets of 1%. Three stan-
dard working points are defined for each b tagging algorithm using jets with pT > 30 GeV in
simulated multijet events with 80 < p̂T < 120 GeV. The average jet pT in this sample of events
is about 75 GeV. These working points, “loose” (L), “medium” (M), and “tight” (T), correspond
to thresholds on the discriminator after which the misidentification probability is around 10%,
1%, and 0.1%, respectively, for light-flavour jets. The efficiency for correctly identifying b jets in
simulated tt events for each of the three working points of the various taggers is summarized
in Table 2.

The tagging efficiency depends on the jet pT, η, and the number of pileup interactions in the
event. This dependency is illustrated for the DeepCSV P(b) + P(bb) tagger in Fig. 17 using

(a)
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Figure 31: Examples of discriminator distributions in data compared to simulation. The JP
(upper left) and cMVAv2 (upper right) discriminator values are shown for jets in the dilepton
tt sample, the CSVv2 (middle left) and DeepCSV (middle right) discriminators for jets in the
muon-enriched multijet sample, and the CvsL (lower left) and CvsB (lower right) discrimina-
tors for jets in the inclusive multijet sample. The simulated contributions of each jet flavour
are shown with different colours. The total number of entries in the simulation is normalized
to the number of observed entries in data. The first and last bin of each histogram contain the
underflow and overflow entries, respectively.

(b)

Figure 5.15: a) Misidentification probability for c and light-flavor jets as a function of the b-
jet identification efficiency applied to jets in tt̄ events. b) DeepCSV discriminator distribution
in data compared to simulation for jets in a muon-enriched multijet sample. The simulation
is normalized to the number of entries in data [176].

5.3.7 Tau leptons

The tau leptons are the heaviest leptons, with a mass of 1.777 GeV/c2 and a lifetime of 2.9
×10−13 s (cτ = 87 µm). They decay leptonically or hadronically, with a branching fraction
of 35% and 65%, respectively. Due to their short life time, the decays occur inside the CMS
beam pipe. The intermediate resonances and decay branching fractions of the tau lepton are
summarized in Tab. 5.1. The decay products excluding the neutrinos are called visible decay
products. The standard CMS electron or muon IDs are used for the identification of the
leptonic decays, while for hadronic decays the Hadron Plus Strip Algorithm (HPS) is used.
The dominant hadronic decays consist of one or three charged π mesons and up to two π0
mesons in the final state. The π0 mesons decay into pairs of photons that subsequently convert
into e+e− pairs with a high probability, due to the multiple scattering and bremsstrahlung
during the interaction with the detector material.
How often a true τ lepton is reconstructed at CMS, i.e., the τ identification efficiency, is
calculated as follows:

τRECO.+ID.
h Efficiency = Denominator & pT > 20 GeV & |η| < 2.3 & Isolation & Decay Mode Finding

Gen. visible pT > 20 GeV & Gen. visible |η| < 2.3 .

(5.14)
The numerator corresponds to the reconstructed visible tau and the denominator to the
generator level visible tau [180]. The term Decay Mode Finding refers to the identification
of the tau decay mode. A matching of the generator level and the reconstructed taus is
done. The reconstructed taus that matched some generator level tau are required to pass
the identification requirements. Similarly, how often a jet fakes a τ lepton, i.e., the fake τ

80



5.3. Reconstruction of relevant physics objects

Decay Mode Resonance B(%)

Leptonic decays 35.2

τ− → e−ν̄eντ 17.8

τ− → µ−ν̄µντ 17.4

Hadronic decays 64.8

τ− → h−ντ 11.5

τ− → h−π0ντ ρ(770) 25.9

τ− → h−π0π0ντ a1(1260) 9.5

τ− → h−h+h−ντ a1(1260) 9.8

τ− → h−h+h−π0ντ 4.8

Other 3.3

Table 5.1: Decays of the τ lepton, intermediate resonances, and branching fraction. For
simplicity just the τ− decays are shown. The values are also valid for the charge conjugate
[179].

probability, is calculated as:

τRECO.+ID.
h Fake Prob. = Denominator & τh pT > 20 GeV & |η| < 2.3 & Isolation

Jet pT > 20 GeV & Jet |η| < 2.3 . (5.15)

In this case, the denominator corresponds to the reconstructed visible jets. A matching of
reconstructed jets and reconstructed taus is done. The reconstructed taus that matched some
reconstructed jet are required to pass the identification requirements.

The HPS algorithm

The identification of hadronically decaying τ leptons (τh) is performed with the HPS algo-
rithm in two steps [181]:

• Reconstruction: charged and neutral particles are combined to construct specific τh
decays. The four-momentum of the τh candidates is computed.

• Identification: anti jet, electron, and muon discriminators are applied to separate true
τh decays from jets, electrons, and muons faking hadronic decays of the tau lepton.

In the reconstruction step, particle flow jets clustered with the anti-kT algorithm are used
as seeds, and different τh decay channels are categorized through the reconstruction of their
intermediate resonances. The so-called strips are formed by PF photons and electrons and
allow to reconstruct the π0 component of the τh via their decay products. The center of
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the strips within the PF jets is set on the photon or electron (from photon conversions)
with the highest energy. The HPS algorithm looks for additional photons or electrons in a
window of ∆η × ∆Φ around the strip center, adding the highest energetic electromagnetic
particle found to the strip. For each iterative step, the strip four-momentum is recalculated,
adding the contribution to the momentum of the integrated particle. The clustering process
is repeated until no more particles can be associated to the strip within the defined ∆η×∆Φ
window. Finally, the position of the strip, with a final size between 0.05 × 0.05 and 0.3 ×
0.15, is recomputed. The pT weighted average of all the PF e/γ constituents is summed up,
so that:

ηstrip = 1
pstripT

∑
p
e/γ
T ηe/γ , Φstrip = 1

pstripT

∑
p
e/γ
T Φe/γ . (5.16)

The clustering continues by forming new strips centered in the PF e and γ candidates with
the highest pT that are not yet associated with any strip. The strips with a pT higher
than 1 GeV/c and the charged hadrons are combined to reconstruct the individual τh de-
cay modes [179]. The following decay topologies and the corresponding reconstructed decay
modes are distinguished by the HPS algorithm:

• Single hadron: h−ντ and h−π0ντ decays, low energy neutral pions are not recon-
structed as strips.

• One hadron + one strip: h−π0ντ , presence of collimated photons from the π0 decay.

• One hadron + two strips: h−π0ντ , presence of non-collimated photons from the π0

decay.

• Three hadrons: h−h+h−, the three charged hadrons are required to come from the
same secondary vertex, created using a Kalman vertex fitter.

Fig. 5.16 shows a pictorial representation of the reconstruction process of the three main τh
decay modes with the HPS algorithm.

7.2. Reconstruction and Identification of τh

• One prong plus two strips h±π0π0: The reconstructed mass is formed by adding
the mass of charged hadron and two strips together. It should fall into the window of

0.4 GeV − Δmτh
< mτh

< 1.2 GeV
�

pτh
T /(100GeV) + Δmτh

, (7.5)

with the upper limit constrained to lie between 1.2 and 4.0 GeV.

• Three prongs h∓h±h∓: Three charged hadrons are required to be present. The mass
should be in the range 0.8 < mτh

< 1.5 GeV. This topology reconstructs two decay
modes, τ− → h−h+h−ντ and τ− → h−h+h−π0ντ .

The variable Δmτh
is the change in the mass of the τh candidates due to the additional

number of e/γ PF candidates from size changes using the dynamic strip reconstruction. The
exact calculation is:

Δmτh
=

����
�

∂mτh

∂ηstrip
f(pstrip

T )
�2

+
�

∂mτh

∂φstrip
g(pstrip

T )
�2

, (7.6)

with
∂mτh

∂ηstrip
= pstrip

z Eτh
− Estrippτh

z

mτh

and (7.7)

∂mτh

∂φstrip
=

−(pτh
y − pstrip

y )pstrip
x + (pτh

x − pstrip
x )pstrip

y

mτh

, (7.8)

where �pτh
= (Eτh

, pτh
x , pτh

y , pτh
z ) and �pstrip = (Estrip, pstrip

x , pstrip
y , pstrip

z ) are the four-momentum
of the τh candidate and of the strip.

Figure 7.2 shows an illustration of the τh decay mode reconstruction process. The recon-
structed τh visible mass should be compatible with the decay modes. Figure 7.3 shows the
successful reconstructed τh by comparing data and simulation. The left spike corresponding
to the mass of the π±. The resonances of ρ(770) and a1(1260) are also shown. The good
agreement between data and simulation proves the good performance of the decay mode
reconstruction.

single(
Hadron(

Hadron(+(Strip( Three(Hadrons(

ρ±("(π±(π0(π±(

a1("(π±(π0(π0(

a1("(πJ(π+(πJ(
a1("(π+(πJ(π+(

Figure 7.2: The decay mode reconstruction of HPS algorithm. It is capable to reconstruct
h± (left), h±π0 (middle), h±π0π0 and h∓h±h∓ (right) decay modes of τh.
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Figure 5.16: Three main decay modes of τh, reconstructed with the HPS algorithm.

The tau four-momentum is computed along with the isolation quantities of relevance for
the identification step. For the isolation, each τ candidate is required to have no additional
charged hadrons or photons within a ∆R cone of 0.5. The reconstructed mass of the visible
hadronic component is required to be within a mass window around the masses of the inter-
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mediate meson resonances listed in Tab. 5.1. The pT thresholds of the particles considered
in the isolation cone are adjusted to define different working points, with the loose working
point corresponding to a probability for jets to be misidentified as τh of approximately 1%.

Discrimination against jets, electrons, and muons

Jets, electrons, and muons can pass the tau reconstruction algorithm. This fake probability
is reduced by making tau leptons to meet specific requirements, using variable cuts and
multivariate analysis discriminators, while maintaining a high identification efficiency.
Jets can contain exactly the same decay products as hadronically decaying taus, but they
generally result in more constituents. Thus, the amount of jets faking taus can be reduced
requiring additional isolation conditions. The isolation sum discriminant of τh candidates is
defined as:

Iτh =
∑

pchargedT (dz < 0.2 cm) + max
(
0,
∑

pγT −∆β
∑

pchargedT (dz > 0.2 cm)
)
, (5.17)

with the isolation cone centered on the direction of the τh candidate. ∑ pchargedT and ∑ pγT
correspond to the sum of the scalar pT of charged particles and photons respectively. The
pileup contribution to the pT sum of photons within the isolation cone is accounted for with
the term ∆β∑ pchargedT . The scalar pT of the charged hadrons located within a ∆R cone of
0.8, coming from a different vertex than the τh candidate vertex, is summed and weighted
with the so-called ∆β factor. This factor accounts for the ratio between the charged hadrons
and photons energy in inelastic collisions. The main working points of the isolation sum
discriminant (loose, medium, and tight) are defined by requiring Iτh to be less than 2.5, 1.5,
and 0.8 GeV, respectively.
The scalar pT sum of the e and γ candidates located inside the strip, but outside the signal
cone: ∑

pstrip, outerT =
∑

p
e/γ
T (∆R > Rsig), (5.18)

is exploited to further reduce the jet → τh misidentification probability. A 20% reduction
is obtained by requiring ∑ pstrip,outerT to be less than 10% of the pτhT , while maintaining a
similar efficiency. Apart from the isolation sum discriminants, MVA-based discriminants are
also applied. The MVA classifier is based on BDTs trained to discriminate between τh decays
and quark or gluon jets. Information such as the multiplicity of the photon and electron
candidates, the isolation, and the τ lifetime serve as sensitive variables for the training of the
BDT. The so-called perfect electrons (1 GSF track + ECAL deposit) might pass the tau-
ID reconstruction algorithm and the isolation requirements mentioned above. Nevertheless,
since they have a lower HCAL to ECAL ratio than charged hadrons, the electromagnetic
energy fraction EECAL/(EECAL+EHCAL) combined with other sensitive variables such as the
occurrence of bremsstrahlung along the leading track, allow the separation of the electromag-
netic showers from the hadronic showers, and the distinction of these electrons. Finally, only
muons faking taus by passing the tau reconstruction algorithm are left, which are reduced by
requiring no energy deposits in the muon system.
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STATISTICAL METHODS FOR DATA
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This chapter is dedicated to present an overview of the basic set of statistical concepts
needed for the analysis of the data and the interpretation of the results presented in this
work. The chapter is mainly based on Refs. [182–189].

85



Chapter 6. Statistical methods for data analysis in high energy physics

6.1 Introduction and fundamental concepts

The field of experimental high energy physics requires the analysis of large data samples.
To successfully interpret the data, statistical methods are extensively applied at every step
of the data analysis. First, the events (e.g., pp collisions events) are collected, and a set
of characteristics as the particles’ momentum, the number of muons, and jet energy are
measured. The observed distribution of these characteristics can then be compared with the
theoretical predictions. By comparing the observed and the theoretical distributions, the
free parameters of the theory under scrutiny can be estimated. This comparison allows us
to assess the level of agreement between the theory and the observed data. Nevertheless,
a precise assessment of the agreement requires the determination of the uncertainty on the
parameter estimates, quantified in terms of probability.

6.1.1 Bayes theorem and Total Law of probability

The theory of probability allows us to define the concept of probability in a rigorous
mathematical manner. The definition of probability in terms of set theory was formulated
in 1933 by the mathematician Kolmogorov. One first considers a set S called sample space,
which consists of a group of elements, A is a subset of C, and the real number P (A), called
probability, is defined by three axioms. First, for every subset A in S, P (A) ≥ 0. Second,
for any two subsets A and B fulfilling the condition A ∩ B = ∅ (called disjoint subsets),
P (A ∪ B) = P (A) + P (B). The third axiom states that the probability assigned to the
sample space S is P (S) = 1. The so-called conditional probability of A given B and of B
given A, being A and B two subsets of the sample space S, is given by:

P (A|B) = P (A ∩B)
P (B) , (6.1a)

P (B|A) = P (B ∩A)
P (A) . (6.1b)

A and B are considered to be independent if:

P (A ∩B) = P (A)P (B). (6.2)

If this condition is fulfilled, from the definition of conditional probability in Eqs. (6.1a)
and (6.1b), follows that: P (A|B) = P (A) and P (B|A) = P (B). Since A ∩ B and B ∩ A are
the same, by combining both equations, the so-called Bayes’ theorem is obtained:

P (A|B) = P (B|A)P (A)
P (B) . (6.3)

Thus, the Bayes’ theorem relates the two conditional probabilities P (A|B) and P (B|A). If
the sample space S is divided into disjoint subsets Ai and P (Ai) 6= 0 for all i, the Law of
total probability can be defined as:

P (B) =
∑
i

P (B|Ai)P (Ai), (6.4)
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where B is an arbitrary subset of S. From the combination of the Law of total probability
and the Bayes’ theorem, the conditional probability of A given B takes the form:

P (A|B) = P (B|A)P (A)∑
i P (B|Ai)P (Ai)

, (6.5)

resulting especially convenient in cases where the probabilities for the subsets Ai are easy to
calculate.

6.1.2 Interpretation of probability

The relative frequency and the subjective or Bayesian probability constitute two different
interpretations of probability. They can be used, for instance, to assign a statistical error to
a measurement or to quantify systematic uncertainties, respectively.
In the relative frequency interpretation, the elements of the sample space S are considered
the possible outcomes of a measurement, i.e., subsets A, B, etc., correspond to the outcomes
of a repeatable experiment. This interpretation allows us to experimentally test theories that
assign to some process a certain probability value. The probability of the outcome to be A
is calculated as the fraction of times that A occurs if the measurement were to be repeated
an infinite number of times:

P (A) = lim
n→∞

number of occurrences of outcome A in n measurements
n . (6.6)

Under this so-called frequentist approach of probability, each particle collision in a collider
can be considered a repetition of an experiment. In the bayesian interpretation, the sample
space corresponds to given hypotheses, statements that can be either true or false. The
probability represents, in this case, a measure of the degree of belief:

P (A) = degree of believe that hypothesis A is true. (6.7)

The subjective or Bayesian probability is, therefore, suitable to treat non-repeatable phenom-
ena, and the value of probability assigned will reflect the state of knowledge of the system
under study. Under the bayesian interpretation of probability, if a 95% probability for a
particle to have a value of mass within a given mass interval is assigned, the 95% indicates
the level of confidence that the mass value lies in the fixed interval. The concept of subjective
probability constitutes the basis of Bayesian statistics. The subsets A and B in Eq. (6.3)
can be interpreted as the hypothesis that a certain theory is true and that the outcome of an
experiment would be a particular result, respectively. Under this interpretation, the Bayes’
theorem acquires the following form:

P (theory|data) ∝ P (data|theory) · P (theory), (6.8)

where P (theory) denotes the prior probability for the theory to be true, and P (data|theory)
represents the probability of observing the data, under the assumption of the validity of the
theory. After analyzing the results of the experiment, an updated probability P (theory|data)
for the theory to be correct is calculated, known as posterior probability. The assignment
of the prior probability does not concern Bayesian statistics, but once the value is assigned,
the Bayesian statistics formulates how the value of the prior probability should evolve in the
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light of the obtained experimental data.
After having introduced the concept of probability and the two main interpretations rele-
vant for data analysis, the next subsection is dedicated to presenting the group of variables
that describe the outcome of random processes and the functions that provide a probability
prediction for this kind of variable.

6.1.3 Random variables and probability density functions

A variable which has a specific value for each element of the defined sample space S is called
a random variable, and it can be discrete or continuous. Given the output of an experiment
as a single continuous variable x and a sample space S composed by the possible values that
x can assume, the probability to observe one of these values in an interval [x, x+ dx], called
probability density function (pdf):

probability to observe x in an interval [x, x+ dx] = f(x)dx, (6.9)

is defined. The probability density function is normalized so that the total probability of
obtaining some outcome is one, ∫

S
f(x)dx = 1. (6.10)

For the case of a discrete outcome xi of x, with i = 1, ..., n; the probability to observe an
specific xi and the corresponding normalization condition are:

P (xi) = pi, (6.11a)

∑
i

P (xi) = 1. (6.11b)

This set of n observations of x can be displayed in a histogram. The x axis of the histogram
is divided into m subintervals or bins with a width ∆xi. The number of entries in a bin
corresponds to the number of occurrences in the subinterval i, which is given in the y axis.
The area under the histogram is obtained summing up the product of the number of entries
per bin and the width of the bins:

area =
m∑
i=1

ni ·∆xi. (6.12)

The histogram can then be normalized to the unity dividing each bin by the product of the
total number of entries ni in the bin and the bin width ∆xi.
Given the outcome of an experiment characterized by several values (x1, ..., xn); a joint prob-
ability density function f(x1, ..., xn) can be defined. The pdf of some (or one) of these compo-
nents given the joint pdf is called marginal probability density function, and can be calculated
as:

f1(x1) =
∫
...

∫
f(x1, ..., xn)dx2...dxn. (6.13)

Two of the x1 and x2 components are independent if the condition: f(x1,x2)=f1(x1)f2(x2) is
fulfilled. If the component x2 is a constant, a conditional pdf for x1 given x2 can be defined
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as:
g(x1|x2) = f(x1, x2)

f2(x2) . (6.14)

The so-called expectation value of a variable constitutes another relevant parameter, defined
for a random variable x with pdf f(x) as:

E[x] =
∫
xf(x)dx, E[x] = µ. (6.15)

The corresponding variance V [x] of x takes the form:

V [x] = E[x2]− µ2 = E[(x− µ)2], V [x] = σ2, (6.16)

where the square root of V [x] is the standard deviation of x. An estimate of the level of
correlation between two random variables X and Y can be obtained through the covariance
matrix:

cov[x, y] = E[xy]− µxµy = E[(x− µx)(y − µy)], (6.17)

which involves the expectation values of both variables and the expectation value of their
product. Each dimensionless correlation coefficient can be computed as:

ρxy = cov[x, y]
σxσy

. (6.18)

If x and y are independent, the expectation value of the product of the two random variables
takes the form:

E[xy] =
∫ ∫

xyf(x, y)dxdy = µxµy. (6.19)

Substituting Eq. (6.19) in Eq. (6.17) results in cov[x, y] = 0. The variables x and y are then
said to be uncorrelated. The estimation of the properties of a pdf, such as the mean and the
variance, builds upon general concepts of parameter estimation, which are examined in the
section that follows.

6.2 Parameter estimation

Two classes of statistical inference are relevant for the field of high energy physics: the
estimation of parameters and their constraints and the testing of one or multiple hypotheses.
The estimation of parameters from observed distributions called fitting, constitutes a fun-
damental task of the data analysis in high energy physics. It is used in every step of the
measurement, from early stages as the track reconstruction (Subsec. 5.3.2) and detector
energy calibrations (Subsec. 5.3.5), up to more advanced steps like the determination of rele-
vant quantities for new particles, e.g., the mass, width, and signal strength. The two primary
elements of parameter estimation are the estimation itself, i.e., the determination of the ap-
proximate true parameter values, and the estimation of the uncertainties on the estimated
parameters. In the frequentist approach to parameter estimation, the two most commonly
used methods are the least squares and the maximum-likelihood.
In this section, some fundamental concepts of parameter estimation are introduced. A sub-
section is dedicated to the description of the maximum-likelihood procedure, of particular
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relevance for the analysis presented in this thesis, in which the signal is extracted through a
binned maximum-likelihood fit applied to a BDT classification distribution.

6.2.1 Samples, estimators, and bias

The set of n independent observations of a random variable x, described by a pdf f(x) is
known as a sample. The n-dimensional vector x = (x1, ..., xn) where n is the sample size can
be considered to be the output of a single random measurement, characterized by n quantities
x1, ..., xn. Assuming that all xi are independent and described by the same pdf f(x), the
joint pdf for the sample fsample(x1, ..., xn) becomes the product of n pdfs:

fsample(x1, ..., xn) = f(x1)f(x2)...f(xn). (6.20)

A common situation is to have a set of n measurements of a random variable x, from which
the properties of the corresponding pdf f(x) need to be determined. The pdf f(x, θ) serves as
hypothesis for the unknown f(x), being θ = (θ1, ..., θn) an n-dimensional vector of unknown
parameters, which are typically constants that characterize the pdf shape. Thus, to obtain
f(x, θ), the θi parameters need to be calculated. The value of the parameters θi can be
obtained with a numerical function of the observed data x called an estimator. The estimator
for the quantity θ is written as θ̂. The hat is used to differentiate the estimator from the true
value θ, which would remain unknown, since θ̂ is, as the name indicates, just an estimate. The
estimator constitutes itself a random variable. Thus, each time the experiment is repeated,
a new set x1, ..., xn of size n is obtained and the estimator θ̂(x) will have different values,
distributed according to some pdf g(θ̂, θ), called sampling distribution. The expectation value
of an estimator θ̂, which follows the sampling pdf distribution g(θ̂, θ), can be calculated as:

E[θ̂(x)] =
∫
θ̂g(θ̂; θ)dθ̂ =

∫
...

∫
θ̂(x)f(x1; θ)...f(xn; θ)dx1...dxn, (6.21)

where fsample(x1, ..., xn) was introduced as the joint pdf of the sample. The mean value of
an estimator could be obtained after performing an infinite number of experiments, with a
sample of size n for each experiment.

6.2.2 Properties of estimators

Two important indicators of the quality of an estimator are the bias and the mean squared
error. The bias is obtained by subtracting the true parameter value θ from the expectation
value of the estimator:

b = E[θ̂]− θ. (6.22)

It constitutes an indicator of how close is the estimator from the true value. If b is zero for
any sample size n, the parameter is said to be unbiased. The bias represents the systematic
error on a measurement, while the variance represents the corresponding statistical error,
indicating how much the estimator changes for different datasets. The sum of the variance
and the bias squared is called mean squared error and takes the form:

MSE = E[(θ̂ − θ)2] = E[(θ̂ − E[θ̂])2] + (E[θ̂ − θ])2,

= V [θ̂] + b2. (6.23)
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A good estimator would be one with small (or zero) bias, a small variance, and a small MSE.
A small or zero bias is desired since the average of repeated measurements of a quantity
should tend to the true value. Often, an estimator is said to be optimal if it has zero bias
and a minimum variance, with certain trade-off between both characteristics. Fig. 6.1 shows
the effects of bias (in red) and of a large variance (in green), with respect to the optimal
estimator (in blue).
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Properties of estimators 
If we were to repeat the entire measurement, the estimates 
from each would follow a pdf: 

biased large 
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We want small (or zero) bias (systematic error): 

→  average of repeated measurements should tend to true value. 

And we want a small variance (statistical error): 

→  small bias & variance are in general conflicting criteria 

Figure 6.1: Distribution of a sampling pdf g(θ̂, θ) as a function of the estimator θ̂. The
estimator is: unbiased (in blue), biased (in red), and has a large variance (in green) [190].

The arithmetic mean of a sample of a random variable x with size n is called sample mean
and constitutes an estimator of the expectation value µ of x:

x = 1
n

n∑
i=1

xi. (6.24)

For n → ∞, x converges to µ. Therefore, x constitutes an unbiased estimator for the
population mean µ. The sample variance, multiplied by a factor 1

n−1 :

s2 = 1
n− 1

n∑
i=1

(xi − x)2 = n

n− 1(x2 − x2), (6.25)

is an unbiased estimator for the population variance. Similarly, the quantity:

V̂xy = 1
n− 1

n∑
i=1

(xi − x)(yi − y) = n

n− 1(xy − x y), (6.26)

constitutes an unbiased estimator for the covariance Vxy of two random variables x and y

with unknown means.

6.2.3 The method of maximum-likelihood

The likelihood function

The maximum-likelihood is a method used to determine the parameter values for which a
given observation would have the highest probability. Given the result of a set of measure-
ments as a collection of numbers x and a joint pdf for the data P (x|θ) that is a function of
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a set of parameters θ, the so-called likelihood function is defined as:

L(θ) = P (x|θ). (6.27)

Considering the n observations of x as independent and that x follows the distribution f(x,θ),
the joint pdf for the data sample can be calculated as the product of all the independent pdfs
of xi. Therefore, the likelihood function takes the form:

L(x|θ) = f(x1, ..., xn;θ) =
n∏
i=1

f(xi;θ). (6.28)

Maximum-likelihood estimators

The parameter values for which the likelihood reaches the maximum value are called
maximum-likelihood (ML) estimator(s). A low probability for the measurements is obtained
if they deviate too much from the true values. If the pdf hypothesis and the parameter values
are correct, a high probability for the data that was measured is expected. For differentiable
likelihood functions, each independent estimator can be obtained by solving the equations:

∂L
∂θi

= 0, i = 1, ...,m. (6.29)

The estimation of parameters through a maximization of the likelihood function corresponds
to the frequentist approach. Often, instead of maximizing the likelihood, the negative of the
logarithm of the likelihood, known as log-likelihood, is minimized:

−ln L(x|θ) =
n∑
i=1

ln f(xi;θ). (6.30)

In the bayesian approach a posterior probability density for θ given the data x is defined:

p(θ|x) = L(x|θ)π(θ)∫
L(x|θ′)π(θ′)dθ′ . (6.31)

The magnitude π(θ) denotes the prior probability density for θ and constitutes a measure of
the prior state of knowledge of θ, before updating this knowledge in light of the new data.

Maximum-likelihood fit with binned data

The computation of the log-likelihood function becomes difficult for large datasets, since
the probability density function f(xi,θ) must be calculated for each value of xi. To overcome
this difficulty the data can be binned. The expectation values ν = (ν1, ..., νN ) of the numbers
of entries per bin n = (n1, ..., nN ) in N bins, can then be calculated as:

νi(θ) = ntot

∫ xmax
i

xmin
i

f(x,θ)dx, (6.32)

where xmin
i and xmax

i are the bin limits, and ntot is the total number of entries. Considering
the obtained histogram a single measurement of an N-dimensional random vector, the joint
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pdf takes the form of a multinomial distribution:

fjoint(n;ν) = ntot!
n1!...nN ! (

ν1
ntot

)n1 ...( νN
ntot

)nN , (6.33)

where each term νi/ntot represents the probability for bin i. Assuming that the numbers
of entries per bin are independent and follow the Poisson distribution, the data is instead
described by the product of Poisson probabilities:

fjoint(n;ν) =
N∏
i=1

νnii
ni!

e−νi . (6.34)

Taking the logarithm and dropping additive terms that do not depend on the parameters,
the log-likelihood function is obtained. A ML fit is performed to find the estimators θ̂. For
a very small bin size, which corresponds to a large value of N , the likelihood function results
the same as the unbinned case.

6.3 Hypothesis testing

The term hypothesis testing refers to the process used to decide on the acceptance or
rejection of a hypothesis after the analysis of a set of measurements. Often, the process
aims to determine if a dataset is consistent with the given hypothesis so that the hypothesis
can be validated or disproved. One example would be to test the assumption that the
observed data inspected in the search for indications of new physics corresponds only to
Standard Model processes. In this section, the frequentist approach to hypothesis testing is
presented, emphasizing the applications in the field of high energy physics. In Subsec. 6.3.2,
the goodness-of-fit tests are introduced, a branch of hypothesis testing used to quantify
how well a set of measurements agrees with a given hypothesis when there is no additional
hypothesis. Subsecs. 6.3.3 and 6.3.4 are dedicated to discussing the testing of the background-
only and signal hypotheses. Finally, the last subsection concerns the multivariate analysis
methods used for event classification.

6.3.1 Frequentist statistical test

A test of a null hypothesis can be constructed considering both the null hypothesis H0 and
an alternative hypothesis H1. Given a critical region W of the data space, the probability to
observe the data in W , assuming the correctness of the null hypothesis can be calculated as:

P (x ∈W |H0) ≤ α, (6.35)

where the region W is designed such that the size of the test α is small. If x is observed in
the critical region, the null hypothesis is rejected. The critical region should be selected so
that the probability to find x is low if H0 is true, but at the same time high if H1 is true.
Two kinds of errors can be made when deciding if the hypothesis H0 is accepted or rejected.
H0 can be rejected when it is true, known as Type I error, with the probability for this to
happen being the size of the test. Also, H0 can be accepted when it is false, known as Type
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II error, with an associated probability:

P (x ∈ S −W |H1) = β. (6.36)

Subtracting β from 1, the so-called power of the test with respect to the alternative H1 is
obtained:

Power = 1− β. (6.37)

The size and power of a test statistic are illustrated in Fig. 6.2.
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Figure 6.2: Sketch of the distribution of a test statistic under the null and alternative hy-
potheses. The size α and power β of the test are depicted [191].

Physics context of a statistical test

The frequentist statistical tests described above can be used in physics analysis in the event
selection step to separate different types of particles (e.g., electron vs. muon) or to separate
known events (e.g., tt̄ vs. QCD multijet). For the separation of the different kinds of events,
one assumes as null hypothesis H0 that the event is a background event, and as alternative
hypothesis H1 that the event is a signal event. In the search for new physics, under the
null or background only hypothesis all events correspond to Standard Model processes, while
under the alternative or signal-plus-background hypothesis part of the events correspond to
a type whose existence is not yet established. Thus, the background only hypothesis consists
of the event type that one would like to reject, while the signal in the signal-plus-background
hypothesis corresponds to the type one would like to retain after the selection. Typically,
the available data sample contains a mix of the two kinds of events and, as result of the
measurement, a collection of numbers x= (x1, ..., xn) per event is obtained:

x1= number of muons

x2= mean pT of jets

x3= missing energy...
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where each event can be associated with a point in an x space. The n-dimensional joint
pdf followed by x depends on the type of event produced. A so-called decision boundary
whether to accept or reject the events that belong to certain event type can be drawn. One
option would be to draw the decision boundary in the form of cuts (x1 < c1, ..., xn < cn),
as illustrated in Fig. 6.3a. Linear and non-linear decision boundaries can also be applied, as
shown in Figs. 6.3b and 6.3c.

(a) (b) (c)

Figure 6.3: Visualization of decision boundaries. a) cut based decision boundary b) linear
decision boundary c) non-linear decision boundary [190].

The optimal decision boundary is constructed through a statistical test in which the bound-
ary of the critical region for the n-dimensional data space is defined as:

t(x1, ..., xn) = tcut. (6.38)

The decision boundary is translated into a single cut on t. Therefore, the n-dimensional
problem has converted into a 1-d problem, with conditional pdfs g(t|H0) and g(t|H1). A
representation of tcut, g(t|H0), and g(t|H1) is shown in Fig. 6.4.
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Figure 6.4: Illustration of a single cut decision boundary and the conditional pdfs g(t|H0)
and g(t|H1) [190].
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Neyman-Pearson lemma

The critical region for a test statistic can be selected so that the highest power at a size α
is obtained. The Neyman–Pearson lemma, introduced by Jerzy Neyman and Egon Pearson
in 1933, states that in order to get the highest power for a given size α in a test of H0
(background) versus H1 (signal), the critical region should fulfill the condition:

f(x|H1)
f(x|H0) > c, (6.39)

inside the region, and have a smaller value than c outside. The constant c is chosen so that
the test has a desired size.
The fraction in Eq. (6.39) is called the likelihood ratio for hypotheses H0 and H1. The
corresponding optimal test statistic is:

t(x) = f(x|H1)
f(x|H0) . (6.40)

The probability to reject H0 if true, which constitutes the false discovery rate, can be calcu-
lated as:

α =
∫
W
f(x|H0)dx, (6.41)

while the probability to accept H0 if H1 is true takes the form:

β =
∫
W
f(x|H1)dx. (6.42)

Purity and misclassification rate

The purity of the event selection and the misclassification rate correspond to the probability
for a signal event to be classified correctly as signal and the probability for the signal event
to be wrongly classified as background, respectively. The background efficiency is the size of
the test α in Eq. (6.41), while the signal efficiency is defined as follows:

εs =
∫
W
f(x|H1)dx = 1− β. (6.43)

Since one event can only be classified as signal or background, the sum of the signal purity
and misclassification rate is one. Usually, the conditional pdfs f(x|s) and f(x|b) are not
known and the likelihood ratio from Eq. (6.40) can not be evaluated. In this cases, simulated
data is produced using Monte Carlo models for the signal and background processes, so that:

generated x ≈ f(x|s) → x1, ..., xn

generated x ≈ f(x|b) → x1, ..., xn

The production of MC events provides training data with events of known type, but comes
with the inconvenience that the full simulation of the MC events at a large scale requires the
availability of a considerable amount of computing resources.
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6.3.2 Goodness-of-fit tests

The tests that estimate how well the hypothesis of a functional form describes certain data
distribution are known as goodness-of-fit tests (GoF). The selected functional form constitutes
the null hypothesis H0 of the test statistic whose value is sensitive to the level of agreement
between the observed measurements and the predictions of H0. In a goodness-of-fit test, no
alternative hypothesis is given. The probability of obtaining a value for the test statistic
equal to or higher than the one obtained is known as p-value of the test and characterizes
the level of agreement between the data and the null hypothesis.

6.3.3 Testing the background-only hypothesis: discovery

Poisson counting experiment

The goodness-of-fit tests introduced in the last subsection are used to assess whether an
excess observed in the data with respect to the background expectation is enough to claim
a discovery. Fig. 6.5 depicts the number of signal (ns), background (nb), and total events
(n = ns + nb) of a Poisson counting experiment, which follow a Poisson distribution with
mean values of νs, νb, and ν = νs + νb, respectively.

Figure 6.5: Sketch representing the number of signal, background, and observed events in a
Poisson counting experiment.

Thus, the probability to observe n events can be calculated as:

f(n; νs, νb) = (νs + νb)n
n! e−(νs+νb). (6.44)

Given the number of observed events (nobs) as the outcome of the experiment, the probability
that a Poisson variable with mean νb will fluctuate so that the number of events would be
equal or higher than nobs under the assumption than νs = 0, is:

P (n ≥ nobs) =
∞∑

n=nobs

f(n; νs = 0, νb) = 1−
nobs−1∑
n=0

f(n; νs = 0, νb) = 1−
nobs−1∑
n=0

νnb
n! e
−νb . (6.45)

Thus, the probability P (n ≥ nobs) constitutes the p-value for a given n and nobs and quantifies
how often, if the experiment is repeated many times, data as far away (or more) from the
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null hypothesis as the observed data would be obtained, assuming the null hypothesis is true.
Relatively small changes on the value of νb can result in an increase of even an order of
magnitude of the p-value. Therefore, a precise estimation of the systematic uncertainty in
the determination of the number of background events results of particular relevance for the
assessment of the significance of an excess in the number of events observed in data. In the
next subsection, the definition of significance and the procedure followed for its calculation
are presented.

The significance of an observed signal

The determination of the significance of an observed signal constitutes one of the last steps
in the statistical treatment of the data. The signal and background yields are written as
µ · s(θ) and b(θ). The µ factor in the signal yield multiplies the expected SM cross-section
such that:

σ = µ · σSM . (6.46)

The parameters of the model that are not the parameters of interest (the expected signal
and background yields) are called nuisance parameters. To each systematic uncertainty, a
nuisance parameter is assigned, and the parameters of interest are functions of these nuisance
parameters. The pdf pi(θ̃i|θi) denotes the probability to measure a value θ̃i of the ith nuisance
parameter given its true value θi. The likelihood L, given the data and the measurements of
the nuisance parameters θ̃, takes the form:

L(data|µ · s(θ) + b(θ)) = P(data|µ · s(θ) + b(θ)) · p(θ̃|θ), (6.47)

where P(data|µ ·s(θ)+b(θ)) is a product of probabilities over all bins for the case of a binned
discriminant and over all the events for the unbinned case, and p(θ̃|θ) is the probability
density function corresponding to all the measurements of the nuisance parameters. A test
statistic is constructed to probe the hypothesis of the production of the new particle, with
the result of the test comprising in a single number the information related to the observed
data, expected signal, expected background, and the corresponding uncertainties. In order
to infer the presence or absence of a signal in the data, the observed value of the test statis-
tic is compared with the distribution of the test expected under the background-only and
signal-plus-background hypotheses. The expected distributions for both hypotheses are ob-
tained generating pseudo-datasets from the corresponding probability density functions. The
value of the nuisance parameters used for the generation of the pseudo-datasets come from
the maximization of the likelihood under the background-only and signal-plus-background
hypotheses, respectively. The following test statistic is defined to quantify the statistical
significance of an excess over the background-only expectation:

q0 = −2 ln L(data|b(θ̂0))
L(data|µ̂ · s(θ̂) + b(θ̂))

, µ̂ ≥ 0, (6.48)

where the values of the nuisance parameters in b(θ̂0) come from the maximization of the
likelihood in the numerator under the background-only hypothesis (µ = 0), indicated with
the subscript in θ̂0. Similarly, θ̂ and µ̂ are the values of the parameters θ and µ obtained
from the maximization of the likelihood in the denominator under the signal-plus-background
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hypothesis. For positive values of µ, which would denote a signal excess, the likelihood ratio
q0 is positive and if there is no excess (µ = 0) the ratio is exactly equal to one. The significance
of an observed excess is quantified with the p-value, which in the context of the test statistic
q0, denotes the probability to obtain a value of q0 at least as large as the one observed in
data qobs0 , under the background only hypothesis:

p0 = P (q0 ≥ qobs0 |b). (6.49)

The significance Z is defined as the number of standard deviations that a Gaussian variable
would fluctuate in one direction to give the p-value p0. Thus, the significance Z and the
p-value are related through the one-sided tail integral of the Gaussian function:

p0 =
∫ ∞
Z

1√
2π

exp(−x2/2)dx = 1− Φ(Z), (6.50a)

Φ(Z)−1 = (1− p). (6.50b)

A representation of the p-value and the statistical significance are depicted in Fig. 6.6. A
value of the significance of 5 is called a 5 sigma effect and corresponds to a p-value of 2.9·10−7.
Fig. 6.7 shows the p-value as a function of the Z-value for a unit Gaussian probability density
function. A discovery can be claimed if Z > 5.

Figure 6.6: Illustration of the p-value and the statistical significance.

In the search for a signal peak with an unknown location in an invariant-mass spectrum,
a local and global p-value can be defined. The local p-value represents the probability of
finding a fluctuation in some particular location of the invariant-mass spectrum, while the
global p-value is the probability of finding the fluctuation anywhere in the spectrum. For a
mass spectrum spanned from m1 to m2 there is a probability boost to find a significant effect
somewhere within the mass interval. This results in different local and global p-values and a
boost factor (m2−m1)/W , whereW is the width of the signal. The effect is known as the look-
elsewhere-effect (LEE) [192], and can be evaluated by assessing how the p-value distribution
behaves as the signal mass hypothesis changes. The stronger the up and down variations of
the p-value, the stronger is the Look-Elsewhere-Effect and, therefore, the corrections needed.
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Figure 3.4 One-sided tail probability (p-value) as a function of the number of standard devia-
tions (Z-value) for a unit Gaussian probability density function.

obtained from a Z-value via

p D 1 � erf(Z/
p

2)
2

, (3.7)

where erf(x ) is the error function given in (1.17). Figure 3.4 presents the p-value as
function of the Z-value.

When using a likelihood ratio Q D L S B /L B as the test statistic and assuming
that it follows a Gaussian distribution, the significance can be estimated as

Z D
p

�2 ln Q . (3.8)

For counting experiments following Poisson statistics, the significance is some-
times approximated by Z D S/

p
S C B , that is the ratio of the signal strength

over the uncertainty of the total number of events. In this equation, S and B are
the observed or expected signal excess and background level depending on which
of the observed significance or expected significance is wanted. An alternative is
given by Z D 2(

p
S C B � p

B).3) However, a more accurate approach is to insert
the Poisson likelihood terms in (3.8) to obtain

Z D
p

2(S C B) ln(1 C S/B) � 2S . (3.9)

In a counting analysis, when a simple significance estimator is needed – for
example in order to optimise an event selection – the use of (3.9) is recommended.
To obtain an exact significance one should rather evaluate the p-value from the
exact test statistic distribution.

If a p-value reaches 2.87 � 10�7, the Z-value is 5 and one says that the signifi-
cance level is ‘5σ’.4) A significance level of 5σ is conventionally used in high energy
physics to claim a discovery, and 3σ for an evidence when testing against the null
hypothesis.

3) When adding a Gaussian uncertainty
∆B on the background estimate B, the
significance can be approximated as
2(

p
S C B � p

B) � B/(B C ∆B2); some
alternatives are discussed in [3]. A study of

how the different approximations compare is
given in appendix A of [4].

4) Some authors use a different convention
where a 5σ significance corresponds to
p D 5.7 � 10�7 (two-sided tail probability).

Figure 6.7: One-sided tail probability (p-value) vs. Z-value for a unit Gaussian probability
density function [184].

6.3.4 Testing the signal hypothesis: setting limits

To quantify the absence of a signal a test statistic qµ is defined:

qµ = −2 lnL(data|µ · s(θ̂µ) + b(θ̂µ))
L(data|µ̂ · s(θ̂) + b(θ̂))

, 0 ≤ µ̂ ≤ µ. (6.51)

The subscript in µ indicates the dependence on the hypothesized signal rate µ, while the
subscript in θ̂µ indicates that the maximization of the likelihood in the numerator is done
under the hypothesis of a signal strength µ. The likelihood ratio qµ is similar to Eq. (6.48), but
uses the signal-plus-background instead of the background-only hypothesis in the numerator.

Exclusion limits

The modified frequentist construction CLs is used for the calculation of the exclusion limits
in the case of the absence of a signal [193–195]. Two tail probabilities are defined:

CLs+b = P (qµ ≥ qobsµ |µ · s+ b), (6.52a)

CLb = P (qµ ≥ qobsµ |b), (6.52b)

which represent the probability to obtain a value for the test statistic qµ larger than the
observed value qobsµ , for the signal-plus-background and background-only hypotheses, respec-
tively. From the ratio of CLs+b and CLb, CLs is obtained:

CLs = CLs+b
CLb

. (6.53)

If CLs ≤ α for µ = 1, the mass point is excluded at 1−α confidence level. The procedure to
quote the upper limit on µ at 95% confidence level is to adjust µ until CLs = 0.05 is reached.
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Upper limits results

The CLs procedure described in the previous subsection is usually carried out for each
mass point within a scanned mass range, resulting in an upper limit µup per mass point.
The distribution of µup assuming µ = 0 is obtained for each mass point after generating an
ensemble of pseudo-experiments, known as toy Monte Carlo. Each of the toys provides a
value of µup. After generating certain amount of toys, a distribution of µup can be obtained.
The median of µup as well as the 68% (±1σ) and 95% (±2σ) bands of these distributions
can then be determined. Fig. 6.8 shows the median of µup and the green (yellow) bands that
delimit the ±1σ (2σ) regions for an individual mass point.
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In, e.g., a Higgs search, this is done for each value of mH.   
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Figure 6.8: Median of µup, 68% and 95% CL bands, for mass point mH = 95 GeV. The ±1σ
(2σ) regions are depicted in green (yellow) [190].

After performing the CLs procedure and determining the distribution of µup per mass
point, an exclusion limit plot as the one presented in Fig. 6.9 from CMS Higgs discovery
paper, back in 2012, can be obtained. The CLs values for the SM Higgs boson hypothesis
as a function of the Higgs boson mass in the range from 110 to 145 GeV are presented. The
dashed line corresponds to the median of µup under the background-only hypothesis. The
corresponding 68% and 95% CL bands are also included.

6.4 Multivariate methods

The methods that examine multiple variables simultaneously are known as multivariate
methods. The main goal of the analysis using multivariate techniques is to find an optimal
decision boundary, which is obtained by minimizing a loss function in a process known as
training of the classifier. The loss function evaluates the quality of the classification by
returning large values when it deviates from the real event classification. The automated
determination of a decision boundary according to a chosen algorithm is known as machine
learning. The classifiers learn how the parameters of the decision boundaries should be chosen
so that an optimal separation between signal and background events is obtained.
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7 Combined results
The individual results for the channels analysed for the five decay modes, summarised in Ta-
ble 1, are combined using the methods outlined in Section 4. The combination assumes the
relative branching fractions predicted by the SM and takes into account the experimental statis-
tical and systematic uncertainties as well as the theoretical uncertainties, which are dominated
by the imperfect knowledge of the QCD scale and parton distribution functions. The CLs is
shown in Fig. 13 as a function of the Higgs boson mass hypothesis. The observed values are
shown by the solid points. The dashed line indicates the median of the expected results for
the background-only hypothesis, with the green (dark) and yellow (light) bands indicating the
ranges in which the CLs values are expected to lie in 68% and 95% of the experiments under the
background-only hypothesis. The probabilities for an observation, in the absence of a signal, to
lie above or below the 68% (95%) band are 16% (2.5%) each. The thick horizontal lines indicate
CLs values of 0.05, 0.01, and 0.001. The mass regions where the observed CLs values are below
these lines are excluded with the corresponding (1 − CLs) confidence levels. Our previously
published results exclude the SM Higgs boson from 127 to 600 GeV [21]. In the search described
here, the SM Higgs boson is excluded at 95% CL in the range 110 < mH < 121.5 GeV. In the
range 121.5 < mH < 128 GeV a significant excess is seen and the SM Higgs boson cannot be
excluded at 95% CL.
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Figure 13: The CLs values for the SM Higgs boson hypothesis as a function of the Higgs boson
mass in the range 110–145 GeV. The background-only expectations are represented by their
median (dashed line) and by the 68% and 95% CL bands.

7.1 Significance of the observed excess

The consistency of the observed excess with the background-only hypothesis may be judged
from Fig. 14, which shows a scan of the local p-value for the 7 and 8 TeV data sets and their
combination. The 7 and 8 TeV data sets exhibit an excess of 3.2 σ and 3.8 σ significance, re-
spectively, for a Higgs boson mass of approximately 125 GeV. In the overall combination the
significance is 5.0 σ for mH = 125.5 GeV. Figure 15 gives the local p-value for the five decay
modes individually and displays the expected overall p-value.

The largest contributors to the overall excess in the combination are the γγ and ZZ decay
modes. They both have very good mass resolution, allowing good localization of the invariant
mass of a putative resonance responsible for the excess. Their combined significance reaches

Figure 6.9: The CLs values for the SM Higgs boson hypothesis as a function of the Higgs
boson mass in the mass range between 110 and 145 GeV. The expected upper limits are
represented by their median (dashed line) and by the 68% (green) and 95% (yelow) CL
bands [9].

In multivariate analysis, some general considerations need to be taken into account:
• The choice of the input variables.
• The functional form of the decision boundary or type of classifier (Fig. 6.3).
• The tradeoffs between:

– sensitivity and complexity.
– statistical and systematic uncertainty.

In the field of high energy physics, one is often searching for a small signal in a large dataset.
Therefore, it is crucial to optimally exploit the available information on the data, for the
reduction of the large background processes that contaminate the signal of interest. Mul-
tivariate classification methods based on machine learning techniques are extensively used
for this purpose. Relevant examples of CMS analysis using machine learning techniques for
object identification and event classification are the observation of the Higgs decaying into
b-quarks [196], the associated Higgs production with top quarks [197], and the measurement
of the Higgs boson decay to a pair of muons [198].
At present, the most popular machine learning algorithms used for physics analysis within
the particle physics community involve the so-called supervised learning. For this kind of
learning process, the type of events contained in the data samples needs to be known. Since
nature does not provide a classifying event label for real data events, simulated data with
known true class label is used for the training of the two possible event types (signal and
background). Once the chosen algorithm has been trained to separate the signal from the
background, the obtained decision boundary can be used to classify the real data events
with an unknown event class. The boosted decision trees are one of the well-known learning

102



6.4. Multivariate methods

methods and constitute a fundamental component of the analysis presented in this thesis.
Therefore, the next subsection is dedicated to introducing the learning method of decision
trees.

6.4.1 Decision trees

A decision tree is a binary tree-structured classifier in which repeated cuts are made on a
single variable at a time until a stop criterion is reached. The tree starts from a root node
and goes down until a final node is reached. The final nodes are called leaves, and the set of
nodes and splits leading to a leaf is called a branch. A diagram of a decision tree is shown in
Fig. 6.10.

Figure 6.10: Schematic view of a decision tree [199].

The decision on the variable used at each split is based on the best-achieved separation
between signal and background for the particular split. Thus, a same variable might provide
the best separation in several nodes and be used multiple times, while other variables might
end up not being used at all. The criteria to stop an iteration are based on signal purity and
minimum number of events in a node. Once the iteration procedure stops, the resulting leaves
are classified as signal or background according to a majority vote, e.g., the signal fraction
greater than a specified threshold. Every point of the input variable space gets classified as
signal or background. A so-called decision tree classifier is in place. Once the best variables
and the corresponding cuts for each split are decided, i.e., the tree is trained, a set of events
can be given as input to the decision tree for classification. Each event undergoes several
yes or no decisions, starting at the root node until it ends up in certain leaf node, where is
classified according to the class label of the leaf.
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6.4.2 Separation measure and stability

The signal to background separation can be measured in terms of the Gini index or the
cross entropy, defined as:

Gini = p (1− p), (6.54a)

Cross entropy = −p lnp− (1− p) ln(1− p), (6.54b)

where p denotes the purity. If the first training sample T consists of N events with:

• (x1,..., xN ) event data vector.

• (y1,..., yN ) true class labels, +1 for signal, −1 for background.

• (w1,..., wN ) event weights.

and the ith event has a weight wi, the purity at a given node can be calculated as:

p =
∑

signalwi∑
signalwi +∑

backgroundwi
. (6.55)

The maximum values of the Gini and cross entropy indices are reached when the input sample
is completely mixed and decrease monotonically for samples with a large signal or background
composition. The separation indices before and after each split are compared to determine
the variable with the highest separation for the splits. The misclassification error for a given
value of purity p can be calculated as:

misclassification error = 1−max(p, 1− p). (6.56)

Since the decision trees can be very sensitive to the statistical fluctuations in the training
sample, methods such as boosting are used to overcome the stability problem, converting
boosted decision trees in a robust and powerful classifier.

6.4.3 Boosting

The so-called boosting is a general method for enhancing the performance of a set of weak
classifiers by combining them into a unique classifier. The obtained final classifier is more
stable in time and has a smaller error than any of the individual ones. The combined decision
trees form a so-called forest. After a first classifier is trained on a dataset and a set of mis-
classified events is obtained, further training iterations are performed. At each iteration, a
new classifier is trained on a modified data sample, in which the misclassified events from the
previous iteration are given a larger weight. An ensemble of training samples (T0, ..., TM ) cor-
responding to M iterations is then created, along with the classifiers [b(x,α0), ..., b(x,αM )]
and the weights (α0, ..., αM ), calculated in the final average.
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The final classifier is determined as a weighted sum of the so-called base classifiers:

yBoost(x;α0, ..., αM ,α0, ...,αM ) =
M∑
m=0

αm · b(x;αm), (6.57)

where the αm parameters are the parameters of the classifier m determined during the
training and specify the various node splits for the decision tree m. The way in which the
event weights are updated and the base classifiers are weighted in the final classifier varies
according to the boosting algorithm used. In the adaptative boost algorithm (AdaBoost) the
weights of previously misclassified events are multiplied by a common boost weight exp(αm),
with the index m refering to the weights applied in the training steps before the training of
the classifier m. The factor αm:

αm = ln(1− errm−1
errm−1

), (6.58)

depends on the fraction of misclassified training events (errm−1) of the previous classifier. All
the event weights of the sample are then renormalized to keep constant the sum of weights:

N∑
i=1

wi = 1, (6.59)

and the result of an individual classifier is defined as b(x) = +1 or −1 for signal and back-
ground, respectively. The boosted event classification yBoost is then calculated as:

yBoost(x) = 1
M
·
M∑
m

αm · bm(x), (6.60)

where the sum runs over all the individualM classifiers. A yBoost value that tends to +1(−1)
indicates a signal(background)-like event.

6.4.4 Overtraining

The decision boundary of a classifier becomes increasingly flexible when more parameters
are included and might adapt too much to the training points. In this case, the decision
boundary would show a deteriorated performance in an independent test data sample, as
illustrated in Fig. 6.11a. This phenomenon is called overtraining. A set of solutions are
available to solve it, such as removing insignificant nodes in the trees, known as tree pruning.
The overtraining can be monitored by studying the dependence of the fraction of misclassified
events with respect to the model flexibility, as shown in Fig. 6.11b. The optimal degree of
model flexibility would be at the minimum error rate for the test sample. Usually, a physics
analysis has more than one event category, and different optimal decision boundaries can be
determined for each category. With enough training data, the classifier is able to learn the
differences between categories. Nevertheless, individual classifiers are usually trained for each
category. Even though the MVA training itself does not introduce a systematic uncertainty,
the MVA output distribution can be influenced by the systematic uncertainties of the input
variables. To estimate the influence of these systematic uncertainties, a new training for each
possible variation is not needed, since one can estimate the change in the output distribution
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for the already trained classifier by applying the classifier to test samples in which all possible
systematic variations are considered.

(a)

(b)

Figure 6.11: a) Performance of an overtrained classifier in the training sample (left) and in
an independent test sample (right). b) Overtraining monitoring: error rate as a function of
the model flexibility for the training sample (blue) and the test sample (red). The red arrow
indicates the optimum point of flexibility at minimum error rate for the test sample. The
increase in error rate for the test sample indicates overtraining [190].

The statistical methods introduced in this chapter constitute the base of the tools used for
the statistical analysis of the data in this work. The results of applying the techniques here
discussed in the search for light bosons in the final state with two muons and two tau leptons
are presented in Chapter 8.

106



CHAPTER

7

H → a1a1(ZDZD)→ µµττ SEARCH
WITH CMS RUN II DATA

Contents
7.1 Signal Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.2 Datasets and Simulated Samples . . . . . . . . . . . . . . . . . . . 109
7.3 Physics Objects and Event Selection . . . . . . . . . . . . . . . . . 113

7.3.1 Trigger selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.3.2 Veto on b-tagged jets . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3.3 Muon identification and selection . . . . . . . . . . . . . . . . . . . . 114
7.3.4 Track selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3.5 Topological selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3.6 Event categorization . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7.4 Corrections to simulation . . . . . . . . . . . . . . . . . . . . . . . . 118
7.4.1 Pileup reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.4.2 Muon ID and trigger efficiency . . . . . . . . . . . . . . . . . . . . . 119
7.4.3 Track isolation and one-prong tau decay identification efficiency . . . 120
7.4.4 Higgs pT reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.4.5 b-tagging efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.5 Final selected sample . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.6 Final discriminant: BDT output distribution . . . . . . . . . . . . 127

7.6.1 BDT input variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.6.2 BDT configuration options . . . . . . . . . . . . . . . . . . . . . . . 128
7.6.3 Overtraining check . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.6.4 Linear correlation coefficients . . . . . . . . . . . . . . . . . . . . . . 130

107



Chapter 7. H → a1a1(ZDZD)→ µµττ search with CMS Run II data

7.7 Background modeling . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.7.1 Validation regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.7.2 Data-driven closure test . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.8 Signal modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.8.1 Signal interpolation method . . . . . . . . . . . . . . . . . . . . . . . 138
7.8.2 Validation of signal model . . . . . . . . . . . . . . . . . . . . . . . . 139

7.9 Binned shape analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.10 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 144

7.10.1 Uncertainties related to background . . . . . . . . . . . . . . . . . . 144
7.10.2 Uncertainties related to signal . . . . . . . . . . . . . . . . . . . . . . 145

The search for a pair of light bosons produced in decays of the 125 GeV Higgs boson in the
final state with two muons and two tau leptons constitutes the core of this dissertation. In this
chapter, the analysis steps undergone to successfully retrieve, reconstruct, and understand
the data are described. The signal topology, the used datasets and simulated samples, and
the corrections to simulation are examined. The MVA approach introduced to enhance the
analysis sensitivity is discussed, addressing the use of the classification distribution of a BDT
as the final discriminant of the analysis. The modeling of the signal and the background is
examined in detail, with the corresponding treatment of the systematic uncertainties. Finally,
the procedure followed for the statistical combination of the results from the three analyzed
datasets is reviewed. The combined results of the search and their interpretation in the
context of the 2HDM+S and the Dark Photon Model are presented in Chapter 8.

7.1 Signal Topology

The observed boson with a mass of 125 GeV may decay into a pair of the lightest CP-odd
states a1 of the 2HDM+S or into a pair of dark photons ZD of the Dark Photon Model, as
discussed in Chapter 3. One pair of pseudoscalar(vector) bosons a1(ZD) (referred to as light
bosons for simplicity in this chapter) subsequently decays into a pair of muons and the other
into a pair of τ leptons. Due to the large mass difference between the light bosons and the
125 GeV Higgs boson (referred to as the Higgs for simplicity in this chapter), the first ones
are expected to be highly boosted.
The muons of the muon pair can be easily identified with the CMS detector. The tau leptons
of the tau pair are much more difficult to identify, with the complications in the reconstruction
coming from their short lifetime, vast decay spectrum, and the presence of neutrinos in all
their decay modes, as discussed in Subsec. 3.3.2. In this analysis, the 1-prong leptonic and
hadronic decays of the tau lepton are considered, with the term prong referring to the number
of final state charged particles. In the 1-prong hadronic mode, the tau lepton decays into one
charged hadron and one or more neutral particles. The τ1-prongτ1-prong decay is reconstructed
in the analysis by selecting two opposite-charged tracks with no restriction on the neutral
particles surrounding both tracks.
The final state of the analysis consists of two opposite-charged muons from the dimuon pair
and two opposite-charged tracks from the decay of the pair of tau leptons, fulfilling certain
kinematic requirements. A pictorial representation of the signal topology, depicting the highly
collimated trk-trk and µ-µ systems, is shown in Fig. 7.1.
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Lorentz-boosted states

Well separated
dimuon and ditrack pair

h125

Figure 7.1: Illustration of the signal topology. The Higgs boson decays into two light bosons,
with one of the light bosons decaying into a pair of muons and the other into a pair of tau
leptons. The analyzed final state consists of two opposite-charged muons and two opposite-
charged tracks.

The targeted Higgs boson production mode is the dominant gluon-gluon fusion process, in
which the H(125) state is mainly produced with a relatively small transverse momentum, as
discussed in Subsec. 2.6.1. Therefore, the light bosons are produced quite separated in the
plane transverse to the beam, with the separation only reduced when the gluon is radiated
off the top quark loop or any of the initial gluons. A conservative threshold was considered
for the separation ∆R(∆η,∆φ) between the light boson candidates, to take into account this
last scenario. The topological characteristics illustrated in this section, together with the
event kinematics features, are exploited in the event selection, described in Sec. 7.3.

7.2 Datasets and Simulated Samples

The analysis uses the LHC proton-proton collision datasets recorded with the CMS detector
at
√
s = 13 TeV in the years 2016, 2017, and 2018, corresponding to an integrated luminosity

of 35.9, 41.5, and 59.7 fb−1, respectively. The total integrated luminosity is 137.2 fb−1. The
datasets include only the so-called good runs, runs certified as suitable for physics analysis
where the LHC was providing stable beams and where the triggers, the CMS tracker, and
the muon system performed well, according to certain established quality criteria. These
so-called primary datasets are defined by a set of HLT paths and an event is only stored if it
passes at least one of the paths. The conditions for an event to enter a primary dataset are
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carefully defined, since the good performance and full exploitation of the physics potential of
the experiment relies on the adequate selection of interesting events. Tab. 7.1 lists the primary
datasets used in the analysis, the associated run ranges, and the corresponding integrated
luminosities. The first element in the name of the listed datasets indicates the kind of triggers
used to collect the events, in this case, Single Muon triggers.

Table 7.1: Overview of the datasets used in the analysis, the run ranges, and the correspond-
ing integrated luminosities.

Dataset Run range Luminosity [fb−1]

2016

/SingleMuon/Run2016B-17Jul2018-ver2-v1/MINIAOD 272007-275376 5.788 /fb

/SingleMuon/Run2016B-17Jul2018-ver1-v1/MINIAOD 272007-275376 see above /fb

/SingleMuon/Run2016C-17Jul2018-v1/MINIAOD 275657-276283 2.573 /fb

/SingleMuon/Run2016D-17Jul2018-v1/MINIAOD 276315-276811 4.248 /fb

/SingleMuon/Run2016E-17Jul2018-v1/MINIAOD 276831-277420 4.009 /fb

/SingleMuon/Run2016F-17Jul2018-v1/MINIAOD 277772-278808 3.102 /fb

/SingleMuon/Run2016G-17Jul2018-v1/MINIAOD 278820-280385 7.540 /fb

/SingleMuon/Run2016H-17Jul2018-v1/MINIAOD 280919-284044 8.606 /fb

2017

/SingleMuon/Run2017B-31Mar2018-v1/MINIAOD 297046-299329 4.792 /fb

/SingleMuon/Run2017C-31Mar2018-v1/MINIAOD 299368-302029 9.755 /fb

/SingleMuon/Run2017D-31Mar2018-v1/MINIAOD 302030-303434 4.319 /fb

/SingleMuon/Run2017E-31Mar2018-v1/MINIAOD 303824-304797 9.424 /fb

/SingleMuon/Run2017F-31Mar2018-v1/MINIAOD 305040-306462 13.50 /fb

2018

/SingleMuon/Run2018A-17Sep2018-v2/MINIAOD 315252-316995 14.00 /fb

/SingleMuon/Run2018B-17Sep2018-v1/MINIAOD 317080-319310 7.10 /fb

/SingleMuon/Run2018C-17Sep2018-v1/MINIAOD 319337-320065 6.94 /fb

/SingleMuon/Run2018D-22Jan2019-v2/MINIAOD 320673-325175 31.93 /fb

For each year of data taking, separate signal samples with independent statistics were
produced. The Higgs boson production is simulated at leading order with the Madgraph
event generator, interfaced with Pythia8, followed by the decay into a pair of light bosons
and the subsequent decay into a pair of muons and a pair of tau leptons. More precise
spectrum calculations at Next-to next-to Leading Order (NNLO) with re-summation to next-
to-next-to-Leading-Leading (NNLL) order are considered by reweighting the pT distribution
of the Higgs boson that emerges from the gluon-gluon fusion process. The factors for the
re-weighting, called k-factors, are obtained with the program HqT [200, 201]. The weight
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associated to each of the generated events is computed as:

ωMC = σ · L · εMC
Nprocessed

, (7.1)

where σ denotes the cross-section of the process considered, L the integrated luminosity, εMC
the MC filter efficiency, and Nprocessed the number of processed MC events. The MC filter
efficiency represents the fraction of generated events that pass a certain filter or filters (set
of selection criteria) required at the generation level in order to enhance the acceptance to
a probed signal. After the generation step, the events are passed through a full simulation
of the CMS detector based on the GEANT4 package. The effects of the pileup are also
included in this step. Upon completion of the simulation chain, the Monte Carlo samples are
ready for the physics analysis.
The signal MC samples used in the analysis are summarized in Tab. 7.2, covering the mass
range of the light boson between 3.6 and 21 GeV. The simulated datasets for the signal
corresponding to the years 2016 and 2017 were created within CMS official production cam-
paigns. Additional private signal MC samples for 2018 were also produced, following the
same workflow and configuration of the centrally produced samples. The set of parameters
of the Monte Carlo event generator for the modeling of the underlying-events, called tune, is
changed between the years, as shown in the name of the MC samples. The tune CUETP8M1,
which was created before data measured at

√
s = 13 TeV became available, is the one used

for the production of the 2016 samples. For the 2017 and 2018 samples, the set of tunes CPX
became available and the tune CP5 is used. The label CPX stands for CMS Pythia 8 and X
is a progressive number related to the simulation of the multiparton interaction.
Tab. 7.3 summarizes the background MC samples used in the analysis. The QCD multijet
background is simulated with Pythia8. For the production of the samples a filter that se-
lects events containing at least one muon with transverse momentum higher than 5 GeV is
added. The phase space was divided in bins of pT , to improve the statistics of the generated
samples. The top-pair and single top production are simulated using Powheg interfaced to
Pythia. The W/Z boson plus jets samples, with the subsequent leptonic decays of the W and
Z bosons, and the Drell Yan samples, are produced using Madgraph interfaced to Pythia.
The inclusive WW , WZ, and ZZ background processes are simulated with Pythia.

Table 7.2: Signal Monte Carlo samples used in the analysis.

Dataset

gg → H(125), H(125)→ a1a1(ZDZD)→ 2µ2τ

2016 (centrally produced)

SUSYGluGluToHToAA_AToMuMu_AToTauTau_M-125_M-a1_TuneCUETP8M1_MADGRAPH_PYTHIA8

2017 (centrally produced)

SUSYGluGluToHToAA_AToMuMu_AToTauTau_M-125_M-a1_TuneCP5_13TeV_MADGRAPH_PYTHIA8

2018 (privately produced)

SUSYGluGluToHToAA_AToMuMu_AToTauTau_M-125_M-a1_TuneCP5_13TeV_MADGRAPH_PYTHIA8
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Table 7.3: Simulated datasets for the background processes. For each sample the correspond-
ing cross-section is listed, times the filter efficiency in the case of the QCD multijet datasets.
All samples have been created within the official production campaigns of 2016.

Description σ(×εMC) at 13 TeV [pb]

Z + Jets,mll < 50 GeV

1 GeV < mll < 5 GeV, 70 < pT < 100 GeV 879 (LO)

1 GeV < mll < 5 GeV, 100 < pT < 200 GeV 640.6 (LO)

1 GeV < mll < 5 GeV, 200 < pT < 400 GeV 107 (LO)

1 GeV < mll < 5 GeV, 400 < pT < 600 GeV 10.85 (LO)

1 GeV < mll < 5 GeV, pT > 600 GeV 3.412 (LO)

5 GeV < mll < 50 GeV, 70 < pT < 100 GeV 302.2 (LO)

5 GeV < mll < 50 GeV, 100 < pT < 200 GeV 224.2 (LO)

5 GeV < mll < 50 GeV, 200 < pT < 400 GeV 37.19 (LO)

5 GeV < mll < 50 GeV, 400 < pT < 600 GeV 3.581 (LO)

5 GeV < mll < 50 GeV, pT > 600 GeV 1.124 (LO)

tt̄ 831.76 (NNLO)

single top

tW_antitop_5f_inclusiveDecays 35.85 (NLO)

tW_top_5f_inclusiveDecays 35.85 (NLO)

t_channel_top_4f_leptonDecays 136.02 (NLO)

t_channel_antitop_4f_leptonDecays 80.95 (NLO)

W + Jets 61526.7 (NNLO)

inclusive WW 118.7 (NNLO)

inclusive WZ 27.57 (NLO)

inclusive ZZ 12.14 (NLO)

QCD multijets (LO), pµT > 5 GeV

15 < pT < 20 GeV 1273190000 × 0.003

20 < pT < 30 GeV 558528000 × 0.0053

30 < pT < 50 GeV 139803000 × 0.01182

50 < pT < 80 GeV 19222500 × 0.02276

80 < pT < 120 GeV 2758420 × 0.03844

120 < pT < 170 GeV 469797 × 0.05362

170 < pT < 300 GeV 117989 × 0.07335

300 < pT < 470 GeV 7820.25 × 0.10196

470 < pT < 600 GeV 645.528 × 0.12242

600 < pT < 800 GeV 187.109 × 0.13412

800 < pT < 1000 GeV 32.3486 × 0.14552

pT > 1000 GeV 10.4305 × 0.15544
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7.3 Physics Objects and Event Selection

An event in this analysis is considered for further selection steps if it contains an isolated
muon. The details of the offline event selection, the corrections to simulation, and the analysis
event categorization are discussed in this section.

7.3.1 Trigger selection

The trigger system of CMS, as discussed in Subsec. 4.2.6, consists of two levels designed
to select events with a potential physics interest. Tab. 7.4 lists the single muon triggers used
in the analysis for each year of data taking.

Table 7.4: Triggers used in the analysis and the corresponding data-taking year.

Year Trigger

2016 HLT_IsoTkMu24

2017 HLT_IsoMu27

2018 HLT_IsoMu24

The muons are identified by the HLT muon triggers using information from the muon sys-
tem and the tracker subdetectors. The so-called L2 muons are reconstructed with information
from the muon system only, while for the L3 muons, the information from both the tracker
and muon subdetectors is exploited in a global fit of tracker and muon hits. The tracker
hits for the L3 muon reconstruction come only from a portion of the tracker volume pointed
by the L2 muons. For the tracker muons, the hit reconstruction is performed in the whole
volume of the tracker, and then a match with DT and CSC segments is required, allowing
the recovery from inefficiencies in the L2 muon reconstruction caused by the muon detector
acceptance, among other reasons. A relative isolation requirement is applied for a further
reduction of the rate after the muon identification. The energy deposits in the ECAL and
HCAL of the tracks in a ∆R cone of 0.3 around the muons are summed and the relative
isolation variable takes the form:

Irel = 1
pµT

∑
i

piT,trk + max(0,
∑
j

EjT,ECAL +
∑
k

EkT,HCAL − π(∆R)2ρ)

 . (7.2)

A correction to the energy calorimeter deposits is introduced in order to reduce the depen-
dence of this magnitude on the pileup conditions, using the average energy density ρ in the
event [127]. The standard selection requires the relative isolation variable to be lower than
0.15. The logic of the triggers used in the analysis, taking as an example the IsoMu24 trigger,
can then be summarized as follows: a single muon trigger is first seeded by a L1 trigger of
pT > 16 GeV, requirement of a L2 track of pT > 16 GeV, requirement of a L3 track of pT >
16 GeV, and isolation of the L3 track. A good trigger acceptance for the signal of the analysis
is obtained despite having two muons produced with a small separation in (η, φ), because the
online isolation sum does not include nearby muons. The additional muon within the isola-
tion cone of the triggering muon can only be cleaned if it was indeed reconstructed as a muon,
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with the identification efficiency varying for L3 and tracker muons. Therefore, the fact that
IsoMu and IsoTkMu have different reconstructions, using L3 and tracker muons, respectively,
explains the small difference observed in signal acceptance between both triggers.

7.3.2 Veto on b-tagged jets

The jets are reconstructed in the analysis from particle flow objects, using the anti-kT
clustering algorithm with a cone radius parameter of 0.4, and the jets originating from b-
jets are identified with the DeepCSV algorithm (Subsec. 5.3.6). An early step in the event
selection chain of the analysis consists of requiring the events that matched the trigger to
have zero b-jets with pT higher than 20 GeV. The vetoing of these events allows us to reject
backgrounds with b-quark jets, like the tt̄ background. The medium working point of the
DeepCSV algorithm, which implies an efficiency for b-jets identification of about 70% and a
misidentification rate for light-flavor jets of about 1%, is chosen. The next step in the analysis
chain after the trigger selection and the veto on b-tagged jets is the identification of the pair
of muons and the pair of tau leptons.

7.3.3 Muon identification and selection

The dimuon pair produced in the decay of one of the light bosons is formed by two opposite-
charge muons identified by the CMS particle flow algorithm and reconstructed by the global
reconstruction algorithm, as described in Subsec. 5.3.3. The muon with the highest pT of the
pair is regarded as leading muon and the other as sub-leading or trailing muon. Both muons
must fulfill certain baseline identification selections and isolation cuts summarized in the so-
called Muon ID, specifically, the medium working point (mediumMuon ID). Furthermore, one
of the muons of the pair is required to match the single muon trigger IsoTkMu24, IsoMu27,
or IsoMu24 for the datasets of 2016, 2017, and 2018, respectively, as reported in Tab. 7.4.
The trigger object must match the offline muon object within a ∆R cone of 0.5. Since
the Medium ID was designed to be highly efficient for prompt muons, but also for muons
from heavy quark decays, impact parameter cuts need to be applied when reconstructing the
analysis signature, in order to reject the heavy quark decays. The impact parameter in the
transverse (longitudinal) plane with respect to the primary vertex of the tracks corresponding
to the two muons of the dimuon pair is required to be |d0| < 0.05 cm (|dz| < 0.1 cm). The
following kinematic cuts are also imposed as a part of the selection:
• pseudorapidity of the leading and the sub-leading muons, |η| < 2.4.
• pT of the muon matching the trigger higher than 25 GeV (2016 and 2018) or 28 GeV

(2017) (the reconstructed muon must have a pT higher than 1 GeV with respect to the
corresponding online trigger threshold).
• pT of the muon not matching the trigger higher than 3 GeV.

7.3.4 Track selection

The analysis uses a set of the reconstructed tracks known as high purity tracks, which pass
strict selection criteria based on the χ2/ndof of the track fit, the transverse and longitudinal
impact parameters with respect to the primary vertex, the significance of the impact param-
eters (d0/δd0 and dz/δdz, where δd0 and δdz are the uncertainties on the impact parameters
of the track fit), the number of tracker layers with a hit on the track, the number of tracker
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"3D" layers with a hit on the track (either pixel layers or matched strip layers), the num-
ber of layers missing hits between the first and last hit on the track, and the δpT /pT from
the track fit. The tracks must fulfill the following kinematic requirements: pT > 1 GeV,
pseudorapidity |η| < 2.4, and impact parameter in the transverse (longitudinal) plane with
respect to the primary vertex |dxy| < 1 cm (|dz| < 1 cm). The isolation criteria described in
the next subsection start by counting the number of tracks around the muons of the dimuon
pair and the tracks of the ditrack pair that fulfill the listed requirements. Due to the loose
impact parameter cuts, the selected track collection is populated with tracks directly coming
from the PV, but also with displaced tracks from decays of heavy flavor hadrons, which get
reduced through a further set of topological cuts, discussed in the next subsection.

7.3.5 Topological selection

The topology of the probed signal is exploited in the selection of the light boson candidates,
which are required to be separated by a ∆R higher than 1.5, according to the explanation
given in Sec. 7.1.
Selection of the a1(ZD)→ µµ candidates. The a1(ZD)→ µµ candidates are formed by

two opposite-sign muons, selected as described in Subsec. 7.3.3. The sum of the transverse
momentum of the two muons:

pTSum =
√

(pxµ+ + pxµ− )2 + (pyµ+ + pyµ− )2, (7.3)

is required to be higher than 45 GeV. The value was selected by optimizing the signal to
background ratio in a sample of dimuon pairs. Moreover, considering that the total energy
of each of the two light bosons in the reference frame of the Higgs boson is of roughly 62.5
GeV (half of the total invariant mass of the Higgs boson), the probed mass range of the
light boson, and the component of the momentum carried away in the z-direction (pz), it
results natural to apply a cut around this value to the pT distribution. Additional cuts on
the impact parameter are imposed to the muons (|dxy| < 0.01 cm and |dz| < 0.03 cm).
These cuts practically do not reject any signal and significantly reject background events
with displaced tracks. If more than one a1(ZD) → µµ candidate is found in an event, the
pair with the highest pTSum is selected.
Selection of the a1(ZD) → ττ candidates. The a1(ZD) → ττ candidates are formed

by two opposite-sign high purity tracks, selected as described in Subsec. 7.3.4. The tracks
identified as muons, electrons or hadrons, are required to fulfill a set of selection criteria, to be
classified as signal tracks. The net charge of the ditrack pair must be zero (qtrk1 + qtrk2 = 0)
and for both tracks the following kinematic requirements must be fulfilled: pT > 2.5 GeV,
|η| < 2.4, |d0| < 0.02 cm, and |dz| < 0.04 cm. The sum of the transverse momentum of the
two tracks (defined as in Eq. (7.3), substituting µ+ with trk+ and µ− with trk−), is required
to be higher than 10 GeV. A pair of tracks passing these signal track requirements form an
a1(ZD)→ ττ candidate. If more than one a1(ZD)→ ττ candidate is found in an event, the
candidate with the highest pTSum is selected.
The mass of the dimuon system is required to be higher than the mass of the ditrack system.
Since the a1(ZD)→ ττ decay is only kinematically allowed starting from masses of the light
boson twice the mass of the τ lepton, a cut of 3.5 GeV is applied on the invariant mass of
the a1(ZD) → µµ candidate. The reconstruction of the two τ leptons is done under the
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collinear approximation, considering the kinematic constraints on the mass of the τ lepton
and the mass of the light boson (mτ1,τ2 = mµ1,µ2). This approximation is based on two
main assumptions. First, that the neutrinos from the τ decays are nearly collinear with the
corresponding visible τ decay products:

−→p τ1 = α · −→p τ1−vis
−→p τ2 = β · −→p τ2−vis , (7.4)

and second, that all the MET of the event comes from these neutrinos [202]. The assumptions
lead to the equation:

−→α β = −→1 + P−1 ·
−→
Emiss
T , (7.5)

where −→α β is the vector (α, β)T and P the matrix with components P00 = pXτ1−vis , P01 =
pXτ2−vis , P10 = pYτ2−vis , and P11 = pYτ2−vis [203]. Under the collinear approximation, but con-
sidering only the absolute value of the MET and the pT of the invisible τ decay products as
equal, the equations to be solved take the form:

m2
µ1µ2 − 2m2

τ − 2
√
m2
τ + α2−→p 2

τvis1

√
m2
τ + β2−→p 2

τvis2
− αβ(−→p τvis1

· −→p τvis2
) = 0,

(7.6)

(α− 1)2−→p 2
τvis1

+ (β − 1)2−→p 2
τvis2

+ 2(α− 1)(β − 1)(−→p τvis1
· −→p τvis2

)− (−→Emiss
T )2 = 0,

and are solved numerically. Once the contribution from the neutrinos is estimated, the
invariant mass of the ditau system can be calculated as Mτ1τ2 = mvis/

√
x1x2, x1,2 =

pvis1,2/(pvis1,2 + pmiss1,2), where mvis is the invariant mass of the visible decay products and
x1,2 is the momentum fraction of the visible decay products out of the total momentum in
the denominator.
The reconstructed visible mass of the two muons and the two tracks is required to be lower
than 125 GeV, and a mass window around the mass of the dimuon-plus-ditau system of 75
GeV is applied. The value of 75 GeV was selected considering the resolution of the recon-
structed Higgs mass, reached by means of the reconstruction algorithm for the ditau pair
explained above.
The analysis of the dataset corresponding to one year will be referred hereafter with the
nomenclature YEAR analysis, where Y EAR = 2016, 2017, or 2018, e.g., 2016 analysis. The
dependence of the ∆R distributions on the mass of the light boson for the a1(ZD) → µµ

and a1(ZD) → ττ candidates was studied at generator level on signal MC samples. Fig. 7.2
depicts the obtained results for one of the analysis categories, corresponding to the samples
used for the 2018 analysis. The central value of the distribution is shifted towards larger ∆R
values as the mass of the light boson increases, since the larger the mass of the light boson
is, the less boosted the system becomes, which leads to less collimated pair of muons and
therefore, larger ∆R cone. Only a loose requirement on the ∆R cone between the muons
of the a1(ZD) → µµ candidates of 1.5 is set, since as seen in Fig. 7.2, a unique optimized
cut would not be possible for all the mass range of the light boson. The same applies to the
tracks of the a1(ZD)→ ττ candidates.
The invariant mass distribution of the dimuon system peaks at the main value of the light
boson, with the kinematic variables of the reconstructed muons being the main observables
that affect the shape of the peak. One of these kinematic variables, the sum of the pT of
the two muons, is depicted in the left plot of Fig. 7.3. The same distribution for the ditrack
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Figure 7.2: Distribution of ∆R for the a1(ZD) → µµ (left) and a1(ZD) → ττ (right) can-
didates. Different masses across the light boson spectrum are shown for the hadron-hadron
category corresponding to the 2018 analysis.

system is illustrated in the right plot of Fig. 7.3. Both auxiliary distributions are obtained
after the dimuon and ditrack selection without imposing any isolation requirement.
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Figure 7.3: Distribution of pT of the a1(ZD) → µµ candidate (left) and the a1(ZD) → ττ
candidate (right), corresponding to the 2016 analysis. Data (dots) is compared with the
expectation from simulation (histograms). The Electroweak label indicates the electroweak
backgrounds W/Z boson plus jets, and diboson production. The blue-dashed histogram shows
the signal distribution for the mass hypothesis ma1(ZD) = 10 GeV. The lower panel shows the
ratio between data and the background yield.
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A good agreement between data and the predictions from simulation is observed. The
Drell-Yan background is the dominant one, followed by the QCD multijet background, con-
tributing roughly to 73 and 25% of the total background, respectively. The tt̄ + single top
and electroweak processes are estimated to represent around 1% each.
Isolation requirement. The final step of the selection is imposing an isolation require-

ment on the two tracks of the a1(ZD)→ ττ leg and the two muons of the a1(ZD)→ µµ leg.
The number of tracks within a ∆R cone of 0.2 around the four objects (the two muons and
the two tracks) with momentum pT > 1 GeV, pseudorapidity |η| < 2.4, and impact param-
eters |d0| < 1 cm and |dz| < 1 cm, must be zero. Due to the expected boosting of the light
bosons one of the objects might be within the isolation cone of its partner muon or track.
Therefore, the tracks from the three additional objects are not included in the counting of
the number of tracks within the ∆R cone of 0.2 of one of the objects, in a similar approach
to the cleaning performed during the computation of the online isolation sum for the single
muon triggers (Subsec. 7.3.1).
The region determined through all the selection criteria described above defines the so-called
signal region of the analysis: a dimuon and a ditrack system, with both muons and both
tracks isolated within a ∆R cone of 0.2. As one gradually approaches to the signal region of
the analysis, the assessment of the background composition becomes more difficult due to a
lack of statistics in the MC samples. Further phase spaces selected by relaxing the isolation
requirement, so-called control regions, are used for the estimation of the background compo-
sition with the data themselves. The control regions used in the analysis are introduced in
Sec. 7.7.

7.3.6 Event categorization

To increase the sensitivity of the analysis, the selected events are categorized according
to the identification of the a1(ZD) → ττ candidate tracks as lepton or hadron. This results
in three categories: lepton-lepton, lepton-hadron, and hadron-hadron. The lepton-lepton
category includes the cases in which both tracks are muons, both tracks are electrons, or
one track is a muon and the other is an electron. The lepton-hadron category includes the
cases in which one of the tracks is a muon or electron, and the other is a hadron, while
the hadron-hadron category corresponds to the case in which both tracks are hadrons. A
pictorial representation of all possible combinations and the three resulting categories is shown
in Fig. 7.4.

7.4 Corrections to simulation

The accuracy of the description of the data with the MC simulation is affected by limitations
in the physics event generation and the detector simulation, such as the limited computing
capacity, limited accuracy of the MC generators in the theoretical calculations, and the
complexity associated to the quite dynamic detector operation and beam conditions, which
can not be fully reflected in the simulation. This section is dedicated to present the corrections
to the MC simulation applied in the analysis to improve the description of the data. The
corrections mainly concern the signal, since the background modeling is based on a data
driven method, as further discussed in Sec. 7.7.
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Figure 7.4: Definition of the analysis categories: lepton-lepton (green), lepton-hadron (or-
ange), and hadron-hadron (blue).

7.4.1 Pileup reweighting

The MC samples are produced considering a distribution for the number of pileup inter-
actions, which aims to emulate the conditions expected for each year of data taking. Nev-
ertheless, the trigger and the applied offline event selection can bias this distribution. The
number of pileup interactions is also sensitive to differences in the underlying events between
data and simulation. Thus, a correction is applied to match the simulated distribution of
reconstructed primary vertices with the corresponding distribution in data, given the recom-
mended minimum bias cross-section of 69.2 mb. The so-called pileup reweighting is applied
to each MC event in bins of pileup.

7.4.2 Muon ID and trigger efficiency

The efficiency of the muon identification is measured relative to the number of reconstructed
muons [204]. The measurement is done in both data and simulation using the tag-and-probe
method applied to a sample of Z → µµ or J/Ψ → µµ events [205, 206]. This method
constitutes a generic tool for measuring any defined object efficiency, by exploiting di-object
resonances like Z or J/Ψ. It uses an object that passes tight selection criteria prompting
a minimal fake rate and an object passing loose selection criteria, known as tag and probe,
respectively. The probes are paired with tags, to obtain an invariant mass consistent with
the mass of the Z → µµ or J/Ψ→ µµ resonance, and the number of signal pairings (Nall) is
counted. A passing probe will satisfy the particular selection criteria from which one wants
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to measure the efficiency. In the analysis, it would be a muon passing the medium ID. The
number of tag + passing signal pairings (Npass) constitutes the numerator of the ratio in the
efficiency calculation. The efficiency of the probe selection criteria can then be calculated as
the ratio of the number of probes that pass the selection criteria relative to the total number
of signal pairings:

ε = Npass
Nall

. (7.7)

A signal + background model is used to fit the two-line shapes (tag + passing probe) and
(tag + failing probe) separately. The ratio of the signal yields is computed in bins of the kine-
matic variables pT and |η|. An efficiency histogram is obtained for both data and simulation
independently, and the simulation is then corrected by applying the weight:

wµ,Id = εµ,Iddata
εµ,IdMC

= εµ1,Id
data · ε

µ2,Id
data

εµ1,Id
MC · ε

µ2,Id
MC

, (7.8)

on an event-by-event basis. The weights εµ,Iddata and εµ,IdMC are the products of the weights
corresponding to the two muons of the a1(ZD)→ µµ candidate in data and MC, respectively.
The trigger efficiencies of the single muon triggers used in the analysis are also measured in
data and MC as a function of the muon pT and |η| with the tag-and-probe method applied
to a sample of Z → µµ events. The tag muons from the Z decays are required to match the
single muon trigger, and the probes serve as a source of pure and unbiased muons to test the
number of probes that pass the medium ID and the trigger requirement.

7.4.3 Track isolation and one-prong tau decay identification efficiency

The efficiency of the identification of the one-prong tau decay and the isolation of the tracks
of the a1(ZD) → ττ candidate is different for data and simulation. Therefore, a combined
scale factor is calculated and applied to the simulation. The combined efficiency is measured
using a Z → τµτ1-prong sample selected with the HLT_IsoMu24 trigger. A muon that passes
the medium Muon ID, with pT > 25 GeV, |η| < 2.4, and a relative ∆β−corrected particle-
flow isolation Iµ < 0.15, is required. Events are further selected if they have a track that
fulfills the one-prong tau identification criteria of the main analysis (Subsec. 7.3.4). The
muon and the track are required to be well separated (∆φ(µ, trk) > 2.0 rad), since the soft
pT spectrum of Drell-Yan events results in decay products from the two τ leptons having
a large angular separation. Furthermore, the muon-track pair is required to have opposite
charge and fulfill the same isolation requirement of the main analysis. If more than one track
has zero tracks with pT > 1 GeV, |η| < 2.4, |dxy| < 1 cm, and |dz| < 1 cm in the isolation
cone of 0.2 around their momenta, the one that yields the highest separation in azimuthal
angle is chosen. To clean the sample from Z → µµ events, a muon veto requirement is
imposed. Events containing an additional muon apart from the triggering muon are rejected.
The top-pair, single-top, and diboson backgrounds are suppressed by requiring the event
to have zero jets, while the W + jets background is suppressed by requiring the transverse
mass of the muon and the missing transverse mass to satisfy the condition mT < 40 GeV
(m2

T = m2 + p2
x + p2

y = E2 − p2
z). The selected Z → τµτ1-prong events are classified into four

regions, which are defined in intervals of pT of the track, as follows:

• 5 < pT < 10 GeV,
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• 10 < pT < 15 GeV,

• 15 < pT < 20 GeV,

• pT > 20 GeV.

A fit of the muon-track invariant mass (mµ,trk) is done for each of the four track pT ranges
in order to extract the scale factor. Fig. 7.5 shows the distribution before the fit, known
as prefit distribution, for the various track pT ranges of the Z → τµτ1-prong sample. The
shapes of the Z → τµτ1-prong signal, the top-pair, single-top, single-W, diboson, and Z → µµ

background templates are obtained from simulation while the QCD mutijet background is
modeled in a data control region, reverting the opposite charge requirement of the muon and
the track. An additional high transverse mass control region with mT > 60 GeV is defined for
the determination of the single-W background normalization. The normalization of the QCD
background is taken from the same-sign region, considering an extrapolation factor from
the same-sign to the opposite-sign region, measured in an additional control region where
the track is anti-isolated. The top-pair, single-top, and diboson backgrounds are normalized
using the corresponding theoretical predictions for the cross-section. The normalization of
the Z → µµ background is allowed to float freely in the fit.
The following systematic uncertainties are considered in the fit. The uncertainty on the
integrated luminosity which affects the yield of the processes estimated from the simulation is
included. Additionally, a flat uncertainty for the identification, isolation, and trigger efficiency
of 2% is assigned per muon. The uncertainties in the normalization of the backgrounds are 7%
for the tt̄ background, 15% for the diboson background, 5 to 12% for theW+jets background,
and 15% for the QCD multijet background. An uncertainty of 2% in the extrapolation factor
from the Z → µµ control region to the Z → τµτ1-prong signal region for the yield of Drell-
Yan events, is considered. The uncertainties in the muon and charged pion momentum
scales, which correct the biases in the reconstructed pT , are taken as 0.3% each. Due to
the applied cut on mT of 40 GeV, the estimation of the yield of simulated events in the
Z → τµτ1-prong sample is affected by the uncertainty in the reconstruction of the Emiss

T , which
can be computed as [207]:

−→
Emiss
T = −

∑
j∈jet

−→pT j, JEC −
∑

i∈uncl

−→pT i. (7.9)

The first component represents the contribution from the jets in the event after applying
the jet energy corrections (Subsec. 5.3.6) and the second component is associated to the
unclustered energy, which comes from the particle flow candidates that are not clustered
within jets. Therefore, the uncertainty on the MET is influenced by the uncertainties in the
jet energy scale and the unclustered energy scale [170].
The signal and background shapes, the normalization, and the corresponding uncertainties
are given as input to the fit together with the data. As a result of the fit, updated shapes
and normalization are obtained for the signal and the background. The ratio of the postfit
and prefit signal normalization:

SF = Postfit signal norm
Prefit signal norm , (7.10)
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constitutes the scale factor for the combined track isolation and one-prong tau decay identi-
fication efficiency, applied to the simulation. It is computed for each of the three years. The
postfit distribution obtained for the 2018 analysis and the corresponding scale factor as a
function of the pT of the muon-track pair are depicted in Fig. 7.6 and Fig. 7.7, respectively.
The scale factors for 2016 and 2017 are shown in Fig. A.1 in Appendix A. The dependence
is fitted with a constant, and is applied in the main analysis to simulated events. The higher
uncertainty on the value of the scale factor at low pT is caused by the overwhelming back-
ground for low values of the pT of the track, as observed in the upper left plot of Fig. 7.5 and
Fig. 7.6. For higher pT values, the signal to background ratio is much higher, which results
in lower uncertainty values for the scale factor.
A Fisher test (F-test) is performed to check if the fit result can be significantly improved
by fitting the scale factor dependence on the pT with a more complex function, with more
degrees of freedom. In the context of an F-test, the two models to be compared are said to
be nested if the one with fewer degrees of freedom (the restricted model) is obtained from
the other (the full model) by setting one or more parameters to zero [208]. In this case, the
nested models, a constant and a linear function, are used to fit the dependence of the scale
factor on the pT and check if the additional degree of freedom of the linear function provides
a significantly better fit than the chosen constant. The F-test for n data points takes the
form:

F = χ2
1 − χ2

2
χ2

2
· ( n− p2
p2 − p1

), (7.11)

and follows the Fisher distribution with (p2 − p1, n − p2) degrees of freedom, where p1 (p2)
is the number of parameters for the restricted (full) model and p2 − p1 is the number of
constraints on the parameters that reduce the full model to the restricted model. The null
hypothesis of the test (model 2 does not provide a significantly better fit than model 1) is
rejected if F is greater than the critical value. In the analysis, a linear function does not
significantly improve the fit result with respect to a constant; thus, the null hypothesis is
accepted.

7.4.4 Higgs pT reweighting

The signal acceptance in the analysis is dependent on the kinematics of the Higgs boson,
mainly on the pT distribution. The estimate of the signal acceptance is improved after re-
weighting the pT spectrum with H(125) pT NNLO k-factors (Sec. 7.2), obtained with the
program HqT. The k-factor corrections applied are shown in Fig. 7.8. Once the k-factors are
considered, the corrected pT distribution matches the higher order predictions for the H(125)
pT spectrum in the gluon-gluon fusion process.

7.4.5 b-tagging efficiency

The requirement on the events to have 0 b-tagged jets (Subsec. 7.3.2), makes necessary to
apply a correction to simulation in order to account for differences in the b-tagging efficiency
between data and MC. In general, the methods for the determination of this scale factor can
be grouped into two general categories, according to the use of event reweighting or not [210].
One of the methods that apply event reweighting corrects the event yields in simulation by
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Figure 7.5: Prefit distributions of mµ,trk in the selected sample of Z → τµτ1-prong events, for
the four different ranges of the track pT : 5 < pT < 10 GeV (upper left), 10 < pT < 15 GeV
(upper right), 15 < pT < 20 GeV (lower left), and pT > 20 GeV (lower right), corresponding to
the 2018 analysis. The lower panel shows the ratio between data and the signal+background
yield.

just changing the weight of the selected MC events, which can be calculated as:

w = P (DATA)
P (MC) . (7.12)

The terms in the numerator and denominator correspond to the probabilities of having a
configuration of jets with i b-tagged jets and j not b-tagged jets, defined as:

P (MC) =
∏

i=tagged
εi

∏
j= not tagged

(1− εj), (7.13)
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Figure 7.6: Postfit distributions of mµ,trk in the selected sample of Z → τµτ1-prong events
for the four different ranges of the track pT : 5 < pT < 10 GeV (upper left), 10 < pT <
15 GeV (upper right), 15 < pT < 20 GeV (lower left), and pT > 20 GeV (lower right).
The lower panel shows the ratio between data and the signal+background yield. The shown
distributions correspond to the 2018 analysis.

P (DATA) =
∏

i=tagged
SFi εi

∏
j= not tagged

(1− SFj εj),

where the scale factors SFi take the form:

SF = εdata(pT , η)
εMC(pT , η) , (7.14)
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Figure 7.7: Scale factor for the combined track isolation and one-prong tau decay identifica-
tion efficiency as a function of the track pT , corresponding to the 2018 analysis. The symetric
blue error band represents the 1-sigma error band around the scale factor value, obtained
using a linear error propagation method [209]. The constant scale factor is applied in the
main analysis to simulated events.

and the MC b-tagging efficiencies εi are functions of the jet flavor, the jet pT , and jet η.
The scale factors are available for the different taggers and official working points [176], but
the MC b-tagging efficiencies need to be computed for each jet flavor in each of the specific
MC samples used for the analysis, due to their dependence on the event kinematics. To
overcome this difficulty, a different method was used in the analysis, which does not require
the knowledge of the MC b-tagging efficiencies and, therefore, the events can be reweighted
using the scale factors only. In this method, the scale factors are taken as pseudo-probabilities,
applied only to b-tagged jets.
The same event with n b-tagged jets contributes to all the b-tag multiplicity bins for which
the condition m ≤ n is fulfilled, where m corresponds to the number of b-tagged jets in a
given bin. An event in which n jets are considered for b-tagging can contribute to events
with 0 b-tagged jets (as the events in the analysis after the b-jet veto requirement), with the
following event weight:

w(0|n) =
n∏
i=1

(1− SFi). (7.15)

Therefore, an event with one b-tagged jet contributes to events with 0 b-tagged jets with
the event weight w(0|1) = (1 − SF ), while events with 0 b-tagged jets contribute to similar
events with 0 b-tagged jets with an event weight w(0|0) = 1. The overall normalization of
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Figure 7.8: NNLO k-factor corrections applied to the H(125) pT distribution obtained with
Pythia8 at leading order for the gluon-gluon fusion process.

the event sample follows from:
n∑
i=0

w(i|n) = 1, (7.16)

and is kept unchanged, with only the event yields being changed in the different b-tag multi-
plicity bins. In practice, the scale factors SF, depend on the pT and η of the jet. Therefore,
the event weights need to be computed on an event-by-event basis, since two events with the
same number of b-tagged jets can result in a different weight contribution to w(0|n). The
event weight in Eq. (7.15), including the contributions from all the different b-tagged jet
multiplicities, is derived and applied on an event-by-event basis to the simulated events.

7.5 Final selected sample

The set of data events that enter the signal region, defined by the selection requirements
outlined in Sec. 7.3, form the final sample of the analysis, which is used to extract the
signal. The number of data events selected in the signal region is reported in Tab. 7.5. The
signal acceptance and signal yields for a reference mass point of the light boson are listed in
Tab. 7.6. The reported signal yields per category and per year are computed assuming the SM
H(125) production cross-section and considering a benchmark value for the branching fraction
B(H(125)→ a1a1(ZDZD)→ 2µ2τ) of 0.1%. Around 30% of the loss in efficiency comes from
the detector acceptance and the requirement of having at least two well reconstructed muons
in the event. An additional ∼35% efficiency loss comes from the trigger, which requires a
high pT muon and its respective isolation. The rest of the loss in efficiency is caused by the
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offline selection. The higher pT threshold (27 GeV) of the single muon trigger used in the
2017 analysis, with respect to the pT threshold (24 GeV) of the triggers used for the 2016
and 2018 analysis, results in a reduction of the signal acceptance and, consequently, of the
signal yield for the three categories in 2017, as it can be seen in Tab. 7.6. From the three
triggers used, IsoTkMu24 has the highest acceptance for the probed signal.

Table 7.5: Number of data events after final selection per category and per year.

Sample Category Number of events

2016 2017 2018

Data
lepton-lepton 94 65 101

lepton-hadron 4022 3057 4753

hadron-hadron 44703 37809 57695

Table 7.6: The signal acceptance and expected signal yields after final selection per category
and per year, for ma1(ZD) = 5 GeV. The reported number of signal events assumes the SM
H(125) production cross-section and a benchmark value of the branching fraction B(H(125)→
a1a1(ZDZD)→ 2µ2τ) = 0.1%. The quoted uncertainties include only statistical errors.

Signal Acceptance (x100) A(pp→ H(125) +X,H(125)→ a1a1(ZDZD)→ 2µ2τ), gg → H

ma1(ZD) [GeV] Category 2016 2017 2018

5
lepton-lepton 0.65 ± 0.01 0.54 ± 0.02 0.58 ± 0.01

lepton-hadron 1.97 ± 0.02 1.47 ± 0.03 1.61 ± 0.02

hadron-hadron 1.84 ± 0.02 1.31 ± 0.03 1.49 ± 0.02

Number of signal events (pp→ H(125) +X,H(125)→ a1a1(ZDZD)→ 2µ2τ), gg → H

5
lepton-lepton 11.39 ± 0.24 10.91 ± 0.34 16.70 ± 0.30

lepton-hadron 34.39 ± 0.42 29.56 ± 0.55 46.61 ± 0.50

hadron-hadron 31.99 ± 0.41 26.47 ± 0.52 43.09 ± 0.48

7.6 Final discriminant: BDT output distribution

In previous analyses searching for light bosons in the µµττ final state, the invariant mass
distribution of the dimuon system, the ditau system, and the 4-body visible mass, have
been used as final discriminant. In this analysis, a method based on a BDT is introduced
for discriminating the signal from the background. The introduction of the BDT allows to
better profit from the signal topology by adding information from several kinematic variables
instead of using only one or two. The Toolkit for Multivariate Analysis (TMVA) was used to
build the BDT classifier [199, 209]. The BDT output distribution, obtained for each of the
three categories defined in Subsec. 7.3.6, and for each year, constitutes the final discriminant
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of the analysis. One classifier is trained per mass hypothesis, per category, and per year,
to maximize the discriminating power. The signal class for the training is generated with a
multidimensional pdf, introduced in Sec. 7.8, while the background class is formed by the
events selected in a control region defined in Sec. 7.7, which is orthogonal to the signal region.
To avoid bias analyzing the data, a blinded region in the BDT spectra is defined, keeping
the data that is most sensitive to a hypothetical signal blind. The non-blinded region, which
corresponds to values of the BDT score smaller than 0.5, is used for the optimization steps of
the analysis and for checking the agreement between the data and the background expectation
before the "unblinding" procedure, which is performed once the techniques and procedures
of the analysis are fully validated. The following subsections are dedicated to discuss the
training and performance of the BDT classifier.

7.6.1 BDT input variables

The variables that serve as input to the BDT are: the mass of the dimuon system (mµ1,µ2),
the ∆R between the muons of the dimuon system (∆R(µ1, µ2)), the ∆R between the tracks
of the ditrack system (∆R(trk1, trk2)), and the invariant mass of the four objects, adding the
contribution from the MET (mµ1,µ2,trk1,trk2,MET). The set of variables was selected taking
into consideration the separation power and the low correlation among themselves.
Fig. 7.9 depicts the MVA input variable distributions for the signal and the background. The
signal corresponds to a mass of the light boson of 5 GeV. A ranking for the four variables in
terms of separation power (unspecific method) and importance (specific method) is reported
in Tab. 7.7. The ranking corresponds to the BDT training performed for the 2016 analysis in
the hadron-hadron category. In the unspecific method, the variables are organized according
to their separation power, considering only one variable at a time. In contrast, in the specific
method, the importance is calculated with all the variables available for the splitting. The
separation power obtained through the preliminary ranking of the unspecific method is super-
seded by the algorithm-dependent ranking of the specific method. In the case of the specific
method, the measure of the variable importance is computed, counting the number of times
the variable is used to split decision tree nodes. A weight that considers the square of the
separation gain achieved with the split, and the number of events in the node is applied. For
a well-ranked variable, the separation between the signal and the background class is high.
In contrast, the within-class dispersion, which describes the dispersion of events inside a class
relative to the mean of the class, is minimal. The dimuon mass has the highest discriminating
power in the analysis, being the first variable in the ranking for both the separation and the
importance, mainly due to the low within-class dispersion given by the resonance structure.
In contrast, the discriminating power of the mass of the four objects including the MET
is limited by the poor MET resolution. This lack of resolution can be improved by using
the MET computed after removing the pileup contamination with the Pileup Per Particle
Identification method (Subsec. 5.3.6), instead of the corresponding particle flow quantity.

7.6.2 BDT configuration options

The tunning of the BDT configuration results in the following configuration options for
the BDT classifier used in the analysis. The number of trees in the forest is set to 500
and the maximum allowed depth of one tree is set to 3. The adaptative boost algorithm
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Table 7.7: Ranking of the MVA input variables in terms of separation power and importance.

Rank Input variable Separation Importance

1 mµ1,µ2 7.278e-01 3.735e-01

2 ∆R(trk1, trk2) 3.091e-01 2.495e-01

3 ∆R(µ1, µ2) 2.022e-01 2.274e-01

4 mµ1,µ2,trk1,trk2,MET 4.947e-02 1.495e-01
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Figure 7.9: Signal (blue) and background (red) distribution of input variables in the training
sample. The signal sample corresponds to ma1(ZD) = 5 GeV, and the training of the classifier
is done for the 2016 analysis in the hadron-hadron category.
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(Subsec. 6.4.3) is selected for the boosting, with a learning rate of 0.5 and Gini index as
separation criterion for the node splitting. The number of grid points used for finding the
optimal cut in the node splitting is 20, while the minimum percentage of training events
required in a leaf node is set to 5%. The signal samples generated for the training and testing
have a size comparable to the number of observed events in the control region selected for
the modeling of the background (Tab. 7.9). The events for the training and the testing are
selected randomly from the source trees, and the training events are normalized to make the
event weights of the signal and background classes equal to the number of events Ns and Nb.
Thus, the overall renormalization of event-by-event weights in the training has an average
weight of one per event, for both the signal and background.

7.6.3 Overtraining check

The overtraining phenomenon occurs when the classifier has too many degrees of freedom
for the available number of training events. Due to the large number of nodes, boosted
decision trees become often overtrained, with the overtraining degrading the performance by
fitting the statistical fluctuations in the training sample. A check to detect the overtraining
and measure its impact can be done by comparing the performance of the classifier in the
training sample and in an additional test sample. If the classification performance is found to
be deteriorated in the test sample with respect to the training sample, the BDT is said to be
overtrained (Subsec. 6.4.4). Fig. 7.10 shows the training and testing samples, corresponding
to the 2016 analysis in the hadron-hadron category, for both the signal (ma1(ZD) = 5 GeV)
and background classes superimposed.

7.6.4 Linear correlation coefficients

The input variables that show a high correlation constitute a source of information redun-
dancy for the BDT. Linear correlation coefficients, with a range between +1 and −1, provide
a first estimate of the shared information between pairs of variables, measuring the strength
of the linear relation between them. Two variables are said to be linearly uncorrelated if
the corresponding correlation coefficient is 0, positively correlated if it is higher than 0, and
negatively correlated if it is lower than 0. The variables that serve as input to the BDT
in the analysis are assumed to be uncorrelated for the construction of the signal pdf. The
first check on this assumption comes from the inspection of the linear correlation coefficients
between pairs of the four input variables. The linear correlation coefficients corresponding
to the training of the classifier for the 2016, 2017, and 2018 analyses were computed with
TMVA and found to be less than 15% for the three categories and all mass points, as shown
in Fig. 7.11 for ma1(ZD) = 5 GeV in the hadron-hadron category of the 2016 analysis. The
lepton-hadron and hadron-hadron categories are shown in Fig. A.2 and Fig. A.3 in Appendix
A. A further evaluation of the effect of this low correlations in the modeling of the signal is
presented in Subsec. 7.8.2.

7.7 Background modeling

As discussed in Subsec. 7.3.5, the assessment of the background composition in the final
selected sample becomes difficult due to limited statistics in the background MC samples.

130



7.7. Background modeling

0.6− 0.4− 0.2− 0 0.2 0.4

BDT Output

0

0.05

0.1

0.15

0.2

0.25

N
or

m
al

iz
ed

 to
 u

ni
ty

 = 5 GeV
1am

Signal (test sample) Signal (training Sample)

Background (test sample) Background (training Sample)

_had_had Channel 2016 (13 TeV)
 

Figure 7.10: Signal and background distributions for the trained classifier. The test (his-
tograms) and training (points with error bars) samples are superimposed for the signal and
background classes, to check the overtraining of the classifier. The signal sample corresponds
to ma1(ZD) = 5 GeV and the training of the classifier is done for the 2016 analysis in the
hadron-hadron category.

Hence, the background contribution in the signal region is estimated with a control region
in data, in which the isolation requirement on the two muons and the two tracks is relaxed.
The four objects are allowed to have any number of tracks within a ∆R cone of 0.2 and at
least one of the muons or one of the tracks is required to be anti-isolated, to ensure that the
control region, referred hereafter as NNNN, is orthogonal to the signal region. The expected
signal yield assuming B(H(125) → a1a1(ZDZD) → 2µ2τ) = 0.1% is comparable with the
statistical uncertainty on the number of selected data events. This control region consists of
low mass DY, tt, and QCD events. The QCD contribution includes the quarkonium states
Ψ', Υ(1s), Υ(2s), and Υ(3s).

7.7.1 Validation regions

The control regions defined for the validation of the background model are known as vali-
dation regions (VRs). The term distinguishes the set of control regions that are not used to
determine the background model or constrain the background normalization, but to validate
the model itself. For the validation of the background model of the analysis, three validation
regions are defined. In two of these regions, the isolation requirement imposed on the dimuon
and/or the ditrack pair is relaxed. The muons of the dimuon system and/or the tracks of the
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Figure 7.11: Matrix of linear correlation coefficients for the variables used in the BDT train-
ing: mµ1,µ2 (var1), ∆R(µ1, µ2) (var2), ∆R(trk1, trk2) (var3), and mµ1,µ2,trk1,trk2,MET (var4),
for ma1(ZD) = 5 GeV and the 2016 dataset in the hadron-hadron category.

ditrack system are allowed to have one or two soft tracks (tracks with pT > 1 GeV, dxy > 1
cm, and dz > 1 cm) in a ∆R cone of 0.2. The two VRs are defined as follows:
Validation region Soft-Iso: The muons of the dimuon pair and the tracks of the ditrack
pair are allowed to have one or two soft tracks within the ∆R cone of 0.2.
Validation region 00-Soft-Iso: The muons of the dimuon pair fulfill the isolation require-
ment of the signal region while the tracks of the ditrack pair are allowed to have one or two
soft tracks within the ∆R cone of 0.2.
The third validation region (Validation region Same-Sign), contains events that pass the
full signal selection of the main analysis, except that the opposite-sign requirement of the
ditrack pair is inverted, i.e., the tracks of the ditrack system are required to be same sign.
This validation region results in the highest difference in shape with respect to the CR NNNN
from the three considered VRs. Therefore, it is used to estimate the shape uncertainty for
the background in the signal region.
Tab. 7.8 summarizes the isolation requirement and the use given in the analysis to each of
the three VRs, together with the CR NNNN. Tab. 7.9 reports the number of data events
selected in each of the regions per category and per year. The signal contamination was
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studied for the benchmark value of the branching fraction considered throughout the analy-
sis (B(H(125)→ a1a1(ZDZD)→ 2µ2τ) = 0.1%) and the value of the SM H(125) production
cross-section corresponding to the ggF process. For the three VRs, the signal contamina-
tion is well below 1% for the hadron-hadron category and below 1% for the lepton-hadron
category. In the lepton-lepton category, the signal to background ratio maintains also a low
value. Hence, the signal contamination has a negligible effect on the final results.

Table 7.8: Control regions used to construct and validate the background model. The symbol
Nsoft denotes the number of soft tracks within a ∆R cone of 0.2 around the two muons and
the two tracks momentum direction.

Control region µ-µ trk-trk Purpose

NNNN Nsoft > 0 Nsoft > 0 Bkgd model estimation

Soft-Iso Nsoft = 1, 2 Nsoft = 1, 2 Bkgd model validation

00-Soft-Iso Nsoft = 0 Nsoft = 1, 2 Bkgd model validation

Same-Sign Nsoft = 0 Nsoft = 0 Extrapolation uncertainty

Table 7.9: The number of data events in the control regions used to construct and validate
the background model.

Sample Category Observed events

2016 2017 2018

NNNN

lepton-lepton 301 167 293

lepton-hadron 17407 13729 21202

hadron-hadron 283693 250800 376039

Soft-Iso

lepton-lepton 29 7 26

lepton-hadron 1467 1189 1842

hadron-hadron 17481 15665 23357

00-Soft-
Iso

lepton-lepton 23 5 18

lepton-hadron 1135 888 1356

hadron-hadron 14289 12437 18647

Same-
Sign

lepton-lepton 43 29 44

lepton-hadron 2466 1959 3024

hadron-hadron 20724 16961 25703
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7.7.2 Data-driven closure test

The validation of the background model is done through a data-driven closure test, in
which the BDT output distribution for the background from CR NNNN is compared with
the corresponding shapes in the VRs Soft-Iso and 00-Soft-Iso per category and per year, as
one gradually approaches to the signal region. The high statistics of the CR NNNN allows to
perform such a closure test, even though the VRs are not orthogonal with respect to NNNN,
with the overlap representing less than 10% of the events of the CR NNNN, for each category,
and for each year. An additional verification comes from the validation with the Same-Sign
region, which is orthogonal to the CR NNNN, due to the same-sign requirement for the
ditrack pair. Fig. 7.12 (Fig. 7.13) presents the comparison of the BDT output distribution
between the CR NNNN and Soft-Iso (00-Soft-Iso) for the 2018 analysis. A good agreement
is observed within the uncertainties. Similar distributions for the 2016 and 2017 analyses are
shown in Figs. A.4 to A.7 in Appendix A.

7.8 Signal modeling

The modeling of the signal in the analysis is based on the construction of multidimensional
pdfs out of the individual pdfs associated to each of the BDT input variables. For each of
the available signal samples, a multidimensional probability density function is defined:

ftot = fmµ1,µ2
· f∆R(µ1,µ2) · f∆R(trk1,trk2) · fmµ1,µ2,trk1,trk2,MET . (7.17)

The construction of the multidimensional pdf as the product of the independent pdfs cor-
responding to each of the four BDT input variables is based on the assumptions of a low
and non-significant correlation between the input variables. Checks on the validity of these
assumptions are given in Subsec. 7.6.4 and Subsec. 7.8.2. The value of the parameters of the
four multidimensional pdfs which are fixed, were determined by fitting the distribution of a
reference mass point, leaving the parameters freely floating in this individual fit.
The dimuon mass distribution of the H(125) → a1a1(ZDZD) → 2µ2τ signal is parameter-
ized with a Voigtian, a convolution of a Breit-Wigner [BW] and a Gaussian [G] [x= mµ1,µ2 ],
as shown in Eq. (7.18). The parameters of the pdf are the width, mean, and sigma of the
Voigtian. The Breit-Wigner and the Gaussian have the same mean, while the width and the
sigma of the Voigtian correspond to the width and the sigma of the Breit-Wigner and the
Gaussian, respectively.

pdf(x̄V ,Γ, σV ) = BW(x; x̄V ,Γ) ∗G(x; x̄V , σV ). (7.18)

The Gaussian modifies the Breit-Wigner-like signal by introducing the effect of the detector
response. For all the variables parametrized with a convolution, the introduction of the
Gaussian smearing accounts for electronic noise contributions and Gaussian components in
the energy deposition. Therefore, the convolution expresses how the shape of the Breit-
Wigner is modified by the Gaussian, resulting in an accurate function for the fit. The Breit-
Wigner and the Gaussian take the form:

BW(x; x̄V ,Γ) = 1
(x− x̄V )2 + (Γ

2 )2 , G(x; x̄V , σV ) = 1√
2πσ2

V

× exp[−(x− x̄V )2/2σ2
V ]. (7.19)

134



7.8. Signal modeling

5−10

4−10

3−10

2−10

1−10

1

10

210

310

N
or

m
al

iz
ed

 to
 u

ni
ty

 = 8 GeV 
1a  m                  

)Soft-IsoValidation Sideband (

)NNNNBackground Model (

 Channel_lep_lep  (13 TeV)-12018, 59.7 fb

1− 0.5− 0 0.5 1
BDT Output

2−

0

2

4

R
at

io

5−10

4−10

3−10

2−10

1−10

1

10

210

310

N
or

m
al

iz
ed

 to
 u

ni
ty

 = 8 GeV 
1a  m                  

)Soft-IsoValidation Sideband (

)NNNNBackground Model (

 Channel_lep_had  (13 TeV)-12018, 59.7 fb

1− 0.5− 0 0.5 1
BDT Output

2−

0

2

4

R
at

io

5−10

4−10

3−10

2−10

1−10

1

10

210

310

N
or

m
al

iz
ed

 to
 u

ni
ty

 = 8 GeV 
1a  m                  

)Soft-IsoValidation Sideband (

)NNNNBackground Model (

 Channel_had_had  (13 TeV)-12018, 59.7 fb

1− 0.5− 0 0.5 1
BDT Output

2−

0

2

4

R
at

io

Figure 7.12: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region Soft-Iso is compared with the
shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2018 dataset in the lepton-lepton (upper
left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower panel
shows the ratio of the distribution observed in Soft-Iso to the distribution observed in NNNN
for the corresponding category.

The fitted distribution of mµ1,µ2 for ma1(ZD) = 10 GeV in the hadron-hadron category,
corresponding to the 2018 analysis, is shown in the upper left plot of Fig. 7.14.
The ∆R(µ1, µ2) is modeled through a composite pdf, formed by the addition of two Gaussians
[G1 and G2] [x= ∆R(µ1, µ2)]:

pdf(x̄1, σ1, x̄2, σ2, frac1) = G1(x; x̄1, σ1) + frac1 ·G2(x; x̄2, σ2), (7.20)
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Figure 7.13: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region 00-Soft-Iso is compared with
the shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2018 dataset in the lepton-lepton
(upper left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower
panel shows the ratio of the distribution observed in 00-Soft-Iso to the distribution observed
in NNNN for the corresponding category.

where the Gaussians take the form:

G1(x; x̄1, σ1) = 1√
2πσ2

1

× exp[−(x− x̄1)2/2σ2
1], (7.21)

G2(x; x̄2, σ2) = 1√
2πσ2

2

× exp[−(x− x̄2)2/2σ2
2].
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The parameters of the composite pdf are the mean and sigma of the Gaussians and the
fraction, which represents the proportion of the second Gaussian in the signal. The fitted
distribution of ∆R(µ1, µ2) for the reference mass point and category is shown in the upper
right plot of Fig. 7.14.
The ∆R(trk1, trk2) is also modeled with a composite pdf, a bit more elaborated with respect
to the pdf for ∆R(µ1, µ2), since the same function needs to fit correctly the different propor-
tion of fakes per category. The term fake is used to refer to the selection of a pair of tracks
that do not come from the two tau leptons produced in the decay of one of the light bosons.
The pair of tracks may be associated with some underlying event process, and they happen
to be misidentified by the offline selection of the analysis as an a1(ZD) → τ1-prongτ1-prong
candidate. As seen in the lower left plot of Fig. 7.14, the fakes are associated with a lower
∆R(trk1, trk2) since they tend to come from much higher boosted objects. The convolution
of a Landau [L1] and a Gaussian [G3] is added to a Landau [L2] [x=∆R(trk1, trk2)], resulting
in the following composite pdf:

pdf(x̄L1 , σL1 , x̄G3 , σG3 , x̄L2 , σL2 , frac2) =L1(x; x̄L1 , σL1) ∗G3(x; x̄G3 , σG3)+ (7.22)
frac2 · L2(x; x̄L2 , σL2),

where the Landau and the Gaussian functions have the following functional form:

L1(x; x̄L1 , σL1) = 1
σL1

φ(λ1), φ(λ1) = 1
2πi

∫ c+∞

c−∞
exp [λ1s+ s log s]ds λ1 = x− x̄L1

σL1
, (7.23)

G3(x; x̄G3 , σG3) = 1√
2πσ2

G3

× exp[−(x− x̄G3)2/2σ2
G3 ],

L2(x; x̄L2 , σL2) = 1
σL2

φ(λ2), φ(λ2) = 1
2πi

∫ c+∞

c−∞
exp [λ1s+ s log s]ds λ2 = x− x̄L2

σL2
.

The parameters of the Landau function in the second term, which are found to be independent
of the mass of the light boson and the category, are taken as constants. The fraction of the
second Landau function is fixed within the mass range of the light boson per category, but is
different for each of the three categories. This dependence of the fraction on the category is
expected, since the proportion of fakes depends on the identification of the tracks as lepton or
hadrons. The fraction of fakes reaches its minimum value (∼0) in the lepton-lepton category
and its maximum value in the hadron-hadron category (∼0.25).
The mµ1,µ2,trk1,trk2,MET invariant mass is parametrized with the convolution of a Landau [L3]
and a Gaussian [G4] [x= mµ1,µ2,trk1,trk2,MET]:

pdf(x̄L3 , σL3 , x̄G4 , σG4) = L3(x; x̄L3 , σL3) ∗G4(x; x̄G4 , σG4), (7.24)

where:

L3(x; x̄L3 , σL3) = 1
σL3

φ(λ1), φ(λ1) = 1
2πi

∫ c+∞

c−∞
exp [λ1s+ s log s]ds λ1 = x− x̄L3

σL3
, (7.25)
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G4(x; x̄G4 , σG4) = 1√
2πσ2

G4

× exp[−(x− x̄G4)2/2σ2
G4 ].

From the four parameters of the Landau and the Gaussian functions only the mean of the
Gaussian is fixed, and the additional three parameters are found to be quite stable within
one category for the entire mass range of the light boson. The lower right plot of Fig. 7.14
shows the representative fit result for mµ1,µ2,trk1,trk2,MET.
Once the one-dimensional pdfs for each of the four input variables are constructed, the
multidimensional pdf can be obtained for each mass point, for each category, and for each
year. The division per category reduces the existing correlations between the input variables
and improves the quality of the signal modeling, resulting in an increase on the classification
performance. Each of the multidimensional pdfs consists of 19 parameters, 3 corresponding
to mµ1,µ2 , 5 to ∆R(µ1, µ2), 7 to ∆R(trk1, trk2), and 4 to mµ1,µ2,trk1,trk2,MET. The value of the
19 parameters are obtained by fitting the distribution of the variables in the signal simulated
samples. The signal acceptance tends to drop for higher masses of the light boson, but the
statistics is still enough to obtain good quality fits. The goodness of the fits are assessed
through χ2 tests, shown together with the fitted distributions. The value of the χ2 square
divided by the number of degrees of freedom (ndof ), where ndof corresponds to the number of
data points minus the number of parameters of the fit, is reported. Parametrized distributions
of the additional two categories for ma1(ZD) = 10 GeV, and for the three categories of a lower
and a higher mass point are shown in Figs. A.8 to A.15 in Appendix A.

7.8.1 Signal interpolation method

In the analysis, the response model for the parameters of the signal corresponds to the
simple case of linear interpolation, i.e., the 19 parameters of the multidimensional pdf show a
linear dependence with respect to the mass of the light boson. The limited number of available
Monte Carlo samples within the probed mass range of the light boson makes necessary to
perform an interpolation procedure, in order to obtain the signal pdfs for intermediate-mass
hypotheses. The parameters of the pdfs for the intermediate-mass points are obtained through
a cubic spline [211] of each of the 19 fitted parameters. Four representative fitted parameters
that serve as input fits to the signal spline procedure are depicted in Fig. 7.15, to illustrate
the behavior of the parameters as a function of the mass of the light boson. Once the
multidimensional pdfs for each category, for each year, and for each mass point are obtained,
signal samples with a 0.2 GeV step can be generated. For the generation of the samples from
the signal pdfs, a signal acceptance per category needs to be associated to each mass point.
The information on the signal acceptance is available for the official mass points, while for
the intermediate-mass hypotheses, a value is associated per category through a cubic spline
interpolation.
The main advantage of the method comes from the possibility to generate training and testing
samples for the signal region of much larger size compared to the ones existing in the nominal
Monte Carlo samples, which do not have enough statistics to carry out an efficient training
of the BDT. The signal interpolation method, together with an individualized training of
the BDT for each mass point and each category, allows us to reach the maximum separation
power.
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Figure 7.14: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 10 GeV in the hadron-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.

7.8.2 Validation of signal model

Two independent validations of the signal model presented in the previous section are car-
ried out. The first validation assesses the quality of the interpolation by removing from the
parametric fits of the fitted parameters the values of the 19 parameters corresponding to one
mass point and predicting these values using the data from the rest of the mass points. The
comparison of the predicted and observed values provides useful information on the robust-
ness and stability of the proposed model for the construction of the multidimensional pdfs.
The procedure is repeated for all mass points, removing the corresponding set of 19 param-
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Figure 7.15: Fitted parameters for the signal spline procedure: mean of the Voigtian V from
pdf(x̄V ,Γ, σV ) (upper left), mean of the Gaussian G1 from pdf(x̄1, σ1, x̄2, σ2, frac1) (upper
right), mean of the Landau L1 from pdf(x̄L1 , σL1 , x̄G3 , σG3 , x̄L2 , σL2 , frac2) (lower left), and
mean of the Gaussian G4 from pdf(x̄L3 , σL3 , x̄G4 , σG4) (lower right), corresponding to the
hadron-hadron category in the 2018 analysis.

eters one at a time and predicting the associated pdf. This first validation allows us to test
the ability of the interpolation procedure to recreate the shape of the BDT input variables
from the real sample.
Fig. 7.16 compares three of the four one-dimensional pdfs, constructed by fitting the dis-
tribution of the variables in the official signal sample with the corresponding pdfs obtained
following the procedure for the intermediate-mass hypotheses described in the previous sec-
tion. The actual and interpolated templates are found to be compatible within the MC
statistical uncertainties, and the chi-square values do not deteriorate significantly with the
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loss of information in the interpolated case. For the case of the fourth variable in the BDT
ranking (mµ1,µ2,trk1,trk2,MET) the interpolated and the real signal sample completely super-
impose, leading to a same value for the chi-square test. This results from having a quite
stable behavior of the parameters for the entire mass range of the light boson within one cat-
egory for this variable. A first check on the assumption of a low correlation between mµ1,µ2 ,
∆R(µ1, µ2), ∆R(trk1, trk2), and mµ1,µ2,trk1,trk2,MET was presented in Subsec. 7.6.4, in which
the correlation coefficients between pairs of the variables were studied. Nevertheless, the
presence of additional non-linear correlations is not discarded with this first check. If the
correlations between input variables are ignored during the training step, the algorithm can
suffer from a performance loss since the classifier’s training might not be optimal. This can
be fixed with pre-processing methods of decorrelation, applied to the input variables before
the training. The decorrelation via the square-root of the covariance matrix or through a
principal component analysis (a linear transformation that rotates the set of data points
for a maximum visible variability) constitute examples of pre-processing methods used to
reduce linear correlations. However, the correlations can not be completely removed by the
decorrelation procedures, especially in the case of complex non-linear correlations, leaving
space to some model inaccuracies. Even when the same BDT classifier is applied to a real
sample (with the real correlation embedded) and a generated sample (produced assuming
uncorrelated variables), a difference in the BDT response is observed. The effect of the em-
bedded correlation results in the different BDT output distribution observed when compared
to the one obtained in the case in which a multidimensional pdf, constructed as the product
of individual one-dimensional pdfs, is considered. Therefore, if the effect of the correlations
between the variables is not negligible and they are not considered in the construction of the
multidimensional pdf, the model would not represent the real sample and would not produce
a similar BDT output distribution.
Fig. 7.17 shows the comparison of the BDT output distributions obtained for the interpolated
and the real signal sample and the results of the Kolmogorov-Smirnov (KS) test [212, 213],
corresponding to ma1(ZD) = 15 GeV in the 2018 analysis, for each of the three categories.
The uncertainty on the parameters of the multidimensional pdf, obtained from the fitting
procedure for the modeling of the signal, is propagated to the uncertainty on the bins of the
BDT output distribution for the signal model. Each of the fitted parameters of the multi-
dimensional pdf is shifted up and down by their corresponding fit uncertainty, and the net
effect per bin of the up and down variation of all the parameters is assigned as uncertainty for
the given bin. The KS test reports the maximum difference observed between the two distri-
butions, and calculates a p-value from that and the size of the samples. From the results of
the KS test it can be concluded that no significant discrepancies between the BDT responses
are observed. Thus, the assumption of the negligible effect of the correlation between the
four variables used to construct the multidimensional pdf is validated.

7.9 Binned shape analysis

The analysis presented in this work constitutes a binned shape analysis. The data and the
expectations from the signal and background are provided as templates with the same binning
to the statistical analysis, which is mathematically equivalent to performing N (number
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Figure 7.16: Parameterized distribution of three of the four BDT input variables for the
interpolated and the real signal sample: mµ1,µ2 (upper left), ∆R(µ1, µ2) (upper right), and
∆R(trk1, trk2) (lower). The shown distributions correspond to ma1(ZD) = 10 GeV in the
hadron-hadron category for the 2018 analysis.

of bins) counting experiments (Subsec. 6.3.3), with one counting experiment per bin. The
information on the shape allows to have a better discrimination power, compared to a counting
experiment, since not only the information on the expected event yields for the signal and the
background are exploited, but also the shape of the discriminating variable. For each of the
three categories of the analysis, the BDT output distribution is provided for the observed and
expected shapes to Combine tool, the software used to perform the statistical analysis [214].
The systematic uncertainties considered are discussed in detail in the next section. All
the information on the observed events, expected yields, and systematic uncertainties is
written into text files called datacards. The 9 datacards for a mass point of the light boson,
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Figure 7.17: BDT output distribution of the interpolated and real signal sample, correspond-
ing toma1(ZD) = 15 GeV, for the 2018 analysis in the lepton-lepton (upper left), lepton-hadron
(upper right), and hadron-hadron (lower) categories.

which result from three categories per year of analyzed data, are combined into a single
datacard. The information in the combined datacard is then converted into a likelihood
function, constructed as the product over the bins. For each bin, the likelihood takes the
form of Eq. (6.47), being a function of the signal strength modifier µ, defined in Subsec. 6.3.3.
The construction of the likelihood constitutes the first step of the statistical analysis. The
next step is to determine how different values of µ describe the observed data. The value
that maximizes the likelihood, providing the best description of the data, corresponds to the
µ̂ of the statistical test in Eq. (6.51). The CLs procedure described in Subsec. 6.3.4 is carried
out, obtaining the distribution of upper limits for each mass of the light boson. The results
of the CLs procedure performed in the analysis are presented in Subsec. 8.2.1.
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7.10 Systematic uncertainties

The term systematic uncertainties comprises all the uncertainties that are not directly
related to the statistics of the data, spanning measurement errors that are not caused by
statistical fluctuations in real or simulated samples. Badly known detector acceptances,
trigger efficiencies, detector resolutions, and background contributions constitute common
sources of systematic uncertainties that arise when performing data analysis in the field
of high energy physics. Other systematic errors come from incorrect detector calibrations,
uncertainties in the simulation models, assumed theoretical models, and external input values
such as cross-sections, branching fractions, and the luminosity of the experiment. From
the technical machinery used to analyze the data, computational and systematic errors can
arise. There can also be certain personal bias for the analysis to have a specific outcome.
Furthermore, other unknown effects, which often result difficult to assess, might be present.
By inspecting the general picture of the analysis, one can detect the systematic uncertainties
coming from each step of the analysis and assess their impact in the final result. Through
this check to the general analysis chain, one tries to make sure that every possible source
of systematic uncertainty is being considered. In addition, the usual cross-checks of the
data/MC agreement, performed from the initial steps of the analysis, allows to early detect
inconsistencies and track their source.
Each of the systematic uncertainties in the analysis is modeled through a nuisance parameter
θ (Subsec. 6.3.3) that affects the signal or the background, specifically the normalization
and/or the shape of the observable distribution. The systematic uncertainties that affect
the shape of the templates are shifted up and down by one standard deviation, and they
are associated to a nuisance parameter with a unit Gaussian distribution [215]. Bin-wise
statistical uncertainties are considered for every bin of every process. In order to prevent the
large number of nuisance parameters resulting from creating all the up and down histograms
with 1σ uncertainty, the Barlow-Beeston-lite technique is used [216]. The technique consists
of assigning a single nuisance parameter with a Gaussian distribution to each bin instead of
requiring a separate parameter per process and it is only applied when the number of events in
the bin is above a certain threshold. If the number of events is below the threshold, a Poisson
pdf is used to model the per-process uncertainties in that bin. The Barlow-Beeston-lite
technique allows, when possible according to the number of events per bin, to minimize the
number of parameters in the maximum-likelihood fit. Tab. 7.10 summarizes the systematic
uncertainties related to the signal and the background considered in the analysis.

7.10.1 Uncertainties related to background

The estimation of the background in the analysis is not affected by imperfections in the
simulation of the detector response or inaccuracies in the modeling of the reconstruction
since it is based on a data-driven method. The uncertainty on the shape of the background,
modeled as described in Sec. 7.7, is dominated by the bin-by-bin statistical uncertainty related
to the size of the CR NNNN. An additional shape uncertainty derived in the CR Same-Sign
is considered. One nuisance parameter is assigned per category and per year to account for
each of these two sources of systematic uncertainty.
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Table 7.10: Systematic uncertainties and their effect on the estimates of the background and
signal in the analysis. The fourth column indicates if the source of systematic uncertainty is
treated as correlated between the years in the fit.

Source Value Affected sample Correlation Type

Stat. unc. related to size of - bkg. no bin-by-bin

CR NNNN

Extrapolation unc. in - bkg. no shape

CR Same-Sign

2016, 2017, 2018

Integrated luminosity 2.5%, 2.3%, 2.3% signal no norm.

Muon id. and trigger efficiency 2% per muon signal no norm.

Track Iso. 6–9% per track signal no norm.

MC stat. unc. propagated in

parameters of the signal pdf - signal no shape

(1 nuisance per parameter)

Theoretical uncertainties in the signal acceptance

µR,F variations (gg → H(125)) 0.8–2% signal yes norm.

PDF (gg → H(125)) 1–2% signal yes norm.

Theoretical uncertainties in the signal cross-section

µR,F variations (gg → H(125)) 5–7% signal yes norm.

PDF (gg → H(125)) 3.1% signal yes norm.

7.10.2 Uncertainties related to signal

The systematic uncertainties affecting the signal yield include the uncertainties related to
the integrated luminosity and the trigger efficiency. For the case of the integrated luminos-
ity, a value of 2.5% is assigned to the estimate for 2016 and 2018 ( [75, 77]) and 2.3% [76]
for 2017. The uncertainty in the muon identification and trigger efficiency (2% per muon)
is estimated with the tag-and-probe technique applied to a sample of Z → µµ events, as
described in Subsec. 7.4.2. The 2% uncertainty per muon translates into a 4% systematic
uncertainty in the signal acceptance, due to the presence of two muons in the final state.
The track identification, isolation, and reconstruction uncertainty, which affects the shape
of the signal estimate, amounts to 6 to 9% per track. This uncertainty is assessed through
the study of the combined track isolation and one-prong tau decay identification efficiency,
performed on a sample of Z bosons decaying into a pair of τ leptons (Subsec. 7.4.3). The
muon and track momentum scale uncertainties are smaller than 0.3% and have a negligible
effect in the analysis. The statistical uncertainty related to the limited size of the signal MC
samples propagates into the parameterization of the signal. This uncertainty is accounted
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for by 13 independent nuisance parameters, one for each of the non-fixed parameters used in
the construction of the signal model pdf presented in Sec. 7.8.
The theoretical uncertainties affect the kinematic distributions of the Higgs boson, particu-
larly its pT spectrum, and therefore impact the signal acceptance of the analysis, as discussed
in Subsec. 7.4.4. The theoretical uncertainty due to missing higher-order corrections to the
gluon-gluon fusion process is estimated with the HqT program, varying the renormalization
(µr) and factorization (µf) scales. The pT -dependent k-factors are recomputed according to
these variations and applied to the simulated signal samples. The impact on the signal accep-
tance of applying the recomputed k-factors, ranges between 1.2 and 1.5%, depending on the
mass of the light boson. Furthermore, the imperfect knowledge of the proton composition
has an impact on which parton is asigned a higher probability of initiating a high energy
event. This is accounted for by the PDF uncertainties, evaluated with the HqT program.
The NNpdf3.0 PDFs [217], used to compute the main k-factors, are varied within their un-
certainties and produce a change in the signal acceptance of about 1%. The same exercise is
performed with the CTEQ6L1 PDF set [218] and, in this case, the change in signal accep-
tance is of about 0.7%. Therefore, the variations on the signal acceptance caused by the PDF
uncertainties are covered by the assigned uncertainty of 1%. In addition to the impact on the
signal acceptance, the scale and pdf uncertainties also affect the cross-section for the various
Higgs boson production mechanisms. The values of the theoretical uncertainty assigned to
the cross-section due to variations of the normalization and factorization scales, as well as
the PDFs, are reported in Tab. 7.10 for the targeted gluon-gluon fusion process. The impact
of the nuisance parameters on the signal strength modifier is discussed in Subsec. 8.1.3.
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Throughout this thesis, a description of the theoretical motivation and the physics analysis
chain needed to move on from collisions events to the physics result has been given. The data
acquisition, calibration, reconstruction, and statistical tools needed to perform the analysis
of the data, have been discussed in detail. This chapter is dedicated to present the results of
the search for a pair of light bosons in the final state with two muons and two tau leptons,
using a dataset collected with the CMS experiment during the Run II data-taking period, at a
center-of-mass energy of 13 TeV. The chapter is organized as follows. Sec. 8.1 is dedicated to
present the independent results of the 2016, 2017, and 2018 analyses, discussing the impact of
the nuisance parameters on the signal strength modifier, the goodness-of-fit test to estimate
the compatibility of the observed data with the null hypothesis, and the computation of the
exclusion limits on the signal process. Sec. 8.2 is dedicated to present the Run II combination
results. Finally, the interpretation of the results in the context of BSM scenarios in which
the search in this final state is highly motivated, namely the 2HDM+S and the Dark Photon
Model, is given in Sec. 8.3.

147



Chapter 8. Results

8.1 Analysis results with 2016, 2017, and 2018 data

8.1.1 Final discriminant

The existence of the signal is tested through a binned maximum-likelihood fit applied to
the BDT classification distribution, with a likelihood function defined per category. The
signal templates are derived from simulation, as explained in Sec. 7.8, and the background
template is evaluated from data as described in Sec. 7.7. The background distribution is
obtained after performing a fit to data under the background-only hypothesis. The systematic
uncertainties that affect the yield are represented in the fit by nuisance parameters with a log-
normal probability density function (pdf whose logarithm is normally distributed). The shape
altering systematic uncertainties are incorporated via nuisance parameters with a Gaussian
probability density function, and the bin-by-bin statistical uncertainties are assigned Gamma
probability density functions. The fit is performed for each examined mass of the light boson,
for each category, and for each year, with the normalization of the signal and the background
kept freely floating. Fig. 8.1 shows the BDT output distribution for a mass of the light
boson of 10 GeV, corresponding to the three categories of the 2018 analysis. The shown
signal yields are computed assuming the SM H(125) boson production cross-section and a
branching fraction B(H(125)→ a1a1(ZDZD)→ 2µ2τ) of 0.1%.

8.1.2 Goodness-of-fit test

The compatibility of the observed data with the background-only hypothesis is assessed
through a goodness-of-fit test, based on the saturated model method [219]. Given the null
hypothesis and the data, the method consists on constructing a likelihood ratio test with a
so-called saturated model as an alternative hypothesis in the denominator, i.e., a model that
fits the data exactly. The result of the test would, therefore, constitute a measure of how
close is the null hypothesis to the data, described by the saturated model. The observed value
of the goodness-of-fit test is compared with the distribution of the goodness-of-fit indicator
obtained with an ensemble of Monte Carlo toy experiments (Subsec. 6.3.4), as depicted in
Fig. 8.2. The observed data is found to be well described by the background-only hypothesis,
with a probability of having in the ensemble of Monte Carlo toy experiments a value of the
goodness-of-fit indicator higher than that observed in data of 9%, for a mass of the light
boson of 7 GeV.

8.1.3 Impacts and pulls of nuisance parameters

A nuisance parameter is introduced for each systematic uncertainty in the likelihood func-
tion, as discussed in Sec. 7.10. The nuisance parameters act as additional constraint terms in
the likelihood and model the a-priori knowledge of the parameters, estimated from auxiliary
measurements. The constraint of a nuisance parameter is defined as the ratio of the postfit
uncertainty to the initial prefit uncertainty. A ratio higher than one would indicate a conser-
vative measurement, with a larger uncertainty than the initial estimation. If the ratio is much
smaller than one, the nuisance parameter is said to be over-constrained. This usually happens
when the initial variation of the nuisance parameter is large compared to the total statistical
uncertainty, which results from the combination of the Poisson statistic fluctuation and the
MC statistical uncertainty [220]. If the variation is strongly correlated with the signal shape,
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Figure 8.1: The BDT output distribution in the lepton-lepton (upper left), lepton-hadron
(upper right), and hadron-hadron (lower) categories corresponding to the 2018 analysis. The
shown background distribution is obtained after a fit to data under the background-only
hypothesis. The signal expectation for a mass of the light boson of 10 GeV, represented by the
dotted histogram, is normalized assuming a branching fraction B(H(125)→ a1a1(ZDZD)→
2µ2τ) = 0.1%. The production cross-section of the Higgs boson predicted in the SM is
assumed.

the effect on the signal strength modifier will be large. The analysis of the postfit results
allows to determine the sources of systematic uncertainty with the largest contribution to the
uncertainty of the signal strength modifier. This is particularly relevant for physics analysis
where the data statistics is not the main limiting factor, and an improvement of the leading
sources of systematic uncertainties can lead to significantly better results. The impact of a
nuisance parameter, which constitutes a measure of how the signal strength modifier varies
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Figure 8.2: Results of goodness-of-fit test under the background-only hypothesis with the
saturated model. The observed value of the goodness-of-fit, indicated by the blue arrow,
is compared to the distribution of the goodness-of-fit indicator in an ensemble of Monte
Carlo toy experiments, for a mass of the light boson of 7 GeV. The blue area represents the
corresponding p-value.

as the nuisance parameters are changed one at a time, is defined as:

impact(θ) = ∆r̂± = ˆ̂µθ0±∆θ
− µ̂, (8.1)

where ˆ̂µ is the maximum likelihood estimator of µ when all the parameters are profiled
except the one for which the impact is determined, and ∆r̂ is the shift induced as θ is
considered to have a value +1σ or -1σ from their real postfit value, with the rest of the
nuisances kept profiled [221]. The direction of the +1σ and -1σ impacts indicates whether
the nuisance parameter is correlated or anti-correlated with the parameter of interest. The
nuisance parameters with a low impact can be discarded or pruned to reduce the complexity
of the fitting procedure and, therefore, the fitting time. The pulls constitute another relevant
quantity to be monitored. For a given nuisance parameter θ, the pull takes the form:

pull(θ) = θ̂ − θ0
∆θ , (8.2)

where θ̂, θ0, and ∆θ are the postfit value, the prefit value, and the prefit uncertainty of the
nuisance parameter, respectively [222]. The pull quantifies how far a parameter had to be
pulled from its prefit value when finding the maximum likelihood estimator. Therefore, a pull
average of zero with a standard deviation close to 1 would be the expected good behavior of
a nuisance parameter, with further investigations needed if this is not the case.
Fig. 8.3 shows the result of the fit to data under the signal+background hypothesis, for a
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mass of the light boson of 10 GeV, corresponding to the Run II combination, in terms of the
fitted signal strength, postfit values, and uncertainties of the nuisance parameters and their
impacts on the signal strength. The parameters with an error bar smaller than ±1 are the
ones constrained by the fit. No nuisance parameter is pulled with respect to the prefit value
more than 1.1σ of its prefit uncertainty. The largest effect on the uncertainty of the signal
strength modifier is driven by the bin-by-bin statistical uncertainty in the less populated bins
of the BDT output distribution.
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Figure 8.3: Pulls ((θ̂− θ0)/∆θ) and impacts (∆r̂) of the nuisance parameters with the major
impact on the fitted value of the signal strength (r̂ = σ × B/σSM), for a mass of the light
boson of 10 GeV, corresponding to the Run II combination. The asymmetric error bars in
the left panel show the ratio of the postfit to the prefit uncertainty.

8.1.4 Upper limits

Good agreement between the data and the background expectation is found in the BDT
output distribution, with no observed evidence of a signal. Therefore, upper limits at 95% CL
on (σh/σSM )·B(H(125)→ a1a1(ZDZD)→ 2µ2τ) = 2·(σh/σSM )·B(H(125)→ a1a1(ZDZD))·
B(a1a1(ZDZD)→ µµ) ·B(a1a1(ZDZD)→ ττ) are set. The modified frequentist CLs criterion
(Subsec. 6.3.4), is used for the computation of the model-independent limits. The term

151



Chapter 8. Results

(σh/σSM ) corresponds to the ratio of the Higgs boson cross-section for the gluon fusion
production mode, divided by its SM prediction. Fig. 8.4 shows the limits obtained for the
2016, 2017, and 2018 analyses, for a mass of the light boson between 3.6 and 21 GeV.
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Figure 8.4: Upper limits at 95% confidence level on the signal cross-section times the branch-
ing ratio σ(pp→ H(125) +X) · B(H(125)→ a1a1(ZDZD)→ µµττ) relative to the inclusive
cross-section σ(pp→ H(125)+X)SM predicted in the SM, for the 2016 (upper left), 2017 (up-
per right), and 2018 (lower) analyses. The bands show the expected 68 and 95% probability
intervals around the expected limit.

8.2 Run II combination results

A combination of the three individual analysis results is performed, considering all the
statistical uncertainties, systematic uncertainties, and correlations between the years. The
statistical procedure used to extract the combined results follows the guidelines of Ref. [ [185]],
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developed in the context of the Higgs boson search combination by the ATLAS and CMS
collaborations back in 2012.

8.2.1 Upper limits

The combined results for the observed and expected limits on the signal cross-section
times the branching ratio, relative to the total cross-section of the H(125) boson production
as predicted in the SM, are shown in Fig. 8.5. The obtained limits are also summarised in
Tab. B.1 in Appendix B. The expected 95% CL limits range from 0.85 × 10−4 at ma1(ZD) =
14.8 GeV to 1.93 × 10−4 at ma1(ZD) = 4 GeV and the observed limits range from 0.57 ×
10−4 at ma1(ZD) = 12.4 GeV to 2.29 × 10−4 at ma1(ZD) = 8.8 GeV. The observed limits are
compatible with the expected limits within two standard deviations in the entire tested range
of the mass of the light boson.
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Figure 8.5: Upper limits at 95% confidence level on the signal cross-section times the branch-
ing ratio σ(pp→ H(125) +X) · B(H(125)→ a1a1(ZDZD)→ µµττ) relative to the inclusive
cross-section σ(pp→ H(125) +X)SM predicted in the SM, corresponding to the Run II com-
bination of the results. The bands show the expected 68 and 95% probability intervals around
the expected limit.

The most important contribution to the sensitivity of the combined results is provided by
the 2018 analysis, owing to the larger data set collected during the 2018 data-taking period.
The slight degradation of the sensitivity for low masses of the light boson is caused by a
deteriorated signal to background separation of the BDT within the mass range. This is due
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to the more difficult discrimination in the presence of the low mass background (Sec. 7.7).
The two modulations of the expected limits observed around a mass of the light boson of 10
GeV are caused by the Υ resonances. The first resonance (Υ(1S)) is resolvable, while Υ(2S)
and Υ(3S) are merged, resulting in the two observed modulations.
The analysis presented in this thesis provides the tightest constraints on exotic decays of the
125 GeV Higgs boson to a pair of light bosons in the final state with two muons and two τ
leptons, for masses of the light boson between 3.6 and 21 GeV. Previous results probing the
mass ranges of the light boson: 4 < ma1(ZD) < 21 GeV [55, 223] and 3.6 < ma1(ZD) < 21
GeV [56], are improved by a factor ranging from 4.3 to 9.2 and 1.6 to 4.2, respectively.

8.3 Interpretation of results for benchmark models

The model independent results presented in the previous section can be interpreted in the
context of the benchmark models studied in this thesis, namely the 2HDM+S and the Dark
Photon Model, as upper limits at 95% CL on (σh/σSM) · B(h→ a1a1) and (σh/σSM) · B(h→
ZDZD), respectively [224].

8.3.1 2HDM+S

The very rich phenomenology of the 2HDM+S, featuring four types of fermion couplings,
was described in Subsec. 3.1.1. For a given type of 2HDM+S, assuming the decoupling
limit, the phenomenology of the h→ aa→ xx̄yȳ decays is determined by three independent
parameters: B(h → aa), tanβ, and ma. Once the model type is specified, the branching
fraction of the pseudoscalar to SM particles can be calculated for a given value of ma and
tanβ [42, 225]. The upper limits on the signal strength modifier obtained in a search for
decays of the H(125) boson to a pair of light bosons (h → aa), in which no evidence of
signal is observed, can be translated into constraints on the free parameters of the model.
The upper limits from the experimental search, corresponding to a discrete number of mass
points, are first converted into a map µup(ma). Then, given a specific type of 2HDM+S, a
value of tanβ, and ma, the branching fractions B(h → xx̄) and B(h → yȳ) are determined
and the experimental limits transfered into upper limits on B(h→ aa), which take the form:

((σh/σSM) · B(h→ aa))up = µup(ma)
2 · B(a→ xx̄;ma, tanβ) · B(a→ yȳ;ma, tanβ) . (8.3)

This equation constitutes the basis of model-dependent interpretations in the context of
the 2HDM+S. The procedure allows to map the phase space of tanβ and ma, resulting in
95% CL upper limits on B(h → aa) as a function of these two parameters. The branching
fractions for the decay of the light boson into a pair of fermions in the denominator, which
constitute theoretical predictions of the model, are provided by theorists as scans of the model
parameters. These scans are made available in files containing the values of a→ xx̄(yȳ) and
tanβ for certain number of mass points, which cover the regions of ma: 1 GeV < ma <

70 GeV and tanβ: 0.5 < tanβ < 10 [226]. In the analysis, upper limits at 95% CL on
(σh/σSM) · B(h → a1a1) are set for each type of 2HDM+S, as a function of tanβ and ma1 ,
using Eq. (8.3). A cubic spline interpolation is applied between the mass points for which
the upper limits were computed.
The upper limits obtained for selected values of tanβ (higher than one for Type II-III and
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8.3. Interpretation of results for benchmark models

lower than one for Type IV) are shown in Fig. 8.6. For the Type I 2HDM+S, a value of tanβ
is not specified since, in this case, the branching fraction of the decay of the light boson into
a pair of fermions is independent of tanβ. In the case in which the observed limit is greater
than one, the search has no sensitivity to the model type for the corresponding tanβ and ma1

values.

4 6 8 10 12 14 16 18 20

[GeV]
1am

4−10

3−10

2−10

1−10

1

  ) 1a 1a
→h

 B
R

(
S

M
σ(h

)
σ

95
%

 C
L

 o
n 

2HDM+S Type I
 expectedσ 2±

 expectedσ 1±

Expected

Observed

(13 TeV, Run2)-1137.2 fb

4 6 8 10 12 14 16 18 20

[GeV]
1am

4−10

3−10

2−10

1−10

1

  ) 1a 1a
→h

 B
R

(
S

M
σ(h

)
σ

95
%

 C
L

 o
n 

 = 5β2HDM+S Type II, tan
 expectedσ 2±

 expectedσ 1±

Expected

Observed

(13 TeV, Run2)-1137.2 fb

4 6 8 10 12 14 16 18 20

[GeV]
1am

4−10

3−10

2−10

1−10

1

  ) 1a 1a
→h

 B
R

(
S

M
σ(h

)
σ

95
%

 C
L

 o
n 

 = 2β2HDM+S Type III, tan
 expectedσ 2±

 expectedσ 1±

Expected

Observed

(13 TeV, Run2)-1137.2 fb

4 6 8 10 12 14 16 18 20

[GeV]
1am

4−10

3−10

2−10

1−10

1

  ) 1a 1a
→h

 B
R

(
S

M
σ(h

)
σ

95
%

 C
L

 o
n 

 = 0.5β2HDM+S Type IV, tan
 expectedσ 2±

 expectedσ 1±

Expected

Observed

(13 TeV, Run2)-1137.2 fb

Figure 8.6: Upper limits on (σh/σSM) · B(h → a1a1) in the 2HDM+S Type I (upper left),
Type II (upper right), Type III (lower left), and Type IV (lower right), for a given value of
tanβ. The dotted line corresponds to B(h→ a1a1) = 1.

Upper limits for values of tanβ up to 10 are shown in Fig. 8.7 and Fig. 8.8. The peak-
like shape of contours observed around 10 GeV is caused by the a1-quarkonium mixing. The
excluded region at 95% CL for the branching fraction of the decay of the 125 GeV Higgs boson
into non-SM particles, placed at 34% from Run I combined ATLAS and CMS analysis [185],
is reflected by the overlaid red contour line. The contour line runs over the set of values of
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tanβ and ma1 , which correspond to a branching fraction of the decay of the Higgs boson into
a pair of light bosons equal to 34%, excluded at 95% CL. The additional blue contour line
reflects the scenario in which the value of 34% is reduced to 5%. Such an improvement might
come from fit results of parameterizations allowing contributions from BSM particles in loops
and decays of the Higgs boson and further dedicated searches.
As it can be seen in Fig. 8.7b, the analysis has good sensitivity to the Type II 2HDM+S,
for values of tanβ > 1 and ma1 below the b-quark pair threshold. The good sensitivity is
explained by an enhanced decay to down-type fermions for the model type in the mentioned
mass range. The analysis has exclusion power over the full probed mass range for the Type III
2HDM+S, especially for tanβ > 1, as illustrated in Fig. 8.8a. In the Type III 2HDM+S, the
decays to ττ dominate over decays to bb̄ above the bb̄ threshold, with the branching fraction
to leptons increasing as a function of tanβ, which explains the stronger upper limits obtained
as higher values of tanβ are probed. However, for the Type IV 2HDM+S, only the region
corresponding to low values of tanβ can be effectively probed. The enhanced branching
fraction to up-type quarks and leptons with respect to down-type quarks for tanβ < 1 in
the Type IV 2HDM+S, results in a similar branching ratio for bb̄, cc̄, and ττ , as discussed
in Subsec. 3.1.1. This makes the final states 2b2τ and 2c2τ more sensitive to the Type IV
2HDM+S and explains the low sensitivity observed in Fig. 8.8b for the 2µ2τ final state.
The analysis provides the tightest constraints within the probed mass range on exotic Higgs
boson decays in scenarios with enhanced decays of the pseudoscalar boson to leptons. Within
these scenarios, even if the excluded region at 95% CL for the branching fraction of the decay
of the 125 GeV Higgs boson into non-SM particles is lowered to 5% from the current 34%, the
results here presented will offer tighter constraints for values of tanβ above the corresponding
contour line in Fig. 8.7b and Fig. 8.8a. This is particularly relevant considering that a
branching fraction of 5−10% into exotic decay modes will remain a reasonable target for the
duration of the LHC physics program, as discussed in Sec. 3.2.

8.3.2 Dark Photon Model

The procedure described above is also followed to obtain model dependent results in the
context of the Dark Photon Model. For sufficient low values of the kinetic mixing (ε) and
the Higgs mixing (κ) parameters, the phenomenology of the h → ZDZD → xx̄yȳ decays
is determined by the mass of the dark photon candidate (mZD) (Subsec. 3.1.2). Once the
discrete number of mass points from the experimental search is converted into the map
µup(mZD), the equation for the transfer of experimental limits into upper limits in the context
of the Dark Photon Model can be written as:

((σh/σSM) · B(h→ ZDZD))up = µup(mZD)
2 · B(ZD → xx̄;mZD) · B(ZD → yȳ;mZD) , (8.4)

where the branching fractions for the decay of the dark photon into a pair of fermions in
the denominator are provided by theorists as a function of mZD [50]. In the analysis, upper
limits at 95% CL on (σh/σSM) · B(h→ ZDZD) are set as a function of the mass of the dark
photon candidate using Eq. (8.4).
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Figure 8.7: Upper limits on (σh/σSM) · B(h → a1a1) for the 2HDM+S Type I (a) and Type
II (b) as a function of tanβ and ma1 . Contour lines are shown for B(h → a1a1) = 0.05 and
0.34.
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Figure 8.8: Upper limits on (σh/σSM) · B(h→ a1a1) for the 2HDM+S Type III (a) and Type
IV (b) as a function of tanβ and ma1 . Contour lines are shown for B(h→ a1a1) = 0.05 and
0.34.
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Figure 8.9: Upper limits on (σh/σSM) · B(h → ZDZD) for the Dark Photon Model as a
function of the mass of the dark photon candidate. The shaded areas correspond to the
quarkonia veto regions.

The ATLAS results with a partial Run II dataset, covering the 4l final state with l = e, µ

[58], provide more stringent constraints in the context of the Dark Photon Model than the
results presented in this thesis. The ATLAS analysis profits from the cleaner signature of
electrons and muons in the detector, avoids the difficulties of the τ reconstruction, and the
signal yield is maintained due to the similar branching fraction of the leptonic final states for
masses of the dark photon candidate above 3.5 GeV (Subsec. 3.3.2). The recent CMS search
with full Run II dataset in the 4l final state with l = e, µ [63], is therefore motivated by
these conclusions and complements the previous CMS results for masses of the dark photon
candidate below 3.5 GeV [62].
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CHAPTER

9

SUMMARY AND CONCLUSIONS

The existence of exotic decays of the 125 GeV Higgs boson into a pair of light bosons is
predicted by different theories beyond the Standard Model, such as the 2HDM+S and the
Dark Photon Model. A search for such pair of light bosons, with one of the light bosons
decaying into a pair muons and the other into a pair of τ leptons, is presented. Scenarios
within the mentioned models in which the decays of the light boson to leptons are enhanced
motivate the final state probed in this work.
The full Run II dataset collected with the CMS detector at the LHC during the years 2016,
2017, and 2018 at a center-of-mass energy of

√
s = 13 TeV is used. The data samples were

accumulated with single muon triggers, corresponding to integrated luminosities of 35.9, 41.5,
and 59.7 fb−1, respectively, for a total of 137.2 fb−1. The analysis profits from the good muon
detection and momentum resolution of the CMS detector, whose design is tailored to search
for signatures of new physics with muons in the final state. The final event selection is based
on a pair of muons and a pair of tracks and each of the four objects is required to be isolated
within a ∆R cone of 0.2. The SM background is estimated using a data-driven method in
a control region orthogonal to the signal region, in which at least one of the two muons or
one of the two tracks is anti-isolated within a ∆R cone of 0.2. The background model is
validated in additional control regions, in which the isolation requirement on the four objects
is relaxed, or the opposite sign requirement for the pair of tracks inverted.
A machine learning approach using boosted decision trees is applied to separate the sig-
nal from the background events. The output distribution of the BDT classifier constitutes
the final discriminant of the analysis. To test for the existence of the signal, a binned
maximum-likelihood fit is applied to the BDT classification distribution. The search cov-
ers the mass range of the light boson between 3.6 and 21 GeV. The lower end of the range
is determined by the mass of the pair of τ leptons and the upper end by the transition
to the non-boosted topology, in which different analysis techniques would need to be used.
In the absence of a significant excess in data above the expected SM background, upper
limits at 95% confidence level are set on the signal cross-section times the branching ratio
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σ(pp → H(125) + X) · B(H(125) → a1a1(ZDZD) → µµττ) relative to the inclusive cross-
section σ(pp→ H(125) +X)SM predicted in the SM. Therefore, the main conclusion of this
thesis is that no evidence for the production of the pair of light bosons is found. The observed
limits range from 0.57 × 10−4 at ma1(ZD) = 12.4 GeV to 2.29 × 10−4 at ma1(ZD) = 8.8 GeV.
The obtained model-independent exclusion limits are interpreted as model-specific upper lim-
its on (σh/σSM) B(h→ a1a1(ZDZD)) for different benchmark scenarios of the 2HDM+S and
the Dark Photon Model. In the case of the 2HDM+S, the exclusion limits are derived for
Type I to Type IV in the [ma1 , tanβ] plane and for the Dark Photon Model as a function of
the mass of the dark photon candidate mZD . The exclusion power of the analysis includes a
wide range of the parameter phase space of the different types of 2HDM+S, especially in the
scenarios with enhanced couplings to leptons. The most stringent limits are obtained for the
Type III 2HDM+S at large values of tanβ.
The analysis constitutes the first search in the µµττ final state with full Run II dataset at a
center-of-mass energy of 13 TeV, complementing previous CMS searches at

√
s = 7, 8, and

13 TeV. It provides the tightest available constraints within the probed mass range on exotic
decays of the 125 GeV Higgs boson for scenarios with an enhanced decay of the light boson
to leptons.
The results of the analysis may be improved by adding the contributions from the VBF, VH,
and ttH processes, and the search may be extended by considering masses of the Higgs boson
above 125 GeV. Additional improvements might come with the application of machine learn-
ing techniques in several moments of the analysis workflow, especially in the identification of
the ditau system. Possibilities are open in the event and particle identification, energy esti-
mation, pileup suppression, physics performance of the reconstruction, analysis algorithms,
execution time of some tasks as the event simulation, pattern recognition, and calibration as
well as the management of the data in terms of data compression, placement, and access. In
addition, the sensitivity reach of the analysis might be extended through optimizations of the
techniques and the analysis workflow, as well as changes in the data-taking conditions such
as the increased luminosity and center of mass-energy, expected for the upcoming periods of
data taking at the LHC, namely the Run III and the High-Luminosity LHC. Further promis-
ing opportunities to search for exotic decays of the 125 Higgs boson into a pair of light bosons
might come from future lepton colliders such as the Circular Electron Positron Collider, the
Future Circular Collider, and the International Linear Collider.
To conclude, the analysis here presented and, in general, the exploration of an extended Higgs
sector, offers exciting prospects for the future. Present and future colliders will allow us to
perform more direct searches and precise measurements of the properties of the 125 Higgs
boson. These new efforts will complement current results and pave the way to cement our
knowledge of a possible extended Higgs sector.
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APPENDIX

A

COMPLEMENTARY RESULTS WITH
2016, 2017, AND 2018 DATA

In this appendix, additional material corresponding to the H → a1a1(ZDZD) → µµττ

search with CMS Run II data is provided, complementing the results presented in Chapters 7
and 8.
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Figure A.1: Scale factor for the combined track isolation and one-prong tau decay identifica-
tion efficiency as a function of the track pT , corresponding to the 2016 (left) and 2017 (right)
analysis. The constant scale factor is applied in the main analysis to simulated events.
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Appendix A. Complementary results with 2016, 2017, and 2018 data
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Figure A.2: Matrix of linear correlation coefficients for the variables used in the BDT training:
mµ1,µ2 (var1), ∆R(µ1, µ2) (var2), ∆R(trk1, trk2) (var3), and mµ1,µ2,trk1,trk2,MET (var4), for
ma1(ZD) = 5 GeV and the 2016 dataset in the lepton-lepton category.
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Figure A.3: Matrix of linear correlation coefficients for the variables used in the BDT training:
mµ1,µ2 (var1), ∆R(µ1, µ2) (var2), ∆R(trk1, trk2) (var3), and mµ1,µ2,trk1,trk2,MET (var4), for
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Appendix A. Complementary results with 2016, 2017, and 2018 data
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Figure A.4: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region Soft-Iso is compared with the
shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2016 dataset in the lepton-lepton (upper
left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower panel
shows the ratio of the distribution observed in Soft-Iso to the distribution observed in NNNN
for the corresponding category.
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Figure A.5: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region 00-Soft-Iso is compared with
the shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2016 dataset in the lepton-lepton
(upper left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower
panel shows the ratio of the distribution observed in 00-Soft-Iso to the distribution observed
in NNNN for the corresponding category.
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Figure A.6: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region Soft-Iso is compared with the
shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2017 dataset in the lepton-lepton (upper
left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower panel
shows the ratio of the distribution observed in Soft-Iso to the distribution observed in NNNN
for the corresponding category.
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Figure A.7: Data-driven closure test of background model. The BDT output distribution
for events passing the signal selection in the validation region 00-Soft-Iso is compared with
the shape in CR NNNN, for ma1(ZD) = 8 GeV and the 2017 dataset in the lepton-lepton
(upper left), lepton-hadron (upper right), and hadron-hadron (lower) categories. The lower
panel shows the ratio of the distribution observed in 00-Soft-Iso to the distribution observed
in NNNN for the corresponding category.
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Figure A.8: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 5 GeV in the lepton-lepton category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.9: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 5 GeV in the lepton-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.10: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 5 GeV in the hadron-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.11: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 10 GeV in the lepton-lepton category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.12: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 10 GeV in the lepton-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.13: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 20 GeV in the lepton-lepton category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.14: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 20 GeV in the lepton-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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Figure A.15: Parameterized distribution of the four BDT input variables: mµ1,µ2 (upper left),
∆R(µ1, µ2) (upper right), ∆R(trk1, trk2) (lower left), and mµ1,µ2,trk1,trk2,MET (lower right).
The shown distributions correspond to ma1(ZD) = 20 GeV in the hadron-hadron category for
the 2018 analysis. The red shadow represents the fit error band within 2-sigma of confidence
interval.
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APPENDIX

B

EXCLUSION LIMITS

Table B.1: Expected and observed upper limits at 95% confidence level on the signal cross-
section times the branching ratio σ(pp→ H(125)+X) ·B(H(125)→ a1a1(ZDZD)→ µµττ)×
10−4 relative to the inclusive cross-section σ(pp→ H(125) +X)SM predicted in the SM, as a
function of the mass of the light boson ma1(ZD).

Run II combination of results

ma1(ZD) [GeV] -2σ -1σ Median +1σ +2σ Observed

3.60 0.96 1.30 1.84 2.66 3.72 1.89

3.80 0.94 1.27 1.80 2.60 3.65 1.48

4.00 1.01 1.36 1.93 2.78 3.90 2.19

4.20 0.81 1.10 1.57 2.29 3.25 2.15

4.40 0.83 1.12 1.59 2.31 3.25 1.14

4.60 0.74 0.99 1.42 2.08 2.95 1.87

4.80 0.73 0.99 1.43 2.10 3.01 1.76

5.00 0.75 1.00 1.44 2.09 2.97 1.19

5.20 0.54 0.75 1.10 1.65 2.41 1.39

5.40 0.67 0.91 1.30 1.92 2.74 1.18

5.60 0.62 0.84 1.22 1.79 2.56 2.26

Continued on next page
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Table B.1 – Continued from previous page

ma1(ZD) [GeV] -2σ -1σ Median +1σ +2σ Observed

5.80 0.79 1.06 1.51 2.21 3.12 1.60

6.00 0.76 1.02 1.46 2.14 3.01 0.70

6.20 0.76 1.02 1.46 2.14 3.03 0.86

6.40 0.74 0.99 1.42 2.05 2.90 1.06

6.60 0.70 0.95 1.35 1.97 2.78 1.40

6.80 0.64 0.87 1.25 1.84 2.62 1.32

7.00 0.66 0.90 1.28 1.88 2.66 1.29

7.20 0.63 0.86 1.23 1.79 2.55 1.33

7.40 0.70 0.95 1.35 1.97 2.78 1.17

7.60 0.57 0.77 1.11 1.63 2.32 0.75

7.80 0.59 0.80 1.14 1.68 2.39 0.70

8.00 0.53 0.72 1.03 1.52 2.18 0.91

8.20 0.55 0.75 1.07 1.58 2.26 1.61

8.40 0.51 0.68 0.99 1.45 2.08 1.15

8.60 0.60 0.81 1.17 1.70 2.42 1.93

8.80 0.59 0.81 1.16 1.71 2.44 2.29

9.00 0.59 0.80 1.15 1.68 2.38 2.15

9.20 0.64 0.86 1.24 1.80 2.56 0.93

9.40 0.77 1.04 1.48 2.17 3.08 0.67

9.60 0.67 0.91 1.31 1.92 2.75 0.90

9.80 0.53 0.74 1.07 1.59 2.28 0.64

10.00 0.73 1.00 1.42 2.08 2.95 0.69

10.20 0.67 0.91 1.30 1.91 2.70 0.74

10.40 0.63 0.85 1.23 1.80 2.56 0.85

10.60 0.53 0.72 1.03 1.51 2.16 1.38

10.80 0.52 0.70 1.00 1.46 2.07 1.38

11.00 0.53 0.73 1.04 1.52 2.15 1.75

11.20 0.49 0.67 0.97 1.42 2.02 1.34

Continued on next page
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Table B.1 – Continued from previous page

ma1(ZD) [GeV] -2σ -1σ Median +1σ +2σ Observed

11.40 0.48 0.65 0.94 1.39 1.98 1.33

11.60 0.49 0.66 0.94 1.39 1.97 1.35

11.80 0.54 0.73 1.04 1.52 2.16 1.77

12.00 0.48 0.65 0.94 1.38 1.97 2.04

12.20 0.45 0.62 0.89 1.32 1.88 0.80

12.40 0.48 0.65 0.94 1.37 1.96 0.57

12.60 0.49 0.66 0.94 1.38 1.97 0.80

12.80 0.48 0.65 0.93 1.36 1.94 0.88

13.00 0.49 0.66 0.94 1.38 1.97 1.08

13.20 0.48 0.65 0.94 1.37 1.96 1.18

13.40 0.48 0.65 0.93 1.36 1.94 1.24

13.60 0.45 0.61 0.88 1.30 1.87 0.71

13.80 0.51 0.69 0.99 1.45 2.05 0.96

14.00 0.51 0.70 1.00 1.47 2.09 1.15

14.20 0.48 0.65 0.94 1.39 1.98 1.19

14.40 0.50 0.68 0.98 1.44 2.06 1.13

14.60 0.47 0.64 0.93 1.38 1.98 1.25

14.80 0.44 0.59 0.85 1.27 1.82 1.14

15.00 0.53 0.72 1.03 1.51 2.15 1.54

15.20 0.50 0.68 0.97 1.43 2.05 1.42

15.40 0.47 0.64 0.92 1.37 1.96 1.08

15.60 0.51 0.69 0.99 1.45 2.07 0.80

15.80 0.57 0.77 1.10 1.60 2.27 1.27

16.00 0.59 0.80 1.15 1.67 2.36 1.03

16.20 0.55 0.75 1.08 1.59 2.26 1.51

16.40 0.57 0.78 1.12 1.65 2.34 1.04

16.60 0.52 0.71 1.03 1.52 2.17 0.72

16.80 0.57 0.77 1.11 1.63 2.31 0.79

Continued on next page
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Table B.1 – Continued from previous page

ma1(ZD) [GeV] -2σ -1σ Median +1σ +2σ Observed

17.00 0.58 0.78 1.12 1.64 2.32 1.01

17.20 0.55 0.75 1.07 1.58 2.24 1.17

17.40 0.52 0.71 1.02 1.50 2.15 1.64

17.60 0.57 0.78 1.11 1.62 2.28 1.43

17.80 0.51 0.70 1.01 1.49 2.14 1.43

18.00 0.56 0.76 1.09 1.60 2.28 1.55

18.20 0.59 0.79 1.14 1.66 2.36 1.50

18.40 0.59 0.80 1.14 1.67 2.37 1.34

18.60 0.64 0.86 1.24 1.81 2.55 0.79

18.80 0.57 0.77 1.12 1.64 2.34 1.42

19.00 0.55 0.75 1.07 1.57 2.23 1.92

19.20 0.53 0.73 1.04 1.54 2.20 0.74

19.40 0.59 0.81 1.15 1.69 2.39 0.80

19.60 0.55 0.75 1.08 1.58 2.26 0.84

19.80 0.66 0.90 1.31 1.95 2.81 0.96

20.00 0.56 0.76 1.09 1.60 2.29 1.26

20.20 0.58 0.79 1.14 1.68 2.40 0.91

20.40 0.48 0.67 1.00 1.52 2.21 0.76

20.60 0.50 0.68 0.99 1.48 2.13 0.74

20.80 0.55 0.75 1.07 1.58 2.24 1.63

21.00 0.56 0.76 1.10 1.61 2.29 1.90
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C.1 Alignment of the CMS tracker

A good tracking performance results of particular relevance for the analysis presented in
this thesis, which makes use of tracks and low-momentum muons. The measurement of the
momentum of the particles depends on an accurate determination of the track curvature
induced by the magnetic field, and the latter requires a carefully geometrically calibrated de-
tector. The set of parameters that describe the geometrical properties of the tracker modules
is known as tracker geometry. The accuracy in the knowledge of the geometrical position of
the different tracker substructures upon installation does not reach the intrinsic resolution of
the tracker sensors, of 10 to 30 µm [227]. This, together with the movements of the different
substructures driven by the operation conditions during data taking, makes it necessary to
correct the position, orientation, and curvature of the tracker sensors in a process known as
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Appendix C. Monte Carlo Misalignment Scenarios for Run II Simulation

alignment of the CMS tracker. Once the mounting precision after assembly is reached, the
alignment of the sensors is refined up to the order of their intrinsic hit resolution through
a track-based alignment. The tracking performance relies on the precision of this alignment
procedure, performed several times during data taking to detect and correct time-dependent
effects. The limited knowledge of the position and orientation of the individual sensors due to
misalignment effects is quantitatively assessed through the alignment position errors (APEs),
which combined with the intrinsic hit resolution gives the total error of the hit position in the
silicon modules. The APEs constitute a limiting factor for the performance and efficiency of
track reconstruction, the track quality (χ2), fake rate, momentum resolution, and vertexing
resolution. The muon reconstruction is influenced by the tracker alignment since the tracks
reconstructed in the tracker are extrapolated to the muon system for muon identification. The
effect can be observed in the distribution of the reconstructed Z boson mass as a function of
the azimuthal angle Φ of the positively and negatively charged muons, shown in Fig. C.1. The
dependence of the reconstructed mass on the angular variables is reduced upon refinement of
the alignment calibration. In addition, the alignment of the muon chambers is done relative
to the tracker. Therefore, the alignment precision of the muon system is influenced by the
alignment of the CMS tracker.

Figure C.1: Reconstructed Z → µµ mass as a function of the azimuthal angle Φ of the
negatively (left) and positively (right) charged muons. The blue, red, and green points show
the alignment used during data taking, the end-of-year reconstruction, and the Run II legacy
reprocessing, respectively. An improvement in the uniformity of the reconstructed Z → µµ
mass is observed in the Run II legacy reprocessing [228].

C.1.1 Track-based alignment

The track-based alignment of the CMS tracker constitutes a major challenge due to the
enormous number of degrees of freedom involved. To every hit i registered in the detector
modules a measured hit position (mi) is assigned. A set of track parameters (qj) is associated
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C.1. Alignment of the CMS tracker

to the tracks formed from the combination of multiple hits. The fitted tracks depend on a set
of so-called alignment or global parameters (p) that define the space coordinates, orientation,
and deformation of the different tracker components. Nine alignment parameters per sensor
are needed to set the coordinates of the sensor center, the rotational angles, and the surface
deformations. Considering the number of sensors of the tracker, the alignment parameters
to be derived in order to fully align the detector may exceed 2× 105, which requires a large
number of tracks. The description of the trajectory of each of these tracks in the magnetic
field makes use of npar = 5 + 2nscat track parameters, where nscat represents the number of
scatterings undergone by the track in the detector material. This parametrization leads to a
high number of parameters per track (e.g., npar > 50 for cosmic ray tracks).
The track-based alignment method follows a least square approach, minimising the sum of
squares of the normalised track-hit residuals from a set of tracks. A track hit-residual rij is
obtained subtracting the projection of the track prediction fij from the measured hit position
mij :

rij(p,qj) = mij − fij(p,qj), (C.1)

and tends to become broader if the assumed geometry differs from the real one. The χ2

function to be minimised takes the form:

χ2(p,q) =
tracks∑
j

measurements∑
i

(
mij − fij(p,qj)

σij

)2

, (C.2)

where σij is the uncertainty of the measured hit position mij [229]. The hit position fij
predicted by the track fit model depends on the assumed geometry (p) and track parameters
(qj). Fig. C.2 depicts the effect of assuming an incorrect position for a module on the
reconstruction of one track, resulting in a displacement r between the measured hit and the
fit of the real track. Since the alignment corrections are assumed to be small, the trajectory

Figure C.2: Sketch representing the effect in the track reconstruction of an incorrect assump-
tion on the position of one module. [230].

prediction can be linearised around an initial value that is usually available from surveys
during assembly, design drawings, and previous alignment results. Given an initial geometry
p0 and track parameters q0j , the χ2 function can be expressed as:

χ2(p,q) '
tracks∑
j

measurements∑
i

1
σ2
ij

(
mij − [fij(p0,q0j) + ∂fij

∂p ∆p + ∂fij
∂qj

∆qj ]
)2

. (C.3)
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The minimization leads to the linear system of equationsCa = b, with aT = (∆p,∆q), where
∆p represents the corrections introduced to the initial geometry and ∆q the corrections to
the track parameters (∆qT = (∆q1, ...,∆qn)). The procedure is iterated several times for
non-small alignment corrections. The system of equations is reduced to a smaller set of
equations for the alignment parameters only and solved through a global fit [231], using the
MILLE-PEDE II program [232]. After the alignment, the tracks are re-fitted with the new
geometry (near to the real one) and the measurement of the track momentum is updated.
The alignment procedure can be carried out for different levels of complexity, making use
of the hierarchical structure of the tracker. For instance, in the pixel barrel, individual
modules are attached to ladders, which are further attached to half-shells. The half-shells
form a half-barrel, and finally, two half-barrels form the entire barrel subdetector. All the
individual modules can be aligned in a so-called module-level alignment or just the high-level
structures, known as high-level alignment. In a high-level alignment, the high-level structures
are treated as composite objects consisting of a set of individual modules and are aligned as
a rigid body, i.e., the relative position of the individual modules within the composite objects
is fixed and just the overall movements of the structures are considered [233]. The alignment
at the highest hierarchy level is mainly performed in cases in which the number of tracks is
not enough for a module-level alignment, the position uncertainty of the composite objects
is much larger than the intrinsic resolution of the modules (e.g., after installation), or to
monitor time-dependent distortions of the composite object that do not influence the relative
position of individual modules.

C.1.2 Weak modes and bias

The described alignment algorithm aims to find the real detector geometry by minimiz-
ing the χ2 of the track-hit residuals, but often the modules of the detector can be moved
coherently ending with very different geometries and identical χ2. The linear combinations
of parameters that leave invariant the track-hit residuals and thus the χ2 in Eq. (C.2) are
known as weak modes. The cylindrical geometry of the CMS tracker results in the following
set of weak modes:

• radial: misalignment in the ∆r-direction as a function of r.

• telescope: misalignment in the ∆z-direction as a function of r (offset of concentric
rings in the longitudinal direction).

• layer rotation: misalignment in the r∆Φ-direction as a function of r.

• bowing: misalignment in the ∆r-direction as a function of z.

• z-expansion (or contraction): misalignment in the ∆z-direction as a function of z.

• twist: misalignment in the r∆Φ-direction as a function of z (bias in the curvature of
tracks).

• elliptical: misalignment in the ∆r-direction as a function of Φ.
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C.1. Alignment of the CMS tracker

• skew: misalignment in the ∆z-direction as a function of Φ.

• sagitta: misalignment in the r∆Φ-direction as a function of Φ (off-centring of the bar-
rel layers and endcap rings).

The characteristic module displacements ∆r, ∆z, and r∆Φ introduced by this set of global
χ2-invariant distortions are depicted in Fig. C.3 as a function of r, z, and Φ. Their control
constitutes an important component in the strategy of the CMS alignment campaigns.
The movements in the directions of the weak modes are unconstrained. Tracks whose χ2 is
sensitive to them need to be included in the alignment procedure in order to reduce their
effect. Therefore, a heterogeneous sample of tracks that cross the detector at different angles,
cover their full active area, and relate the different detector components is selected to be used
for the alignment procedure. The introduction of constraints in the χ2 minimization helps
to further reduce the effect of weak modes. Some examples are the constraints on the mass
of resonances, the E/p ratio from calorimeter information, the use of hits that overlap in
adjacent modules, and information on the mechanical structure of the detector.
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Figure C.3: χ2-invariant global distortions: a) radial, b) telescope, c) layer rotation, d)
bowing, e) z-expansion, f) twist, g) elliptical, h) skew, and i) sagitta. The alignment procedure
must be carefully tested against these systematic misalignments in order to insure one unique
and stable solution.

In addition to weak modes, biases in the alignment calibration can arise from local recon-
struction effects, the tracking, or an inaccurate knowledge of the magnetic field. An example
of this kind of bias is the one caused by an incorrect determination of the Lorentz drift of
charge carriers released by charged particles that pass through the silicon sensors. The pres-
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ence of the magnetic field deflects the trajectory of the charges in the sensors by a Lorentz
Angle θLA and, therefore, the collected charge is biased by a ∆XLA:

∆XLA = w · tan θLA, with θLA = µHB, (C.4)

where w is the sensor thickness and µH the charge mobility [234]. If the local reconstruction
assumes an incorrect Lorentz angle, the hit positions determined from the collected charges
in the affected sensors will be systematically biased. The alignment tries to compensate the
∆X shift by moving coherently the modules, which results in a biased geometry. This kind
of effect does not constitute a weak mode since the biased position is really the one that
minimizes the (biased) χ2.

C.2 Tracker Alignment strategy for data and simulation in
Run II

During data taking, CMS continuously monitors the high-level-structure movements of the
pixel tracker with the prompt calibration loop (PCL) and automatically corrects the geometry
if the alignment corrections exceed certain thresholds. A track-based alignment is periodically
run offline to refine with a few manual updates the PCL alignment. The full statistics of the
dataset collected during one year is exploited to provide a set of alignment conditions for the
reprocessing of the data at the end of the year. The alignment calibrations are carried out
individually for each interval of time during which they retain the same values, known as an
interval of validity (IOV). To obtain the ultimate accuracy of the alignment calibration for
the final or ultra-legacy (UL) reprocessing of the Run II data, the conditions derived at the
end of each data-taking year, known as end-of-year (EOY) alignment, are used as starting
geometry. CMS processes the simulated events through the same reconstruction chain that
is used for data. The accuracy of the simulation in describing the data strongly relies on
realistic reconstruction conditions. Thus, the full set of detector calibrations, including the
tracker alignment conditions, needs to be derived also for the processing of the simulated
events. Currently, one main difference between the data and MC conditions is that the latter
does not include time dependence within one data-taking year. Therefore, the MC condition
should reasonably reproduce the average performance observed in data during the year.

C.3 Ultra-Legacy MC Misalignment Scenarios for 2016, 2017,
and 2018

In the context of this thesis, particular emphasis has been put on deriving realistic mis-
alignment scenarios to be used in the ultra-legacy reconstruction of simulated events. The
scenarios are derived separately for each data-taking year (2016, 2017, and 2018), and are
tuned to emulate the effects of the residual misalignment left in data after the ultra-legacy
alignment. The original contribution of this thesis to the derivation of the Run II MC mis-
alignment scenarios is described hereafter.
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C.3.1 Generation of the misaligned geometry

For the creation of the MC scenarios, a similar alignment strategy to the one used for the
data alignment is followed. A Gaussian smearing consisting of random movements that follow
a gaussian distribution with σ equal to the root mean square (RMS) of the distribution of
track-hit residuals in each of the components corresponding to the EOY alignment in data
is applied to the design tracker geometry. For the period of 2017, an additional systematic
movement along the z-coordinate (±30 µm) is applied to the high-level structures of the
FPIX, to mimic an apparent systematic misalignment in the forward region of the tracker.
The smeared geometry with the additional systematic movement emulates the corresponding
EOY data alignment conditions and constitutes the starting geometry for the derivation of
the 2017 ultra-legacy MC misalignment scenario. This scenario is used hereafter as a reference
to illustrate the procedure also followed for the derivation of the 2016 and 2018 MC objects.
Tab. C.1 reports the RMS values applied to each component of the tracker system for the
2017 scenario.

Substructure RMS [µm] in local x-direction RMS [µm] in local y-direction

BPIX 6.1 17.0

FPIX 5.3 2.7

TIB 13.7 13.7

TOB 30.9 30.9

TID 6.3 6.3

TEC 13.6 13.6

Table C.1: RMS values applied as Gaussian smearing to the design tracker geometry for the
2017 MC ultra-legacy campaign. The values are reported for each high-level structure and
coordinate. The values of the y-coordinate that correspond to the substructures of the strip
detector (not available from the 2017 EOY alignment) are taken as equal to those in the
x-coordinate.

A module-level alignment is performed using MC samples of similar topology to those of the
data alignment. For the MC samples with lower statistics with respect to the corresponding
data samples, the contribution of each topology is tuned according to its real contribution in
the data alignment by means of events weights, making the proportion of tracks of a given
topology compatible with the UL data campaign.

C.3.2 Comparison with performance of the data alignment

The goodness of the MC conditions in describing the data is evaluated comparing distribu-
tions of quantities sensitive to the tracker alignment calibration. Three IOVs were chosen to
be representatives of the conditions in the detector. The IOVs are associated with the runs
299370 (Data 18 July), 301417 (Data 18 August), and 304505 (Data 05 October), respec-
tively. The set of validations performed are shown in Figs. C.4 to C.6.
The first validation in Fig. C.4 shows the distribution of the median of the unbiased track-hit
residuals per module. The so-called local coordinates refer to the coordinates defined for
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each module with the origin at the geometric center of the active area of the module. In the
computation of the residuals, each track is refitted using the alignment constants under con-
sideration without using the hit in question, resulting in unbiased track-hit residuals. The
width of the distribution of the medians of residuals (DMR) constitutes a measure of the
local precision of the alignment, with deviations from zero indicating possible biases. The
width has an intrinsic component due to the limited number of tracks used for the alignment
procedure. Therefore, the distributions can only be compared if they are produced with the
same number of tracks, as is the case for both data and MC in the shown results.
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Preliminary CMS Data and MC 2017

TEC

Run 2 Legacy
Data 18 July mµ = 3.978 σm,  µ = 0.077 µ 
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Data 05 October mµ = 2.454 σm,  µ = 0.004 µ 
MC mµ = 2.946 σm,  µ = 0.097 µ 

Figure C.4: The distribution of median residuals is plotted for the local-x coordinate in the
barrel pixel (upper left), forward pixel (upper right), tracker inner barrel (lower left), and
tracker endcaps (lower right). The orange, blue, and purple distributions show the perfor-
mance of three IOVs corresponding to the 2017 ultra-legacy data alignment, derived using
3.8T cosmic ray and collision data from the 2017 proton-proton run. The black distribution
shows the performance of the MC misalignment scenario. The quoted means µ and standard
deviations σ correspond to the parameters of a Gaussian fit to the distributions [235].
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The performance of the MC objects is quite balanced compared to the data IOVs; this
tendency is observed in all the substructures. The larger width in the forward pixel is driven
by the systematic misalignment of 30 µm applied in the beam direction to better describe
the trends observed in the data alignment (right plot, Fig. C.5).
Another important test is the Primary Vertex Validation that studies the distance between
the track and the vertex reconstructed without the track under scrutiny (unbiased track-
vertex residual). This validation mainly evaluates the performance of the alignment in the
pixel detector. The mean value of the unbiased track-vertex residuals in the transverse plane
and the longitudinal direction extracted in bins of the azimuthal angle of the probe track are
shown in Fig. C.5. Random misalignment of the modules may affect the resolution of the
unbiased track-vertex residuals, increasing the width of the distribution without introducing
a bias to their mean, while systematic movements of the modules can bias the distribution
depending on the type and size of the misalignment and the topology of the tracks used for
the alignment procedure. The MC object has comparable performance to the data IOVs.
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Figure C.5: The mean distance in the transverse plane dxy (left) and longitudinal direction
dz (right) of the tracks at their point of closest approach to a refit unbiased primary vertex
is studied in bins of the track azimuthal angle Φ. The orange, blue, and purple distributions
show the performance of three IOVs corresponding to the 2017 ultra-legacy data alignment.
The black distribution shows the performance of the MC misalignment scenario [235].

A further test known as track-split validation allows us to detect systematic misalignments
in the form of the off-centring of the barrel layers and endcap rings. The cosmic track-
splitting method uses cosmic tracks that pass through the pixel volume and splits them into
two halves at their point of closest approach to the beamline. Both halves are treated as
independent in the process of reconstruction. The validation checks for differences in the
kinematic distributions of the top and bottom halves, as shown in Fig. C.6 for the impact
parameter in the transverse plane.
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Preliminary CMS Data and MC 2017

Figure C.6: Difference in impact parameter in the transverse plane dxy between the top
and bottom halves of cosmic tracks recorded with the CMS magnet at 3.8T. The orange,
blue, and purple distributions show the performance of three IOVs corresponding to the
2017 ultra-legacy data alignment. The black distribution shows the performance of the MC
misalignment scenario [235].

The set of validations performed allow us to conclude that the object derived for the 2017
MC misalignment scenario is consistent with the conditions observed in the real detector,
therefore, it constitutes the final candidate for the tracker geometry used in the simulation
of the CMS detector for the 2017-period ultra-legacy reprocessing.
In this appendix, the procedure used to obtain the misalignment scenarios for the Run II
MC simulation has been described. The misalignment tools are available for the derivation
of the MC objects in future data-taking periods and to study the impact of misalignment
on physics measurements. The demanding operation conditions and the delivered luminosity
expected at the HL-LHC will present new challenges to the alignment of the CMS tracker.
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