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Abstract

The increasing interest in nano materials, nano medicine and general applications of nano
particles in biological systems demands imaging and analysis methods which meet the
requirements of small concentrations and smallest scales without applying destructive
force. Synchrotron-based X-ray �uorescence imaging (XFI) is a promising modality for
such applications. This work describes hurdles and opportunities of mono energetic pencil
beam synchrotron-radiation-based XFI in theory and experiment, probing various tracers
in medium sized targets. With numerical studies the parameter space of incident beam
energy, tracer element and phantom size was explored for best �uorescence yield. Kα1, Kβ1

and Lα1 �uorescence yield calculations of 1µg tracers in spherical water phantoms with
radii of 1mm and 10mm irradiated with mono energetic photons from 10 to 100 keV are
shown for all stable elements, relevant background phenomena are also displayed. Poten-
tial background by scattered polarized photons is studied spatially and spectrally with
GEANT4 simulations for water phantoms with radii of 1mm to 50mm covering energies
from 5 to 110 keV. Experimental studies on medically an biologically relevant probes were
performed at the PETRAIII synchrotron. Low energy gold L-shell �uorescence was used
experimentally to determine sub pg cellular uptake of PSMAi+ and MUA functionalized
gold nano particles in PC3 cells with smallest irradiated sample sizes of 622 and 311 cells.
Medium energy gadolinium K-shell �uorescence was applied to image gadolinium based
MRI contrast agent Gadovist residuals in a rat bone. Here the XFI quality of beam size
dependent spacial resolution was demonstrated with pixel size of 1x1mm2, 0.2x0.2mm2

and 0.1x0.1mm2, allowing for area scans with locally increased spatial resolution. Highly
localized gadolinium concentrations of over 500µg/g(bone) thereby were found. A multi
modal approach of heavy element K-shell �uorescence, using platinum, iridium, gold and
bismuth, imaging of all four elements simultaneously was demonstrated and compared to
sensitivities of single element imaging. Only high concentrations yielded signi�cant sensi-
tivity losses compared to single element usage, therefore multi mode XFI is as viable as
single element tracer usage if moderate concentrations are expected.
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Zusammenfassung

Mit steigender Bedeutung von Nanomaterialien, vermehrtem Interesse an Nanoteilchen
für medizinische Anwendungen und der generellen Interaktion vom Nanoteilchen und bi-
ologischen Systemen, sind Analyse- und Bildgebungsmodalitäten notewendig, die kleinste
Konzentrationen auf kleinsten Skalen au�ösen können ohne das fragliche Objekt zu zer-
stören. Die Röntgen�uoreszenzanalyse ist ein vielversprechender Kandidat für diese An-
forderungen. In dieser Arbeit wurden Herausforderungen und Chancen von synchrotron
gestützer Röntgen�uoreszenzbildgebung an Objekten mittlerer Gröÿe dargelegt. Anal-
ysen zur Fluoreszenzausbeute in Abhgängigkeit von Bestrahlungsenergie, verwendetem
Markierungselement und Phantomgröÿen von 1 und 10mm Radius mit Berücksichtigung
von Signaluntergrund durch Compton Streuung oder detektor E�ekten wurden angestellt
um optimale Parameter für Röntgen�uoreszenzbildgebung zu eruieren. Zu erwartender Un-
tergrund, durch Streung primärer polarisierter Röntgenstrahlung im Phantom, wurde mit
GEANT4 Simulationen von sphärischen Wasserphantomen mit Radien von 1 bis 50mm
sowohl räumlich als auch spektral für Energien von 5 bis 110 keV untersucht. Experi-
mentelle Studien von biologisch und medizinisch relevanten Proben wurden an dem PE-
TRA III synchrotron durchgeführt. Mit niederenergetische Gold L Schalen Fluoreszenz
wurde die Aufnahmemenge von PSAMi+ und MUA funktionalisierten Goldnanoteilchen
in PC3 Zellen, Prostata Tumor Zellen, untersucht. In Proben von 622 und 311 bestrahlten
Zellen konnten Aufnahmemengen von weniger als 1 pg bestimmt werden.
Räumliche Verteilungen des, im MRT Kontrastmittel Gadovist enthaltenen, Gadoliniums
konnten mit mittlerer Fluoreszenzenergie von 42 keV in einem Rattenknochen aufgelöÿt
werden. Die durch Strahlgröÿe skalierbare räumliche Au�ösung wurde hier mit Pixel-
gröÿen von 1x1mm2, 0.2x0.2mm2 and 0.1x0.1mm2 demonstriert und ermöglichte trotz
groÿ�ächigem Scan die Detektion von kleinsten lokalen Einschlüssen mit konzentratioen
von über 500µg/g(Knochen). Simultane multimodale hochenergetische K Schalen Röntgen-
�uoreszenz mit den Elementen Iridium, Platin, Gold und Bismuth wurde demonstiert und
zeigte im Vergleich mit Einzelelementbildgebung nur wenig Sensitivitätsverlust. Simultane
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multimodale Anwendungen von Röntgen�uoreszenzbildgebung erscheinen daher sinnvoll,
sofern betrachtete Spurrenelemente in geringer Konzentration in der Probe vorliegen. Ex-
perimentelle Arbeiten am Synchrotron mit einem Schwerpunkt auf biologischen und medi-
zinischen Fragestellungen dienten zur Demonstartion der vielseitigen Anwendbarkeit von
Röntgen�ureszenz Bildgebung im Kontext mit zellulärer Nanoteilchenaufnahme und der
Bildgebung von Residuen schwerer Elemente in Organismen.
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Zusammenfassung

In dieser Arbeit wurden die Herausforderungen und die Chancen von Röntgen Fluoreszenz
Bildgebung an kleinen Objekten in mm und cm Dimensionen mit Synchrotronnadelstrahlen
dargelegt. Abschätzungen zur Fluoreszenzausbeute in Abhgängigkeit von Bestrahlungsen-
ergie, verwendetem Markierungselement und Phantomgröÿe von 1 und 10mm mit Berück-
sichtigung von möglichem Signaluntergrund durch Compton Streuung oder detektorintrin-
sischen E�kten wurden angestellt um optimale Parameter für Röntgen Fluoreszenz Bildge-
bung zu eruieren.
Zu erwartender Untergrund, durch Streung primärer polarisierter Röntgenstrahlen im Phan-
tom, wurde mit GEANT4 Simulationen von sphärischen Wasserphantomen mit Radien von
1 bis 50mm sowohl räumlich als auch spektral für Energien von 5 bis 110 keV untersucht.
Experimentelle Arbeiten am Synchrotron mit einem Schwerpunkt auf biologischen und
medizinischen Fragestellungen dienen zur Demonstartion der vielseitigen Anwendbarkeit
von Röntgen�ureszenz Bildgebung im Kontext mit zellulärer Nanoteilchenaufnahme und
Residuen schwerer Elemente in Organismen.
Mit niederenergetische Gold L Schalen Fluoreszenz, angeregt mit 15 keV an der P11 beam-
line, PETRA III, wurde die Aufnahmemenge von Goldnanoteilchen in Prostata Tumor
Zellen untersucht. Hierbei wurden unterschiedliche Funktionalisierungsgrade betrachtet,
PSAMi+ und PEG, MUA.
Räumliche Verteilungen des im MRT Kontrastmittel Gadovist enthaltenen Gadoliniums
konnten mit mittlerer Fluoreszenzenergie von 42 keV in einem Rattenknochen aufgelöÿt
werden. Hierzu wurde eine Anregungsenergie von 52 keV an der P07 beamline, PETRA
III, benutzt. Die durch Strahlgröÿe skalierbare Au�ösung wurde hier mit Pixelgröÿen von
1 x 1mm, 0.25 x 0.25mm and 0.125 x 0.125mm demonstriert.
Multimodale simultane hochernergetische K schalen Röntgen�uoreszenz mit den Elementen
Iridium, Platin, Gold und Bismuth wurde an der P21 beamline, PETRA III, untersucht.
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1 Introduction

The discovery of cathode rays and their applications in the late 19th century gave birth
to scienti�c techniques which grew into essential tools in the following century. One to
probe materials on an elementary and quanti�able level, the other to increase the human
live span signi�cantly [1]. J.J.Thomson [2] in 1897 �rst calculated the mass-to-charge ratio
(m/q) of free electrons, which then were known as cathode rays, using Crookes tubes [3],
electric �elds for acceleration and magnetic �elds for de�ection, thereby founding the area
of mass spectroscopy (MS) which is widely used today with the same basic principles to
determine m/q ratios of atoms, isotopes and molecules.
The other groundbreaking invention was by Conrad Roentgen in 1895. The �rst Nobel
price in 1901 marked its signi�cance, he discovered the X-rays [4], a new kind of radiation
penetrating tissue and opening vistas to the hidden reality of human anatomy. Develop-
ment of X-ray tubes became a fast growing business, as applications of such high energy
rays became numerous. The impact on the health care sector was noticed early, with the
theoretical foundations of tomography laid between 1914 and 1940 [5], but for practical
applications necessary computational power was lacking.
In 1973, Godfrey Hounds�eld published his paper describing a �rst commercially feasible
computed tomography (CT) scan [6], today this technique experiences wide spread use.
Applications are diagnostic purposes, planning and monitoring of radiation therapy [7] or
even dental cosmetics [8]. CT is mostly limited to structural imaging as X-rays are more
likely to be absorbed by high Z materials, e.g. bones compared to soft tissue, although
contrast agents enable a certain degree of functional imaging [9][10]. CT today is a mayor
pillar of modern medicine, with 100 (Poland) to 271 (USA) CT scans per 1000 inhabitants
per year [11].
Other medical imaging modalities emerged in the second half of the 20th century. Nuclear
magnetic resonances for distinguishing cancerous from healthy tissue was �rst proposed in
1971 [12]. First magnetic resonance imaging (MRI) image followed in 1973 [13]. Rapid
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1 Introduction

growth in interest after 1980 [14] established this modality in modern medicine. With-
out ionizing radiation but usage of strong magnetic �elds, nuclear spins and radio waves,
MRI predominantly images distribution of Hydrogen and such o�ering high contrast in soft
tissues, di�ering in water composition, e.g. adipose and muscular tissue. With contrast
agents, proposed as paramagnetic catalysts [15] and demonstrated [16], further distinction
between similar tissues became possible. In certain cases functional imaging with MRI,
called fMRI, is possible [17] [10]. Here gadolinium based complexes play a major role as
contrasts agents [18] which have recently shown harmful e�ects in long term use [19][20].
MRI scans reach a level of 25(Chile) to 143(Germany) applications per 1000 inhabitants
per year [21]. Insights in biological processes e.g. metabolic rates, brain activity or blood
�ow are not easily accessible with structural imaging. Functional nuclear modalities like
positron emission tomography (PET) and single photon emission computed tomography
(SPECT) complete the mainly structural modalities mentioned above. Early functional in
vivo measurements of radionuclides with Geiger counters reach back to the 1930 [22], �rst
automated scanner for radionuclides using scintillators was build in 1950 for thyroid imag-
ing [23]. Ring shaped detectors were developed after 1985 and �rst hybrids, PET-MRI and
PET-CT were presented in the late 1990s [24]. PET utilizes short-lived positron emitters,
bound to highly bio-compatible molecules, e.g. 18F-FDG, similar to glucose [25]. Stan-
dard nuclides are 18F, 11C, 13N,15O [26][27] with corresponding half lives of 110min, 20min,
10min , 2min [28] although multiple other are suspect of investigation [29]. Regions of high
metabolic rates accumulate these tracers. Via the β+ decay positrons are emitted, which
lose energy due to scattering in a range of a few mm, then annihilate with an electron of
surrounding tissue and radiate two 511 keV photons back to back. Simultaneous detection
of two 180 ◦ photons is an almost background free method. Time of �ight PETs and PET-
CT help to increase spatial resolution. PET is limited spatially by the fundamental initial
positron range. Emerging from nuclear decays, initial MeV electrons show mean free paths
to �rst interaction from 0.54mm, full width half maximum (FWHM), for 18F to 6.14mm
FWHM for 82R [30]. SPECT uses direct gamma emitters. Therefore the desired photon
energy can be tuned with the correct choice of tracers. Spacial resolution is worse than
PET, as no back to back information is given and only single photons are detected, usually
larger than 8mm, although small animal devices were developed with 1mm resolution [31].
Today these scanners and scan techniques are widely established [21][11]. Development in
these �elds today is not touching underlying physics but data acquisition and interpreta-
tion [32] with a strong trend towards deep learning with automated pattern recognition in
large data sets and block chain [33]. These improvements in medical techniques, increased
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hygiene and medicine generally helped to increase human life expectancy to the level of
up to 84.2 years today [34][1]. The causes of death shifts as life gets safer and health-
ier. While cardiovascular diseases still are the main causes of death [35], cancer rises to
become a major issue to health industry in aging societies [36][37]. Now 120(Mexico) to
275 (Hungary) per 100.000 people die from cancer every year[38]. The above mentioned
medical techniques are the main tools for diagnosing and localizing cancerous tissues today.
Therapies involve mostly chemo- or radiation therapy which inevitably damages healthy
tissue [39][40]. Targeted, focused and individualized medicine which deal with malignant
cells with higher speci�city are aiming for cancer treatment without high collateral damage
[41][42][43]. This �eld of nano technology and nano medicine is advancing [44][45], the
food and drug administration (FDA) approved 51 nano medicines by 2016 [46]. Still in an
early phase, nano medicine and similar techniques to tweak biological processes on smallest
scales are on the rise [47]. Herein experiments are conducted in small animals or on an even
smaller cellular scale, in vitro [48][49][50]. Standardized medical imaging modalities often
are overstrained by scales of 1mm or even fewer. As such methods of chemistry, inductively
coupled plasma mass spectrometry (ICP-MS), or similar, are usually used to determine the
fate of metabolized drugs or nano particles [51][49][50]. The successors of Thomson pro-
vide the adequate methods to examine such probes and have a wide range of applications
across multiple disciplines. Elementary compositions of probes often are unique, such that
analysis on this level is useful to determine its origin. As such, during the last century
innovations from chemistry and physics provided methods to break down matter, organic
and inorganic, split it apart and sort the constituents. A sensitive method of such analysis
is the MS. Herein with electric and magnetic �elds ionized particles are separated spatially
by charge per mass ratio. E�ective and homogeneous ionization is therefore necessary,
which is achievable by various methods. One of the most sensitive modalities is ICP-MS,
its principle limits reach down to parts per trillion [52], for gold this is equivalent to 0.001 ng
per mL water. Limits are element speci�c, and depend on the probe preparation as well
as on possible instrumental contaminations. Such low resolutions were shown by [53] and
surpassed with 0.43 pg per mL (Bi) [54]. Such methods are qualitative and quantitative,
but di�culties might arise since the sample needs to be itemized previous to the process.
Therefore in vivo imaging or the analysis of high value samples are excluded. Further more
does ICP-MS require a minimum sample size, which is in the range of 5mL[55].

An in principle non-destructive, in situ, method is the widely used X-ray �uorescence spec-
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1 Introduction

troscopy (XRF), although most standardized XRF setups use grained thin layer probes
[56][57], as they are less demanding to the data analysis and are nondestructive techniques.
Here, limits of detection are in the range of µgg−1, or ppm [58][59], even though smaller lim-
its of ppb have been demonstrated [60]. X-ray �uorescence was �rst used for quantitative
element analysis in 1928 [61]. Exciting heavy element inner shell electrons, K or L-shell,
results in electron relaxation and highly element speci�c X-ray emission. High Z elements
produce hard photons with high transmission capabilities [62]. Up to 100 keV are obtained
from heavy element K-shell �uorescence, with the energy of the emitted photon propor-
tional to Z2. This method is limited to heavier elements, since the X-ray emission of light
elements lack transmission capabilities and therefore are only detectable in thin probes.
Even air might become a problem below a certain threshold. The �uorescence process is
induced by exposing the samples to radiation, mostly photons. If particles, ions or protons,
are used, this method is refereed to as particle-induced X-ray �uorescence (PIXE) [63].
Modalities for excitation are X-ray tubes [64], radioactive nuclides [65], polarizing devices
for background reduction are sometimes applied[66] [67], and synchrotron radiation (here in
plants) [68]. XRF is none destructive, provides an in principle unlimited spacial resolution
and, with su�cient active detector area, also in vivo measurements might be achievable
[69]. The natural abundance of heavy elements in the human body is low, mostly µg per
body [70], therefore this method has not been considered for medical use in the last century.
Even though there were in vivo experimental studies to determine heavy element uptake of
workers with XRF using X-ray tubes [71] [72] [73][74] or more recently, in vivo in tibia de-
tection of gadolinium based MRI tracer residuals with XRF exited by an radioactive source
[75][76]. These approaches yielded low, if any, spacial resolution. Highest spatial resolution
on the other hand is obtained by synchrotron based XRF experiments used to image metal
distribution in thin layered biological tissues with spatial resolution of a few hundred nm,
multi modal applications, quantitative and qualitative measurements and in situ imaging
[77][78][79]. Nano particles enable injection of arti�cial high Z elements to organisms which
then can be subject of XRF imaging. Particular cancer related research with gold nano
particles is here prominent e.g. ex vivo imaging of tumor bearing mice[80][81].
With similar setups in vivo XFI-CT were performed on mice with gold and gadolinium
nano particles by a group which also used iodine and barium previously [82][83]. Such
XFI-CT scans usually do not display high spatial resolution.

First scienti�c description of gold nano particle (NP) synthesis was by Michel Faraday in
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1857, where he described a "beautiful ruby �uid" [84]. With the upcoming of nano chem-
istry in the second half of the 20th century and its rising popularity in the early 2000s
[85] and the wide range of possible applications of nano particles, the production of such
particles has become a standard procedure. Gold nano particles can be manufactured in
di�erent sizes and shapes [86]. Not only are nano particles additives for enhanced material
performance [87], but they also can be coated with a multitude of di�erent compounds,
including organic molecules [88]. This opened the door to nano medicine, particles small
enough to enter cells in high numbers with the capability to carry drugs, proteins or almost
any molecule, and interact with the fundamental building blocks of life.
Nano particles therefore have a wide possible range of medical applications. From pharma-
cokinetics, drug and gene delivery [89] in tumor therapy, and diagnostics, dose enhancement
or imaging, the potential medical applications are numerous [90][91][92].
Some studies use the enhanced permeability and retention (EPR) e�ect to load tumors with
nano particles. This e�ect relies on the tumors leaky vasculature to Enhance the Perme-
ability and Retention of nano particles in malignant tissue [93] [94] [95]. It is questionable
how universally the e�ect can be transfered from rodents to humans and various tumor
types [96] [97]. Relying on passive targeting to enhance tumor uptake of nano particles is
missing an essential feature of NPs. Functionalization enables direct targeted delivery to
the desired tissue and also a possibly enhanced cellular uptake compared to the pure EPR
e�ect [98]. Anyhow, the question of cellular uptake still is depending on many parameters,
targeted cell type, surrounding tissue, particle functionalization, coating, size [99] [100].
Quantitative uptake measurements, especially in vivo, pose non negligible impediment.
ICP-MS, and other destructive methods for material analysis o�er highest resolution down
to low concentrations.
In vivo chemical analysis can not be applied and standardized medical imaging modalities
fail if small scales are of interest. XRF o�ers an, in principle, unlimited spacial resolution
for tracing nano particles on smallest scales to investigate pure NPs or NP-bound drug
kinetics and dynamics with high resolution. Compared to PET tracers, NPs can achieve
longer blood-half live, e.g. iodine nano particles with a in mouse blood-half live of 40 h
[101]. And a wide range of di�erent elements might be used as nano particles, while no
short lived radioactive nuclides need to be handled. Therefore XFI is a promising imaging
candidate to boost methods of modern medicine.
In which cases XFI might be applied, which techniques are usable and which pitfalls are to
be avoided will be examined in this thesis. Therefore geaometry and tracking 4 (GEANT4)
[102][103][104] Monte-Carlo simulations and synchrotron based pencil beam experiments
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1 Introduction

were performed and evaluated. While work coping with human sized applications was done
in our group [69], here the focus is dedicated to the smaller objects, ranging from cells to
small animal bones.

This work can generally be divided into three parts. The �rst part includes chapter 2
describing underlying physics which will be encountered in later chapters, and chapter 3
where experimental devices and analysis methods are explained.
The second part describes theoretical and numerical studies on general behavior of medium
sized targets irradiated with polarized synchrotron radiation. Chapter 4 gives calculation
on best tracer element choice for various incident energies irradiating medium sized phan-
toms. Here cadmium telluride and silicon detectors are considered. The background which
is to be expected during an synchrotron-based experiment is analyzed with GEANT4 sim-
ulations in chapter 5.
The third part is the experimental part including chapter 6, a cellular gold nano particle
uptake study, chapter 7, which explores the possibilities of high energy multi mode XFI,
and chapter 8, where the adaptable spatial resolution was demonstrated in �nding heavy
metal residuals in a biological object.
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2 Theory

2.1 Pencil Beam XFI in a Nutshell

X-ray �uorescence imaging (XFI) is a non destructive method to map and quantify elemen-
tal distributions in probes. Samples are scanned, here with an X-ray pencil beam. X-rays
then induce �uorescence in the irradiated material. Fluorescence is the isotropic emission
of element characteristic light. For X-ray �uorescence heavy elements are chosen such that
emitted �uorescence photons are highly energetic hard X-rays. The emitted light from the
probe is detected with X-ray detectors. Via statistical analysis it can be estimated whether
speci�c elements are contained in the probe or not. If the incident pencil beam �ux and
target object is su�ciently known, the elemental abundance can also be quanti�ed. The
details and theoretic background is laid out in the following.

2.2 Photon Matter Interaction

XFI uses photons to probe matter. In the �rst place to induce X-ray �uorescence with
photons by target irradiation, and second, in the detection of �uorescence photons. How
photons travel through matter, which processes occur and which need to be payed attention
to in respect to XFI is discussed in this chapter.

Photons

Whether described as electromagnetic waves [105] or quantized particles [106], main photon
properties are energy E, momentum k and polarization ε. In vacuum photons move with
constant velocity c0 ≈ 299.79e6 m/s and oscillate in the plane of polarization with energy
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2 Theory

dependent frequency f = E/h with Planck constant h = 4.14−15 eVs. The corresponding
wavelength λ = c/f is de�ned by the speed of light. Wavelengths and energies of visible
light, 700 to 400 nm and 1.8−3.1 eV, do barely penetrate dense matter [107]. Photons used
in this work in general are referred to as X-rays and have energies of 1 to a few 100 keV.
Corresponding wavelength here are 1.2−9m for 100 keV X-rays.

Matter

All particles with a rest mass larger 0 are here considered as matter. Relevant proper-
ties are mass m and charge q. In standard energy ranges, matter consists of negatively
charged electrons, neutral neutrons and positively charged protons. Those particles orga-
nize themselves by principles of atomic and nuclear physics to atoms with a core of protons
and neutrons with electrons spread around that core [108][109][110]. In total the atom is
electrically neutral if not ionized. Around 1860 Mayer and Mendelejew �rst ordered the
elements in periodic structures [111]. Its successor today is known as the periodic table
which sorts the elements according to shell structure and nuclear charge number Z. Start-
ing with the lightest element, hydrogen, consisting of one proton, followed by helium, with
two protons and two neutrons up to the heavy elements like gold, with Z=79 and further.
Stable heavy elements possess more neutrons than protons, while elements with neutron
numbers strongly diverging from Z tend to be radioactive and decay to elements in more
stable regimes [110]. The electrons are sorted in shells, which are dictated by the Pauli
exclusion principle [112] prohibiting two electrons in the same state in one atom [108].

Interaction and Cross Sections

XFI is based on the interaction of photons and matter. Interaction probabilities are key to
�rst: select tracer highly likely to produce desired �uorescence if irradiated and second: to
estimate tracer quantity in scanned regions. Interactions of any kind can be quanti�ed by
a cross section σ. For I particles hitting the area A with NT target particles, the number
of expected interactions N is approximated by

N = IσNT/A, (2.1)

under the assumption of small non intersecting targets. Usually the unit of cross sections
is cm2, but for the purpose of photon matter interaction a more common �gure, the mass
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2.2 Photon Matter Interaction

attenuation coe�cient (µ/ρ)[cm2/g] will be used. With the Avogardo number Na and the
mass per mole ma [g/mol] the cross section can be expressed by

σ = (µ/ρ)ma/Na. (2.2)

The number of events

N = I(µ/ρ)m/A (2.3)

is then simply related to the mass m [g] included in the irradiated area A[cm2] [113]. For
the case of high target concentrations or thick targets the approach of non intersection
becomes inaccurate. In case of targets with length l a di�erential approach needs to be
followed with an attenuated incident beam N(x) according to the Lambert Beer law 2.10.
The number of events then can be estimated by:

N = I (1− exp(−(µ/ρ)lρ) ) (2.4)
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2.2.1 Photo Absorption

It was found in the late 19th century, that light can be absorbed by metallic materials,
inducing electric sparks[116]. It only was absorbed if it exceeded a certain energy and even
highest intensity could not excite a spark if this threshold was not met. This phenomenon
is caused by the quantized nature of light and discrete electron binding energies. The
threshold, the minimum necessary photon energy, for it to be absorbed and a photo electron
to be ejected, is named absorption edge and equal to the binding energy of that electron.

K L2
1

3

Figure 2.3 � Schematic Sketch of ionizing pro-

cess via K-shell scattering and subsequent K-shell

�uorescence. A high energy incident photon (1)

scatters on a K-shell electron (2), thereby eject-

ing it and leaving a vacancy. Here scattered light

is of less energy than primary light. The vacancy

is �lled by an L-shell electron (3), emitting �uo-

rescence light.

As electrons are bound in di�erent shells
with di�ering binding energies, many equiv-
alent corresponding absorption edges ex-
ist. The absorption probability and thus
the cross section σphot generally scales with
Z5E−3.5γ [117]. Additional structure is
added to the absorption cross section by the
quantized nature of bound electron states.
If photon energy Eγ passes a stronger
bound electron shell threshold, the photo
absorption cross section jumps since now a
larger phase space is viable, imposing a saw
like shape on σphot. The process of photo
absorption is dominant in water for photon
energies up to 30 keV, above that Compton
scattering is dominating, as shown in �gure
2.2. Water is relevant here as it is the main
constituent of soft tissue, photon interac-
tion processes in phantoms or biological targets are therefore expected to be dominated by
water cross sections. Element dependent absorption edges in keV are displayed in �gure
2.1 on a logarithmic scale. Above Z=10 K-shell ionization requires at least 1 keV increasing
to more than 100 keV at Z=90. L-shell edge energies rise similarly but are roughly one
magnitude smaller. M- N- and O-shells with decreasing binding potential require less and
less energy to be ionized.
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2.2 Photon Matter Interaction

2.2.2 Ionized States

Electron number per atom is equal to the atomic number Z in neutral states. While
outer shell electrons are bound with only a few eV energy as they are shielded from the
whole nuclear charge. With decreasing mean distance r to the nucleus, Coulomb potential
ΦC increases and shielding e�ects decrease [107]. Innermost electrons experience the full
Coulomb potential of the whole nuclear charge Z with the Vacuum permittivity ε0

ΦC = Zeff/(4πε0|r|). (2.5)

The e�ective Zeff per electron con�guration di�ers per element, such that each electron
is bound by di�erent energies. If su�cient energy is transferred to a bound electron, the
binding potential can be overcome and the electron is ejected from the atom, leaving a
vacancy in its former shell. The atom now is ionized, this process is illustrated in �gure
2.3.

Empty states of high binding potential are �lled by electrons from less strongly bound
states. During this transition, the energy di�erences between �nal and initial state, ∆E =

Ei − Ef , of the jumping electron is released. Ei and Ef are element speci�c, as described
above, individual binding energies can be found in the X-ray Data Booklet [113][118]. An
electron transitioning from i to f leaves a secondary hole in its former state. Ionizing an
inner shell therefore is not a singular event, but triggers long cascades of radiative and
non radiative electron transitions through all shells of an atom. Most of these events show
low ∆E rendering them irrelevant for X-ray modalities. Di�erent processes are de�ned,
depending on the way how ∆E is released. Radiating processes are called Fluorescence.
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2.2.3 Fluorescence

Energy release by photon emission is called �uorescence. Outer shell �uorescence events,
with binding energies of eV emit visible light, with wavelength of a few 100 nm, X-rays
are produces if ∆E > 0.1 keV with wavelength of a few nm. The multitude of di�erent
electron states in heavy elements imply the existence of many di�erent �uorescence lines,
although only a few remain dominant. Either because the cross sections of most transitions
are vanishingly small, as depicted in �gure 2.5, or the �uorescence energies are low and
experience major attenuation and scattering in surrounding media. Transitions of highest
energies are displayed in �gure 2.4. Common notation for labeling �uorescence lines was
introduced by Siegbahn [119], this will be used in the following.
As shown in �gure 2.4 the photon energy scales with (Z − 1)2 as described by Moseley
[120]. This is true for all shells, but the innermost K-shell produces highest energies up
to 80 keV if radioactive elements are excluded. However K-shell transition cross sections
dominate only in the light element regime with maximum values of up to 90 [cm2/g] (Z=16),
followed by an exponential decay with increasing Z, down to 3 [cm2/g] for Z=80. Here the
L-shell is a factor of 7-8 more e�cient, see �gure 2.5 and 2.6. With increasing energy and
further distance to the absorption edge, cross sections for all shells decline, shown in �gure
2.6 for gold. Figure 2.7 displays the cross sections of Lα1 and Kα1 lines normalized to
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its maximum values against the energy above the relevant absorption edge. High energy
�uorescence cross sections are more robust to changes in incident energy.
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2.2.4 Auger E�ect

Non radiative transitions occur with intra hull energy transition, this is called the Auger
e�ect. The otherwise as photon released energy is transitioned to another electron, leading
to its emission from the atom [121]. Auger cascades release therefore many free electrons
in irradiated material. The Auger process is dominating for lower Z elements generally.
K-shell auger and �uorescence yield is compared in �gure 2.8. Above Z=30 �uorescence
yield increases and converges to one for high Z elements.
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2.2.5 Photon Scattering

Besides absorption processes photons also can be scattered. Such scattering of photons can
be divided into two categories, elastic scatter events with preservation of photon energy
but change in momentum and events with change in energy and momentum, here refereed
to as inelastic scattering. The latter process is also called Compton scattering [122], elastic
scattering here is Rayleigh scattering [123]. Elastic scattering is of minor importance for
this work, but is mentioned here as Rayleigh peaks will be visible in many spectra.

Compton Scattering

Events which cause photons to lose energy and change direction are a major challenge to the
XFI method for two reasons. First: former �uorescence photons which underwent Compton
scattering can not easily be associated with the �uorescence process and therefore are lost
as signal photons. Second: initial photons above the �uorescence region, and therefore
intrinsically not considered as background, scatter in air or surrounding material and such
contribute to background in the signal region signi�cantly. This is strongly depending on
object size, material and photon energy used. Collimation techniques might reduce such
Compton background to a valuable extent, although even the best collimation includes a
signal reduction [69]. The scattering process for unpolarized photons is characterized by
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the primary photon energy E0 and the polar scatter angle θ. The change in photon energy
is described by

E =
E0

1 + E0/(mec2)(1− cosθ)
. (2.6)

This can be derived via momentum and energy conservation under the premise of an resting
initial electron. The energy loss of scattered photons is shown for relevant energies in �gure
2.9 for single scattering. Maximum loss occurs under 180◦ scattering. For calculating
maximum energy loss under N scatter events, 2.6 can be reformulated to:

EN =

[
1

E0

+N
2

mec2

]−1
(2.7)

Angular scatter probabilities are approximated by the Klein-Nishina formula which ignores
electron momentum [124],

dσ

dΩ
= 0.5r2e

E2

E2
0

(
E

E0

+
E0

E
− sin2(θ)

)
(2.8)

here the scale of the process is determined by the classical electron radius re ≈ 2.82 fm [125].
For small photon energies Compton scattering diverges from the Klein-Nishina formula
since initial electron momentum and thus Doppler broadening is not taken into account
here [126].
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Polarization does not change the absolute probability of scattering, but weights the spacial
orientation since the event now has a preferred direction. The azimuth angle φ described
by the plane of polarization and the scatter plane is included as a weighting factor:

dσ

dΩ
= 0.5r2e

E2

E2
0

(
E

E0

+
E0

E
− 2sin2(θ)cos(φ)2

)
, (2.9)

which now favors scattering perpendicular to the polarization plane of the photon [127].

Rayleigh Scattering

Scatter events without energy loss are called Rayleigh scattering [123]. Since no energy
loss occurs the process is generally not strictly relevant for XFI as it does not contribute to
background in the signal region. Nevertheless will it be a prominent feature in simulations
and experiments. The high Z depending nature of Rayleigh cross sections should be empha-
sized here, which Compton scattering does not display. This might cause Rayleigh peaks
in simulations to deviate from experimental results when examined probe composition is
not known precisely. Rayleigh scattering cross sections exceeds Compton cross sections at
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low energies, e.g. in water as shown in �gure 2.2, but decreases at energies above 20 keV
with λ−4.

2.2.6 Lambert beer
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Figure 2.12 � Element dependent Rayleigh scat-

ter cross sections. Low energies display strong

gradients from high to low Z elements. Data from

[114].

Photons traversing matter experience at-
tenuation due scatter and absorption pro-
cesses as stated above. The probability of
interaction for a single photon is described
by the energy dependent attenuation coef-
�cient (µ/ρ) given in [cm2/g], tabulated in
the NIST database [115]. With the mate-
rial density ρ and the length l to be tra-
versed, the attenuated photon intensity I

after traversing is calculated by the Lam-
bert Beer law

I = I0exp(−(µ/ρ)ρl), (2.10)

with the incident photon intensity I0

[128]. Usually total attenuation coe�cients
(µtot/ρ) are of interest, which includes scat-
tering and absorption processes of all kinds, but they also can be chosen for distinct pro-
cesses. These values show a strong dependency of the photon energy E, and the traversed
material, as shown in 2.13. The transmission factors of 1mm elemental material which
are often used for �lter or collimation purposes are displayed in 2.14. While light elements
mostly do not e�ect the photo transmission, heavier elements show severe attenuation on
medium energies of 20− 50 keV and still 1% transmission at 60 to 70 keV. The importance
of the sawtooth-shaped photo e�ect cross section can be seen here easily.
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2.3 X-ray Sources for XFI

Small, cheap and already in clinical use for decades, X-ray tubes drawbacks for XFI will be
laid out below, but special cases and examples are given, why they should not be abandoned
too hastily for XFI purposes.
General demands on the X-ray source are �rst: a high photon �ux, as this strongly limits
measurement time. Second: a relative small bandwidth ∆Ω. Relative, because a mono
energetic beam is not necessary, still it is demanded that most of the spectrum is above
tracers shell edges which should be excited. But not to far, since the absorption cross
section declines exponentially. Third: even though some XFI studies use fan[129] or cone
beams[130], they do so because a lack of pencil beams. If pencil beam scans are applied to
achieve high spacial resolution, as in this thesis, beams with low divergence, at least across
the object of interest, are required. And the beam diameter should be scalable from few
mm to tens of µm. This of course needs to be adjusted to the object of interest. Fourth:
a linear polarized beam helps to reduce Compton background by angular selection. This
is optional as target sizes increase since preferred scatter direction is lost after few scatter
events. Fifth: the main energy emitted should be tunable to allow for various di�erent Z
tracers and target geometries. The energy range in question ranges from 10 keV for small
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object to 100 keV or might exceed 100 keV if object size increases [69].
Ideally sources should be small and a�ordable, easy to maintain and to operate. The author
is aware of the fact that these criteria are hardly met all at once. Therefore two common
sources, mostly found in the XFI literature, and their characteristics are shortly described
here. A common �gure of merit for light source comparison is brilliance, photons per 0.1%
bandwidth per second per area per angular divergence [s mrad2 0.1%bw mm2]−1. This can
also be applied to the XFI sources, even though the bandwidth argument is not key here. If
a high brilliance sources is considered, it is important to examine which parameters boost
this value.

2.3.1 X-ray Tubes

Basic principle of X-ray tubes is the production of bremsstrahlung by acceleration of charge
[107]. Therefore electrons are emitted by a cathode, mostly a tungsten �lament, accelerated
in a potential and then dumped in a corresponding anode. The kinetic potential gained
in acceleration is relieved during deceleration as radiation, the X-rays. The deceleration
in the anode is of stochastic nature, the vicinity of nuclei and incident electron determine
the degree of de�ection and thus the energy of produced radiation. Thereby a broad X-ray
spectrum is obtained. If applied potential is surpassing anode absorption edges, character-
istic anode material �uorescence lines appear in emitted spectra [131]. The highest X-ray
energy here is limited by the applied potential used for acceleration. Many photons are
irradiated at lower energy, while high energy photons are comparatively sparse. Low energy
attenuation in anode material creates the shape of X-ray tubes spectra[132]. Uncollimated
radiation originating from the anode has a wide divergence depending mostly on the anode
geometry. This and the broad spectrum make X-ray tubes an unfortunate source for XFI
applications. X-ray tubes show brilliances of 105 to 1010 ph/(s mrad2 0.1%bw mm2).
Anyhow still remarkable results were published with benchtop sources [81]. Here tracer
elements are matched to anode �uorescence lines, as demonstrated in [133], with a multi-
layer mirror and liquid-metal-jet micro focus source [134] using indium-alloy (24.2 keV Kα)
molybdenum nano particles were exited.
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2.3.2 Synchrotrons

Synchrotron radiation is light emitted by accelerated charged particles. This phenomenon
was �rst noticed at a synchrotron facility, hence the name. Synchrotrons store high energy
particles, usually electrons, circulating with nearly the speed of light, bent by magnets to
the designed orbit. The emitted light, �rst a residual e�ect, was discovered in 1947 [135].
With progressing time and increasing interest in X-rays, accelerators were designed mainly
with the goal to produce synchrotron radiation. First generation sources included facilities
SURF at the national institute of standards and technology (NIST),Frascatti Laboratory
(Rome), INS-SOR (Tokyo) and deutsche elektronen-synchrotron (DESY) (Hamburg) and
many more [136]. In the 1980s the second generation synchrotrons founded tasks still of
interest today as protein crystallography, and shifted the viable light from infrared to X-
rays. The third generation around 1990 started to introduce undulators and wigglers to the
storage rings [137]. These are straight sections of periodically alternating magnetic �elds
by arrays of magnets forcing passing electrons on a sinusoidal path. These straight inser-
tion devices produce radiation magnitudes more intense compared to radiation emerging
from bending magnets. Those are the high intense hard X-ray sources today at modern
synchrotrons [138]. Synchrotron radiation from bending magnets has a continuous spec-
trum with critical energy Ec = (3γ2eB~)/(2me) peaking at 3Ec with the electron Lorentz
factor γ =

√
1− (v/c)

−1
, reduced Planck constant ~, electron charge and mass e and me

and the magnetic �eld B. The radiation opening angle is θ ≈ γ−1. The Lorentz factor
crucially determines synchrotron radiation characteristics. Today electrons in such light
sources gain γ values of a few 1000. PETRA III accelerates electrons to 6GeV, corre-
sponding to roughly γ=12000. Undulators allow for interference of produced synchrotron
radiation and therefore o�ers higher intensities and spectra with multiple distinct peaks,
the harmonics. The emitted on axis wavelength of the nth harmonic can be estimated
with λ = λu/(2nγ

2)(1 + K2/2) [139]. With the undulator period λu, the smallest dis-
tance in the undulator between two places of same polarity and the undulator parameter
K = eBλu/2πmec which usually exceeds 1 for wigglers and is below 1 in the undulator
case.
Monochromators are used at beamlines to select single harmonics and thus o�er quasi
monochromatic high intensity tunable beams. Attenuators and collimators than shape
beam pro�le and total �ux to the desired values.
PETRA III exceeds brilliances of 1021 ph/(s mrad2 0.1%bw mm2) at 5 to 10 keV photon
energy then decays to 1018 to 1019 at 100 keV [140][141]. A spectral resolution below 0.01%
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can be obtained, e.g. the P07 beamline reaches 7e-5 with channel cut[142].

2.4 Detectors

Spectral detection of X-rays from 1 to 150 keV is here performed with semiconductor detec-
tors. Standard materials are silicon for lower energies and Ge, cadmium telluride (CdTe),
cadmium zinc telluride (CdZnTe), gallium arsenide (GaAs) for higher energies, chips of a
few 100µm are widely used [143].
If energy E is deposited in the chip, electrons, negatively charged, and holes, positively
charged, are created in number proportional to E. Materials with larger band gaps require
more energy to lift electrons from the valence band to the conduction band and such cre-
ate less free charge carriers per energy deposition than materials with small band gaps.
Free charges are driven by the electric �eld in the depletion zone to opposing electrodes
and thereby are detected as current. Some phenomena limit the e�ciency of detection
or add features to recorded spectra which namely are: whole tailing and escape peaks in
CdTe chips [144][145][146] and incomplete charge deposition, limited quantum e�ciency
and limited resolution generally [143]. For light element detectors or high energy radiation
quantum e�ciency is an issue. Chips turn transparent if photon energies are comparable
high, see �gure 2.14. The other features will be discussed below in more detail. In total
theses features dictate the detector response function and thus the peak shape, but also
impose a non negligible background in wide ranges below prominent peaks. Sharp monoen-
ergetic peaks create step like features, while broad spectra superpose lower energies with a
smooth di�use background with no distinct features.
This is important for two reasons: �rst, to access the true number of �uorescence photons
in peak structures. Second to estimate background level in energy regions which should
not be reached by sheer Compton scattering in the phantom object.

Resolution

Assuming underlying Gaussian broadening processes, monoenergetic peaks are detected as
Gaussian with mean µ, width σ which is equivalent to the root mean square (RMS). Full
width half maximum values can be calculated with FWHM ≈ 2.3548σ. Principal limits
to RMS are set by the Fano factor, a material dependent ratio of the electron hole pair
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production variance over the electron hole pair yield [147]. This RMS limit Flim can be
estimated by the energy required to create an electron hole pair in the semi conductor Eh
and the Fano factor F .

Flim =
√
FEhE[keV ]. (2.11)

Fano factors F are slightly energy dependent, as shown in [148] for Si. None the less, the
change is minor therefore a constant factor can be assumed for the simulations without loss
of predictability. Fano factors used are: F= 0.115 for silicon and 0.1 for CdTe [148][149].
The energy required to create one electron hole pair Eh is not equal to the corresponding
band gap for indirect semi conductors, where additional phonon excitation is required, is
3.6 eV in Si and 4.43 eV in CdTe. Usually energy resolution is dominated by other factors,
depending on gain and chip quality and electrical noise. As such additionally to the Fano
factor a simple �tted constant is added to the noise such that RMS = Flim + Cfit, as in
[69].

Partial Events - Electron Escape

Interaction close to chip surface might lead to partial escapes of the induced electron charge
cloud. Also Auger electrons might leave the chip. These events occur especially for low
energy X-ray detection as they only show low chip penetration capabilities. Close to surface
interaction then is more probable. Such electron escape events manifest in a low energy
plateau reaching from the peak to zero [150][151].

Photon Escape

Photons leaving the detector chip partly or totally undetected can be distinguished in pri-
mary and secondary photons. Partial incomplete detection might occur if primary photons
scatter in the chip and leave without further interaction, the remaining Compton electron
then will be detected. Such events create plateaus in the detected spectrum from 0 keV to
a maximum energy equal to the maximum energy loss in a single Compton scatter event,
compare �gure 2.9. This is dependent on the initial photon energy and scatter angle,
therefore no sharp cut o�s are expected as mostly no singular lines are detected, but wide
spectra. As shown in �gure 2.9, photons of 80 keV create a plateau by such scatter events
up to 20 keV, while 60 keV the plateau reaches 11.41 keV.
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2.5 Data Processing and Statistics

Secondary photons are chip material �uorescence induced by primary radiation which es-
capes the chip. Such features are known as escape peaks located below the primary energy
E − EDF , with the detector �uorescence energy EDF . Especially heavy element chips
display this behavior since they are more prone to �uorescence, as shown in �gure 2.8.

Hole Tailing

This e�ect is prominent in compound semiconductor detectors and caused by low in chip
charge mobility causing reduced charge collection e�ciency [146][152]. If planar detec-
tors with uniform electric �led are regarded, the chips charge collection e�ciency can be
described by the Hecht equation:

CCE =
Q

Q0

=

[
λh
L

(
1− e−x/λh

)
+
λe
L

(
1− e−L−x

λe

)]
, (2.12)

with the distance x into the chip where energy deposition occurs, the total chip thickness
L and mean charge drift length λc = µcτcE. Which is a product of charge mobility µc,
lifetime τc and electric �eld E. In CdTe τhµh is typically a magnitude smaller than the
electron equivalent τeµe [144][152]. Values for the XR-100-CdTe detector are: λh = 0.8 cm
and λe = 13.2 cm [153]. If energy depositions occur close to the surface located cathode,
holds only travel small distances. Higher incident photon energies lead to further chip
penetration which causes the hole path to increase in length. Therefore charge loss due
to loss in hole current becomes signi�cant if the incident photon penetrates large parts
of the chip prior to absorption. Hole tailing manifests itself in CdTe detectors therefore
when irradiated with photons above 50 keV. Peaks then shape a tail towards lower energies
with a cuto� at a certain percentage of mean peak energy. This percentage is described by
Amptek to be 95%, but practical applications [69] and this work showed it to be less at
90%.

2.5 Data Processing and Statistics

Detectors sort detected photons in bins, usually 4096, according to their energy. The
bin width ∆E varies, depending on how the gain is set in the detector con�guration �les.

23



2 Theory

Detected signals with an amplitude S ideally follow a Gaussian distribution

f(x) = S exp

(
−(x− µ)2

2σ2

)
(2.13)

at the mean µ with its RMS σ mainly determined by detector e�ects. Sorted in bins, the
counts per Gaussian is GC = S

√
(2π)σ/∆E.

The processes described above usually contribute to a certain background which needs to be
distinguished from the signal. Detectability of a signal with height S can be quanti�ed by
how much it raises above the noise of background �uctuations. With Poissonian statistics

Pµs(k) =
µk

k!
e−k , (2.14)

the variance σ2 is given by µ, therefore the probability values �uctuate with
√
µ around

the expectation value µ. To estimate whether a peak with height S on a homogeneous
background, with the background height B = µ, is a signal or background �uctuation, the
signal to noise ratio

SNR = S/
√
B (2.15)

can be accessed. A signal to noise ratio (SNR) of three or higher usually is regarded as a
detectable signal [154], although this is disputable [155]. As the background often is not
a �at plateau but consists of a slope with additional background peaks, the background
height B over the signal range is di�cult to estimate. Further more does the SNR value
scale with the chosen bin width ∆E and is incoherent for di�erent kinds of data presentation
(∆E). Furthermore, the SNR level of 3 is debatable and not easily quanti�able. As such a
similar method to estimate the probability of signals raising by chance uses p-values and
signi�cances σ. Here not the height of background and signal is relevant, but the counts in
the signal SC peak and the counts in the according background BC region.

2.5.1 Hypothesis Testing and Statistical Signi�cances

A single sided hypothesis test is performed for each signal which states a probability that
a signal like feature rises by chance out of a background (null hypothesis) H0. Which
always should be: there is no signal present and the spectrum consist only of photons
driven by background processes. Key now is the calculation of signal counts SC and back-
ground counts BC in the range where a signal is expected. For a highly sensitive analysis
only detailed �tting, accounting for various background processes and using reasonable �t
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2.5 Data Processing and Statistics

functions, will produce correct results. Misinterpreting the spectrum and assuming a false
background function, is similar to supposing the wrong null hypothesis H0.
For the case, SC and BC were determined correctly and H0 is true, the assumption is
that CS is merely a statistical �uctuation of the background. The p-value quanti�es the
probability of such an event or even stronger �uctuations with

p =
∞∑

n≥CS+CB

(CB)n

n!
e−CB , (2.16)

if the underlying distribution is of Poissonian nature. P values tend to become small fast.
For easier handling, such values are transformed to signi�cance Z in standard deviations σ
of the normal distribution, which is 1.

Z = Φ−1(1− p) (2.17)

With the integrated standard distribution

Φ(x) =

∫ x

−∞

exp(−z2/2)dz√
(2π)

. (2.18)

If enough counts are acquired, 2.16 can be calculated using Gaussian distributions without
loss of accuracy. Z then is equal to CS/

√
CB. The here relevant hypothesis test are single

sided, in this case a signi�cance of 5 corresponds to a p value of 2.867e−5%, this is the
applied signi�cance level in particle physics marking a discovery. Here a less strict level of
Z = 3 is used to mark a detectable signal, with p = 0.135% and such allow a false positive
for 1 in a thousand.
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3 Methods

During experiments methods and practices are often recurring as well as later data analysis
techniques, experimental setups, detectors in use and frequented PETRA III beamlines.
Therefore a short overview concerning these methods is given here. Conducted experiments
generally can be described as synchrotron based pencil beam X-ray �uorescence imaging. As
synchrotron beams are �xed, targets are moved through the beam to enable 2D scanning.

3.1 Beamlines at PETRA III Synchrotron

The positron-elektron-tandem-ring-anlage III (PETRA III) synchrotron at DESY(Hamburg,
Germany) o�ers 22 experimental end stations for wide range of di�erent purposes. At three
of these beamlines experiments were conducted, these are the P11 beamline, P07 and the
P21 beamline.

P11 - Bio - Imaging and Di�raction Beamline

The P11-bio-imaging and di�raction beamline at PETRA III [156][157] is generally dedi-
cated to structural resolution of small scale biological samples. For parts of this thesis the
crystallography P11 endstation was used. It o�ers X-rays between 5.5 and 30 keV. Instead
of available nano focus, pin beams were applied, shaped to desired pro�les with pin holes.
Uncollimated �ux on target at 12 keV is 1.3x 1013ph/s [157]. Photons are polarized hori-
zontally. Targets were mounted an the single axis goniostat with horizontal spindle. The
beamline owned Hitachi Vortex-EM [158], see 3.3.1 for further description, was used during
the P11 experiment. This beamline is not suited for heavy element K-shell analysis. Nev-
ertheless heavy element L-shell or light element K-shell still is a viable option for smaller
targets.
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P07 High Energy Materials Science Beamline - Experimental Hutch 2

The P07 [142] experimental hutch 2 is the DESY administrated part of the HEMS beamline.
It is dedicated to general high energy applications and o�ers tunable energies from 50 to
200 keV of horizontally polarized photons with a maximum �ux on probe of 7 x 1011ph/s at
100 keV. Spot sizes can be varied between 1 x 1 mm2 and 2 x 30 µm2.
A HUBER di�ractometer designed for a load of up to 200 kg, as in [159], can be used to set
up highly individualized end stations. For example the one described in 3.2. Flux reduction
can be achieved by inserting iron absorber into the beam with units of 3mm thickness.

P21.1 Beamline

Similar to the P07 this beamline provides high energy linear horizontally polarized photons.
Available energies are 52, 85 and 100 keV with a maximum �ux on probe of 2x 1011ph/s
with a 1 x 1 mm2 spot size which can be decreased with slits. As the P07 a heavy load
HUBER di�ractometer is available to mount experimental setups [160].

3.2 Experimental Stage

Experiments require well known setups otherwise they su�er from lack of reproducibility
and results will deviate from simulations. Therefore an alignment of the whole experiment
to the X-ray source as well as good aligned components of the experiment towards each
other are key. The components usually are the target itself, one or multiple detectors and
eventually collimators. To ensure this and enable quickly installed experimental setups on
HUBER di�ractometers present at P07 and P21.1 experimental hutches.
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3.2 Experimental Stage

Figure 3.1 � Experimental stage designed for synchrotron based XFI experiments with two axis

probe translation ability. Radially extending threaded holes allow for detector placement under

various angles in 5◦ steps. Here shown is an Amptek detector with housing. Detectors are mounted

on rails to allow for precise radial movement.
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The stage build for this purpose consists of an aluminum base plate, 1.5 cm thick with a
80 x 90 cm2 area, a 10 cm diameter hole in its center ensures vertical mobility for probes
needing a long traverse path in this direction. With a stainless steel inlet the center hole
can be closed. Radially from the center extend multiple M6 threaded drill holes in 5 ◦

steps. Here detectors and collimators can be mounted with high precision. If distance
between parts need �exibility, rails can be used to preserve angular orientations during
radial movement. Such movement could in principle be motorized and now is. With four
aluminum pillars the plate is mounted on the HUBER stage.
The X-ray pin beam should cross 8 cm above the aluminum plate and split it in halve
such that scattering on target occurs symmetrically into both sides. Detector windows are
horizontally aligned to the beam. For target scanning purposes, movement through the
beam needs to be provided while detectors and stage stay �xed. Two 30 cm Misumi linear
axes, cross mounted on Rose-Krieger-Pro�les, enables such scanning. Usually this plane is
chosen perpendicular to the beam, covering the y (vertical) and x (horizontal) axis. With
adjustments of the Rose-Krieger-Pro�les the plane of motion can be moved to achieve an
angle of 45 ◦ to the incident photon beam. Such a setup can be utilized if long probes need
to be scanned horizontally and detectors need to be placed in 90◦.

3.2.1 Stage Adjustment

Figure 3.2 � Beam needles for stage alignment. Left: the two needles. Center: Conical tip of one

needle. Right: Forward X-ray camera, tip shadows should overlap completely indicating correct

aligned stage. Here two distinct shapes are visible.

The HUBER Di�ractometer, present at the beamlines P07 and P21.1 allows for x,y and
z translation and phi (± 180 ◦) and theta (± 5 ◦) rotation. After mounting the stage on
it, it is adjusted such that the X-ray beam is parallel to the main experimental plate and
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8 cm above it. To ensure an angular o�set close to zero, two beam needles, positioned at
center front and center back of the stage, can be used as means of setting the stage in
correct position. Their tip height is 8 cm above the aluminum plate. These needles are
shown in �gure 3.2. A forward X-ray camera is necessary to monitor their shadows, here
in use is the X-ray eye [161]. The stage is positioned such that both needles interject the
beam path at same height. If misaligned the forward camera displays two distinct needle
tips. A horizontal o�set needs to be corrected by rotation, a vertical one by tilting. Two
completely overlapping shadows indicate good alignment, compare �gure 3.2 (right).

3.3 Detectors

Three di�erent detectors were used of which the Amptek XR-100T-CdTe and the 70 mm2

FAST SDD are owned by our group, while the Hitachi Vortex-EM was available at the P11
beamline.

Figure 3.3 � Left: Quantum e�ciencies of di�erent detector chips thicknesses. Silicon and Cad-

mium telluride are compared for chip thicknesses of 1, 0.5 and 0.1mm. Right: Image of the

Amptek CR-100T-CdTe detector with external digital pulse processor unit, picture taken from

[153].

3.3.1 Hitachi Vortex-EM

The Hitachi Vortex-EM [158], 50mm2, 0.5mm thickness detector was used only during
experiments at the P11 beamline. The Si chip reaches energy resolutions of 138 to 180 eV
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(FWHM) at 5.9 keV. Since the absorption curve of Si decreases drastically above 20 keV,
its use is limited to light element K-Shell analysis or heavy element L-Shell XFI.

3.3.2 Amptek XR-100T-CdTe

The Amptek XR-100T-CdTe [153] is an high energy X-ray detector providing an rectangular
5x5x1mm3 CdTe chip shielded with 100µm Be window. This model is shown in �gure 3.3
with the external digital pulse processing unit. The 1mm thickness o�ers highest quantum
e�ciencies for heavy element �uorescence imaging. During operation the chip is cooled by a
thermo electrical cooling element. The detector is powered by the external PX5-box which
also performs pulse processing. Amptek claims RMS values of 225.1 eV at 14.4 keV and
361 eV at 122 keV, determined with a 57Co source. These values might deviate depending
on speci�c detector settings. Cadmium telluride is more prone to escape peaks due to
its high Z values, 48 (Cd) and 53 (Te), compared to 14 (Si). Photo e�ect is more likely
to occur, as described in section 2.2.1 which reliefs its energy with higher probability to
�uorescence, compare Auger and �uorescence yields in �g 2.8. As such photo escapes
events, as described in section 2.4 need to be taken into account. Relevant �uorescence
lines are listed in the tables below.

Cd Line eV rel Int
Kα1 23173.6 100
Kα2 22984.1 53
Kβ1 26095.5 17

Figure 3.4 � Cd �uorescence lines and relative

intensities. Data taken from X-ray Data Book-

let [113]

Te Line eV rel Int
Kα1 27472.3 100
Kα2 27201.7 54
Kβ1 30995.7 18

Figure 3.5 � Te �uorescence lines and relative

intensities. Data taken from X-ray Data Book-

let [113]

3.4 Histograms, Fits and Data Analysis

Histograms are the main method of presenting measured and simulated spectral data.
Herein background needs to be separated from XFI signals via �ts.
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3.4.1 Fit Functions and Background

Statistical analysis and �ts are generally performed using the ROOT framework. For �tting
the minimum χ2 method from this framework is applied.

Peak Signals

Peaks need to be �tted di�erently as di�erent behaviors emerge depending on photon energy
and detector in use. Simplest shape approach is the Gaussian function:

P0(x) = A exp

(
−(x− Ep)2

2(σ)2

)
(3.1)

with the peak height A, its RMS σ and mean energy Ep. This peak shape is generally
visible if Si detectors are used, energies are relatively low, up to 35 keV, or peak intensities
are minor such that small features vanish in noise. Then this function can be used.
If medium energies and a CdTe detector is used, small hole tailing e�ects are noticeable
leading to an asymmetric peak with tailing towards lower energies. This can be modeled
with an additional exponential function which terminates at the peak energy Ep due to an
error function:

P1(x) = A

[
exp

(
−(x− Ep)2

2σ2

)
+ erfc

(
x− Ep√

2σ
+

σ√
2β

)
exp

(
x− Ep
β

)]
. (3.2)

Here one additional parameter β is needed, which is found by �tting experimental data.
High energy peaks can only sensibly be detected with a CdTe chip. All hole tailing features
need to be taken into account here. The Hypermet function can be applied to �t such
peaks, they show a shoulder additional to the low energy tail. Hypermet functions are not
consistently de�ned but the function as de�ned in [69] can be applied for the case of high
energy intense peaks detected with CdTe. The noise term which can be found in [69] is
neglected here.

P2(x) = G(x) +D(x) +H(x) (3.3)

G(x) = A exp

(
−(x− Ep)2

2(σ)2

)
(3.4)

D(x) = AB exp

(
x− Ep
β

)
1

2
erfc

(
x− Ep√

2σ
+

σ√
2β

)
(3.5)

H(x) = AH

[
1 + erf

(
x− kpEp

kw

)]
1

2
erfc

(
x− Ep√

2σ

)
(3.6)
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With the underlying Gauss peak G(x), an exponential tail D(x), and an additional box
shaped plateau H(x) with height AH . Parameters kw and kp should be determined by
�tting experimental data.
A �uorescence spectrum consists of multiple peaks per element. The relative peak intensity
ap is well known and can be found in the X-ray Data Booklet [113]. Therefore a probe with
kmax elements and pmax lines is described by

F (x) =
kmax∑
k=0

Ik

(
pmax∑
p=1

apPi(x)

)
, (3.7)

with the absolute elemental intensities Ik and i, determining which kind of peak function
is used.

Background Fit

The background �ts do highly depend on the scenario. Generally polynomials of 4th to 6th
degree can be used for background modeling. If the relevant energy range is on the slope
of a peak or higher Compton scatter orders, an exponential added to the polynomial yields
good results. Of course, special e�ects as background �uorescence peaks of surrounding
materials, escape peaks or similar detector intrinsic behavior needs to be taken into account.
Since this approach is more speci�c, background functions will be shown in the experimental
discussion.

3.4.2 Histogram Preparation

Scaling Experimental Data

Depending on its purpose, experimental data should be corrected di�erently. First: signif-
icance determination should be performed with raw data. Or if scaled data are used, the
signi�cance should be calculated with Z = ZS/

√
a with the scaling factor a and ZS the

signi�cance determined with scaled data. If �ts are applied to calculate the number of pho-
tons, the integrated area needs to be divided by the bin width ∆E. It is generally useful to
scale data per bin width. Second: for comparative reasons: experimental setups need to be
compared even though they di�er in substantial setup properties like the number of incident
photons, detectors in use, time of measurement, di�erent absorber numbers or materials.
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To compare setups mostly independent from the detectors and beamline properties, the
essential question is: how many �uorescence photons and background photons per incident
photon under a certain angle can be expected. This can be approximated by correcting
the histograms by most experimental setup properties. Which are: measurement time t,
incident �ux F0, absorber transmission Ta, detector dead time τ , detector chip e�ciency
eD, detector solid angle ΩD (for larger asymmetric phantoms or large area detectors, this
parameter might cause categorical problems) and bin width ∆E. Solid angle corrections
are more easily applied, if active detector chip area AA and chip distance to beam DC is
accounted for. The scaling factor then is calculated:

a =
D2
C

tF0AATaeD∆E(1− τ)
. (3.8)

Solid angle corrections should not be used for extrapolations from small solid angles to 4π,
as background is not isotropic especially not for polarized photons. As such the correction
for ΩD always needs to be considered as a local variable which loses predictive value the
farther the deviation from an experimental setup is.

3.5 Photon Flux Estimation and Mass Reconstruction

The photon �ux on target is a key factor in XFI. Not only limits it detectable tracer amount
but also renders detectors unusable if exposed to a �ux too high. A well known �ux is
necessary as reconstructed tracer masses are direct proportional to it and uncertainties in
�ux will directly translate in tracer mass uncertainty.

3.5.1 Photon Flux I0

Synchrotron beamlines operate unattenuated at a photon �ux in the order of 1e10 to 1e13
ph/s. Flux measurements usually are performed with a highly attenuated beam, 3 to
5 magnitudes, then corrected for applied absorbers [162]. This becomes problematic if
attenuation coe�cients of absorber materials are not as expected, e.g. if absorbers do
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not consist of pure iron, as assumed or absorber thickness is not as precise as expected.
Even small misalignments of absorber units can have strong impact on �ux measurements
performed this way.
The �ux therefore should be measured how it is used, attenuated if needed, not if the
unattenuated beam is used. Devices for measuring photon �uxes at 1e8 to 1e13 ph/s in
an energy range from 10 to 120 keV are calorimeters, ionization chambers or pin diodes as
listed in [162]. The power of the X-ray beam is mostly to small to be measured with high
accuracy via calorimetry, ionization chambers usually require much space and pin diodes
good calibration.

x

y

distant detector

photon  beam

E0

EF

Figure 3.6 � Incident pho-

ton beam with energy E0

excites �uorescence with EF

along the beam path through

the target (x-direction cyan

color). Fluorescence in detec-

tor direction experiences dif-

ferent attenuation in the tar-

get as di�erent path lengths

in y-direction need to be over-

come (red arrows).

A reverse application of �uorescence can be applied to es-
timate the �ux, equations from section 2.2 are used. This
method is simple and similar to other experiments performed
during this thesis. A de�ned sputtered layer of elemental gold
or similar materials in thickness of a few nm, here 20± 2 nm
Au on a 1mm thick Si substrate was used. The �ux I0 then
can be estimated to the sputter target precision:

I0 =
NF4πAb

ΩmtT (1− τ)Deff

(µ/ρ)−1F , (3.9)

with the number NF of detected �uorescence photons of line
F, the detector covered solid angle Ω, detector e�ciency Deff ,
the beam area Ab the tracer mass m contained in target emit-
ting �uorescence line F , and the cross section (µ/ρ)F for this
line at beam energy. Dead time τ , measurement time t, and
absorber transmission T , correction need to be applied here
to estimate the true count rate.
The attenuation factor T is calculated for the attenuation
of the primary beam and the excited �uorescence photons,
shown in �gure 3.6, as follows:

T =

(
µ

ρ

)
F

ρ

∫ L

0

exp

(
−
(
µ

ρ

)
tot

(E0) ρx

)
exp

(
−
(
µ

ρ

)
tot

(EF ) ρ y(x)

)
dx. (3.10)

The intersection of target and beam is of length L, the total absorption coe�cients for the
incident energy E0 and the �uorescence energy EF are used to calculate the transmission
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factors in material with density ρ. The path length in the target material which needs to
be traversed by a �uorescence photon is y(x), with place of �uorescence origin x, compare
�gure 3.6.
Equation 3.10 follows from the di�erential approach of production and transmission of
�uorescence and incident beam in a thicker target.

3.5.2 Tracer Mass Reconstruction

The on target photon �ux is necessary to estimate the applied dose, which might be med-
ically relevant. If this is not an issue, since dead or otherwise dose irrelevant targets
are examined, the hassle of determining experiment setup parameters in equation 3.9 can
be skipped. This also excludes potential sources of errors. Detector target distance and
thereby Ω and Ab often are kept constant during an experiment. In this case the tracer
mass m can be deduced from a reference measurement with equation 3.9:

m = mREF
F

FREF

(1− τREF )

(1− τ)

TREF
Tin

.
tREF
t

, (3.11)

for detected �uorescence counts F, transmission factors T concerning incident beam attenu-
ation, measurement time t and dead time τ . "REF" variables are referring to the reference
measurement. Uncertainties for t and Tin are assumed to be negligible and incident photon
�ux to be constant. This leaves the reconstructed mass uncertainty ∆m mainly dominated
by reference target precision and �t accuracy.

∆m =

[
(∆mREF

m

mREF

)2 + (∆F
m

FAu
)2 + (∆FREF

−m
FREF

)2
]1/2

(3.12)

Without a reference measurement, the �ux needs to be known. Then formula 3.9 can be
applied to tracer mass m and tracer cross section (µ/ρ) with known I0 to determine the
tracer mass irradiated by I0.

3.5.3 Limits and Extrapolations

Assuming the signi�cance scales linearly with signal photons TS and with the inverse square
root of the background photons TB, to account for parameter variability in measurement
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time t and phantom depending transmission T, the signi�cance Z can be corrected with
the following relation:

Z = m
√
f0 t Trans(1− τ)

σSig TS√
σBTB

EDet = m
√
f0 t Trans(1− τ)A. (3.13)

If experimental conditions are constant over measurement time t, signi�cance only depends
on the tracer massm. Otherwise changes in the incident photon �ux f0, transmission �lters,
Trans, dead time τ and detector other e�ects EDet as well as changes in target shape or
cross sections for signal and background photon creation, σSig and σB, which are summed
up in A, in�uence Z. A fundamentally describes how sensitive an experimental setup is.
Therefore to compare XFI experiments, plots of Z/m over

√
teff =

√
f0tTrams(1− τ) are

useful.
Z

m
= A

√
teff (3.14)

The general detection limit for experiments with a similar setup can be estimated with
3.14.

3.6 Geant4 Simulation

Experiments are the fundamental basis on which physics is performed. But today enough
knowledge of fundamental processes in the realm of particle physics is collected over wide
range of energies and for all kinds of particles and interaction forces. With a combination
of analytical calculations and tabulated values, the GEANT4 toolkit [102][103][104] enables
its user to simulate particle matter interaction from few eV to TeV energies based on Monte
Carlo methods. It is used for simulating medical applications, neutrino experiments or the
design of the latest large scale particle experiment. Similar to the nature of underlying
processes, GEANT4 uses random values to calculate interaction probabilities, hence the
name "Monte Carlo tool".
Simulations of XFI use photon energies from a few keV to 500 keV, the physics model
"low energy electromagnetic physics - Polarized Livermore" was used for photon matter
interaction which covers physics from 250 eV to 100GeV. Line broadening due to charge
transport losses are not considered in the GEANT4 simulations. Therefore detected photon
energies are distributed according to a Gaussian with experimental determined RMS values
and simulated mean energy.
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Estimated Detector Resolution in GEANT4

RMS values always depend on detector settings as well as chip condition. Radiation dam-
age for example might worsen the detector resolution signi�cantly. As such only rough
estimates of the RMS values for the detectors in use are sensible. To estimate RMS values
for the CdTe detector described in 3.3.2, this formula derived from the information given by
Amptek and 2.4 will be used: σ(E[eV ]) =

√
0.443 eV E[eV ] + 132.1 eV . The Si detectors

RMS values in ?? are estimated with σ(E[eV ]) =
√

0.414 eV E[eV ] + 10 eV .
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4 Fluorescence Yield Estimations with

Consideration of Background E�ects

Planing experiments, knowledge of ideal or best possible parameters is required for suc-
ceeding. In XFI the question of accessible �uorescence yield is key. Therefore this �gure
is explored in the following taking all stable elements into account, allowing for cadmium
telluride or silicon detectors and for incident beam energies of up to 100 keV.

Estimating the in object �uorescence yield F , simple approaches are promising to calculate
correct magnitudes of �uorescence photons expected in an experiment. Despite the follow-
ing harsh simpli�cations, these calculations are useful. Simpli�cations are: the phantom
object is a water sphere (ρH2O = 1 g/cm3) with radius r, irradiated with a mono energetic
photon pencil beam with radius rb = 0.5mm. Centered in the phantom, tracer material
is assumed to be spread in a sphere with beam radius. To obtain comparable numbers
between di�erent elements the amount of �uorescence tracer is set to 1 µg, maintaining
constant density but varying particle numbers across the elements. The incident X-ray
beam with energy E0 irradiating the whole tracer sphere triggers �uorescence events. Per
incident photon, F �uorescence photons of the addressed shell with the energy EF can be
detected outside the water ball in 4π. Transmission in and out is assumed to be dictated
only by the water spheres radius and not a�ected by the tracer itself. Transmission factors
are calculated with the Lambert Beers law, and �uorescence production is estimated with
cross sections (µF/ρ), as described in 2.3:

F (E0, Z) = e(−rµtot(E0))
(µF/ρ)1[µg]

πr2b
e(−rµtot(EF ))Deff . (4.1)

The yield is corrected with Deff for Si and CdTe detector quantum e�ciency, each with
a chip thickness of 1mm. The xraylib was used as a tool to obtain cross sections of these
processes [114]. Not only the total �uorescence yield of such a setup is of interest, also a

41



4 Fluorescence Yield Estimations with Consideration of Background E�ects

hurdle need to be avoided. Which is the background, shaped mainly by Compton scattering
and detector response. In the following, areas in which the particular �uorescence peak is
expected to be in Compton regions, are marked. If �uorescence line energy EF lies below
unscattered incident photon energy and above 180◦ scattered photon incident energy, this
condition is marked as Compton one, C1, background. Similar for Compton order two, C2,
with the lower boundary being not single 180◦ scattering but twofold 180◦ scattering. Here
it is disregarded that Compton scattering, more so for polarized beams, is not isotropic.
Thus here marked regions are problematic, if the total solid angle is used.

In practice detector placement and angular selection always makes it possible to avoid a
sharp C1 peak in the �uorescence region. Whereas higher Compton scatter orders increas-
ingly become di�use and thereby can not simply be evaded by angular selection. Anyhow,
since C1 events can occur along the hole intersection between phantom and beam, angular
selection becomes less e�ective to avoid C1 as the range for Compton angles grows with
phantom size. Such e�ects are neither simply estimated nor easily graphically presented.
Therefore these e�ects are ignored here for reasons of simplicity. The approach of us-
ing minimum and maximum energy loss per scatter event without additional information
was taken. Further in depth background analysis will be shown in later chapters using
GEANT4 simulations. Additional to Compton scattering detector escape events can not
be neglected. This is especially true for CdTe detectors. The major �uorescence transitions
were evaluated. Lα1, Kα1 and Kβ1 were chosen covering a wide energy range, while Kα2

and Lα2 can be estimated with the corresponding Kα1 or Lα1 line.

4.1 L-shell - Lα1 Line

The Lα1 lines are minor in energy, limiting their use to very small objects. Even for Z = 100,
the Lα1 line energy does not reach 20 keV as shown in �gure 2.4. An advantage over other
shells lies in the comparable high cross sections, see �gure 2.5 and favorable background
behavior. Compton scattering at low energies is not e�ective enough to bridge the gap
between necessary incident energy at the L edge and the Lα1 �uorescence energy which
would be required to contribute signi�cantly to Compton background in the �uorescence
region. Energy loss per scatter event is shown 2.9.
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Figure 4.1 � E�ective Lα1 4π �uorescence yield in a 0.1 cm (left) and 1 cm (right) radius water

sphere depending on the incident energy E0 and the 1e−6 g tracer chosen with elementary number
Z. Upper calculations assume a silicon detector, lower a CdTe detector. For each a 1mm chip was

assumed. Silicon shows no relevant escape e�ects, while in CdTe some I0 - Z combinations are

prone to background due to escape events in the �uorescence region. Highest yield are generally

obtained closest to the absorbtion edge. In 0.1 cm phantom 1e-3 �uorescence photons per incident

photon are detectable, while Z=80 yields three magnitudes less for the 1 cm phantom.

As such in the L regime, Compton scattering is no source of direct background. A further
advantage of L regime is the possible use of a silicon detector with mostly full e�ciency,
compare �gure 3.3. With 1e-6 g tracer, yields are shown in �gure 4.1. Maximum �uores-
cence obtained in the smallest phantom, 1mm radius, is above 1e-3 per incident photon.
But only for tracer elements with Z≥78. Optimal incident energy E0 is found close to the
corresponding edge. With decreasing Z the total yield is reduced to 1e-4 for Z=65 and
further to 1e-5 at Z=60. Then it drops drastically over 6 magnitudes from Z=60 to Z=50.
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4 Fluorescence Yield Estimations with Consideration of Background E�ects

While it is most important to chose E0 close to the absorption edge, to obtain the highest
yields, lower Zs are less punishing in the choice of E0. But already at phantom size of 1 cm
radius, yields at Z=80 are roughly 1e-6 �uorescence photons, rendering this shell mostly
useless for objects of this size or larger. If instead of a silicon detector CdTe is used for Lα1
shells, additional escape regions have to be obeyed. However, they exclude a region where
operation should be rejected because of low yield anyway.
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Figure 4.2 � E�ective Kα1 4π �uorescence yield in a 0.1 cm (left) and 1 cm (right) radius water

sphere depending on the incident energy E0 and the 1e-6 g tracer chosen with elementary number

Z. Upper calculations assume a silicon detector, lower a CdTe detector, for each a 1mm chip was

assumed. Silicon shows no relevant escape e�ects, while CdTe some I0 Z combinations are prone to

background due to escape events in the �uorescence region. Highest yields are generally obtained

closest to the absorbtion edge. In 0.1 cm phantom 1e-3 �uorescence photons per incident photon

are detectable, while Z=40 yields one magnitudes less for the 1 cm phantom.
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4.2 K-shell - Kα1 Line

4.2 K-shell - Kα1 Line

Larger objects require K shell use, implying radius > 1 cm. Now while L shell yields limit
the choice of elements to the most heavy ones, K shell �uorescence is far less selective in
the choice of Z. Therefore a wide range of possible elements can be chosen without severe
yield losses. Comparing again yields in 0.1 cm and 1 cm phantom radii, more than 1e − 3

�uorescence photons can be expected for the smallest phantom, similar to the best case of
L shell yields, but at lower Z. Here elements between Z = 30 and 50 display the highest
yield. The 1 cm phantom reduces the yield by a magnitude and shifts the best suited ele-
ments to higher Z of 40 to 60. With the silicon detector again escape e�ects do not a�ect
background su�ciently and at the here prioritized incident energies E0 of 15 to 30 keV for
the smallest phantom and 20 to 40 keV for the 1 cm phantom, Compton scattering mostly
can be neglected. Only high Z elements with energies chosen close to the absorption edge
show an overlap of �uorescence energy and Compton background. With the background
consisting mainly of C2. Silicon as detector material limits the elements to mid range Z as
its quantum e�ciency drops drastically with increased �uorescence line energy.
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Figure 4.3 � E�ective Kβ1 4π �uorescence yield in a 0.1 cm (left) and 1 cm (right) radius water

sphere depending on the incident energy E0 and the 1e−6 g tracer chosen with elementary number
Z. A 1mm CdTe detector chip was assumed. Highest yield are generally obtained closest to the

absorbtion edge. In 0.1 cm phantom more than 1e-4 �uorescence photons per incident photon

are detectable with an optimum at Z=40 with according incident energy of 20 keV. For the 1 cm

phantom, generally one magnitude less is expected, but at Z=50 and E0 = 40 keV also 1e-4 photon

can be obtained.
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4 Fluorescence Yield Estimations with Consideration of Background E�ects

Cadmium telluride detectors on the other hand maintain highest e�ciency at high photon
energies, as shown in 3.3. Thereby making this material best suited for high energy �u-
orescence. Compared to silicon the yield e�ciency is vastly extended to higher incident
energies E0 and also higher Z. Anyhow these gained possibilities are limited by regions of
escape events or Compton scattering. Kα1 �uorescence with Z>65 either is superposed by
Compton background or, if higher incident energies are chosen, with escape events. Thus in
experiments in this range a substantial background has to be expected. Better parameters
can be chosen without large losses in yield. Z values between 40 and 65 still show a yield
of more than 1e-4 photons. Possible background free incident energies range from 20 to
40 keV. Increasing Z put stronger limitations on the incident energy and requires larger
deviation from the absorption edge to avoid Compton background. The situation for Kβ1

is worse as it is one of the �uorescence lines of highest energy.

4.3 Parameter Choice for Small Object XFI

For small objects with radii of roughly 1mm, the largest range of possibilities is o�ered by
the Kα1 shell using a CdTe detector, even though Lα1 reaches similar highest yields but is
strongly limited to heaviest elements such as gold. More than 1e-3 �uorescence photons
per incident photon can be expected in 4π. K-shell use allows elements from Z=30 up
to 60, depending on the detector choice. Silicon prefers smaller Z as its e�ciency shrinks
drastically above a certain energy, see �gure 3.3. CdTe use o�ers a slightly higher range of
element choice but demands incident energy close to the absorption edge since otherwise
detector escape peaks might create background in the �uorescence region. Further high Z,
high incident energy K shell XFI is prone to Compton background of �rst or second degree
which limits sensitivity. This is why Z<60 is recommended for small object XFI. Kβ1

generally is comparable to Kα1 with slightly less yield and more in�uence of the Compton
regions due to the high energy of the Kβ line. In objects with r=1 cm the Lα1 yield, 5e-5
photons in 4π, is drastically reduced compared to the r=0.1 cm case,yielding 1e-3 in 4π

at Z=80. The K-shell lines are less strongly in�uenced by the phantom size due to less
high energy �uorescence absorption. Absorption di�erences between r=0.1 cm and r=1 cm
phantoms are minor compared to the L-shell case. Generally the here regarded Compton
in�uence regions are corresponding to 4π. Using small detectors, Compton scattering of
�rst order can always be avoided choosing the right detector placement angle.
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5 Small Object Background Simulations

Studies

Studies of XFI e�ciency stretches over multiple variables which are: phantom shape, phan-
tom size, detector type, detector position, incident photon energy or spectrum, XFI tracer,
in phantom tracer position, tracer concentration and use of collimation devices [69]. Fully
covering these dimensions poses strong demands on the limits of available computing power.
Therefore general simulations were performed with spherical phantoms similar to assump-
tions made in 4, to study angle depending scattering of polarized radiation. First global
background emerging from a spherical phantom to 4π is examined in spectral shape, quan-
tity and angular orientation. This is relevant for large detectors or to �nd best suited angles
for small detector placement. Detector positions and their expected spectra will be shown
in detail after the 4π analysis.

5.1 4π Phantom - Radius - Energy - Variation

The parameters chosen to be varied are. First: phantom radius, from 1mm to 50mm
[1,2,5,10,20,30,40,50]. Second: the incident energy was chosen to range from 5 to 110 keV
[5,10,20,30,40,50,60,70,80,90,100,110]. Above 110 keV cross section losses are too large com-
pared to higher transmission probabilities or not sensible due to detector e�ects as shown
earlier in chapter 4. While Compton scattering leaves certain low energy spectral regions
untouched, even with Doppler broadening [126], other are prone to Compton scattering.
GEANT4 simulations are best suited to show such background distributions. Here angular
distribution as well as Compton order, indicating how many Compton processes occurred
for individual photons before detection, can be retrieved. Simulated geometry is a water

47



5 Small Object Background Simulations Studies

sphere with radius r enclosed by a spherical ideal detector, inner radius 1m. Internal de-
tector e�ects are ignored as they di�er by detector choice. The forward beam direction is
excluded since here primary incident beam would be detected. Excluded area is spherical
with a diameter of 1mm, in following plots this is at cos(θ)=1. Simulation parameters
were: 1e8 horizontally polarized mono energetic incident photons in pencil beam pro�le
with 1mm radius.

5.1.1 Global Compton Background - Shape and Order

An important question of �uorescence imaging is: do Compton scattered photons reach the
energy range of chosen �uorescence lines and in what quantity? Background in�uences the
signi�cance of expected �uorescence signals and more generally limits detector operation.
Especially dead time needs to be kept low. Therefore detectors need to be placed where low
background is expected or detector chip e�ciency is negligible in the relevant background
region. Silicon detectors therefore can tolerate high background count rate in high energy
regions while CdTe detectors would be highly ine�cient due to high count rate in such
scenarios. Parameters dominating Compton scattering are the incident photon energy, as
shown in 2.2.5 and phantom size by increasing possibilities for scatter events. Compton
spectra from di�erent phantom sizes, r=1, 10 and 50mm, and incident energies E0 of 10, 50
and 100 keV are shown in �gure 5.1. Di�erent scatter processes are color coded, Rayleigh
scattering brown, C1 cyan, C2 yellow, C3 to C5 in di�erent greens, further Compton scat-
tering and other processes, e.g. bremsstrahlung, are �lled with white enclosed by a blue
line. Rayleigh scattering is recoded only if no other events occurred. If a photon is Rayleigh
scattered and after words experiences Compton scattering, it is displayed as belonging to
�rst order Compton scattered photons. Other processes are handled similarly.
Y axis is kept the same for all cases and shows the detected background photons per inci-
dent photon and per bin width ∆E.

Quality: Smallest phantoms with radii of 1mm only provide marginal opportunities to
scatter from. Here mostly coherent scattering, C1 and C2 can be expected for all energies
up to 100 keV. The maximum energy loss per scatter event as in 2.6 yields 71.9 keV for
100 keV incident energy, 41.8 keV for 50 keV E0 and 18.55 keV for 20 keV.
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Figure 5.1 � Compton scatter spectra simulated with GEANT4 for a water sphere with radius

1mm (upper row), 10mm (middle row) and 50mm (lower row) , incident energy is 20 kev (left),

50 keV (middle) and 100 keV (right). Displayed are scattered photon spectra originating from

the phantom. By color process and multitude of scatter processes before detection are shown.

Rayleigh scattering brown, single Compton scattering (C1) cyan, double Compton (C2) yellow,

and further Compton scattering up to C5 di�erent greens. Other processes and higher Compton

orders are displayed in white. Forward beam direction (cos(θ)=1) is excluded.

These can be seen in the spectra as low energy peaks of C1. Further C1 to lower energies
can be explained with the applied detector resolution and Doppler broadening [126] which
is simulated in GEANT4 but not taken into account in 2.6. Therefore simulations show
additional tails to lower energies. The scatter events under highest angle (180 ◦) are favored
as shown in formula 2.9 as well as small angle scattering. The 90 ◦ suppression explains the
valley between small angle and 180 ◦ scattered photon in C1 which is present for all cases
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in �gure 5.1. Higher Compton orders increasingly lose this feature and become isotropic.
Minimum energies of higher Compton orders without Doppler broadening simply can be
calculated with equation 2.7.

Quantity: Figure 5.2 displays the over all quantity of detected Compton orders per
incident photon. Low energies show generally little amount of scattering for all phantom
sizes. This e�ect is caused by the low Compton cross section at 5 and 10 keV, compare �gure
2.11, and low transmission probabilities of scattered photons through the water phantom.
After the rise on Compton counts at low energies, the individual Compton orders plateau,
eventually declining minimally.
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Figure 5.2 � Background counts per incident photon expected in 4π depending on the phantom

radius, upper left 1mm to bottom right: 50mm. Energy was varied from 5 to 110 keV, photons

were polarized horizontally. Data were obtained with GEANT4 simulations using a mono energetic

pencil beam with radius 0.5mm. Uncertainties are mostly smaller than marker size. Forward beam

direction (cos(θ)=1) is excluded.
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Figure 5.3 � Final plateau hight at 100 keV as

shown in �gure 5.2.

Rayleigh scattering is peaking at low ener-
gies, higher for larger phantoms, then de-
clines exponentially as probability for sec-
ondary Compton interaction rises with en-
ergy or phantom size. For small phantoms
and lower energies it is comparable in mag-
nitude to C1. In large phantoms at high
energies pure Rayleigh scattering becomes
increasingly unimportant.
Category other is dominated in small phan-
toms by bremsstrahlung while larger phan-
toms higher Compton orders determine its
shape.

5.1.2 Global Compton Background - Angular Distribution

Good detector placement reduces Compton background in�uence signi�cantly. The fol-
lowing maps of the whole solid angle show spatially background distribution for di�erent
phantom sizes. One pixel corresponds to 1e-4 Ω. Black lines mark levels of 1e-3, 1e-4,
1e-5 (continuous) and 5e-4, 5e-3 (dashed). Forward beam direction is cos(θ)=1 while back
scattering will be detected at cos(θ)=-1. φ=0,π, −π lies in the plane of polarization while
φ=π/2, −π/2 is perpendicular to it.
As expected from the Klein Nishina cross section 2.9, in polarization plane 90 ◦ scattering
shows the lowest total count rate as soon as incident energy reaches a level to penetrate
the phantom su�ciently. Below that threshold the Compton background mainly occurs in
the backward oriented hemisphere, cos(θ)=-1,0. With increasing energy the background
distribution becomes symmetrical due to the symmetric target.
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Figure 5.4 � The maps display the background distribution, simulated with GEANT4, for a water

sphere with radius 1mm. Forward beam direction (cos(θ)=1) is excluded. Each pixel represents

1e-4 of 4π.
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Figure 5.5 � The maps display the background distribution, simulated with GEANT4, for a water

sphere with radius 50mm. Forward beam direction (cos(θ)=1) is excluded. Each pixel represents

1e-4 of 4π.

In the case of 1mm radius minimum background count rate per 1e-4Ω is below 1e-5
Counts/I0 for symmetric scenario. This value rises in larger phantoms. In r=20mm
slightly below 1e-3 Counts/I0 can be expected, while r=50mm yields slightly less than
5e-3 counts/I0. With increasing phantom size minimum count rates increase, but are more
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wide spread concerning the θ angle. Thus detector placements di�ering from θ = 90 ◦ are
less punishing in the total count rate in larger phantoms. Small probes on the other hand
should be imaged under θ = 90 ◦ to enable low background and low detector dead time.

5.1.3 Local Compton Background - Selected Angles Spectral

Shape

Even if the total count rate does not �uctuate strongly in the cases of θ variation, the
spectral background shape will. This is essential for the use of small detectors as by
choosing its place, in θ and φ, the background shape might change signi�cantly. In the
following a 1 sr of the whole detector sphere is chosen, and detected spectra are shown. 1 sr
compares to a 1 cm2 detector area in 10 cm distance to the beam - phantom intersection
center, typical dimensions for a synchrotron based XFI experiment.
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Figure 5.6 � Compton spectra emerging from a 1mm radius water sphere irradiated with linearly

polarized light, detected in 1 sr at various θ angles. Left column shows detector position parallel

to the light polarization, middle column 45 ◦ and right column orthogonal detector placement to

light polarization. The initial photon energy is 10 keV, upper row, and 100 keV lower row.

In small phantoms the spectral background is dominated by Compton 1, as shown in �g-
ure 5.1, especially so for high energies. Therefore the angular spectral dependencies are
expected to be sharp and signi�cant, here shown for E0=10 and 100 keV with r=1mm
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5 Small Object Background Simulations Studies

in �gure 5.6. In the plane of polarization (φ = 0 ◦), 90 ◦ scattering is highly suppressed
with 1e-9 counts/(∆E I0) peak count rate. Orthogonal to polarization (φ = 90 ◦) this sup-
pression is not visible. At 10 keV high angle scattering yields a peak count rate of 1e-8
Counts/(∆E I0) and low angle scattering slightly less than 1e-7 counts/(∆E I0). In low
energy realms θ choice has minor in�uence on mean Compton peak energy. 100 keV pho-
tons yield a higher suppression at 90 ◦ in the φ = 0 case and on the other hand favors 90 ◦

scattering in orthogonal polarization plane (φ = 0 ◦). Peak count rates here are generally
lower compared to the 10 keV case. This e�ect is caused by lower interaction probability
of high energy photons and also by worse detector resolution at high energies. To compare
total count rates, see �gure 5.8.
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Figure 5.7 � Compton spectra emerging from 5mm radius (upper row) and 50mm radius (lower

row) water sphere irradiated with linearly polarized light, 50 keV (upper row) and 100 keV (lower

row), detected in 1 sr at various θ angles. Left column shows detector position parallel to the

light polarization, middle column 45 ◦ and right column orthogonal detector placement to light

polarization.

Within larger phantoms multiple Compton scattering reduces this high speci�city, peaks
broaden and a bulge of higher Compton orders reaches down to lower energies. This is
shown in �gure 5.7 for r=5mm, E0=50 keV (upper row) and r=50mm and 100 keV (lower
row). Even though prominent C1 peak energy is highly sensitive to θ choice, �nal low
energy tails behave similarly for all angles. Plateau heights in the 50 keV and r=5mm case
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5.1 4π Phantom - Radius - Energy - Variation

are not clearly distinguishable but range from 1e-10 to 1e-9 Counts/(∆E I0). Maximum
peak heights of 1e-7 Counts/(∆E I0) are to be expected in φ = 90 ◦ and φ = 45 ◦. For
φ = 0 ◦, under 90 ◦ scattering only 1e-9 Counts/(∆E I0) are detected. Again, deviations
from this angle rapidly increase the count rate by a magnitude.
Peak count rates in the 50mm radius phantom irradiated with 100 keV photons exceed 1e-7
Counts/(∆E I0). The plateau heights are roughly of similar height in the φ = 0 case with 3
to 5e-9 Counts/(∆E I0). With increasing deviation from φ = 0 the plateaus separate with
count rates of up to 2e-8 Counts/(∆E I0). The low energy tails terminate between 30 and
40 keV.
Integrated count rates, relevant for dead time considerations are shown in �gure 5.8 (1mm
phantom) and 5.9 (50mm phantom). The polarization e�ect is best visible in the small
phantoms.
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Figure 5.8 � Expected photon count rates

per on target photon on a 1mm radius wa-

ter sphere for a detector covering 1 sr at dif-
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6 L-shell Cellular Gold Nano Particle

Uptake Study

Heavy element L-shell �uorescence is most sensitive in small objects. Therefore gold nano
particle uptakes can be studies with smallest cell samples of only a few hundred irradiated
cells. This sensitive analysis is demonstrated in the following.

6.1 Setup and Targets

6.1.1 PC3 Cell Targets and Nano Particles

In vitro gold nano particle loaded PC3 cells (prostate cancer cells line 3) were analyzed
non destructively via XFI. A small sample of less than 1000 cells was used to determine the
cellular gold uptake quantitatively. Cells were exposed for 24 h to a nano particle solution
with 12.5 nmol/L, corresponding to 0.13mg/mL. The nano particles were spherical and
12 nm in diameter.

Figure 6.1 � Prepared PC3 cells. Left: mono layer attached to a surface. Middle: In capillary

PC3 cell agarose mixture with 5e3 cells/µL. Right: PC3 agarose cell mixture with 2.5e5 cells/µL

in capillary. Photos taken by N.Behm.
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6 L-shell Cellular Gold Nano Particle Uptake Study

Even though in vitro, particles were treated with polyethyleneglycolmercaptoundecanoic
(PEGMUA) [163] which reduces toxicity and enhances blood circulation time. To in-
crease the cellular speci�c uptake the nano particles were functionalized with prostate spe-
ci�c membrane antigen inhibitor (PSMAi). PSMA is highly expressed in prostate tumor
cell membranes and is investigated as biomarker for prostate cancer imaging and therapy
[164][165]. Nano particle preparation was performed by F.Schulz and S.Graf (Institut für
Physikalische Chemie Hamburg), cells were cultivated by N. Behm (Universitätsklinikum-
Hamburg-Eppendorf). Cell agarose mixtures were �lled in bore silicate glass capillaries
with an diameter of 2mm and wall thickness 0.05mm. Concentrations were 5e3 and 2.5e3
cells/µL. Surface attached, cells display elongated shape in agarose they are mostly spher-
ical, as shown by microscopy images in �gure 6.1. The spherical diameter ranges from 15
to 20µm.

Detector

Goniometer

Pinholes

BeamstopDiode

Target

Beam path

Fluorescence

Figure 6.2 � Experimental setup at the P11 beamline experimental endstation. To shape the

beam, tantalum pinholes can be inserted into the beam path, the beam then permeates the target

(here cell monolayer) and is dumped in the platinum beamstop. The �ux can be measured with

a diode.

6.1.2 Setup

Experimental space was sparse at the P11 beamline, available setup is shown in �gure 6.2.
It extended roughly over 10 cm from beam pinhole to beam stop. In between the probes
were mounted on the goniometer, allowing for small translations in x, y and z and for ro-
tation along its axis. Beam diameter was chosen 200µm via pinhole shaping. Thereby 622
cells should be irradiated in the high concentration sample and 311 in the lower one, still
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6.1 Setup and Targets

enough to eliminate statistical uncertainties in cell size. Photons are horizontally polarized,
detector is mounted 60 ◦ to the horizontal plane. The beamline owned collimator was used
and detector probe distance was extended to the maximum, 6 cm. Still the detector showed
a continuous dead time of 90% or higher. It was found later that a spectrometer card had a
malfunction which lead to highly increased noise. This does not question later results, since
dead time is a question of necessary measurement time, which will be discussed in section
6.3.

45°

30°
6 cm

z

yy

x

Detector

Capillary
beam

Figure 6.3 � Schematic sketch of the Capil-

lary mount geometry. Left: frontal geome-

try as in �gure 6.2, right, side view.

Probes and Scans

In total four di�erent capillaries were examined.
Those contained cells treated with gold nano
particles functionalized with: PSMAi+ and
MUA (5e5 cells/µL), PSMAi+ (5e5 cells/µL),
PSMAi+ (2.5e5 cells/µL) and unfunctionalized
cells (5e5 cells/µL). These capillary targets were
mounted on the goniometer in 45 ◦ to the inci-
dent beam, a schematic sketch is shown in �gure
6.3 from side (right) and front (left). With small
steps, 200µm, the target was moved vertically
through the beam to image di�erent cells o� the

same functionalization type. Small horizontal deviations of the target beam intersection
due the 45 ◦ tilt is neglected in later analysis, as it is small compared to the large target
detector distance.

Beamline Intrinsic Background - Zero Measurement

The P11 Beamline setup consists of various materials, each a source of �uorescence, causing
a potential background peak.

Heavily irradiated objects are beamstop and pinholes consisting of tantalum, Z=73, (beam-
stop) and platinum, Z=78, (pinholes). Otherwise the materials in vicinity to target beam
intersection are not known. A zero measurement was taken to determine background in
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6 L-shell Cellular Gold Nano Particle Uptake Study

later �ts, shown in �gure 6.4 with the range of expected gold �uorescence in �gure 6.5. Lines
in the following are given with their name, energy in keV and their relative intensity, e.g.
Lβ1(9.34 keV ,67(rel.Int.)). Tantalum �uorescence (cyan) is clearly visible in the zero mea-
surement: Lβ1(9.34,67), Lβ2(9.65,20), Lγ1(10.9,12) were �tted, as is platinum (pink) which
was also �tted with the lines Lα1(9.44,100), Lα2(9.36,41), Lβ1(11.07,67), Lβ2(11.25,23).
Further unidenti�ed lines (black) were added to model remaining background. These lines
rest on a constant plateau caused by electron escape events, see section 2.4. Compton back-
ground and plateau were �tted for this measurement with a third grade polynomial and an
exponential function. The polynomial covers the detector plateau, while the exponential
function �ts the Compton �ank. It is assumed that small low Z probes do not alter the
background �uorescence function, as modeled in �gure 6.5, drastically. Low energy back-
ground photons might be subject to more absorption in a present target, compared to high
energy background photons. Fits of all subsequent data use this �uorescence background,
with two parameters. Which is one: the absolute height HB, and second: a weight factor
aB > 0 to increase the in�uence of high energies compared to lower ones, to deal with
potential �uorescence background absorption in probes:

Batt = HB

∑
i

exp (aB(µi − 8000)) Gaus(µi, σi, Ai), (6.1)

this function is shown in �gure 6.5 as the blue line.
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Figure 6.4 � Measurement without probe.

Beamline intrinsic �uorescence peaks are

clearly visible.
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6.1 Setup and Targets

Sputter Targets
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Figure 6.6 � Sputter target spectrum with

15 keV incident energy. Spectrum not cor-

rected.
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Figure 6.7 � Sputter target spectrum with

20 keV incident energy. Spectrum not cor-

rected.

A sputter target was used for energy calibration and later gold mass reconstruction. This
target is a (20.8± 0.8) nm gold layer sputtered on 1 mm× 25 mm× 25 mm silicon substrate
positioned with a 45◦ tilt similar to the capillary position shown in �gure 6.3. 20 keV and
15 keV were used for irradiation, resulting spectra are shown in �gure 6.6 and 6.7. They are
not corrected for dead time or incident �ux, see section 6.3 for this discussion. Signi�cant
here are the di�erences in Compton background. 15 keV incident energy scatters down to
10 keV, thereby the gold �uorescence lines do rest on an exponential slope. Which is, due
to the multitude of lines covering a broad part of the slope, di�cult to �t. A �t model for
mono energetic tailing behavior in Si detectors [151] was applied. Thin gold layer and low
Z silicon do create a mostly mono energetic Compton peak, therefore this model might be
applied which is described by

C(E) = A

(
Γ

(E − E0)2 + Γ2
+ p1[1− exp(−p2(E − E0)) exp(p3(E − E0))]

)
. (6.2)

The free parameters A, p1, p2, p3 and Γ were derived from �t, E0 was chosen to be 8 keV.
20 keV incident photons leave the background of the gold �uorescence region constant. The
later �tted gold line shape was deduced from theses spectra, their position and relative
intensity, the lines Lα1(9.71 keV), Lα2(9.63 keV), Lβ1(11.44 keV), Lβ2(11.58 keV) and three
further lines: LE(10.31 keV), Lβ10(12.06 keV) and Lβ4(11.21 keV) were used, minor ones
were ignored here. Therefore mean peak values might deviate a little from literature, as
only seven Gaussian peaks were modeled to account for all gold �uorescence lines in this
energy region. Still the sputter target high gold intensity spectra are well �tted with a
χ2/ndf = 1.4 in the 20 keV case.
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6 L-shell Cellular Gold Nano Particle Uptake Study

Reference Targets, Agarose Gel, Cell Monolayer

Representing the same geometry and material as later targets, glass capillaries �lled with
agarose and cells with a high amount of gold. An additional transmission factor for line
intensities, compared to the sputter target was applied, as gold �uorescence line peak ratios
shift due increased absorption in water. Additionally cells or the agarose gel contains arsenic
and to a minor extent bromine, of which �uorescence lines overshadows the right �ank of
the Lβ gold peaks.
Even though the capillaries had a minor diameter of 2 mm, this is enough to cause no
negligible amounts of Compton scattered photons, as water displays a high Compton cross
section. Therefore 6.2 with minor variation can be applied here. The low energy tail still is
of importance, but the peak does not describe the Compton tail su�ciently. The formula
has been slightly modi�ed to

C(E) = p0 (1− exp(−p1(E − E0)) exp(p3(E − E0)) + exp(p4(E − E0) + p5)) , (6.3)

which can not describe the Compton peak, but it's left �ank, which is su�cient for gold
�uorescence measurements. The low energy plateau is still described correctly.
For the agarose gel probe �ts, see �gure 6.8, the main peaks are here due to arsenic, which
dominates the relevant spectrum. Peaks at 10.5 keV, Kα lines, are �tted with one single
Gaussian, which also applies to Kβ lines at 11.72 keV. The ratio, positions and width from
this �t will be used in the following analysis.
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Figure 6.8 � Capillary with agarose only, dis-

playing arsenic, two Kα lines at 10.5 keV and

two Kβ at 11.72 keV, each �tted with a single

Gaussian.
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6.1 Setup and Targets

The cell mono-layer spectrum displayed in �gure 6.9 shows large peaks of zinc �uorescence
as well as bromine, but almost no arsenic. Simpli�ed �t shapes were used to address these
elements, two Gaussian functions per element, the values of which are shown in table 6.9.
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Figure 6.10 � Spectrum of reference target,

MUA cells loaded with 12.5 nM gold.

z: -10 mm
z: -5 mm
z: -2 mm
z: 2 mm
z: 5 mm
z: 10 mm
Exp scaled

13.8 1413.6 1514.814.614.514.2

60

40

20

0

E[keV]

C
ou

nt
s/

eV

Figure 6.11 � Simulations with capillary at dif-

ferent position along the beam. Experimental

data is scaled to �t counts between 13.8 and

15.2 keV and the z=5mm position. Z=0mm

equals perfectly positioned capillary.

Reference targets are similar to later PC3 capillary targets, but o�er a high amount of gold.
The application of arsenic, zinc, bromine �uorescence with the inclusion of the beamline
�uorescence background and the modi�ed Compton tail formula, equation6.3, is demon-
strated to model the X-ray response of a capillary �lled with gold loaded cells at the
P11 experimental station, shown in �gure 6.10. With the information from various target
analysis above, free parameters remaining are: the Au-, Zn-, As-, Br-height, six further
parameters determining the background due to Compton scattering (in equation 6.3), the
beamline background height and the energy attenuation factor for the beamline background
in equation 6.1.

As Line[keV] rel int Zn Line [keV] rel int
10512 100 8619.15 100
11703 18.19 9560 14.8

Figure 6.12 � As and Zn line positions and rel Intensities found by dataset No31 and No30, see

�gure 6.8 and 6.9
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6.1.3 Mass Reconstruction and Uncertainty Estimation

The formulas in section 3.5.2 were applied here. As a reference target a silicon wafer with
(20.8± 0.8) nm Au layer has been chosen. Due to a tilt of 45° along the horizontal axis, the
amount of gold in the photon beam with a diameter d of (200± 2)µm and ρAu = 19.3 gcm−3

is:

m = π (d/2)2
ρAu(20.8± 0.8) nm

sin(45°)
= (17.84± 0.69) ng (6.4)

The cell count uncertainty is estimated by its statistical uncertainty: ∆Nc =
√
Nc : 622±

24.9.

6.2 Simulations

Since experimental setup was far from optimal as it was strongly restricted by the beam-
line, simulations were performed to estimate optimal conditions. Here mainly the detector
position should be varied, especially the angle to light polarization plane. The experimen-
tal detector position was 30 ◦ to the orthogonal case. Simulated were 0, 30, 60 and 90 ◦

with respect to the vertical. This angle is shown in �gure 6.3(left), thus 90 ◦ correspond
to the detector being in the polarization plane, and 0 ◦ orthogonal to it. Probability for
Compton detection is drastically in�uenced by this parameter as shown in chapter 5 and
the polarized Klein-Nishina formula 2.9.
1e10 photons of 14.95 keV were simulated. Only air, capillary, detector and capillary con-
tent, consisting of water with a gold concentration of 0, 0.01, 0.05 or 0.1mg/mL was
simulated. Other beamline setup was ignored, therefore simulations lack beamline intrinsic
�uorescence peaks. The capillary was found not to be hit exactly perpendicular to the
detector, but 5 mm o�. Capillary position was varied for a few mm, as small deviations
were expected as explained in section 6.1.2. By Compton and Rayleigh peak position com-
parison shown in �gure 6.11 the capillary o�set was decided to be simulated with 5mm to
match experimental data.
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Figure 6.13 � Simulated spectra with di�er-

ent detector angles, 0 (green), 30 (blue), 60

(black) and 90◦ (red). 90◦ equals detector in
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was 0.01mg/mL. Experimental case was 30◦,
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Figure 6.14 � Comparison of simulated spec-
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plateau (blue) and an experimental spectrum

(red).

Experimental measurements displayed a non negligible low energy plateau up to the Comp-
ton peak. This is mainly not reproduced by simulations. It is assumed that these counts
are partially detected events which experience loss of the charge due to vicinity to chip
surface, see section 2.4. Charge dynamics in the chip were not simulated and thus need
to be added arti�cially after simulation. To account for this, for each photon detected
with E>14 keV, an additional entry was randomly added between 0.5 keV and the detected
primary photon energy with a probability of 2.5%. This value was found by comparing
experimental spectra between 5 and 6 keV and number of entries above 14 keV to exclude
�uorescence lines. A simulated spectrum with added plateau and without is shown with
experimental Data in �gure 6.14. Deviations at 12 keV might be caused by the bromine
�uorescence peak in the experimental spectrum and the neglection of curved nature of the
plateau, therefore too few counts might be added arti�cially at 12 keV to model the back-
ground correctly.
Simulated spectra of di�erent detector angles with plateau are shown in �gure 6.13, each
a concentration of 0.01mg/mL gold was applied. To determine signal signi�cances, no �ts
were applied. Fluorescence and background photons were counted in the corresponding
energy interval with subsequent statistical analysis equal to the experimental case.
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6.3 Results
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Figure 6.16 � Reconstructed gold mass per

cell with corresponding detection limits (ma-

genta) for four di�erent probes, PSMAi+

with MUA (blue), PSMAi+ (red dot), PS-

MAi+ with half the number of cells in the

beam (red triangle) and cells with unfunc-

tionalized nano particles (green cross).

Fitting spectra over a long range from 8 to 15 keV including multiple external �uorescence
peaks, Compton scatter background as well as detector plateau is a challenge. Di�ering
targets o�er more or less material to scatter from and therefore change background sub-
stantially while gold amounts also ranged over magnitudes from sputter targets to cells
with no detectable gold inside. Signi�cance and χ2/ndf of each �t is shown in 6.15 includ-
ing the relevant limits of Z=3σ and χ2/ndf = 1. Most cell targets yielded 10 to 100σ.
Times of measurement ranged from 30 to more than 1000 s. While some of the recorded
spectra featured prominent gold peaks, other probes would not. An in-depth background
analysis enabled the detection of signi�cant signals even though some spectra appear to
be �at or background dominated at �rst sight. PSMAi+ with MUA functionalization pro-
vided a cellular uptake of 0.3 to 0.45 pg, which caused signals with signi�cances of more
than 20σ even with varying measurement periods. The consistently reconstructed mass
per cell over di�erent positions ensures to be no singular phenomenon. Without MUA the
uptake shrinks to 0.1 to 0.15 pg per cell. Here the Au signals were close to insigni�cance
for shortest times of measurement, being 30 s, noticeable by the raised detection limit for
measurements no. 16, 17 and 18 in �gure 6.16. Mere AUNPs without functionalization
were, even with long exposure times, mostly not veri�able.
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6.3 Results

Experimental data should follow the relation described in 3.5.3, values for this experiment
are shown in �gure 6.18. Here each probe is shown by a di�erent marker color. Sputter
target and capillary measurements are displayed here. The comparatively high sensitivity
of the 20 keV sputter target measurement suggests this incident energy to be preferable to
the others, for which 15 keV was used. Anyway a single data point might only be interpreted
as a hint. Despite the exponential decrease of �uorescence cross sections with increasing
energy the background here is merely present by detector e�ects and therefore almost �at,
compare �gure 6.6 and 6.7. For the 15 keV case sputter targets and cell probes both match
the linear relation within the error bars.
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Simulated and experimental data are shown in �gure 6.19 and �tted with equation 3.14.
Simulations di�ered in the detector angle and gold concentration. Only the angle should
impact the experimental sensitivity Z/m as it highly in�uences background count rates.
Therefore simulation �ts are based on three data points each, corresponding to the con-
centrations 0.01, 0.05 and 0.1mg/mL. As expected detector position at 0◦ shows lowest
sensitivity due to the position being orthogonal to light polarization. With increasing an-
gles, 30, 60 to 90◦ sensitivity improves. The 90◦ simulations su�er from low statistics as
comparatively few scatter counts are detected. This is visible as the data points do not
converge. An estimation by counting Compton and Rayleigh events and comparing the 90◦

and the 0◦ case lead to an even higher sensitivity for the 90◦ detector position, shown as the
red dot. This data point is not considered in any �t but supports the high 90◦ sensitivity
even though the high uncertainties.
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6 L-shell Cellular Gold Nano Particle Uptake Study

Experimental data is �tted in two categories, 15 keV and 20 keV incident energy. Both
used the 30◦ detector position. The blue �ts therefore should overlap ideally. Reasons for
deviations here are beamline intrinsic �uorescence, e.g. tantalum or platinum, in target
�uorescence as bromine or zinc, and deviations from the arti�cially added detector plateau.
As such an ideal overlap is not expected. The data are presented in �gure 6.19 for the Lα-
range (right panel) and the global range (left panel), taking into account both, the Lα and
the Lβ range. Because the Lα peaks rests on a mostly �at plateau which is imitated by
the arti�cially added plateau. Therefore here a good agreement between simulation and
experimental data is expected. On the other hand, the Lβ line already experiences the �ank
of the Compton peak. A �at plateau here is not a perfect approximation. Hence the back-
ground here is probably underestimated in the simulations which yield a higher sensitivity.
These e�ects explain the di�ering behavior of simulations in the �gures of 6.19.

SIM fit 15 keV 60

SIM fit 15 keV 90

fit 20 keV

fit 15 keV

Sput. 20 keV

15 keV
SIM fit 15 keV 0
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SIM 15 keV 0
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Figure 6.19 � Signi�cance[σ] per gold mass[pg] plotted over the root of e�ective incident photons

for experimental and simulated data. Left: Lα and Lβ gold �uorescence regions were considered.

Right: only Lα region data is shown.

The slope values of the �ts are shown in table 6.20, which can be used for extrapolation of
sensitivity limits of similar experiments. The 20 keV case for which only one data point was
taken is signi�cantly more sensitive than the 15 keV cases. Simulations were not done as
the post simulation plateau addition would require more independent data points to justify
a certain plateau height, which is the main cause of background in the �uorescence region.
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6.3 Results

If the plateau is caused by partial events, as assumed, higher primary energies would reduce
the plateau height.

slope 0◦ sim 30◦ sim 60◦ sim 90◦ sim 20 keV 30◦ 15 keV 30◦

global [σ/pg] 1.92e-7 2.18e-7 3.92e-7 1.06e-6 5.2e-7 1.95e-7
Lα [σ/pg] 1.12e-7 1.35e-7 2.53e-7 6.39e-7 4.01e-7 1.46e-7

Figure 6.20 � Slopes of the �tted data, experimental and simulated as shown in �gure 6.19. The

upper row takes both �uorescence regions, Lα and Lβ , into account. The lower one only Lα. These

values can be used in eq. 3.14 to extrapolate detectable gold masses per incident photon number.

Then the �rst in chip-photon interaction would occur in a higher depth which reduces the
probability of partial events. This can explain why the 20 keV measurement is more sensitive
than the 15 keV equivalents even with a lower cross section for �uorescence production.
Anyway it is di�cult to draw conclusions from one single data point. Finally the limit
of detection needs to be estimated. Assuming the limit to be 3σ, the minimal e�ective
time necessary is calculated from the linear �ts above with teff = 9

m2A2 . As such limits
depend on the number of e�ective incident photons, which takes the detector dead time
into account. These limits are shown in �gure 6.17. For 1e3 pg gold, 2e8 15 keV photons
are required to achieve Z= 3σ. 10 pg are detectable with more than 2e12 e�ective photons
and for 0.1 g more than 2e16 are needed, which is equivalent to an duration of exposure of
6666 s, less than 2 h, applying an incident �ux of 3e12 ph/s. Under experimental conditions
3σ is di�cult to detect if background �t functions are not clear, which mostly is the case.
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7 High Energy Multi-mode - Multi

chromatic XFI

7.0.1 Introduction

Multi chromatic modalities in medical imaging are of interest to enhance image quality
or to use more than one tracer simultaneously [166][167][168]. Likewise a multi chromatic
approach was taken here for XFI. While �uorescence intrinsically shows multi chromatic
characteristics as many lines are emitted by one element, the term multi modal will be used
here for the use of two or more tracer elements. Line ratios of a single element might help
to estimate the �uorescence origin since high energy lines are less attenuated, as shown
here [169], but no additional functional information can be obtained. Hence the term
multi-mode, describing a simultaneous comparison of two or more tracers which could be
coupled to di�erent carriers with similar or varying destinations. The e�ciency of targeted
drug delivery or generally targeted processes thereby might become comparable in the same
model in vivo. Here the multi modal approach was tested and limits were determined with
four heavy elements and high incident energy with synchrotron radiation. Properties of the
multi modal approach compared to single element imaging are analyzed in the following.
Especially questions of sensitivity loss and false positive detections when using the multi
modal approach are of interest.

7.1 Setup

This experiment took place at the P21 beamline which only allows for few discrete energies.
An incident energy of 102.7 keV and a beam with 1x1mm2 cross section was chosen. Flux
measurements were not feasible at that time since the beamline was newly set up and few
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Collimator CdTe Detector

Detector Chip 

Figure 7.1 � Experimental setup, horizontal laser

marking synchrotron beam height
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Figure 7.2 � Experimental sketch

El(Z) Kα1 [eV] Kα2 [eV] Kβ1 [eV] Kβ2 [eV] Kβ3 [eV]
Pt(78) 66832 (100) 65112 (58) 75748 (23) 77850 (8) 75368 (12)
Ir(77) 64895.6 (100) 63286.7 (58) 73560.8 (23) 75575 (8) 73202.7 (12)
Au(79) 68803.7(100) 66989.5 (59) 77984 (23) 80150 (8) 77580 (12)
Bi(83) 77107.9 (100) 74814.8 (60) 87343 (23) 89830 (9) 86834 (12)

Figure 7.3 � Elements with the main K �uorescence line energies in eV and relative intensities.

The strongest line intensity, Kα1, is normalized to 100. Data taken from the X-ray Data Booklet

[113].

devices were installed later on. As such the �ux needed to be estimated by �uorescence
targets, here a 0.1mm thick Au foil. Samples were prepared in small Eppendorf tubes, and
arranged by a 3D printed mount in a row of 6 tubes in an angle of 45 deg◦ to the incident
beam and detector. By that scanning most samples without changing the setup is possi-
ble. Each of the slots experiences a slightly di�erent background behavior as positioning
arms and step motors change. To compensate for that a zero measurement with a water
�lled Eppendorf tube in each slot was performed. Thereby each position can be corrected
individually.

Heavy Metal Salty Solutions

This experiment was performed in cooperation with the group of Prof. Dr. Wolfgang Parak
(Uni Hamburg). Sample preparation and post XFI ICP-MS analysis was done by members
of his group, mostly Yang Liu. Elements of choice to be examined were platinum (Pt), gold
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7.1 Setup

(Au), bismuth (Bi) and iridium (Ir).

sample No. con mg/mL
10 0.019
11 0.039
12 0.079
13 0.16
14 0.31
16 1.25
17 2.5
18 5

Figure 7.4 � Elemental concentra-

tions used in salt solutions

The high energetic K-shell �uorescence, shown in table
7.3, as well as usability in medicine [170] were the rea-
sons to chose these elements. Examined were Eppendorf
tubes with di�erent concentrations of above mentioned el-
ements in form of salty solutions. Weight concentrations
ranged from 0.019mg/mL to 5mg/mL, all listed in table
7.4. Further a probe set of mixtures containing all four
elements was analyzed similarly to the individual sam-
ples. These probes are referred to in the following as T
followed by the concentration of the corresponding probe.
Here the concentration is the concentration of the indi-
vidual element. T11 for instance contains 0.039mg/mL
gold, platinum, bismuth and iridium each. Such the gold
peak height of a �uorescence peak in a T11 probe should be similar to the peak of the
Au11 sample when cross section di�erences are corrected for. Deviations due to increased
absorption in the T samples and overlapping peaks need to be taken into account.

Nano Particle Loaded HeLa Cells

Figure 7.5 � Eppendorf tube con-

taining agarose (transparent bot-

tom part) and HeLa cell pellet

(milky middle part) with a height

of 3 to 5mm. Foto by Yang Liu.

Additionally HeLa cells [171](diameter 20 um) were ex-
posed to Pt and Au nano particle, 100 nm in diameter,
solutions of 100 ug/mL, 25 ug/mL and 10 ug/mL, for 48 h.
Probes with exposed concentration and particle cell up-
take found by ICP-MS are listed in table 7.6. Harvested
cells were formed to a compact cell pellet by centrifuga-
tion and placed in Eppendorf tubes on agarose to �xate
it at medium height as shown if �gure 7.5. After �xation
the cells are dead. Consisting mainly of water, cells are
not compressible thus a single cell volume is VCell=4.19e-
9 cm3. At cell height Eppendorf tubes show an outer
diameter of 0.6 cm and an inner diameter of 0.54 cm. As-
suming the beam to hit the probe centrally the active
beam-cell-pellet intersection includes a volume of 5.4e-3 cm3. A close packing of equal
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7 High Energy Multi-mode - Multi chromatic XFI

Probe No. X2 X3 X4 X8 X9 X10 X16 X17 X22
Con [ug/mL] 100 100 100 25 25 25 10 10 0
Loading Pt Au Pt+Au Pt Au Pt+Au Pt Au -

Au [pg/Cell] 0 40.67 50.4 0 6.44 4.4 0 1.62 <2e-6
Pt [pg/Cell] 118.98 0 122.57 18.34 0 15.9 6.58 0 <2e-6

Figure 7.6 � HeLa cell probes with corresponding speci�c nano particle loading and post

XFI mass uptake determined by ICP-MS analysis.

spheres would yield a 9.5e5 irradiated cells. Lacking cell walls and rigid structure the
approach of close packing shows a lower limit of cells expected in the beam volume. If
no free space was left by cells, the number expected is 1.29e6 cells in the beam-cell-pellet
intersection volume. This is the cell number that was assumed to be irradiated. Later
elemental cell uptake estimations use this number.

7.2 Flux Estimation

For �ux estimations, the beamline, since newly set up, could provide only rough esti-
mates of the incident �ux. Therefore �uorescence targets were used to estimate it, as
described in section 3.5.1. Absorber variations with two di�erent CdTe Amptek detectors
were performed, results are shown in �gure 7.7. The incident �ux was estimated thereby
to 1.56e10 s−1, the mean of the two individual measurements, which yielded 1.94e10 s−1

and 1.18e10 s−1. Relative uncertainty is estimated to 33% which includes both individual
measurements. This uncertainty will be dominating all further analysis of this experiment.
The �ux target was a 0.1mm thick Au foil.
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Figure 7.7 � Two absorber scans with two dif-

ferent Amptek CdTe detectors using a similar

setup.
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Figure 7.8 � Comparison of detected spectra

using a molybdenum collimator (blue) or none

(red).

7.3 Background, Background Subtraction and

Collimator

7.3.1 Air Filter - Molybdenum Collimator

To reduce scattering from outside target objects a molybdenum collimator ring with wall
thickness of 0.1mm and diameter of 1.5 cm was positioned in front of the detector, shown in
�gure 7.1. This collimator extends 14mm towards the probes. The collimator e�ect is dis-
played in �gure 7.8, here spectra emerging from irradiated Eppendorf tubes are shown with
collimation applied (blue) and without (red). The di�erence is shown in green. Collimation
mainly e�ects higher Compton orders as expected.

7.3.2 Background Subtraction

Background subtraction is possible if a similar target without tracer is examined, the noise
then is enhanced by a factor of

√
2. If background behavior in �uorescence energy region

displays edges or kinks such subtraction might yield better results compared to speculative
background �ts. Here di�erent slots were used for Eppendorf tube measurements, as shown
in �gure 7.2, slot one to seven. For each slot Eppendorf tubes �lled with water were
irradiated yielding spectra which later can be subtracted as background, these are shown
in �gure 7.9, a subtraction example is given in �gure 7.10. Here a spectrum of an Au14
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Figure 7.9 � CdTe Amptek background mea-

surements, no target in beam (red) compared to

water �lled Eppendorf tubes at di�erent posi-

tions, slot positions according to sketch 7.2.
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Figure 7.10 � Spectrum of gold loaded Eppen-

dorf tube, red, and same spectrum with sub-

tracted background.

measurement and the same spectrum with corresponding water spectrum subtracted is
shown. Additionally a measurement without any object in the beam was performed, shown
in �gure 7.9 in red. Water spectra for di�erent slots are mostly similar. Higher slot numbers
seem to yield a bit higher number of multiple Compton photons in the range from 50 to
70 keV. Those di�erences might be explained by changes in motor and mount position
in�uencing multiple Compton scattering which was aimed to be reduced by the collimator.
All subtracted measured single element spectra are shown in �gures 7.11 (Au), 7.12 (Ir),
7.13 (Bi) and 7.14 (Pt). Each �gure has two panels of which the upper left one zooms
to low concentration samples which yielded only minor peaks, logarithmic plots were not
an option due to negative entries caused by spectral subtraction. Spectra from T probes,
containing all four elements, are given in �gure 7.15. Cell probe spectra containing gold
are shown in �gure 7.18, platinum in 7.16 and both in �gure 7.17. All spectra are corrected
as described in 3.4.2 to ensure comparability despite di�erent experimental conditions as
measurement time and numbers of applied absorber units.
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Figure 7.11 � Gold sample spectra with water

measurements subtracted.
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Figure 7.12 � Iridium sample spectra with water

measurements subtracted.
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Figure 7.13 � Bismuth sample spectra with wa-

ter measurements subtracted.
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Figure 7.14 � Platinum sample spectra with wa-

ter measurements subtracted.
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Figure 7.15 � Spectra of T probe sample with

all four elements with water measurement sub-

tracted.
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Figure 7.16 � Spectra of cells exposed to 100

nm Pt particles with water measurement sub-

tracted.
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Figure 7.17 � Spectra of cells exposed to 100

nm Pt and Au (3:1) particles with water mea-

surement subtracted.
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Figure 7.18 � Spectra of cells exposed to 100

nm Au particles with water measurement sub-

tracted.
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Figure 7.19 � Measurements of the smallest salt concentrations of each element, gold (Au), bismuth

(Bi), iridium (Ir) and platinum (Pt) with water measurements subtracted (red), as described above.

Ideally here shown spectra should display noise �uctuation around zero with small �uorescence

peaks. This is not the case, deviations between 50 and 100 keV, especially in the �uorescence region,

are visible. Spectra are �tted with multiple Gaussian functions (cyan) to derive an analytical form

(blue). In �uorescence regions a linear interpolation of the two �t endpoints of that region is

applied (green).

7.3.3 Lowest Concentration Samples - Deviations From Zero and

Residuals

Spectra with water subtraction applied (�gures 7.11 7.12 7.13, 7.14, 7.15, 7.16, 7.17, 7.18)
ideally only show �uorescence lines and otherwise �uctuation around zero. This is not the
case as lowest concentration spectra display in �gure 7.19. Above 60 keV a bulge, a dip
below zero from 70 to 80 keV and a bulge above 80 keV with a magnitude of 0.2 shows prob-
lems with subtraction of water measurements, especially at low elemental concentrations
where such �uctuations outgrow �uorescence peaks. The features below 80 keV seem to be
consistent in its quality throughout the single element probes. Positioning inconsistencies
from probe to probe lead to small Compton peak �uctuations causing inconsistent �uctua-
tions from probe to probe at the Compton peak maximum at 85 keV. For the later applied
�ts the energy region above 80 keV can mostly be ignored, as only bismuth Kβ peaks occur
in this region which are not necessary for later mass reconstruction, but the 60 to 80 keV
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range is essential. Therefore for each probe type shown in �gure 7.19 a residual function is
determined by �tting the lowest concentration sample each with 40 Gaussian functions to
derive the residual shape, shown in �gure 7.19 in dark blue. This function will be used to
correct all corresponding probe spectra. The �t in the relevant �uorescence line range is not
used for later subtraction but this region is assumed to be described by a linear function
between the �tted function values of Kα2-1 keV and Kα1+1keV since �uorescence photons
in the lowest concentration samples should not be subtracted. Anyway the residual spectra
seem to display only very small or no �uorescence lines.

7.4 Fits and Mass Reconstruction

Tailing behavior needs to be addressed in more detail here as CdTe detectors in this energy
range are prone to hole tailing. In high concentration samples �ve lines per element need
to be �tted, three Kβ and two Kα lines. Each line contributes to entries below its energy in
the spectra through hole tailing. Therefore overestimating �uorescence lines on tails needs
to be avoided. Therefore �t functions described in 3.4.1 were slightly modi�ed. The peak
�t function P(x) can be separated in three parts:

P (x) = G(x) +D(x) +H(x) (7.1)

The main gauss peak G(x), a tail D(x) shaped by an exponential function multiplied by
two error functions, marking its right end at the center of the Gaussian peak and its low
energy end at 89.5% main peaks energy, and a minor plateau H(x) reaching from the peak
down into low energy regions. This plateau of a mono energetic peak should be three
magnitudes less intense than its main peak, compare [69, p. 19]. This is not the case here,
as the plateau is mainly not caused by detector e�ects, but in target Compton scattering.
Therefore H(x) is more prominent than expected by pure detector e�ects, its lower cut o�
is de�ned by the maximum scattering energy loss of a �uorescence photon, which is 180◦

scattering. The �t is de�ned as follows, similar to the de�nition in 3.4.1 with mentioned
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modi�cations:

G(x) = exp

(
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(7.2)
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H(x) = D erfc
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2σ

)
(7.4)

Per element k, �ve peaks were �tted, each obtaining the relative intensity ap from the X-ray
Data Booklet [113]. Absolute elemental abundance scales with Ik. Free parameters left then
are: C, D and β. Ep and σ = 250±50 eV are determined by element and detector. As only
a narrow energetic range is covered by the K-shell �uorescence of iridium, platinum and
gold, D, C and β are assumed to be similar for all those peaks. The values found by �tting
highest concentration samples are: β = 2105 ± 10 eV, D=4e-3±0.5e-3 and C=0.5 ± 0.05.
The bismuth peaks showed slightly di�erent behavior, β here was set to β = 2705± 10 eV.
This might be caused by the higher mean energies of bismuth lines and thus di�erent
detector response or in background falsely corrected by the procedure described in section
7.3.3. There higher energies are prone to high background variability due to Compton peak
in�uence. Fit parameters were found by �tting highest concentrations spectra of the four
element probes Au18, Pt18, Ir18 and Bi18.
Additional background B(x) is minor but estimated to be constant throughout the �t range:
B(x) =B. This value B is an average of 30 bin entries below the plateau end of the lowest
energy peak in the spectrum. The total �t function F(x) then is given as:

F (x) = B +
kmax∑
k=0

Ik

(
5∑
p=1

apPp(x)

)
. (7.5)

Fits from highest to lowest concentration samples are shown in �gure 7.20. These spectra
are not normalized by time or absorber units. Towards lower concentrations noise seems
to rise which is caused by elongated measurement time t, given in the upper right corner
of each panel. Below time the number of applied absorber units is given. χ2 values are
not given as some energy ranges, especially the range between the Kα and Kβ lines, are
not perfectly described by the �t in high concentration samples, which is visible especially
in the platinum and the iridium case in �gure 7.20. Despite that the Kα lines, which will
later be used for mass reconstruction, are �tted well.

Salt probe spectra containing only one element were �tted only with the corresponding
element. In T probes all four elements were �tted and the cell probe spectra were always
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Figure 7.20 � Fits of the water subtracted spectra from highest to lowest concentrations for all

examined probe types. These �gures are given to give an impression of the �ts, their �aws and the

signal vanishing in noise as concentrations decline. The measurement time t is increasing as the

concentration decreases and some measurements were taken with di�erent numbers of absorber

units changing the on target �ux.
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7.5 Results

�tted with the possibility of both elements, gold and platinum, being present. But not all
cell probes contained both elements. The noisy spectra and the high energy background
above the Kα peaks often lead to false positive detection of one element in the cell probes.
The mass reconstruction was performed according to section 3.5.2 with I0 determined as
shown in 7.2. Cell uptake estimations use the number of cells in beam-probe intersection
volume described in 7.1.
Only Kα lines were used for mass reconstruction to avoid problems caused by imprecision
of the high energy Kβ lines mentioned above. Elemental cross sections were taken from the
X-ray Data Booklet [113]. Signi�cances are calculated in a 3σ interval. Signal counts CS
are integrated from �ts, in the limits from Ep− 3σ to Ep + 3σ, with the signal peak energy
Ep. Background counts are derived from the original spectra without water subtraction.
All counts in the same 3σ energy region are integrated, signal counts then are subtracted.
Therefore all other �uorescence lines are considered as background in the ±3σ interval.

7.5 Results

Three di�erent kinds of probes were examined, �rst: the simple salt solutions with only
on element present in diluted form. Second: the T probe samples which contained all four
salts with comparable concentrations each. And third: cell probes prepared with Au and Pt
nano particles. The gold to platinum ratio per probe highly �uctuated from probe to probe.

7.5.1 XFI Mass Reconstruction Compared to ICP-MS

To validate the applied mass reconstruction method and the XFI method in general, re-
sults in this chapter are compared to ICP-MS results. Sample analysis by ICP-MS was
performed after the XFI procedure. Both analysis methods used the same sample. Hence
XFI and ICP-MS results can be compared here, shown in �gure 7.21(single salt solutions),
7.22 (T probes) and 7.23(Cell probes)

83



7 High Energy Multi-mode - Multi chromatic XFI

0 5 10 15 20 25
Probe No.

103

102

101

100

S
ig

ni
fi

ca
nc

e 
Z

[σ
]

10-1

tr
ac

er
 c

on
ce

nt
ra

tio
n 

[m
g/

m
L

]

101

10-1

10-3

100

10-2

-4

-3

-410

XFI Ir
XFI Pt
XFI Au
XFI Bi

ICPMS Ir
ICPMS Pt
ICPMS Au
ICPMS BiSignificance Z[σ]

Z=3

Figure 7.21 � Reconstructed tracer concentration of salt probes each containing only one tracer

element. XFI values are compared to ICP-MS results. Signi�cances of the Kα1 signals are given

on the right axis in magenta.

Single Salt Probe Concentration Reconstruction

The reconstructed masses of single element salt probes are shown in �gure 7.21 for the
element gold, probes 0 to 6 (red), bismuth 7 to 13 (black), iridium from probe No. 14 to
20 (green) and platinum from 21 to 27 (blue). Reconstructed concentrations are shown in
[mg/mL] on the left y-Axis, the according Kα1 signi�cance in the right axis. Signi�cance
related markers and lines are shown in magenta. Concentration error bars are mostly due
to the �ux uncertainty described in 7.2. In general gold shows less concentration compared
to ICP-MS and other tracers. Here the ICP-MS values are above or close to the upper un-
certainty limit of the XFI values even for highest tracer concentration. XFI reconstructed
values of bismuth, platinum and iridium on the other hand match the ICP-MS values in
the high concentration samples. With decreasing concentration XFI values deviate more.
The two lowest concentrations, which are wrong by more than on error bar margin, are
unreliably in this measurement as noise overgrows the signals, visible in �gure 7.20. The
second lowest platinum sample is here the exception. The lowest bismuth concentration
sample did not detect any signal, which probably is caused by the di�erent background
situation of bismuth compared to the other elements, see �gure 7.19 and section 7.3.3.
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Figure 7.22 � Reconstructed tracer concentration of T probes containing all four tracer elements,

Ir, Pt, Au and Bi. Results are compared to the ICP-MS results. Signi�cance of the Kα1 peaks

are given on the right axis.

T Probe Concentration Reconstruction

A similar behavior can be observed in reconstructed masses of T probes shown in �gure 7.22.
Probes are listed here from lowest to highest concentration from left (T10) to right (T18).
Signi�cance values of the individual Kα1 peaks are given on the right y-axis in magenta, ele-
mental concentrations on the left axis in [mg/mL]. Expect for the two highest concentration
probes, XFI reconstructed concentrations are lower compared to the ICP-MS evaluation.
While XFI iridium, platinum and gold concentration measurements overlap with ICP-MS
values in the margin of uncertainty, XFI bismuth concentrations are constantly measured
to low, except for the highest concentration sample. Bismuth Kα1 and Kα2 lines share an
energy region with the nine Kβ lines of the other three elements, as shown in �gure 7.20.
This and an overestimation of the constant background in this high energy region might
cause the underestimation of the bismuth concentrations. These samples o�ered similar
concentrations of each element in one probe, which allows for a mostly constant �t shape
which can be scaled to �t the individual concentrations.
This also leads to di�erences in the signi�cances of individual elements, as �uorescence
lines, especially the Kα lines of iridium, platinum and gold, do overlap. Shared energy
regions can be estimated by table 7.3 and seen in �gure 7.20, bottom left. The iridium Kα2

and gold Kα1 lines are not overshadowed by another �uorescence line. Others are: gold
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Figure 7.23 � Cellular tracer mass uptake estimated with XFI compared to ICP-MS measurements.

Mass per cell is displayed on the left y-axis in pg/cell, the Kα1 signal signi�cance on the right

one in σ. Each cell probe was analyzed for platinum and gold, one probe is shown on one blue

background. False positive detections are marked by a black circle.

Kα2 overlaps with platinum Kα1 and platinum Kα2 with iridium Kα1. Bismuth generally
experiences Kβ background from all three other elements. This is why gold Kα1 �uores-
cence performs best in terms of signi�cance, in each probe gold yields the highest Z values,
followed by platinum and bismuth with the lowest signi�cance yielding iridium. The low
iridium Z values might also be caused by a generally lower iridium concentration compared
to the other metals.

Cell Probe Concentration Reconstruction

Concentrations of gold and platinum in the same cell probe di�er more compared to internal
concentration di�erences in T probes. Also only one of the two elements might be present,
see table 7.6, still �uorescence lines of both elements were �tted, with the possibility of
each element intensity to be zero. Therefore false positive peak detection might occur.
XFI reconstructed cellular elemental uptake is shown in pg/cell in �gure 7.23 on the left
y-axis, according Kα signi�cance are displayed in magenta on the right y-axis. One indi-
vidual cell probe is shaded blue, each showing one cellular uptake of gold (red) and one
of platinum (blue). XFI measurements (triangles) are compared to ICP-MS results (hor-
izontal lines). Probes displaying large deviations from ICP-MS values compared to XFI
uptake uncertainty are: X2, X3 and X17. While XFI assumes larger gold concentration
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in X17 than ICP-MS, the elemental uptake is underestimated in the probes X2, platinum,
and X3, gold. Otherwise XFI and ICP-MS do match in the range of XFI uncertainty. Most
probes containing only one element show false positives of the other, those are marked by
black circles. These are: X2, X3, X9, X16 and X17. Those falsely assumed peaks are a
magnitude or less in cellular uptake compared to the corresponding detected mass uptake
which was present in the probe. This is caused by not ideal background description of the
applied �t above the Kα �uorescence lines. The background there is higher than assumed,
see �gure 7.20, which leads to false positive peak detection.

7.5.2 Limits and Extrapolations

As the individual measurements were performed with di�erent number of absorber units
and measurement times, it is necessary to correct for those, therefore in the following
all data of this chapter will be shown as described in 3.5.3. Thereby extrapolations of
detectability and comparison to other experiments becomes possible.
The relation of signi�cance Z over detected tracer mass M against the square root of
e�ective number of photons

√
Ieff is shown for all three probe types in �gure 7.24. Salt

probes results are shown on top, T probes in the middle and cell probes at the bottom.
Signi�cances of the Kα1 lines are used for the left panels, Kα2 for the right ones. Each
element is shown, iridium in green, platinum in blue, gold in red and bismuth in black.
The large uncertainties are caused by the �ux uncertainty described in 7.2. A linear relation
is �tted following Z/M = A

√
Ieff for each element data set, a small rising slope A indicates

less sensitivity, while a fast rising linear �t shows better sensitivity. Then less photons are
needed to generate a detectable signal with 3σ applying the same tracer mass. In �gure
7.24 each �t is shown with a �lled uncertainty area marked by dotted lines. These lines are
derived from �tting the extreme cases of the error bars. Slopes and uncertainties of each
�t are given in table 7.25.

In general Kα2 shows less sensitive behavior compared to Kα1 lines. This is caused mostly
by the di�erence in cross section. Salt probes, using elements individually, show the highest
sensibility of all probes. Gold platinum and iridium show a similar performance, iridium
and platinum are close to be indistinguishable in the Kα1 plot. Bismuth performs worse
compared to the other metals.
In T probe samples lower energy �uorescence signi�cance from iridium, platinum and gold
su�er from other elements being present due to overlapping �uorescence lines. Compared to
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Figure 7.24 � Experimentally determined relations between in probe tracer mass M[pg], detected

signal signi�cance Z[σ] and
√
(Ieff ), the e�ective number of photons the probe had been irradiated

with. A linear relation is �tted for each data set. Error bars here are dominated by the incident

�ux uncertainty assumed in 7.2. Each linear �t is enclosed by a shaded area between the most

extreme uncertainty cases. The Kα1 lines are outperforming Kα2 lines which is expected and due

to cross section di�erences. Slopes of �ts are given in table 7.25
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single element salt probes their signi�cance is slightly reduced. The gold Kα1 line performs
best here as it experiences no direct overlap with other lines. But the �uorescence lines
sensitivity approach the level of bismuth, in the Kα2 case bismuth shows a slight sensitivity
advantage. The e�ect of overlapping is increasing with tracer concentration. Highest
concentration T samples were measured with a short measurement time of t=120 s leading
to a lower Ieff , while lowest concentration samples were measured for 600 s. The high
concentration measurements do show systematically less sensitivity compared to the low
concentration samples. The e�ect of overlapping �uorescence lines increases as the lines
grow, especially since hole tailing is a signi�cant e�ect here. Cell probe samples do perform
comparable to the other probes but su�er from falsely positive �ts, see 7.4, making these
�ts less predictable.

Element Line Salts [σ/pg] T [σ/pg] Cells [σ/pg]
Ir Kα1 1.38e-10±9.43e−11

6.16e−11 1.13e-10±7.37e−11
4.98e−11 -

Ir Kα2 6.47e-11±4.42e−11
2.89e−11 5.98e-11±3.89e−11

2.62e−11 -
Pt Kα1 1.38e-10±9.44e−11

6.16e−11 1.20e-10±7.80e−11
5.26e−11 9.67e-11±6.36e−11

4.28e−11

Pt Kα2 7.87e-11±5.40e−11
3.52e−11 6.54e-11±4.26e−11

2.87e−11 5.36e-11±3.54e−11
2.38e−11

Au Kα1 1.41e-10±8.98e−11
6.16e−11 1.30e-10±8.44e−11

5.75e−11 1.28e-10±8.43e−11
5.67e−11

Au Kα2 7.58e-11±4.82e−11
3.30e−11 6.08e-11±3.95e−11

2.67e−11 4.53e-11±3.01e−11
2.01e−11

Bi Kα1 1.06e-10±7.31e−11
4.76e−11 1.10e-10±7.13e−11

4.83e−11 -
Bi Kα2 5.35e-11±3.68e−11

2.39e−11 7.21e-11±4.69e−11
3.17e−11 -

Figure 7.25 � Fit slopes A in [σ/pg] for �ts shown in �gure 7.24. Values are distinct by probe

type. For each element the Kα1 and Kα2 values are given.

7.5.3 Simulation Comparison

To estimate plausibility of the above shown results, GEANT4 simulations were performed
for a single element tracer concentration of 0.5mg/mL. Eppendorf tube, detector and
molybdenum collimator were built in the simulation and irradiated with a photon beam
with round cross section and a radius of 0.5mm. Simulated were 100 runs with each 1e8
horizontally polarized photons with an energy of 102.7 keV.
A comparison of simulated and experimental spectra is given in �gure 7.26 for each element,
iridium in the upper left, platinum in the upper right, gold un the bottom left and bismuth
in the bottom right. The general shape of the spectra does match, especially the energy
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Figure 7.26 � Comparison of single element experimental spectra with GEANT4 simulation.

Upper left shows iridium, upper right platinum, bottom left gold and bottom right bismuth.

Simulations were performed with a tracer concentration 0.5mg/mL, experimental salt target con-

centrations deviated. This causes the signal peaks to be di�erent in height even though the general

peak and spectral shape match. Further does the �rst order Compton peak deviate slightly which

indicates small positioning uncertainties in the experiment. Slopes are given in table 7.28.

region of the �rst order Compton peak. It is notable that experimental spectra do seem
to range to a higher energy compared to the simulations. A slight o�set of the Compton
peak can be explained by small misalignment of the Eppendorf tubes. The experimental
concentration do deviate from 0.5mg/mL which causes the �uorescence peaks to vary in
hight. But still the shape of the tailing behavior is similar in experiment and simulation.
At 40 keV the detector escape peaks are visible which are also matched by the simulation
as well as the molybdenum �uorescence lines below 20 keV similar to the low energy L-
shell tracer �uorescence lines close to 10 keV. A deviation from experiment is the decline in
background above the Kα signals in the simulated spectra. This might be caused by miss-
ing experimental installations in the simulation. For example the experimental stage was
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Figure 7.27 � Comparison of experimental and simulated sensitivities as shown in �gure 7.24.

Only single element salt probes are compared here. Simulated values are shown as continuous,

experimental values as dotted lines. Uncertainties of experimental �ts are given as shaded areas.

In general simulations seem to indicate a higher sensitivity compared to the experiment.

not simulated as well as other Eppendorf tubes, shown in �gure 7.2. Thereby additional
environmental background might be missing in the simulations making them more sensitive.

Line iridium a[σ/pg] platinum a[σ/pg] gold a[σ/pg] bismuth a[σ/pg]
Kα1 2.09e-10 02.12e-10 2.27e-10 1.37e-10
Kα2 1.65e-10 1.61e-10 1.60e-10 1.08e-10

Figure 7.28 � Slope sensitivities of the simulated data given in �gure 7.27.

The Kα peaks were evaluated similarly to the procedure above. The thereby retrieved
slope sensitivity values are compared in �gure 7.27 with experimental data and their un-
certainties. As expected by spectra above, the simulated scenarios are more sensitive.
All simulated values lie above and outside the experimental uncertainty, except for the
bismuth Kα1 signal. Still the general values are comparable and the discrepancy can be ex-
plained by simpli�ed simulations that miss out the general complexity of the experimental
setup.Simulated sensitivity slope values are given in table 7.28.
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8 Gadolinium Retention - Adaptable

Spatial Resolution of XFI

Figure 8.1 � Experimental setup with rat thigh

bone in 3D printed mount and detector at the

right.

Gadolinium based MRI contrast agents are
widely used, but studies showed them to
remain trapped in bone and brain tissue
after treatment, linking those residuals to
gadolinium retention diseases [19][20][172].
Here the probe of interest was a thigh bone
of a rat treated with the MRI contrast agent
Gadovist [173] in a study by the Bayer cor-
poration, under supervision of Dr. Huber-
tus Pietsch. For the here shown experiment
no additional animals were harmed, but
a probe from previously performed studies
was lend for testing the resolution capabil-
ities of XFI.
This compound has the molecular formula
C18H31GdN4O9, a molar mass of 604.25 g and a mass percent gadolinium of 26%. With the
determination of in thigh bone gadolinium locality and quantity advantages of adaptable
spacial resolution of synchrotron based XFI scanning are demonstrated in the following.

8.1 Setup

This experiment took place at the P07 at PETRA III. Finding gadolinium distributions in
the rat thigh bone and quantitative estimations of the local concentration with XFI were
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Figure 8.2 � Schematic visualization of detailed scan procedures. Left: x-y plane of Eppendorf

tube (left) and bone (right) measurement. Bone movement along y axis was performed, tube

movement not. Right: x-z plane movements were performed with bone and Eppendorf tubes. Each

scanned from position A (closest to the detector, no beam intersection) to position B (farthest

from detector, no beam intersection). Beam and detector position stayed �xed with a distance d.

the primary aim of this experiment. Beam cross sections are adjusted to allow for �ner
spatial resolution of high concentration areas.
An incident energy of 64.2 keV was chosen to avoid gadolinium Kα signals being super-
posed by Compton scattering of �rst or second degree without losing e�ciency. Thereby
�uorescence lines should be located below signi�cant Compton background and above the
CdTe detector escape peaks, compare �gure 4.2. Photon �ux was determined by beam-
line sta� using a diode: 5.2e10±0.1e101

s
for a 1x1mm2 beam and 6.1e8±0.1e8 1/s for a

0.1x0.1mm2 beam was measured. Small deviation of the factor 100 is expected as beam
pro�le is not a box �at but �attened at fringes. For normalization purposes Eppendorf
tubes with the relevant contrast agent in concentrations of: 3000 1000 300 and 0 µmol/L
were used. Gadolinium, Z=64, emits the following �uorescence lines: Kα1 at 42.309 keV,
relative intensity: 100, Kα2 at 42.996 keV, relative intensity: 56, and Kβ at 48 keV if excited
above the K edge of 50.239 keV [113].
With a 3D printed mount, the bone was �xated to two linear axis in the y-x plane enabling
a movement perpendicular to the incident beam. Translation along beam direction z was
not possible, compare �gure 8.2 and �gure 8.1. The Amptek XR-100T-CdTe detector was
placed with chip at beam hight and at a distance from the beam of 3 cm for Eppendorf tube
measurements and 2.8 cm for bone measurements. The tubes contained a volume of 1.5ml
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8.1 Setup

and were conical in their lower half. Tubes were irradiated at hight of constant diameter,
being, including wall thickness, 10.5mm, with an inner diameter of 9mm.

E[keV]

C
ou

nt
s 

a.
u.

64.2 keV

Backward air scatter

Escape peaks 

Cd esc

Te esc

Cd esc

Te esc

6050403020

600

500

400

300

200

100

0

Figure 8.3 � Spectrum measured without probe.

Air scatter peaks are visible, near incident en-

ergy 64.2 keV forward scattering and lower energy

backward air scattering. Each peak creates es-

cape events by chip material cadmium (Cd) and

tellurium (Te) at lower energies.

Tubes with di�erent concentrations were
each scanned horizontally at one �xed y po-
sition with a 1x1mm2 beam at 10 di�erent
x positions, thereby the whole Eppendorf
tube traverses the beam during one scan.
The joint of the bone was scanned fully
with a 1x1mm2 beam cross section with
gadolinium hot spots scanned again with
increased spatial resolution of 0.2x0.2mm2

and 0.1x0.1mm2. Measurement duration
per pixel ranged between 150 and 200 sec-
onds. Scans included the epiphysis with
parts of the metaphysis. A line scan of the
diaphysis, the middle bone part, was also
performed.

8.1.1 Fit Function

To �t gadolinium signals the applied �t is divided in background function B(x) and signal
function. The general signal magnitude A, relative peak intensities of Kα1 and Kα2 peaks,
a1 and a2 and the peak shape function PP (x) describe the spectral shape in the signal
region:

F (x) = B(x) + A
2∑
p=1

apPp(x). (8.1)

Fluorescence energy of 42 to 43 keV is signi�cantly higher compared to L-shell gold �uo-
rescence with 8 to 11.5 keV. This is why the Gaussian peaks here shows tailing behavior.
Not as expressed as in heavy element K-shell �uorescence e.g. gold at 69 keV, but still hole
tailing in�uences signal peak shape here. Therefore it is still not necessary to implement
a full Hypermet function, as described in 3.4.1, but adding a tail towards lower energies is
su�cient. Here the signals were �tted with the peak shape:

P (x) =

[
exp

(
−(x− Ep)2

2σ2
p

)
+ exp

(
x− Ep
β

)
1

2
erfc

(
x− Ep√

2σp
+

σp√
2β

)]
, (8.2)
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with the �uorescence line energy Ep, the detector resolution (RMS) σ and a free parameter
β to model tailing behavior. Signal region background behaves mostly smoothly. The
signal is located on the left �ank of the Compton bulge which is �tted with a fourth degree
polynomial and an exponential function. One further background feature is signi�cant:
escape events begin close below the gadolinium signal, clearly visible in an air spectrum,
shown in �gure 8.3. Here this step is not related to scatter events in the phantom but
small angle scattering in the air in advance. Thus energy loss is marginal and this �rst
air scattered Compton peak causes an escape plateau like feature below 41 keV. This is
even more relevant in cases when the target is irradiated, as Rayleigh scattering increases
detected events close to primary incident energy as displayed in �gure 8.4. Then the forward
air scatter peak vanishes and becomes a plateau like feature below 62 keV which is re�ected
in an escape plateau below 41 keV. This is modeled in the background �t B(x) by E(x):

B(x) = E(x) + exp (e(x− 38)) +
4∑
i=0

pi(x− 38)i, (8.3)

E(x) =
h(x− 38)

exp((x− 41)/g) + 1
. (8.4)

Besides the free parameter of the polynomial, e is describing the exponential function, h and
g do characterize the escape plateau. These parameters are to be derived from �ts. A �t
example is given in �gure 8.4, displaying the two Kα gadolinium lines with the background
described above. From this spectrum data for the pixel (8mm,6mm) was derived in the
following 2D bone color maps, e.g. �gure 8.8.

Determination of signal viability with signi�cance calculations as described in section 2.5.1
was conducted using both Kα peaks with the energy range for photon counting from Kα1-3σ
to Kα2+3σ. With σ being the mean detector resolution of the �tted peaks.

8.1.2 Eppendorf Tube Normalization Probes

Eppendorf tube measurements with known gadolinium concentration (0, 300, 1000 and
3000 µmol/L) are utilized to determine unknown concentrations in bone material. Each
tube was scanned horizontally with ten scan positions, such that the tube fully traverses
the beam during one scan. The detector beam distance did not change as only the tube was
moved. Each scan position o�ers di�erent amount of material for photons to interact with,
in�uencing not only �uorescence but also Compton scatter counts. Both count numbers are
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Figure 8.4 � Example bone spectrum with �t region zoomed in. Two gadolinium signal peaks

P(x) shown in blue, background B(x). This spectrum equals data point (8mm,6mm) in following

2D maps.

additionally a�ected by the phantom material between detector and beam which changes
during scanning and thereby in�uences in tube absorption, compare �gure 8.2.

Absolute gadolinium counts detected are shown in �gure 8.5 in the left panel for all scan
positions of all four di�erent concentrations. As the Eppendorf tubes are round in their
pro�le, di�erent gadolinium �uorescence count numbers are expected when scanning one
tube. Marginal hits, irradiating mainly the hull will yield only few or no �uorescence at
all. This can be seen at positions x=0, 1 or 7 and x=8mm. Irradiating its center should
yield the highest number of gadolinium �uorescence photons, here the positions x=3 to
x=5. The tubes were placed by hand and thus small positioning uncertainties should be
considered in the range of 1mm. Nevertheless the gadolinium concentration should remain
constant for all scan position of one tube.
Normalizing the total number of gadolinium �uorescence photon counts CGd per measure-
ment by the number of detected photons in the whole spectrum CT , with gadolinium
�uorescence photons subtracted, returns a relative measure for the gadolinium concentra-
tion conGd in the irradiated material. Here a homogeneous density is assumed which is
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Figure 8.5 � Eppendorf tube measurements for all concentrations of 0, 300, 1000 and 3000 µmol/L.

Scan positions along x are given on the x axis. In the left panel the total number of detected

gadolinium �uorescence photons is shown. The right panel shows normalized gadolinium counts.

They are normalized by the total number of counts in the detected spectrum with gadolinium

�uorescence previously subtracted. Mean values are shown as dotted lines, measurements with

X=7, 8 and 9 are excluded from mean value, as those did only partially irradiate the Eppendorf

tube.

valid for the normalization probes. The concentration relates to the photon counts as:

CGd/(CT − CGd) = a conGd[µmol/L], (8.5)

with the proportional constant a. This normalization was performed on the Eppendorf tube
scans and results are shown in �gure 8.5, right panel. While the spherical cross section of
the Eppendorf tubes was clearly visible in the left panel, indicating the total gadolinium
mass irradiated, this is not the case in the right �gure. Here the normalized gadolinium
�uorescence counts are displayed for all scan positions, including the mean value for each
concentration, these values are given in table 8.6. Measurements outside the Eppendorf
tube, or only partial hits, like position x=7, 8 and 9 are excluded from the mean value
which are given in table 8.6. With a linear �t a in equation 8.5 is determined to be a=2.5e-
5.
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Figure 8.6 � Mean values of normalized gadolinium �uorescence photon counts of all Eppendorf

tube measurements shown in �gure 8.5, right panel.

Bone densities range from 1 to 2 g/cm3 for the following a mean density of 1.5 g/cm3 was
assumed, further was the bone material assumed to be homogeneous as well [174]. Thereby
a concentration of 1µmol gadolinium per liter equates an in bone concentration of 0.105 µg
gadolinium per g bone. With equation 8.5 then in bone gadolinium concentrations are
reconstructed. Thereby the simpli�ed assumption of photons behaving similarly in bone
and water was made. This can be justi�ed as the main uncertainty is the bone density in
possible inhomogeneity therefore di�erences in interaction cross section are comparatively
small.
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8.1.3 Results

The here following scan maps show the bone in the same coordinate system as in �gure 8.2.
Scanning the bone revealed an overall present gadolinium signal, shown in �gure 8.8. In
bone material signi�cances generally ranged from 100 to 400 σ in the 1x1mm2 pixels with
an increase in signi�cance at a height of y=6 to y=10mm. The 1x1mm pixel (6,10) was
investigated further with 0.2x0.2mm2 resolution. Which again partly yielded higher signif-
icances from 400 to 800σ. Then again pixel (5.75, 9.55) was scanned with a 0.1x0.1mm2

resolution. Here two pixels yielded Z>1000 σ.

Signi�cances do not directly translate in gadolinium concentrations as some pixel were ir-
radiated for 150 s and others for 200 s. Further is the incident photon �ux reduced, if the
resolution is increased by shrinking the photon beam cross section. The mean gadolinium
concentration per pixel is determined by normalization targets as shown above in section
8.1.2. The mean concentrations per g bone material range from below 100 µg to over 500 µg
in the region with higher resolution. Strong local accumulation of gadolinium is shown here.
The distribution of high concentration pixels hints that the gadolinium is mainly retained
in the fringe layers of the bone material.
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9 Conclusion

The here performed exploration of di�erent application possibilities of synchrotron based
XFI demonstrated not only sensitivity limits or suggests best parameter choices for ex-
perimental planing, but also demonstrated hurdles which need to be overcome. Not only
experiments at di�erent PETRA III beamlines were performed, but also an experimental
stage, suiting the XFI requirements, usable at beamline end stations was designed and
build.
The problems of underlying background were shown experimentally in chapter 6, which
dealt with cellular uptake measurements of functionalized gold nano particles, and chapter
7, where the high energy multi mode approach was demonstrated. This background was
either caused by elements in the probes themselves, as in the cell uptake experiment, or by
signi�cant Compton scattering as in the multi mode experiment. Probe contamination with
other elements is mostly not avoidable but should as best as possible be controlled. For
avoiding substantial Compton or detector related background, chapter 4 describes which
incident energy and tracer choice is best to chose for phantom sizes of 1mm to 1 cm. Best
tracer choice for K shell �uorescence lies between Z=25 to Z=60 with moderate incident
energy between 15 and 50 keV. This range is not bothered by Compton scattering nor by
detector escape peaks, those become relevant if the incident energy is increased to above
60 keV. L-shell �uorescence on the other hand demands heaviest elements possible with
incident energies at the corresponding edge. Neither Compton nor detector escape peaks
do in�uence the measurement here signi�cantly. Comparatively low energies allow the use
of a Si detector without loss of e�ciency.
Expected Compton background behavior was analyzed with GEANT4 simulations in chap-
ter 5. Here Compton spectra emitted in 4π from irradiated water spheres are shown for
energies between 20 and 100 keV and sphere radii of 1, 10 and 50mm. The magnitude
of background di�erences in angular positioning also is shown. These angular maps show
where the lowest count rate from non �uorescence processes can be expected depending on
phantom size and incident energy. Generally positioning the detector at 90◦ towards the
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incident beam and in the polarization plane, is recommended. Still this positioning e�ect
is most e�cient in small sample sizes of 1mm radius where the lowest count rate expected
in 1e-4 4π per incident photon is below 1e-5 for 100 keV incident photons. A phantom with
50mm radius yields 100 times more expected counts for otherwise similar parameters at
the position of lowest expected count rate. Spectral background estimations for distinct
detector positions ranging from θ=20◦ to 160◦ for positions relative to the incident beam
polarization of 0, 45 an 90◦ were also given. This allows for phantom size adjusted tracer
choice.

The experimental part showed two biologically relevant experiments and a further technical
study of multi mode XFI and its impact on sensitivity of individual element detection.
At the P11 beamline a study with functionalized gold nano particle loaded PC3 cells demon-
strated the high sensitivity of XFI using the gold L-shell and an incident energy of 15 keV.
Here samples of only a few hundred irradiated cells yielded signi�cant signals. Here a
in Z/M [σ/pg] = a

√
Ieff was experimentally determined to range between 1.46e-7σ/pg to

1.95e-7σ/pg. Under optimal detector positioning, which was not possible at that beamline,
GEANT4 simulations showed a best value of a=1.06e-6σ/pg. The cellular gold uptake was
determined to range between 0.3 and 0.4 pg for PSMAi+ and MUA functionalized nano
particles and 1 to 1.5 pg for PSMAi+ without MUA. Irradiated number of cells were 311
and 622, the retrieved gold uptake was not in�uenced by cell sample size.
The heavy element K-shell experiment performed at the P21 beamline did investigate the
simultaneous application of multiple tracer elements, this is called multi mode. Those el-
ements were iridium, platinum, gold an bismuth. Probes were irradiated with 102.7 keV
photons. Due to overlapping of �uorescence lines of iridium, platinum and gold, high con-
centration samples with all elements present are expected to show less sensitivity for the
individual elements. Here a in Z/M [σ/pg] = a

√
Ieff ranged for single element probes

from 5.35e-11 σ/pg (bismuth Kα2) to 1.41e-11σ/pg (gold, Kα1). In samples with all four
elements simultaneously present, the �tted mean value of a did not drop drastically with
a lowest value of 5.98e-11σ/pg (iridium Kα2) to the highest 1.3e-11 σ/pg (gold, Kα1). Still
samples with high concentrations performed consistently worse than the �tted mean. Multi
modal analysis therefore can be seen as a viable option without signi�cant loss of sensitiv-
ity, if tracer concentration are expected to be moderate, which was in this case below 0.16
mg/mL. The gold L-shell sensitivity found in the cell uptake study outgrows these numbers
by magnitudes. This is caused by general higher L-shell cross section, smaller target size
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and di�erence in Compton background.
The here reconstructed XFI masses of each tracer in the probe was compared to ICP-MS
analysis performed after XFI measurement. It was shown that the with XFI reconstructed
masses match the ICP-MS values in general, demonstrating this modality to be a viable
option for element mass and concentration analysis in medium sized objects.
Imaging was demonstrated using the MRI contrast agent Gadovist, containing gadolinium,
which was retained in a rat thigh bone. This target was scanned at the P07 beamline with
beam diameters of 1x1mm2, 0.2x0.2mm2 and 0.1x0.1mm2 which demonstrated the advan-
tage of adaptable spatial resolution of XFI. The found gadolinum concentrations ranged
from low 10 to over 500 µg/g(Bone). With �ne resolution the hot-spot-like gadolinium
distribution on the outer bone layer was shown.

Here a the range of parameters of synchrotron based XFI was explored in three di�erent
experiments and supported by GEANT4 simulations and estimations. Low energy gold
L-shell, medium energy gadolinium K-shell as well as high energy K-shell �uorescence of
iridium, platinum, gold and bismuth was utilized and analyzed, covering an energy range
from 9 to over 80 keV. It was shown to be sensitive enough to analyze biological questions
on cellular levels without large sample sizes and to match reconstructed concentrations
of conventional techniques as ICP-MS. Thereby making synchrotron based XFI a multi
purpose tool allowing insight in otherwise opaque objects.
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Glossary

CdTe cadmium telluride
CdZnTe cadmium zinc telluride
CT computed tomography

DESY deutsche elektronen-synchrotron

EPR enhanced permeability and retention

FDA food and drug administration
fMRI functional magnetic resonance imaging
FWHM full width half maximum

GaAs gallium arsenide
GEANT4 geaometry and tracking 4

ICP-MS inductively coupled plasma mass spectrometry

MRI magnetic resonance imaging
MS mass spectroscopy

NIST national institute of standards and technology
NP nano particle

PEGMUA polyethyleneglycolmercaptoundecanoic
PET positron emission tomography
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Glossary

PETRA III positron-elektron-tandem-ring-anlage III
PIXE particle-induced X-ray �uorescence
PSMAi prostate speci�c membrane antigen inhibitor

RMS root mean square

SNR signal to noise ratio
SPECT single photon emission computed tomography

XFI X-ray �uorescence imaging
XRF X-ray �uorescence spectroscopy
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