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Preface 

 

After completing my studies in Wood Technology, I discovered my passion for both engineered wood 

products and all fields of science using technology to explore their inner properties. During my time as 

a scientific assistant at Ostwestfalen-Lippe University of Applied Sciences (now OWL University of Ap-

plied Sciences and Arts), Lemgo, Germany, in the Laboratory for Timber Engineering, Products and 

Production, I dealt with research topics in the field of radiometric investigations on wood-based compo-

sites by means of X-rays, neutrons, radar, ultrasonics, and other nondestructive methods. Accordingly, 

I gratefully took the chance to combine my fields of fascination with the main focus on wood-based 

composite panels and X-rays resulting in this dissertation. 

Although writing such a doctoral thesis is ultimately the “tough fate” of the individual, it is by no means 

the achievement of a single person. Along the journey, the candidate – me – is the recipient of a tre-

mendous outpouring of goodwill and support. Moreover, in a book1 about "The invention of performance" 

I learned, that there is no individual human performance in the quasi-physical sense of power. Accord-

ingly, an apparently solo endeavour such as this dissertation could only have been achieved thanks to 

the contribution of many, i. e., supervisors, colleagues, friends, and not least family members, who 

paved the way to this thesis. In this regard, perhaps most crucial to my final outcome, was the oppor-

tunity and freedom I was given to pursue my personal interests and, therefore, to discover my own field 

of research. 

No road leading to a doctoral thesis is generic – neither was mine. 

First and foremost, I owe a debt of gratitude to Prof. Katja Frühwald-König. As her scientific assistant, 

she gave me the opportunity to become a doctoral candidate and – after a period of initiation into the 

subject area – the freedom to independently focus on my research work. Moreover, she introduced me 

to manifold fields of research and education, where she encouraged me to broaden my horizons.  

Secondly, I owe a great deal to Prof. Dr.-Ing. Adrian Riegel. He was my first mentor in science and 

engineering and his supervision lent valuable direction to my academic career. 

Scientific work can only transform into a dissertation through evaluation and most importantly supervi-

sion. My supervisor and first evaluator Prof. Dr. Jörg B. Ressel accepted my field of research for grad-

uation and was always open for any request. I would like to offer my sincere thanks to Prof. Ressel for 

willingly supporting me as an external doctoral candidate, directly providing critical feedback as a valu-

able basis for keeping my work progressing on track, and finally helping me to take the big picture and 

focus it into a doctoral thesis. Prof. Dr. habil. Heiko Thömen did not hesitate to take on the requested 

role of the second evaluator. His clear feedback and effort for the examination is greatly appreciated. 

Dr. Matthias Gruchot passed the baton on to me and, thereby, introduced me to the field of X-rays on 

wood-based composites. I would like to express my heartfelt gratitude for his ongoing interest and sup-

port in the ultimate completion of my thesis by keeping the pressure permanently high. Matthias Fuchs 

introduced me to the reality of (X-ray) measuring applications in an industrial and economic context and 

became my mentor in this field. I am deeply grateful, that he shared his outstanding experience in de-

veloping special equipment for a special branch and that he has encouraged me to have my own expe-

rience in this field. Thus, Matthias substantially contributed to the practical relevance of my research. 

Beyond my appreciated advisors, I have some dear fellows, who substantially supported me on the way 

to graduation and to whom I would like to express my deep gratitude. Without Prof. Christian Kortüm as  

 

                                                      

1 Verheyen, N. – Die Erfindung der Leistung. Hanser Berlin im Carl Hanser Verlag: München, 2018. 256 p. 
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a long-time companion at the Ostwestfalen-Lippe University of Applied Sciences, many a crucial situa-

tion would not have been overcome, many an idea would not have come to light in ongoing discussions, 

and many a light-hearted yet important "research discovery" would have been left unmade. Thank you, 

Christian, for being my wingman. My friend and associated wood academic Dr.-Ing. Richard Münder 

was always a highly-sophisticated discussion partner considering all fields of science and engineering 

as well as beyond. Dr.-Ing. Sebastian Horstmann willingly shared his experience in wood science and 

engineering and made me understand that the reality of graduation demands more than demonstrating 

scientific ability. Benjamin Krause was my appreciated colleague in a third-party funded research project 

at the Ostwestfalen-Lippe University of Applied Sciences. With his precise work and many an elaborate 

device construction he made an essential contribution to several of the performed investigations. Fur-

thermore, my heartfelt appreciation goes out to my former colleagues at the DEPT 7 Production Engi-

neering and Management – particularly the wood technology staff – and at further departments at the 

Ostwestfalen-Lippe University of Applied Sciences as well as the numerous student associates and all 

the secret helpers, who supported the sometimes obviously unusual work of a young research fellow. 

As an external doctoral candidate at the University of Hamburg, I am also very grateful for various sup-

port from outside my home university in Lemgo and, therefore, for the opportunity to use various re-

search facilities and equipment across Europe. Initially, I would like to express my acknowledgement to 

the board of examiners. Special gratitude goes out to the members of the Institute of Wood Science, 

Hamburg, Germany, who supported me and tolerated my work during several stays in Hamburg prefer-

ably X-raying in the institute’s basement. I am pleased to acknowledge the rapid support of the Institut 

für Holztechnologie Dresden gemeinnützige GmbH (IHD), Dresden, Germany, where the competent 

and experienced local staff offered open-minded cooperation and willingness for any discussion. I am 

deeply grateful for the opportunity to have been able to perform some research at the Institute of Wood 

and Paper Technology, Technische Universität Dresden, Germany, with outstanding support by the lo-

cal staff offering obliging and straightforward cooperation. Many thanks are also due to the Bundesan-

stalt für Materialforschung und -prüfung (BAM), Department of Non-destructive Testing (DEPT 8) Radi-

ological Methods, for providing measuring equipment. Particularly the discussions with the former mem-

ber Dr. Kurt Osterloh and his advice in some topics of the thesis are highly appreciated. I am very 

thankful to the staff members and management of the Electronic Wood Systems GmbH, Hameln, Ger-

many, who made numerous measuring series possible and contributed to several results in terms of a 

cooperation project and beyond. Susan J. Ortloff did a great job proofreading this comprehensive thesis. 

Part of the performed X-ray investigations are based upon experiments within the scope of the research 

project ”Erforschung und Adaptierung von radiometrischen Verfahren zur Messung von Materialdichte 

und -feuchte an Holzwerkstoffen unter Berücksichtigung des strukturellen Aufbaus“ funded by the Ger-

man Federal Ministry of Economics and Technology on the basis of a decision by the German Bundes-

tag by the lead partner AiF Projekt GmbH. A travel grant from the Stiftung Holzwirtschaft, Hamburg, 

Germany, served as valuable contribution to enable a conference visit in Brazil. A completion scholar-

ship from the presidential board of the Ostwestfalen-Lippe University of Applied Sciences (now OWL 

University of Applied Sciences and Arts), Lemgo, Germany offered a good deal of freedom in the final 

stages of my research work. All funding is gratefully acknowledged. 

Finally, my heartfelt gratitude goes out to my dear family and friends for their patience and encourage-

ment. My parents and my sister gave me the freedom to journey down the dissertation road. They never 

made me feel like I might have chosen the wrong path. They left me no doubts about my work. 

Ultimately, to my beloved future wife Dörthe. Your understanding and many sacrifices through the years 

are priceless. Now, I am totally yours. 

Again, my deepest thanks to all of you! 

 

Lemgo, October 2019                    Konrad Solbrig 
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Abstract 

 

The industrial production of wood-based compo-

sites (WBCs) features the core processes in the 

forming and press line, which are characterised 

by densification and the curing of resin-blended 

furnish material to obtain a panel from a formed 

mat in a continuous or batch-wise process. Here, 

the reliable measurement of process parameters 

and panel properties is indispensable for moni-

toring and controlling production and quality. The 

in-plane area density (𝜌A) of the mat and the raw 

density (𝜌) of the panel, along with its vertical raw 

density profile (RDP), are typically determined 

through nondestructive means of radiometric de-

vices. X-ray systems for density measurement 

on WBCs are commonly used in both industry 

and research. They follow a similar basic princi-

ple of radiation transmission with specific setups 

depending on the measuring task at hand. De-

tector signals are evaluated regarding relative 

radiation transmission, which is well-known to 

follow Beer’s law of exponential attenuation. 

Note here, particular conditions regarding radia-

tion (energy and beam geometry) and material 

properties (consistent and homogeneous) are 

expected. These conditions, however, cannot be 

consistently achieved in applied radiometric in-

vestigations on WBCs. Therefore, X-ray trans-

mission measurements in terms of densitometry 

on inhomogeneous and porous matter such as 

WBCs are fundamentally affected by 

- material density, 

- elemental composition, 

- atomic numbers 𝑍, 

- beam geometry, 

- energy level and spectrum, as well as 

- energy-dependence of the individual attenu-

ation processes, 

with consequent radiation-physical effects such 

as beam hardening and radiation build-up. 

Previous investigations by means of X-rays fo-

cus instead on the exclusive application of more 

or less established methods on wood and 

WBCs. The setup of respective X-ray devices 

contributes to the final validity of the measuring 

results, where general insufficiencies are found 

in preliminary studies. Hence, a fundamental but 

practice-oriented study on X-ray densitometry 

with explicit regard to WBCs as inhomogeneous 

and porous low-𝑍 composite material consider-

ing both its composition and structure is currently 

needed.  

According to the nature of X-ray application on 

WBCs, this thesis follows an interdisciplinary ap-

proach that brings together radiation physics and 

WBC technology. It examines radiation-physical 

aspects both experimentally as well as theoreti-

cally and analyses the fundamental material 

properties of WBCs, which are relevant for radi-

ation interaction in a practice-oriented context 

due to a lack of such particular parameters for 

(lab-made) WBCs with predefined compositions 

in comparison to customary panels. Ultimately, 

individual findings are combined to draw conclu-

sions on their radiation-physical interdependen-

cies. An enhanced law of attenuation is deduced 

for practical description of X-ray transmission 

through WBCs. 

In order to obtain mostly predefined material 

composition, both lab-made panels (labMDF) as 

well as furnish mats (cured in pre-densified 

state) were manufactured with particular focus 

on wood fibres and urea-formaldehyde adhesive 

resin (UF) as raw material. A practise-oriented 

range of customary industrial panels (indMDF) 

completes the sample sets. 

Comprehensive material analyses with particular 

respect to properties relevant for radiation inter-

action were performed by means of 

- gas pycnometry as most suitable method for 

true density determination of hygroscopic 

porous media, 

- fibre and particle characterisation to qualify 

the actual members of the wood-particle-

resin-matrix, as well as  

- elemental and ash content analysis yielding 

the material composition on atomic level. 
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True density (𝜌t, i. e. solid density) determination 

on particularly prepared samples of labMDF, its 

raw fibres, cured UF resin, as well as indMDF 

and particleboard (PB) reveals similar results. 

For (lab-made) MDF a general value of 

𝜌t,labMDF = 1515 kg m
3⁄  is derived from the 

measurements. Fibre morphology characterisa-

tion shows the utilised thermomechanical pulp 

(TMP) assortments to be dominated by two 

structural fibre types according to their volume 

fraction, i. e., mainly compact fibre bundles as 

well as short single fibres. Their distributions of 

dimensions (width and length) are found in a 

comparable order but rather below literature val-

ues. Elemental analyses complete with ash con-

tent determination reveal particular differences 

between the investigated materials. The results 

allow, however, a generalisation on the basis of 

the manufactured labMDF with 10 % UF resin 

content and 𝑀𝐶 = 9.5 % in consequence of 

20/65 conditioning with mass fractions of H, C, N, 

O, and ash of 6.4 %, 45.0 %, 3.1 %, 45.2 %, and 

0.3 % (S is neglected). Ash content of most of the 

customary MDF is found to slightly exceed the 

lab-made panels. Nitrogen content variations are 

particularly attributed to adhesive resin content 

and type, with values roughly one order of mag-

nitude beyond clean wood in the case of com-

mon UF. 

Based on the analysed material parameters, an 

explanatory beam path model is introduced, 

which makes it possible to describe radiation 

transmission through WBCs on distinct scales of 

interaction. The macroscopic scale [10-1 m] pro-

vides the measuring information of the radio-

metric investigations (X-ray densitometry) for an 

individually densified inhomogeneous solid 

body. On the contrary, actual radiation-matter in-

teraction occurs on sub-microscopic, i. e., atomic 

level [10-10 m] defined by the elemental compo-

sition. Between macroscopic and sub-micro-

scopic level, radiation propagation is considered 

to be affected by material structure of the porous 

body as (variably densified) wood-particle-resin-

matrix on mesoscopic level [10-3 m], which is 

made up of cell-wall tissue with bound and free 

water as well as adhesive resin layers consider-

ing the microscopic scale [10-6 m]. Thus, an ap-

parently simple radiation-matter interaction with 

consequent attenuation turns complex when 

both WBC structure and composition are consid-

ered along with the associated effective radiation 

transmission. 

The conditions of the proposed concept were 

verified by exploratory transmission measure-

ments on samples of both furnish mats and pan-

els considering the practical applications, where 

X-ray devices with varying setups were em-

ployed. Particularly for RDP measurement on 

small specimens, a sufficient gravimetric refer-

ence method for non-radiometric direct determi-

nation was developed. Round robin test results 

reveal partly crucial deviations of the RDP 

shapes and surface-layer (SL) maxima between 

the devices as well as toward the reference 

method. Radiometric RDPs are concluded to be 

flattened in general. Deviations are found to in-

crease with a more distinct RDP shape, i. e., in-

creasing SL/CL ratio. 

However, all transmission measuring series 

show individual deviations from the theoretical 

expectation under ideal conditions with varying 

extent due to the applied X-ray setups with dif-

ferent broad-beam conditions as well as the re-

spective density range under investigation. 

Here, the mass attenuation coefficient is found 

to decrease with increasing area or raw density, 

contrary to the expectation to be a material con-

stant per applied energy level. Consequently, ra-

diation attenuation deviates from linear context 

with increasing absorber mass or thickness and 

Beer’s law of attenuation breaks down for radia-

tion transmission. Characteristic values quantify 

the individual deviations, and thus qualify the ca-

pability of the setups for X-ray densitometry. Ra-

diation pre-hardening via individual pre-filter ap-

plication yields the lowest deviation and radiation 

attenuation of the respective series approaches 

a linear context. The maximum deviation found 

in the case of an RDP setup at 35 kVp X-ray tube 

voltage and without pre-filter would yield up 

to -4 % measuring error in SL raw density con-

sidering an exemplary MDF-19 specimen, where 

only one mean mass attenuation coefficient is 

applied for calibration in common X-ray densi-

tometry. Regarding radiometric determination of 

area density distribution of the formed furnish 
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mat, single-point calibration (one mass attenua-

tion coefficient) for a wide measuring range can, 

in turn, cause measuring errors in the order 

of -47…+9 % at the limits. In addition to the fun-

damental non-linearities, differences between 

the mass attenuation coefficients of equivalent fi-

bre mats and panels are verified due to the em-

ployed and practically typical broad-beam geom-

etry setups. An exemplary difference compared 

to actual values is found in the order of +14 % of 

mat area density measurement based on panel 

calibration. 

Beyond beam geometry and scattering issues, 

primarily X-ray spectra are well-known to cause 

such non-linearities. The majority of the applied 

setups is evaluated regarding their energy distri-

bution via spectra measurements. Besides initial 

properties of the emitted beam, transmission 

spectra behind labMDF specimens with different 

raw densities but homogenous RDPs are deter-

mined to quantify the impact of such absorbers 

corresponding to RDP determination. A dimin-

ished beam hardening is found for some setups 

such that a more or less narrow initial spectrum 

is available, which is not considerably altered in 

terms of transmission through the total raw den-

sity range of the material under examination. 

However, an upward shift of the mean energy is 

superimposed by scattered radiation (rather low- 

and medium-energy) emitted from the speci-

mens depending on their individual structure and 

further detector collimation. Spectra simulation 

considering the equivalent conditions is addition-

ally performed. 

Based on well-known X-ray application funda-

mentals, the performed material analyses, and 

the findings from X-ray measurements, theoreti-

cal evaluation and holistic discussion of X-ray at-

tenuation in WBCs yields the following conclu-

sions:  

1. The computation of an effective atomic 

number 𝑍eff serves as a vivid measure to com-

pare the X-ray attenuation potential of different 

compound substances and the effect of varying 

mixtures. The results are in good agreement with 

most of the rare literature values and empirically 

determined data of wood constituents. WBC 𝑍eff 

is found to be unaffected by MC variations (be-

low fibre saturation) as well as resination (or-

ganic binders). A non-negligible impact of in-

creasing ash content and variation of ash com-

position is, however, evaluated.  

2. Mass-fraction-weighted total mean mass at-

tenuation coefficient 𝜇 𝜌⁄ (𝐸)mix computation 

with coincident radiation energy and spectra 

consideration provides a comprehensive data 

set based on the actual elemental composition 

and its virtual variation. Similar and partly almost 

congruent result plots of the applied WBCs and 

raw materials including water become obvious 

along the relevant energy range of 𝐸 =

5…100 keV. However, total attenuation is domi-

nated by the elements carbon and oxygen with a 

cumulated contribution of ≥ 85 %. Therefore, a 

negligible impact of (organic) adhesive resins is 

proven. MC generally reveals minor but partly 

notable influence on 𝜇 𝜌⁄ (𝐸)mix particularly on 

low and medium energy levels, where Δ𝑀𝐶 =

±5 % around standard conditions causes not 

more than the relative deviation of ±1.2 % of the 

corresponding mass attenuation coefficients. 

Ash content 𝜔(𝑎) is found to cause individual 

𝜇 𝜌⁄ (𝐸)mix differences between comparable ma-

terials, e. g., MDF of different industrial origins. 

An increment of up to 𝜔(𝑎) = 0.9 %, i. e. three 

times that of clean wood from most of the Euro-

pean species, yields a significant impact on 

𝜇 𝜌⁄ (𝐸)mix in the order of +1.5…13.4 %, de-

pending on the energy range. Accordingly, the 

differential mass attenuation coefficient 

𝛿 𝜇 𝜌⁄ (𝐸)mix  [% Δparameter⁄ ] is introduced to 

quantify a varying composition impact of individ-

ual parameters on attenuation by a single factor 

and to summarise the findings.  

3. Despite a few exceptions, the computation 

results are generally found to exceed measuring 

data at equivalent energies. The differences are 

concluded to be systematically attributed to 

beam hardening and scattering. Ultimately, the 

study finds, that material structure, beam geom-

etry, and radiation energy distribution primarily 

affect the measurement of 𝜇 𝜌⁄  values whereas 

variations in chemical composition yield minor in-

fluence as long as the main constituent elements 

are of similar atomic number. 
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The combination of all observations from meas-

urements and findings from theoretical attenua-

tion considerations supports further implications 

on interdependent radiation-physical effects like 

beam hardening, multiple scattering, and radia-

tion build-up in the case of practical X-ray densi-

tometry on WBCs: 

4. Beam hardening is found to be particularly 

influential in the energy range 𝐸 < 24 keV, above 

which scattering starts to dominate. For quantifi-

cation of density-dependent energy variation, 

the beam hardening index 𝐵𝐻𝑖(𝐸, 𝜌A)  

[%Δ�̅� %Δ𝜌A⁄ ] is introduced as a differential en-

ergy shift based on measuring or simulation 

data. Its evaluation verifies the findings from the 

comparison of the mass attenuation coefficients 

from measurement and computation, where 

non-constant 𝜇 𝜌⁄  measuring results fall below 

correspondingly computed values and decrease, 

in turn, with increasing area density. Beam hard-

ening effects are concluded to cause considera-

ble bias of X-ray densitometry results, where 

only one single mass attenuation coefficient is 

applied as a calibration parameter for a wide 

range of area density and for specimens featur-

ing distinct raw density gradients.  

5. The characteristic is, however, superim-

posed by scattering phenomena. Like beam 

hardening, scattering unavoidably occurs in the 

energy range of WBC X-ray applications. It may 

affect transmission measuring results such that 

non-linearities occur depending on the recorded 

scatter intensity superimposing the directly 

transmitted primary beam due to broad-beam 

geometry and setup conditions. Therefore, scat-

tering yields an overestimation of the transmitted 

intensity in general. Besides energy and beam 

geometry, scatter recording depends on WBC 

structure, i. e., densification, since low-𝑍 material 

with rather low true density tends to reveal lower 

self-absorption of secondary radiation in com-

parison to metals. However, radiation build-up in 

WBC transmission measurements is found to in-

crease along increasing area density of the re-

spective measuring series as well as with mate-

rial densification, i. e., it increases more for pan-

els than for furnish mats.  

6. However, the proposed radiation transmis-

sion concept through WBCs comprising radia-

tion-matter interaction on distinct scales is con-

sidered to be proven by the above findings. 

7. The study ultimately concludes, that the 

conventional Beer’s law of attenuation is no 

longer applicable to such X-ray densitometry ap-

plications on WBCs. Therefore, a power function 

approach for the relation between attenuation 

ln 𝑇−1 and area density 𝜌A is determined to be 

the proper mathematic-physical solution of the 

biased linear context. Its inverse yields the dou-

ble-exponential transmission function, which is 

consequently introduced as an enhanced law of 

attenuation. The additional exponent serves as a 

total index for the transmission conditions of the 

employed setup, including the material under in-

vestigation. The practice-oriented approach is 

applicable without particular requirements such 

as determination of X-ray spectra or computation 

of mass attenuation coefficients based on ele-

mental composition. It involves just the appropri-

ate evaluation of the transmission measure-

ments employing the regular setup and utilising 

the explicit material under investigation. How-

ever, the approach is verified by application on 

the present transmission measuring results, 

where evaluated regression plots reveal good 

agreement with the individual data. 

Since the present thesis aims to explore existing 

X-ray transmission setups and to describe the 

measuring conditions, improvements to the uti-

lised devices are not explicitly made. Neverthe-

less, methodical implications on appropriate 

X-ray parameters for densitometry on WBCs are 

pointed out. Accordingly optimised X-ray meas-

uring device hardware as well as improved cali-

bration and data evaluation procedures are con-

cluded to facilitate enhanced result accuracy 

with reliable absolute density values. Thus, prac-

tical X-ray densitometry on WBCs is able to yield 

reliable results under certain conditions. It re-

quires, however, an enhanced understanding of 

radiation transmission from the X-ray beam’s 

point of view and its propagation through the 

special material of WBCs. Therefore, the meas-

uring data evaluation must consider such condi-

tions by means of the double-exponential atten-

uation law. Here, the theoretical background is 
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provided by the present thesis. The practical im-

plementation, however, must consequently be 

performed by the device manufactures. The us-

ers of such modern X-ray systems are enabled 

to obtain enhanced quality of their measuring re-

sults, which is relevant for both WBC science 

(wide range of partly new composites) and in-

dustry (increasing requirements on reliability and 

accuracy). Eventually, the proper application of 

capable nondestructive evaluation methods by 

valid and precise measuring systems for moni-

toring and controlling quality and process param-

eters in WBC production offers the possibility of 

achieving savings in raw materials and energy 

consumption as well as fundamental ap-

proaches for improving WBC production, thus, to 

optimise process conditions and material prop-

erties in general. 

 





 

Kurzfassung 

 

Die industrielle Produktion von plattenförmigen 

Holzwerkstoffen (HWS) wird maßgeblich durch 

die Kernprozesse in der Form- und Pressen-

straße bestimmt. Die Plattenherstellung ist durch 

die Verdichtung und Aushärtung von geformten 

Matten aus beleimten Holzpartikeln gekenn-

zeichnet, was in kontinuierlichen oder taktwei-

sen Prozessen erfolgt. Dabei ist die zuverlässige 

Messung von Prozessparametern und Plattenei-

genschaften für die Überwachung und Steue-

rung von Produktion und Qualität unabdingbar. 

Die Bestimmung des Flächengewichts (Flächen-

dichte 𝜌A) der Matte und der Rohdichte (𝜌) der 

Platte sowie des vertikalen Rohdichteprofils 

(RDP) erfolgt für gewöhnlich zerstörungsfrei mit-

tels radiometrischer Geräte. Heute sind sowohl 

in der Industrie als auch in der Forschung Rönt-

gensysteme zur Dichtemessung (Densitometrie) 

an Holz und Holzwerkstoffen verbreitet. Deren 

Grundprinzip zur Durchstrahlung ist ähnlich, wo-

hingegen sich der jeweilige Aufbau in Abhängig-

keit der Messaufgabe und auch in Bezug auf den 

Gerätehersteller unterscheidet. Die aus den ge-

messenen Detektorsignalen ausgewertete rela-

tive Durchstrahlung kann durch das hinlänglich 

bekannte Beer’sche Gesetz für die exponentielle 

Schwächung beschrieben werden. Die Gültigkeit 

setzt bestimmte Bedingungen in Bezug auf 

Strahlung (Energie und Strahlgeometrie) und 

Materialeigenschaften (konsistent und homo-

gen) voraus, die bei radiometrischen Untersu-

chungen an HWS in der allgemeinen Praxis je-

doch nicht angemessen erfüllt werden können. 

Demzufolge werden Röntgendurchstrahlungs-

messungen zur Densitometrie an inhomogener 

und poröser Materie wie HWS grundlegend be-

einflusst durch 

- die Materialdichte, 

- die elementare Zusammensetzung, 

- die Ordnungszahl 𝑍, 

- die Strahlgeometrie, 

- das Energieniveau und -spektrum sowie 

- die Energieabhängigkeit der jeweiligen 

Schwächungsprozesse 

mit den daraus resultierenden strahlungsphysi-

kalischen Effekten wie Strahlaufhärtung und 

Strahlungsaufbau. 

Bisherige Untersuchungen mittels Röntgen-

strahlung an Holz und HWS konzentrierten sich 

eher auf die Anwendung praktisch bestehender 

Methoden als auf deren grundlegende Erfor-

schung. Die Ausführung der jeweiligen Röntgen-

geräte leistet jedoch einen entscheidenden Bei-

trag zur Qualität und resultierenden Gültigkeit 

der Messergebnisse, wobei sich generelle Unzu-

länglichkeiten in Voruntersuchungen zeigten. Es 

bedarf daher einer grundlegenden aber gleich-

zeitig praxisorientierten Untersuchung der Den-

sitometrie mittels Röntgenstrahlung an HWS un-

ter besonderer Berücksichtigung der inhomoge-

nen und porösen Struktur sowie der Zusammen-

setzung derartiger Verbundwerkstoffe aus Ele-

menten mit niedrigen Ordnungszahlen. 

Die vorliegende Arbeit folgt deshalb einem inter-

disziplinären Ansatz und verbindet dabei das 

Gebiet der Röntgenphysik mit der Holzwerkstoff-

technologie. Strahlungsphysikalische Aspekte 

werden sowohl theoretisch als auch experimen-

tell unter gezielter Materialanwendung unter-

sucht. Grundlegende Eigenschaften von HWS 

mit Relevanz für die Strahlungswechselwirkung 

werden analysiert, da hier kaum Materialkenn-

werte von (labormäßig hergestellten) HWS mit 

vordefinierter Zusammensetzung im Vergleich 

zu handelsüblichen Platten vorliegen. Die jewei-

ligen Ergebnisse werden zusammengeführt und 

Schlussfolgerungen zu deren strahlungsphysi-

kalischen Wechselbeziehungen vor einem pra-

xisnahen Hintergrund gezogen. Für die anwen-

dungsorientierte Beschreibung der Röntgen-

durchstrahlung von HWS wird ein erweitertes 

Schwächungsgesetz abgeleitet. 

Für die Untersuchungen wurden sowohl HWS-

Platten (labMDF) als auch Partikelmatten (mit 

Klebharzaushärtung im vorverdichteten Zu-

stand) labormäßig hergestellt, um eine weitge-

hend vordefinierte Materialzusammensetzung 

zu erhalten. Dabei lag der Fokus auf Holzfasern 

und Harnstoff-Formaldehyd-Klebharz (UF) als 
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Ausgangsstoffe. Diese Probekörperreihen wur-

den durch handelsübliche Platten industriellen 

Ursprungs (indMDF) ergänzt. 

Eine umfassende Materialanalyse unter beson-

derer Berücksichtigung der Eigenschaften mit 

Relevanz für die Strahlungswechselwirkung 

wurde durchgeführt mittels 

- Gaspyknometrie als geeignetste Methode 

für die Reindichtebestimmung von hygrosko-

pischen porösen Medien, 

- Faser- und Spancharakterisierung zur Quali-

fizierung der tatsächlichen Strukturelemente 

der untersuchten Holzpartikel-Klebstoff-Mat-

rix sowie 

- Elementaranalyse und Bestimmung des 

Aschegehaltes resultierend in der Material-

zusammensetzung auf atomarer Ebene. 

Die Ergebnisse der Bestimmung der Reindichte 

(Feststoffdichte 𝜌t) an eigens dafür vorbereiteten 

Proben von labMDF, dessen Rohfasern, ausge-

härtetem UF-Harz sowie indMDF und Span-

platte zeigen ähnliche Werte. Aus den Messer-

gebnissen wird für (labormäßig hergestellte) 

MDF ein verallgemeinerter Wert von 𝜌t,labMDF =

1515 kg m3⁄  abgeleitet. Die Charakterisierung 

der Fasermorphologie zeigt, dass die verwende-

ten Sortimente thermomechanisch aufgeschlos-

senen Faserstoffs von den beiden Fasertypen 

kompakte Faserbündel sowie kurze Einzelfaser 

hinsichtlich ihres Volumenanteils dominiert wer-

den. Die ermittelten Verteilungen von Breite und 

Länge liegen eher unter den verfügbaren Litera-

turwerten aber in einer vergleichbaren Größen-

ordnung. Die Elementaranalyse in Kombination 

mit der Bestimmung des Aschegehaltes zeigt 

bestimmte Unterschiede zwischen den unter-

suchten Materialien. Die Ergebnisse erlauben je-

doch eine Verallgemeinerung auf Basis der her-

gestellten labMDF mit 10 % UF-Festharzgehalt 

und einem Feuchtegehalt von 𝑀𝐶 = 9,5 % (Aus-

gleichsfeuchte nach 20/65 Klimatisierung) mit 

Masseanteilen der Elemente H, C, N und O sowie 

Asche von 6,4 %, 45,0 %, 3,1 %, 45,2 %, und 

0,3 % (S vernachlässigt). Weiterhin stellte sich 

heraus, dass der Aschegehalt der handelsübli-

chen MDF den der labormäßig hergestellten im 

Mittel leicht übersteigt. Veränderungen im Stick-

stoffgehalt sind insbesondere auf den Klebharz-

gehalt und -typ zurückzuführen und liegen im 

Fall von UF etwa eine Größenordnung über na-

tivem Holz (ohne Rinde). 

Unter Berücksichtigung der analysierten Materi-

aleigenschaften wird ein Erklärungsmodell für 

die Durchstrahlung von HWS entwickelt und vor-

gestellt, das die Bedingungen entlang des 

Strahlwegs auf verschiedenen Ebenen der 

Wechselwirkung beschreibt. Die makroskopi-

sche Ebene [10-1 m] liefert die Messinformation 

der radiometrischen Untersuchung (Röntgen-

densitometrie) eines beliebig verdichteten inho-

mogenen Festkörpers. Im Gegensatz dazu er-

folgt die tatsächliche Wechselwirkung zwischen 

Strahlung und Materie im submikroskopischen 

Maßstab [10-10 m], also auf atomarer Ebene, die 

durch die elementare Zusammensetzung be-

stimmt wird. Weiterhin ist davon auszugehen, 

dass die Ausbreitung der Strahlung auf den Be-

trachtungsebenen dazwischen von der Struktur 

des porösen Körpers beeinflusst wird. Dieser 

wird als (variabel verdichtete) Holzpartikel-Kleb-

stoff-Matrix im mesoskopischen Maßstab 

[10-3 m] betrachtet, die wiederum auf mikrosko-

pischer Ebene [10-6 m] aus Zellwandgewebe mit 

gebundenem und freiem Wasser sowie Kleb-

harzschichten aufgebaut ist. Folglich umfasst die 

Schwächung der Strahlung infolge von Wechsel-

wirkungen mit Materie komplexe Zusammen-

hänge hinsichtlich der Struktur und Zusammen-

setzung der HWS und der davon abhängenden 

effektiven Durchstrahlung. 

Zur Verifizierung der Bedingungen des vorge-

stellten Erklärungskonzeptes werden orientie-

rende Durchstrahlungsmessungen sowohl an 

Holzpartikelmatten als auch an Platten durchge-

führt und die Messaufbauten hinsichtlich der An-

wendung der Röntgengeräte in der Praxis vari-

iert. Eigens für die RDP-Messung an kleinen 

Probekörpern wurde eine geeignete gravimetri-

sche Referenzmethode zur direkten nicht-radio-

metrischen Bestimmung der Rohdichtegradien-

ten entwickelt. Bei einem Ringversuche zeigen 

sich teilweise erhebliche Unterschiede der RDP-

Verläufe und insbesondere der Deckschichtma-

xima im Vergleich der Ergebnisse der eingesetz-

ten Laborgeräte untereinander und jeweils ge-



Kurzfassung XXI 

genüber dem Referenzverfahren. Die Verfäl-

schung spiegelt sich generell in einer Verfla-

chung der RDP-Verläufe wider. Weiterhin ist 

festzustellen, dass die Abweichungen vom je-

weiligen Referenzprofil mit ausgeprägterem 

RDP, d. h. größeren Verhältnissen von Deck-

schicht- zu Mittelschichtrohdichte, zunehmen. 

Alle Reihen der Durchstrahlungsmessungen las-

sen jeweils Abweichungen im Verlauf der Mess-

werte über die untersuchte Dichtespanne von 

den theoretischen Erwartung unter idealen Be-

dingungen erkennen, wobei sich das Ausmaß 

unterscheidet und von den verschiedenen Rönt-

genmessaufbauten mit unterschiedlichen Para-

metern der ausgedehnten Strahlenbündel ab-

hängt. Entgegen einer zu erwartenden Material-

konstante je Energieniveau sind dabei abneh-

mende Massenschwächungskoeffizienten inner-

halb der jeweiligen Messreihe entlang zuneh-

mender Flächengewichte oder Rohdichten zu 

beobachten. Folglich weicht die Strahlungs-

schwächung vom linearen Zusammenhang bei 

zunehmender Flächenmasse oder Dicke des 

Absorbers ab und das Beer’sche Schwächungs-

gesetz verliert seine Gültigkeit für diese Durch-

strahlungsbedingungen. Die aus den Messer-

gebnissen ermittelten Kenngrößen quantifizie-

ren die jeweiligen Abweichungen und qualifizie-

ren damit die Fähigkeit der eingesetzten 

Röntgenmesssysteme für die Densitometrie an 

HWS. Die Anwendung von Vorfiltern zur Aufhär-

tung der genutzten Strahlungsspektren führt da-

bei zu den geringsten beobachteten Abweichun-

gen und die jeweiligen Messreihen nähern sich 

einem linearen Zusammenhang innerhalb einer 

gewissen Spanne von Dichtewerten an. Die ma-

ximale Abweichung zeigt sich beispielsweise bei 

einem RDP-Versuchsaufbau mit 35 kVp Rönt-

genröhrenspannung und ohne zusätzlichen Vor-

filter. Dessen exemplarische Anwendung zur 

RDP-Bestimmung an MDF-19 würde aufgrund 

der beschriebenen Nichtlinearitäten in einem 

Messfehler von bis zu -4 % bei der Deck-

schichtrohdichte resultieren, sofern nur ein mitt-

lerer Massenschwächungskoeffizient zur Kali-

brierung herangezogen wird, wie allgemein üb-

lich bei der Röntgendensitometrie. Auch bei der 

radiometrischen Bestimmung der Flächenge-

wichtsverteilung innerhalb einer geformten Holz-

partikelmatte kann eine Einzelwertkalibrierung 

(nur ein Massenschwächungskoeffizient) zu 

Messfehlern führen und Abweichungen in der 

Größenordnung von -47…+9 % an den Grenzen 

eines großen Messbereiches nach sich ziehen. 

Neben den grundlegenden Nichtlinearitäten wur-

den bereits beobachtete Unterschiede zwischen 

den Massenschwächungskoeffizienten äquiva-

lenter Fasermatten und -platten bestätigt, die auf 

unterschiedliche Streustrahlungsverhältnisse 

zwischen Matte und Platte bei den in der Praxis 

typischerweise zur Anwendung kommenden 

Durchstrahlungsgeometrien mit ausgedehnten 

Strahlenbündeln zurückzuführen sind. Wird die 

Kalibrierung anhand einer Platte für die Flächen-

gewichtsmessung an einer Fasermatte herange-

zogen, ist beispielweise mit Abweichungen der 

Messwerte von etwa +14 % im Vergleich zum 

tatsächlichen Wert (gravimetrische Referenz) zu 

rechnen. 

Über die Durchstrahlungsgeometrie und damit 

verbundene Streustrahlungsphänomene hinaus 

ist vornehmlich die beim Einsatz von Röntgen-

spektren auftretende Strahlaufhärtung dafür be-

kannt, derartige Nichtlinearitäten herbeizufüh-

ren. Deshalb werden neben den einfachen 

Durchstrahlungsmessungen (Bestimmung der 

Intensität ohne Energiediskriminierung) bei ei-

nem Großteil der eingesetzten Messaufbauten 

Röntgenspektren aufgenommen, um deren 

Energieverteilung zu bewerten. Neben den un-

veränderten Eigenschaften der Ausgangsspek-

tren der Röhren (teils mit Filtern) werden Spek-

tren nach der Durchstrahlung von labMDF mit 

verschiedenen Rohdichten aber homogenem 

RDP bestimmt, um den Einfluss derartiger Ab-

sorber in Bezug auf die RDP-Messung zu quan-

tifizieren. Eine verringerte Strahlaufhärtung 

wurde bei einigen Messaufbauten derart festge-

stellt, dass ein mehr oder weniger enges Aus-

gangsspektrum bei der Durchstrahlung der ge-

samten untersuchten Rohdichtespanne keine 

nennenswerte Änderung erfuhr. Die Verschie-

bung der mittleren Energien der Spektren hin zu 

höheren infolge der Strahlaufhärtung wird je-

doch durch Streustrahlung (vornehmlich niede-

rer oder mittlerer Energie) überlagert, die als Se-
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kundärstrahlung vom untersuchten Objekt emit-

tiert wird, deren gemessene Intensität jedoch 

von der Materialstruktur sowie der Begrenzung 

des Strahlenbündels am Detektor abhängt. Er-

gänzend zu den Messungen werden Simulatio-

nen der Spektren unter Anwendung äquivalenter 

Bedingungen durchgeführt. 

Auf Basis der allgemeinen Grundlagen von 

Röntgenanwendungen, der durchgeführten Ma-

terialanalysen und der Ergebnisse der Röntgen-

messungen führen die theoretische Untersu-

chung und die ganzheitliche Diskussion der 

Durchstrahlung von HWS mittels Röntgenstrah-

lung zu folgenden Feststellungen: 

1. Die Berechnung einer effektiven Ordnungs-

zahl 𝑍eff dient als anschauliches Maß für den 

Vergleich des Strahlungsschwächungsvermö-

gens verschiedener Verbundwerkstoffe und den 

Einfluss unterschiedlicher Zusammensetzun-

gen. Die Ergebnisse der Berechnungen zeigen 

eine gute Übereinstimmung mit den meisten der 

jedoch kaum verfügbaren Literaturwerte sowie 

mit den empirisch bestimmten Daten der Holz-

bestandteile. Bei der Auswertung stellt sich her-

aus, dass 𝑍eff von HWS weder von Unterschie-

den im Feuchtegehalt (unterhalb des Fasersätti-

gungsbereiches) noch der Beleimung (mit orga-

nischen Bindemitteln) beeinflusst wird. Der Ein-

fluss eines zunehmenden Aschegehaltes sowie 

einer schwankenden Zusammensetzung der mi-

neralischen Bestandteile ist jedoch nicht zu ver-

nachlässigen. 

2. Die Berechnung von mittleren Gesamtmas-

senschwächungskoeffizienten 𝜇 𝜌⁄ (𝐸)mix ge-

wichtet anhand der Masseanteile der vorhande-

nen Elemente unter gleichzeitiger Berücksichti-

gung der Strahlungsenergien und -spektren lie-

fert einen umfassenden Datensatz für HWS und 

deren Ausgangsstoffe auf Basis der tatsächlich 

bestimmten elementaren Zusammensetzung so-

wie deren virtueller Variation innerhalb extremer 

aber praxisnaher Grenzen. Die Darstellung der 

Ergebnisse in Diagrammen innerhalb der be-

trachteten Energiespanne von 𝐸 = 5…100 keV 

ergibt augenscheinlich ähnliche und teilweise 

sogar deckungsgleiche Kurvenverläufe der ein-

gesetzten HWS und Ausgangsstoffe inklusive 

Wasser. Die Gesamtschwächung in HWS wird 

dominiert von den Elementen Kohlenstoff und 

Sauerstoff mit einem kumulierten Beitrag von  

≥ 85 %. Damit gilt ein vernachlässigbarer Ein-

fluss von (organischen) Klebharzen als belegt. 

Der Feuchtegehalt zeigt generell einen geringen 

Einfluss auf 𝜇 𝜌⁄ (𝐸)mix, ist aber insbesondere 

auf niederen und mittleren Energieniveaus 

durchaus zu berücksichtigen, wo Feuchte-

schwankungen von Δ𝑀𝐶 = ±5 % um die Stan-

dardbedingungen jedoch lediglich relative Ab-

weichungen der zugehörigen Massenschwä-

chungskoeffizienten von ±1,2 % nach sich zie-

hen würden. In Bezug auf den Aschegehalt 𝜔(𝑎) 

ergeben sich individuelle Unterschiede von 

𝜇 𝜌⁄ (𝐸)mix zwischen vergleichbaren Werkstof-

fen wie beispielsweise MDF unterschiedlicher in-

dustrieller Herkunft. Eine Erhöhung des Asche-

gehaltes auf  𝜔(𝑎) = 0,9 %, was dem Dreifachen 

von nativem Holz (ohne Rinde) der meisten Eu-

ropäischen Arten entspricht, führt zu einem be-

trächtlichen Einfluss auf 𝜇 𝜌⁄ (𝐸)mix in der Grö-

ßenordnung von +1,5…13,4 % in Abhängigkeit 

des Energiebereiches. Zur Zusammenfassung 

der Berechnungsergebnisse und um eine dem-

entsprechende quantitative Bewertung des Ein-

flusses unterschiedlicher Materialzusammenset-

zungen anhand einzelner Kennwerte auf die 

Strahlungsschwächung zu ermöglichen, wird der 

differentielle Massenschwächungskoeffizient 

𝛿 𝜇 𝜌⁄ (𝐸)mix [% Δparameter⁄ ] als neue Kenn-

größe eingeführt.  

3. Im Vergleich zwischen Messung und Be-

rechnung der Massenschwächungskoeffizienten 

zeigt sich, abgesehen von wenigen Ausnahmen, 

dass die Berechnungsergebnisse im Allgemei-

nen über den Messwerten bei äquivalenten 

Energien liegen. Es wird geschlussfolgert, dass 

die Unterschiede systematisch den Auswirkun-

gen von Strahlaufhärtung und Streustrahlung 

zuzuschreiben sind. Schließlich wird offensicht-

lich, dass vornehmlich Materialstruktur, Durch-

strahlungsgeometrie und das Energiespektrum 

der Strahlung die Messung des Massenschwä-

chungskoeffizienten 𝜇 𝜌⁄  beeinflussen, wohinge-

gen Unterschiede in der chemischen Zusam-

mensetzung der untersuchten Werkstoffe nur ei-

nen geringen Einfluss haben solange die Ele-

mente der Hauptbestandteile eine ähnliche Ord-

nungszahl aufweisen. 
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Die Verknüpfung der Ergebnisse der theoreti-

schen Betrachtungen zur Strahlungsschwä-

chung mit den Beobachtungen bei den Messun-

gen untermauert weitere Schlussfolgerungen zu 

den strahlungsphysikalischen Wechselbezie-

hungen der Effekte von Strahlaufhärtung, Mehr-

fachstreuung und Strahlungsaufbau in Bezug 

auf die praktische Anwendung der Röntgenden-

sitometrie an HWS: 

4. Eine erhebliche Strahlaufhärtung ist insbe-

sondere im Energiebereich 𝐸 < 24 keV vorzufin-

den, wo vornehmlich photoelektrische Absorp-

tion als Schwächungsprozess vorherrscht und 

erst mit weiter steigender Energie die Streuung 

zu dominieren beginnt. Zur Quantifizierung der 

dichteabhängigen Energieänderung wird eine 

Kennzahl für die Strahlaufhärtung (beam harde-

ning index 𝐵𝐻𝑖(𝐸, 𝜌A) [%Δ�̅� %Δ𝜌A⁄ ]) eingeführt, 

die als differentielle Energieänderung anhand 

von Mess- oder Simulationsdaten zu berechnen 

ist. Entsprechende Auswertungen bestätigen die 

Ergebnisse des Vergleichs der Massenschwä-

chungskoeffizienten, wobei die nicht konstanten 

Messwerte von 𝜇 𝜌⁄  mit zunehmendem Flächen-

gewicht abnehmen und unter den zugehörigen 

Berechnungsergebnissen liegen. Es lässt sich 

zusammenfassen, dass die Einflüsse der Strahl-

aufhärtung eine auffällige Verfälschung der den-

sitometrischen Ergebnisse bewirken, solange für 

Röntgenmessungen nur ein mittlerer Massen-

schwächungskoeffizient zur Kalibrierung für 

große Flächengewichtsspannen oder Prüfkörper 

mit ausgeprägten Rohdichtegradienten heran-

gezogen wird.  

5. Die Beobachtungen werden darüber hinaus 

von Streustrahlungseffekten überlagert. Streu-

strahlung ist, wie die Strahlaufhärtung, unver-

meidbar im Energiebereich der Röntgenanwen-

dungen an HWS. Infolgedessen können bei 

Durchstrahlungsmessungen Nichtlinearitäten 

entstehen, wobei die aufgenommene Streu-

strahlungsintensität (Sekundärstrahlung) die In-

tensität des direkten Primärstrahls überlagert, 

was wiederum von den Parametern des 

Messaufbaus und der Geometrie des ausge-

dehnten Strahlenbündels abhängt. Demnach 

bewirkt Streuung im Allgemeinen eine Überbe-

wertung der gemessenen Durchgangsintensität. 

Neben Energie und Durchstrahlungsgeometrie 

hängt die aufgenommene Streuung auch von 

der HWS-Struktur ab. Hier spielt die Verdichtung 

eine entscheidende Rolle, da die Grundsubstanz 

des porösen Verbundwerkstoffes mit eher gerin-

gen Ordnungszahlen und niedrigen Reindichten 

tendenziell eine geringere Selbstabsorption der 

Sekundärstrahlung aufweist im Vergleich zu Me-

tallen. Bei den Betrachtungen zur Streustrahlung 

stellt sich weiterhin heraus, dass ein zunehmen-

der Strahlungsaufbau bei steigenden Flächen-

gewichten innerhalb einer Messreihe sowie bei 

größeren Rohdichten des Materials vorliegt. So-

mit ist der Strahlungsaufbau an einer Platte grö-

ßer im Vergleich zur äquivalenten Matte.  

6. Alle Ergebnisse und Schlussfolgerungen 

sind als Beleg für das vorgestellte Erklärungs-

modell zur Durchstrahlung von HWS auf den 

verschiedenen Ebenen der Wechselwirkung zu 

betrachten. 

7. Schlussendlich zeigen die Untersuchungs-

ergebnisse, dass das allgemeine Beer’sche 

Schwächungsgesetz für die Anwendung zur 

Röntgendensitometrie an HWS seine umfas-

sende Gültigkeit verliert. Anstelle des verfälsch-

ten linearen Zusammenhangs wird folgerichtig 

mit einer Potenzfunktion ein geeigneter Ansatz 

zur mathematisch-physikalischen Beschreibung 

des Verhältnisses von Schwächung ln 𝑇−1 und 

Flächengewicht 𝜌A gefunden. Die Umkehrfunk-

tion bringt eine doppelt exponentielle Gleichung 

für die Durchstrahlung hervor, die folglich als er-

weitertes Schwächungsgesetz eingeführt wird. 

Der zusätzliche Exponent dient als Kennzahl für 

die Gesamtheit der vorliegenden Durchstrah-

lungsbedingungen des jeweils verwendeten 

Messaufbaus einschließlich des untersuchten 

Materials. Dieser praxisgerechte Ansatz ist an-

wendbar ohne besondere Anforderungen. Über 

die zweckmäßige Auswertung der mit dem regu-

lären Durchstrahlungsaufbau und unter Verwen-

dung des Untersuchungsmaterials aufgenom-

men Messdaten hinaus bedarf es keiner weite-

ren aufwändigen Informationen wie der Ermitt-

lung von Röntgenspektren oder der Berechnung 

von Massenschwächungskoeffizienten aus Ana-

lyseergebnissen. Der Ansatz wird unter Anwen-

dung der vorliegenden Ergebnisse der Durch-

strahlungsmessungen überprüft, wobei die er-
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mittelten Regressionsgleichungen gute Über-

einstimmungen mit den Daten der jeweiligen 

Messreihen zeigen.  

Die vorliegende Arbeit widmet sich vornehmlich 

der Untersuchung bestehender Röntgensysteme 

und der Beschreibung der jeweiligen Durchstrah-

lungsbedingungen unter Berücksichtigung von 

Messaufbau und Material. Deshalb werden keine 

Maßnahmen zur Verbesserung der eingesetzten 

Geräte durchgeführt. Dennoch werden anhand 

der methodischen Schlussfolgerungen geeignete 

Röntgenparameter für die Densitometrie an 

HWS verdeutlicht. Mit dementsprechend opti-

mierten Röntgenmesssystemen und verbunden 

mit erweiterten Methoden zur Kalibrierung und 

Datenauswertung wird eine Steigerung der Ge-

nauigkeit der Messergebnisse mit zuverlässigen 

Dichtewerten ermöglicht. Damit wird die Rönt-

gendensitometrie an HWS befähigt, belastbare 

Ergebnisse in der Praxis zu erzielen. Es bedarf 

jedoch eines erweiterten Verständnisses der 

Durchstrahlung von HWS aus Sicht des Rönt-

genstrahls sowie von dessen Ausbreitung durch 

dieses besondere Material. Daher müssen bei 

der Messdatenauswertung derartige Bedingun-

gen unter Anwendung des doppelt exponentiel-

len Schwächungsgesetzes Berücksichtigung fin-

den. Den theoretischen Hintergrund hierfür ver-

schafft die vorliegende Arbeit. Die praktische 

Umsetzung obliegt hingegen den Geräteherstel-

lern. Die Anwender solcher modernen Röntgen-

messsysteme werden in die Lage versetzt, eine 

gesteigerte Qualität der Messergebnisse zu er-

zielen, was wiederum sowohl für die Forschung 

an HWS (breite Spanne an teilweise neuen Ver-

bundwerkstoffen und Werkstoffverbünden) als 

auch für deren industrielle Produktion (steigende 

Anforderungen an Zuverlässigkeit und Genauig-

keit) von besonderem Interesse ist. Die praxisge-

rechte Anwendung von nachweislich fähigen zer-

störungsfreien Untersuchungsmethoden unter 

Einsatz von fundierten und genauen Messsyste-

men zur Überwachung und Steuerung von Pro-

zess- und Qualitätskenngrößen bei der HWS-

Produktion ermöglicht schließlich das Erzielen 

von Einsparungen bei Ausgangsmaterial und 

Energie und bietet weiterhin grundlegende An-

sätze zur Optimierung von Prozessbedingungen 

und Materialeigenschaften. 
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tic or Rayleigh scattering 

ini initial, i. e., prior to the experiment or process 
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ph photon 
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RT room temperature 
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Section I 

Introduction and background 

 

For the most common wood-based composites, 

medium density fibreboard (MDF), particleboard 

(PB), and oriented strand board (OSB), the Eu-

ropean Panel Federation (EPF) reports for 2017 

a production volume of 49.1 million m³ in their 

member countries (excluding Russia and Tur-

key, cf. WIJNENDAELE (2018)), which represents 

a more or less consistent growth for nearly all 

panel types compared to the previous year 

(2016). According to common industry reporting, 

this generally positive trend continued in 2018. 

Likewise, North American, Chinese, and South-

east Asian production volumes are reportedly in-

creasing with partly tremendous growth in ca-

pacities due to new or extended production lines 

(cf. SALO (2018)). 

Notwithstanding global region, volume, and type 

with individual characteristics, the complex in-

dustrial production of furnish-based, panel-type, 

wood-based composites (WBCs) follows a simi-

lar process in most typical plants. Regardless of 

the still existing (multi-)opening presses particu-

larly in the case of OSB, WBC production fea-

tures a continuous process flow. After furnish 

generation, drying, and resination2, the forming 

and press line, as illustrated in Figure I-1, com-

prises the core processes considered to be cru-

cial for production capacity and product proper-

ties. Accordingly, numerous studies exist dealing 

with the context of processing, material, and final 

properties, which have been summarised over 

decades in just as many reports, theses, and 

textbooks such as  

- RACKWITZ (1954), 

- FAHRNI (1956), 

- LAMPERT (1967) 

- KELLY (1977), 

                                                      

2 Note, the individual order of drying and resination depends on the WBC type. 

3  Note, the technical term ‘area density’ with the symbol 𝜌A and the unit kg m2⁄  is consistently utilised for the physical quantity 
‘mass per unit area’ also referred to as ‘area weight’, ‘basis weight’, or ‘grammage’ particularly in the paper industry. 

4  Note, the technical term ‘raw density’ with the symbol 𝜌 and the unit kg m3⁄  is consistently utilised for the physical quantity 
‘density’ considering mass per total volume including pores (refer to Chapter IV–1.5) also referred to as ‘bulk density’. 

- SUCHSLAND, WOODSON (1987), 

- LOBENHOFFER (1990), 

- DEPPE, ERNST (1991) as well as  

DEPPE, ERNST (1996), 

- MALONEY (1993), 

- HUMPHREY (1994), 

- HAAS (1998), 

- THOEMEN (2000), 

- HASCH (2002), 

- DUNKY, NIEMZ (2002), 

- WINANDY, KAMKE (2003), 

- CHAPMAN (2004), 

- WALKER (2006b), 

- THOEMEN (2010), 

- ANSELL (2015), and 

- PAULITSCH, BARBU (2015). 

The common core processes start with spread-

ing the resin-blended furnish material to form a 

mat (section B in Figure I-1) with a predefined 

area density3 𝜌A [kg m
2⁄ ] on a mostly wetted 

forming belt (A) whereas the upper mat surface 

is individually wetted later (D). Densification of 

the loosely formed mat comprises two independ-

ent steps, where the mat with more or less equal 

area density is compressed to increasing raw 

density4, i. e., two different continuous presses 

for  

- (cold) pre-pressing (C) to reduce bulk height 

and to fix the mat (unheated press with up-

per mesh belt) and  

- main hot-pressing (heating platens tempera-

ture in the range 180…240 °C) with rather 

fast densification down to target thickness in 

the infeed zone (E) and subsequent heat 

and mass transfer induced consolidation 

during the adjusting period (F) with final cur-

ing to maintain the final panel.
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Figure I-1: Schematic illustration of continuous wood-based composite production (true to scale consolidation ratios) 

considering the common core processes in the forming and press line (lateral view of left-to-right production direc-

tion) with mat forming (B), pre-pressing (C), mat surface wetting (A+D), hot-pressing infeed (E) and consolidation 

(F), as well as final panel with typical RDP, exemplarily for MDF with one forming station. 

 

Conventional hot-pressing featuring a wave-

front-like water vapour movement5 yields a typi-

cal raw density profile (RDP) across the panel 

thickness (G in Figure I-1) in consequence of 

varying plasticisation along the wavefront during 

the densification process, where this vertical 

density gradient is well-known to govern all phys-

ical and mechanical panel properties. Hence, re-

liable knowledge with valid results of relevant 

area and raw density gradients is indispensable 

for any WBC processing. In the forming and 

press line, however, measurement of such mat 

and panel parameters is consequently required 

for process and quality control (cf. PAULITSCH, 

BARBU (2015)) and performed in the industry em-

ploying different methods of varying extent (cf. 

NIEMZ, SANDER (1990) or HASENER, BARBU 

(2009)); i. e., determination of  

- area density (distribution and basic dosing) 

of the pre-compressed furnish mat,  

- area and raw density (mean and also distri-

bution) of the ready-pressed panel, as well 

as 

- raw density profile (RDP, also known as ver-

tical density profile) on small specimens in 

the lab or inline after the hot-press 

via densitometry by means of X- or gamma-rays 

with particular respect to the investigations of the 

present thesis. Obviously, densitometry and fur-

ther measuring tasks are well-known to be pref-

erably performed by nondestructive methods, 

                                                      

5  SOLBRIG et al. (2015b) confirm existing theory via quantitative neutron radiography in terms of exploratory studies. 

thus, impactless and partly contactless, where 

WELLING (1998) provides an overview for WBC 

industry and research. 

In general, HELLIER (2001) defines nondestruc-

tive testing (NDT) as “[…] examination, test, or 

evaluation performed on any type of test object 

without changing or altering that object in any 

way […]” to determine the conditions or to meas-

ure characteristics of the object under investiga-

tion. Nondestructive examination (NDE), nonde-

structive inspection (NDI), and nondestructive 

evaluation (NDE) are further common expres-

sions for such technologies. Besides the meth-

ods by means of ionising radiation such as radi-

ographic testing, the main NDT techniques are 

visual, ultrasonic, acoustic emission, and ther-

mal infrared testing, which are applicable to 

wood-based material, whereas eddy current, 

magnetic particle, and penetrant testing are pref-

erably utilised for metal or partly limited to ferro-

magnetic materials (cf. HELLIER (2001)).  

On wooden objects and timber, NDT is re-

searched and practically performed by means of 

various methods beyond the aforementioned, 

where some of them are rather referred to as 

semi-destructive, e. g., the drill resistance tech-

nique (cf. RINN et al. (1996), TANNERT et al. 

(2014), and REINPRECHT, ŠUPINA (2015)). Note, 

also historical wooden goods, artworks, and cul-

tural heritage items serve as objects under in-

vestigation. Accordingly, many reviews on wood 
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Section I Introduction and background 3 

NDT are available, which summarise the findings 

and applications, such as 

- THUNELL (1955), 

- NIEMZ (1995), 

- NIEMZ et al. (1999), 

- BEALL (2000) and likewise BEALL (2007), 

- KASAL, ANTHONY (2004), 

- BRASHAW et al. (2009), 

- BUCUR et al. (1998), BUCUR (2003a), and 

more comprehensive BUCUR (2003b), 

- WEI et al. (2011), 

- NIEMZ, MANNES (2012) and furthermore 

LEHMANN, MANNES (2012), 

- HASNÍKOVÁ, KUKLÍK (2014), 

- WHITE, ROSS (2014) and likewise  

ROSS (2015), 

- TIITTA (2006), 

- RIGGIO et al. (2014), as well as 

- VÖSSING, NIEDERLEITHINGER (2018). 

Beyond such common studies, KUMAR (1958) 

considers the measurement of panel thickness 

to be a nondestructive method and provides, 

however, questionable implications, where a 

correlation between thickness, density, and 

bending strength is proposed for nondestructive 

evaluation of the bending strength based on 

thickness measurement. Nevertheless, common 

radiography, i. e., imaging by means of ionising 

radiation via film or digital image acquisition sys-

tems, is considered to be a well-established 

technique for material inspection in numerous 

fields. The like applies to wood applications, 

where POLGE (1978) provides a review on early 

research and development. For studies on later 

progress, reference is made to the aforemen-

tioned general wood-NDT reviews. In addition to 

imaging, densitometry is often applied on 

wooden drill cores, where methodical problems 

are already pointed out by LENZ et al. (1976), 

which are considered to cause biased results of 

the measured tree-ring structures. Besides X- 

and gamma-rays, KLEUTERS (1964) determines 

the local raw density of tree rings by means of 

beta radiation from a Sr90  isotope source follow-

                                                      

6 Note, the direct scanning X-ray devices for WBCs were introduced by the manufacturers in the mid-1990s, where, however, 
no references are available in the literature. Regarding wood densitometry, reference is made to HOAG, MCKIMMY (1988) as 
well as HOAG, KRAHMER (1991). 

ing the fundamental law of attenuation and al-

ready employing a device for automatic meas-

urement. 

Likewise, in the initial research on WBCs, raw 

density gradients perpendicular to the panel 

plane were examined on small specimens, i. e., 

RDP determination by means of ionising radia-

tion in the laboratory via densitometric evalua-

tion of radiographs or later via direct radiation de-

tection. Corresponding first studies primarily fo-

cused on the development of suitable RDP 

measuring devices and applicable direct scan-

ning procedures. The initially applied radioiso-

topes – particularly with Am241  as predominant 

source in this field for some decades (cf. MAY et 

al. (1976) and RANTA, MAY (1978)) – were partly 

already replaced6 by X-ray tubes, which eventu-

ally became standard. The techniques intro-

duced at that time still, however, serve as the 

basic principle of today’s lab devices. Beyond 

the common radiometric RDP determination, 

special scientific applications on WBCs exist, 

e. g., in-situ investigations of RDP formation first 

by WINISTORFER et al. (2000) on single positions 

and later by GRUCHOT (2009) over the total (half 

during densification) cross-section. And 

WALTHER, THOEMEN (2009) utilise high-intensity 

X-rays from a synchrotron beamline for µXCT of 

MDF structures, to name just a few such studies, 

whereas several reports on common X-ray CT of 

WBCs exist. In addition, and with further respect 

to fundamental research at large-scale facilities, 

neutron radiography also needs to be mentioned 

as, e. g., a complementary method to X-rays for 

investigations on wood and WBCs. This is espe-

cially the case, where enhanced moisture con-

trast is required for the examination of 

- water uptake in a trunk by BÜCHERL, LIERSE 

VON GOSTOMSKI (2011),  

- diffusion processes in wood by MANNES et 

al. (2009), and 

- water vapour movement in WBCs by 

SOLBRIG et al. (2015c). 
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However, for a more comprehensive state of 

knowledge review on X-ray densitometry on 

WBCs, reference is made to Chapter II–3.  

In the industrial context of WBC production, in 

turn, most of the applications differ from common 

radiography in NDT, since the employed inline 

devices instead generally feature continuous 

data acquisition for measuring purpose in con-

trast to imaging of static structures in terms of 

general NDT. Nevertheless, the determination of 

area density 𝜌A and its distribution across the 

mat and panel plane by means of various inline 

measuring devices via ionising radiation has 

been common practice in WBC production for 

decades with, however, varyingly deep integra-

tion into process control depending on WBC 

type, installation country, as well as basic plant 

performance and age. Already GRETEN (1982), 

HÄNSCH et al. (1983) as well as KLEINSCHMIDT, 

HÄNSCH (1985) pointed out the necessity of such 

systems to achieve cost savings. The technolog-

ically important parameter of area density was 

first studied by WALTER, WIECHMANN (1961) em-

ploying both a radioisotope ( Sr90 , beta radiation) 

as well as an X-ray tube. Accordingly, they con-

sider the industrial application to be suitable for 

process control. Later, POLGE, LUTZ (1969) also 

investigate 𝜌A as well as RDP determination via 

X-ray films. Subsequently, further research was 

performed, however, rather considering radio-

metric RDP than 𝜌A determination methods, 

where virtually no further publications exist for 

the latter except FUCHS (2010) proposing a new 

calibration method and SOLBRIG et al. (2015d), 

who were first to quantify gauge capability of 

X-ray densitometry devices following common 

methods on basis of statistical measuring signal 

analysis. Today, inline X-ray devices for contin-

uous measurements on furnish mats or panels 

are more or less state of the art in WBC produc-

tion and commercially available from  

- BST eltromat International GmbH, Bielefeld, 

Germany (former betacontrol GmbH & Co. 

KG, Freudenberg, Germany) 

- Electronic Wood Systems GmbH, Hameln, 

Germany (EWS), 

- Fagus-GreCon Greten GmbH & Co. KG,  

Alfeld, Germany (GreCon), 

- IMAL S. r. l., San Damaso (Modena), Italy 

(IMAL), and  

- Siempelkamp Maschinen- und Anlagenbau 

GmbH & Co. KG, Krefeld, Germany  

(SicoScan, made by EWS). 

Some of the manufactures likewise provide a lab 

device for RDP determination, where reference 

is made to Table IV-22 for a detailed overview. 

Beyond that, comparable systems for similar 

measuring tasks exist for inline applications in 

paper production, however, from different manu-

factures such as 

- Mahlo GmbH + Co. KG, Saal/Donau,  

Germany, 

- Scienta Oy, Jorvas, Kirkkonummi, Finland, 

and 

- Valmet Oyj, Espoo, Finland 

whereas the area density measuring range con-

siderably falls below WBC production due to the 

lower product thickness. Moreover, another 

measuring task performed by inline X-ray sys-

tems is the detection of foreign bodies like metal, 

rubber, or resin lumps in the furnish mat (cf. 

HILBERS (2006) or BARBU et al. (2014)), which is 

rather related to radiography with subsequent 

automated image data evaluation, thus, not fur-

ther considered in the present thesis. 

Notwithstanding apparently well-established 

X-ray techniques for densitometry on WBCs, 

during the decades of continuous development, 

individual device and component modifications 

were made, e. g., (monoenergetic) radioisotopes 

(such as Am241 ) were replaced by (polychro-

matic) X-ray sources, without particular adaption 

of corresponding methods and data evaluation 

procedures to the different radiation-physical re-

quirements. Here, particular conditions regard-

ing radiation and material properties were obvi-

ously left out of consideration. Accordingly, em-

piric experiments as part of preliminary studies 

to the present thesis considering both 𝜌A as well 

as RDP measurement revealed fundamental in-

sufficiencies and erroneous densitometry results 

with respect to hitherto X-ray measuring meth-

ods in WBC industry and science. Moreover, de-

mand has grown for reliable, nondestructive 

measuring systems with regard to process and 

quality control in panel production due to both 
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economic and ecological reasons. The common 

aim is higher efficiency in raw material and en-

ergy consumption, hence, cost savings and re-

duced resource use. The like applies to corre-

sponding research, where valuable X-ray de-

vices for fundamental investigations in terms of 

product and process development are required. 

However, SOLBRIG et al. (2011) claim biased re-

sults for the RDP measurement with the applied 

X-ray measuring device and propose an alterna-

tive calibration procedure. Likewise already 

MOSCHLER JR, WINISTORFER (1990) and later 

RAUTKARI et al. (2011) point out the sample inho-

mogeneity itself to bias its radiometric determi-

nation. Eventually, there is a lack of comprehen-

sive considerations similar to the theoretical 

wood densitometry from LIU et al. (1988) and 

OLSON et al. (1988), i. e., parametric models to 

obtain optimal radiation attenuation and energy 

conditions, and their practice-oriented transfer to 

X-ray densitometry on WBCs. 

 





 

Section II 

Fundamentals and state of knowledge 

 

1 X-ray measuring systems

1.1 General setup and method 

Regardless of individual technical realisation by 

the device manufacturers or in research setups, 

the basic principle of conventional X-ray densi-

tometry systems for wood-based composites 

(WBCs) is similar considering the measuring 

process as illustrated in Figure II-1. Here, the 

general device setups employ X-ray tubes or 

partly still radioisotopes as radiation source with 

individual beam properties considering energy 

(Chapter II–1.2) and geometry (Chapter II–1.3). 

For measurement, radiation intensity 𝐼 is ac-

quired by either form of detection method. 

Source and detector are aligned on one linear 

axis with the material under investigation in be-

tween. The basic principle of transmission meas-

urements features the evaluation of relative radi-

ation transmission 

𝑇 =
𝐼T
𝐼0

 (II-1) 

as ratio of the intensity after radiation transmis-

sion through the object under investigation, i. e., 

transmitted intensity 𝐼T [a. u. ], toward initial inten-

sity 𝐼0 [a. u. ] from the source. Here, radiation in-

tensity is commonly considered as number of 

photons within the beam cross-section or on a 

certain area (fluence), where acquired intensity 

rather refers to the fluence during the time inter-

val of detection (fluence rate or flux density). Due 

to beam divergence in absence of attenuation 

during free propagation, photon fluence de-

creases following inverse-square law such that 

𝐼 ∝
1

𝑠2
 (II-2) 

where intensity 𝐼 decreases with the square of 

increasing distance 𝑠 from X-ray source (focal 

spot) to any point of interest, e. g., detector sur-

face. Fundamentals considering radiation 

sources, propagation, interaction, and detection 

with physical background and with particular re-

gard to industrial measuring methods are availa-

ble in numerous textbooks such as HUSSEIN 

(2003a), where HUSSEIN (2003b) provides mani-

fold industrial applications as well as facts for de-

vice design and improvement. IEC 60050-395 

(2014) defines different radiometric gauges. In 

contrast to transmission, backscatter imaging, 

and measuring methods feature a predefined 

angle between initial and transmitted beam as 

further discussed in Chapter II–2.5, where also 

wood-related applications even in WBC industry 

exist. 

However, already NICKERSON (1958) reports fun-

damentals of differential radiation measure-

ments on mathematical basis. Intensity differen-

tiation in transmission measurement is attributed 

to material properties related to radiation-matter 

interaction and consequent radiation attenua-

tion, which is defined and described in Chapter 

II–2. Here, the role of spatial resolution must be 

considered, since the measuring signal repre-

sents integration along beam path through the 

specimen as well as across detector area. The 

distinguishability of structural inhomogeneities 

depends on detector extension, i. e., size of 

smallest sensitive area element without further 

spatial discrimination of impinging radiation. 

Therefore, FRIEDMAN (2000) provides a detailed 

discussion and concludes on potential error in 

X-ray transmission measurement, where a de-

termined density value represents the mean of 

local inhomogeneities. Likewise MOSCHLER JR, 

WINISTORFER (1990) explore the effect of speci-

men inhomogeneity and detector aperture size 

on accuracy of wood densitometry and finally 

consider the mass attenuation coefficient (refer 

to Chapter II–2.1) as erroneous depending on 

wood species, thickness, source strength, and 

aperture geometry.  
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Figure II-1: Schematic illustration of common X-ray 

transmission measuring setups for densitometry on 

WBCs with radiation source (broad-beam geometry) 

emitting initial intensity 𝐼0 and detector acquiring trans-

mitted intensity 𝐼T on one linear axis with material un-

der investigation as specimen in between, complete 

with distance from X-ray source (focal spot) to sample 

surface 𝑠X−S, transmission distance within specimen 

𝑠T (corresponding to specimen depth or thickness 𝑡), 

and distance from sample backside to detector sur-

face 𝑠𝑆−𝐷. 

 

Eventually, radiation from both initial and trans-

mitted beam is recorded by either form of detec-

tion method, which, however, yields an analogue 

or digital output signal corresponding to radiation 

intensity. Note, explicit investigation of detector 

impact and comparison of respective types in 

terms of X-ray densitometry is not part of this 

thesis, thus, fundamentals are not further 

pointed out and discussed, where reference is 

made to respective textbooks such as 

TSOULFANIDIS (1995) or LEROY, RANCOITA 

(2004). However, IEC 60050-395 (2014) names 

different detector types, where particularly 

- scintillation detectors comprising a scintillat-

ing material, where ionising radiation is con-

verted into visible light and for measuring 

purpose commonly a photomultiplier tube 

coupled via a photosensitive layer (photo-

cathode) to yield an amplified electrical sig-

nal, referred to as photon-counting detec-

tors, as well as 

- semiconductor detectors for direct conver-

sion of ionising radiation into electrical 

charge via the photoelectric effect 

are found most relevant for X-ray densitometry 

on WBCs. Furthermore, ionisation chambers, 

where the impinging ionising radiation causes 

charged (gas) particles between collector elec-

trodes are still applied in existing measuring de-

vices for WBC industry. However, the different 

detection methods are individually applied by the 

device manufactures or in terms of research and 

reveal their respective detector efficiency, which 

must be considered for the measuring process. 

HALMSHAW (1995) points out some requirements 

regarding basic concepts of radiometric methods 

with such design for specific applications like 

densitometry on WBCs, where a detector in 

combination with a recording device scans 

across the specimens. Accordingly, e. g., 

- sufficient source intensity, 

- narrow beam collimation corresponding to 

detector size, and 

- scanning spot size and detector integration 

time in coordination with appropriate signal 

statistics 

have to be individually defined for each particular 

X-ray measuring application. 

Finally, the relationship between measurement 

and physical properties of the object under in-

vestigation needs to be established (cf. HUSSEIN 

(2011)). Therefore, calibration is performed to 

transform an analogue or digital signal with arbi-

trary units to an intended measuring information 

in terms of density, i. e., raw density 𝜌 or area 

density 𝜌A, where a simple linear approximation 

may be found as valid. The relationship may, 

however, be affected by individual impact factors 

of both irradiation setup and material, as well as 

particular interdependencies such that the linear 

model becomes ill-posed considering the total 

measuring range. 

  

𝑇 =
𝐼T

𝐼0

de
te

ct
or

radiation source with 

broad-beam geometry

specimen

𝐼T𝐼0

𝑠X−S 𝑠T = 𝑡 𝑠S−D

Diss.
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1.2 X-rays 

In November 1895 during his investigation of 

cathode rays, RÖNTGEN (1898b) discovered a 

“new kind of rays” emitted from a Hittorf’s vac-

uum tube or a well-exhausted Crookes’ or Le-

nard’s tube7 with the potential to penetrate any 

kind of matter. Today, X-rays, also referred to as 

roentgen radiation, are widespread in various 

medical and technical applications. For common 

purposes, radiation generation is carried out by 

means of X-ray tubes, i. e., vacuum tubes, where 

accelerated electrons by high voltage from a 

cathode hit the target material (e. g., tungsten 

W74 ) of the anode, where their deceleration, in 

turn, causes emission of ionising radiation as 

continuous bremsstrahlung spectrum superim-

posed by characteristic lines from fluorescent 

emission if present. In order to specify X-ray de-

vices regarding parameters of the tube and their 

emitted radiation, several standards and guide-

lines exist such as 

- DIN EN 12543-1 (1999) and further parts for 

characteristics of focal spots in industrial 

X-ray systems, 

- DIN EN 12544-2 (2000) for determination of 

emission constancy from X-ray tubes, 

- DIN EN 12544-3 (1999) for determination of 

maximum energy, 

- DIN EN 13068-1 (2000) for evaluation of ra-

dioscopic devices, as well as 

- VDI/VDE 5575-2 (2015) for determination of 

beam-geometric and spectral quantities of 

X-ray optical systems. 

Further sources8 are particle accelerators, where 

high-intensity X-rays are, e. g., available from 

synchrotrons at large-scale facilities. X-radiation 

is well-known as electromagnetic radiation in the 

spectrum beyond visible light with wavelengths 

𝜆 ≤ 12.4 nm = 124 Å corresponding to radiation 

energies 𝐸 ≥ 0.1 keV whereas often its particle 

character, thus, consideration as photons, is 

                                                      

7  The mentioned tubes are early experimental electrical discharge tubes to explore cathode rays named after the respective 
physicist. 

8  Supposedly beyond relevance in general NDT, CAMARA et al. (2008) observe X-ray emission as nanosecond pulses around 
𝐸peak = 15 keV in consequence of triboelectric effects during peeling of common adhesive tape in moderate vacuum. 

practically utilised to describe various phenom-

ena. For NDT on wood and WBCs, an energy 

range of 𝐸 = 5…100 keV is found to be com-

monly applicable depending on specimen size, 

thus, the amount of matter to be irradiated. How-

ever, the basic energy level in this range, in turn, 

facilitates X-rays to penetrate matter and to ion-

ise the very same, thus, to release electrons in-

side. Obviously, interaction occurs during X-ray 

propagation through material, which is further 

pointed out in Chapter II–2.1. Besides X-rays, ra-

dioisotopes serve as sources of gamma radia-

tion emitting monoenergetic or discrete poly-

energetic ionising radiation with one or a few dis-

crete wavelengths depending on the type of ra-

dioisotope such as Am241  with 𝐸𝛾 = 59.5 keV or 

Cs137  with 𝐸𝛾 = 662 keV. Beyond that, special 

ways to generate monochromatic radiation by 

means of X-ray tubes exist (cf. KÜSTNER (1931)), 

which are, however, generally accompanied by 

a considerable loss of radiation intensity. How-

ever, radioisotopes are still relevant in common 

NDT due to their simple availability without fur-

ther resources like power supply or cooling apart 

from radiation protection issues. For WBC den-

sitometry, such radiation emitters are partly still 

utilised in older gauges but rather substituted by 

X-ray tubes in current devices. Thus, the focus 

of this thesis is more or less exclusively on 

X-rays. 

RÖNTGEN (1898a) already observed phenom-

ena, which are now described as the well-known 

polychromatic character of X-rays. The shape of 

such X-ray energy spectra 𝑆(𝐸) as radiation in-

tensity distribution over the considered energy 

range mainly depends on target material (atomic 

number) and angle as well as tube voltage (peak 

voltage) 𝑈a [kVp] whereas total intensity is pro-

portional to tube current 𝐼a. Further possibilities 

to influence X-ray spectra such as filtration are 

discussed in Chapter II–2.4.2. However, Figure 

II-2 shows common X-ray spectra from a W-tar-

get tube with 45° target angle and inherent pre-
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filtering on two energy levels, where the charac-

teristic lines9 superimposing the bremsstrahlung 

occur in dependence of the applied tube voltage 

𝑈a. Beyond 𝑈a representing the (nominal) maxi-

mum energy 𝐸max of the spectrum, its mean en-

ergy is commonly applied to quantify radiation 

characteristics and penetration potential. For the 

energy range 𝐸min…𝐸max of the considered radi-

ation spectrum 𝑆(𝐸), the spectral-weighted 

mean energy �̅� [keV] is evaluated via 

                                                      

9 Note, height of characteristic lines may be truncated owing to energy resolution of the simulation and is, however, out of 
range in the upper 100 kVp chart. For characteristic energies of tungsten or further elements, reference is made to 
KORTRIGHT, THOMPSON (2009) or elsewhere. 

�̅� = ∫ 𝐸 ∙ 𝑆(𝐸)𝑑𝐸

𝐸max

𝐸min

 (II-3) 

for continuous and 

�̅� = ∑𝐸𝑗 ∙ 𝑆(𝐸𝑗)

𝑛

𝑗=0

 (II-4) 

for discrete spectra with both 𝑆(𝐸) normalised to 

unity such that ∫ 𝑆(𝐸)𝑑𝐸
𝐸

= 1 and ∑ 𝑆(𝐸𝑗)𝑛 = 1, 

respectively. 

Moreover, knowledge of the employed X-ray 

spectra is required to consider variations of the 

very same owing to radiation-physical effects, 

e. g., beam hardening as pointed out in Chapter 

II–2.4. Accordingly, ZHUKOVSKIY et al. (2012) re-

gard determination of utilised radiation spectra 

as an important problem in NDT. TSOULFANIDIS 

(1995) provides comprehensive basics of meas-

urement and detection of radiation including the 

determination of spectra. KRIEGER (2013) de-

scribes the physical background for energy anal-

ysis of ionising radiation (referred to as spec-

trometry) via pulse-height determination and 

subsequent representation of the energy distri-

bution (referred to as spectroscopy) with calibra-

tion against standard radioactive sources. 

Therefore, measurement of X-ray spectra is fun-

damentally carried out by means of partly elabo-

rate energy- or wavelength-discriminating detec-

tion methods, which is, however, rather more 

common in gamma spectroscopy or fluores-

cence analysis than simple X-ray transmission 

investigations. Nevertheless, convenient meth-

ods for practice-oriented performance of spectra 

measurement exist. To this end, scintillation pho-

ton-counting detectors with subsequent pulse 

height analysis are commonly applied, where 

detector events are distinguished according to 

their amplitude corresponding to the energy of 

incident photons. Such devices feature certain 

restrictions regarding precision and efficiency, 

which is discussed in terms of application in 

Chapter IV–4.2.6.1 and Chapter IV–4.3.3.1. 

Measured X-ray spectra are also available from 

 

Figure II-2: X-ray spectrum of a conventional X-ray 

tube with tungsten (W) as target material (45° angle, 

0.2 mm Be tube window, 0.635 mm Al pre-filter) as 

common energy distribution on two energy levels 𝑈a =

𝐸max = 50 kVp and 𝑈a = 𝐸max = 100 kVp with simu-

lated bremsstrahlung including characteristic K and L 

lines9 (via XRayTools, Chapter IV–4.2.6.2) as normal-

ised intensity to maximum of bremsstrahlung with 

𝐼(𝐸)max = 1 (top) or to unity such that ∑ 𝐼(𝐸) = 1, re-

spectively, both incl. mean energies �̅� (dashed lines). 
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numerous investigations, e. g., ANKERHOLD 

(2000) with regard to predefined setups whereas 

individual transmission measuring conditions re-

quire particular energy considerations. Further-

more, energy- or wavelength-dispersive radia-

tion detection is performed in terms of X-ray 

spectrometry for analytical purpose, where TSUJI 

et al. (2004) report on recent advances. Besides 

spectra measurement, simulation methods on 

the basis of physical laws exist whereas one is 

considered not to replace the other. TILLACK, 

BELLON (2000) introduce and discuss a model 

utilising tabulated interaction cross-section data 

to describe the bremsstrahlung spectra including 

characteristic radiation from X-ray tubes, which 

takes all relevant parameters into account. Like-

wise, further researchers propose algorithms for 

simulation of X-ray spectra, e. g., 

- TUCKER et al. (1991), 

- ACOSTA et al. (1999), 

- POLUDNIOWSKI, EVANS (2007) as well as 

POLUDNIOWSKI (2007), and 

- DERESCH et al. (2010), 

where their individual peculiarities and validity is 

discussed elsewhere. Eventually, the application 

of both a customary spectrometer and available 

spectra simulation software is part of this present 

thesis and further discussed in Chapter IV–4.2.6 

(methods) as well as Chapter IV–4.3.3 (results). 

Beyond more or less direct measurement and 

simulation, methods for spectra estimation by 

means of transmission data exist commonly 

without special demand on equipment. BAYER 

(2005) explored an approach for spectra estima- 

 

 

tion via filter curves determined by the actual in-

vestigation setup. He applies a model from 

RUTH, JOSEPH (1997) based on TUCKER et al. 

(1991), where emitted spectra from particular 

target materials are modelled and fitted to trans-

mission measurements by means of metal ab-

sorbers with increasing thickness. Spectra esti-

mation on the basis of distinct transmission data 

was already proposed by SILBERSTEIN (1932) 

and applied by SILBERSTEIN (1933), who sug-

gests the application of easily acquired filter 

curves for theoretical spectra determination in 

contradiction to laborious direct experimental re-

cording in due time. The latter describes, in turn, 

a rigorous solution considering a particular form 

of 𝐼(𝐸) representing actual filtration curves, 

which, accordingly, cover many cases. The fun-

damental approach involves the following 

roughly summarised procedure. The investi-

gated radiation wavelength interval 𝜆min…𝜆max 

is divided into 𝑛 parts of Δ𝜆 = (𝜆max − 𝜆min) 𝑛⁄  

with 𝜆1…𝜆𝑛 representing the mean wavelength 

of the sub-interval. By following this discrete con-

sideration, actual integral equation for total 

transmission 𝑇(𝑡) [−] in dependence of thick-

ness 𝑡 [m], where the radiation beam goes 

through, is approximated via 

𝑇(𝑡) =
𝐼T
𝐼0
= Δ𝜆∑𝑒−𝜇(𝜆𝑖)∙𝑡 ∙ 𝑓(𝜆𝑖)

𝑛

𝑖=1

 (II-5) 

with transmitted 𝐼T [a. u. ] and initial intensity 

𝐼0 [a. u. ], wavelength-dependent linear attenua-

tion coefficient 𝜇(𝜆𝑖) [m
−1] and specific intensity 

𝐼𝜆 = 𝑓(𝜆𝑖) of the particularly considered wave-

length 𝜆𝑖 within the spectrum. Subsequently, 𝑛 

unknowns 𝑓(𝜆𝑖) are established by a system of 

𝑛 linear equations 

 𝑓(𝜆1) + 𝑓(𝜆2) + ⋯+ 𝑓(𝜆𝑛) = 1 = 𝑇1
𝑒−𝜇(𝜆1)∙𝑡2 ∙ 𝑓(𝜆1) + 𝑒

−𝜇(𝜆2)∙𝑡2 ∙ 𝑓(𝜆2) + ⋯+ 𝑒
−𝜇(𝜆𝑛)∙𝑡2 ∙ 𝑓(𝜆𝑛) = 𝑇2

…      …
𝑒−𝜇(𝜆1)∙𝑡𝑛 ∙ 𝑓(𝜆1) + 𝑒

−𝜇(𝜆2)∙𝑡𝑛 ∙ 𝑓(𝜆2) + ⋯+ 𝑒
−𝜇(𝜆𝑛)∙𝑡𝑛 ∙ 𝑓(𝜆𝑛) = 𝑇𝑛

 (II-6) 

 

corresponding to a set of transmission data 𝑇𝑛 by 

means of 𝑛 − 1 predefined filters of well-chosen 

layer thickness and more or less free transmis-

sion 𝑇1 through air without any absorber corre-

sponding to 𝑖 = 1. Particularly, consistently 

equivalent nominal single layer thickness, thus, 

𝑡3 = 2 ∙ 𝑡2 etc., appears advantageous. How-

ever, SILBERSTEIN (1932) points out a closer ap-

proximation with increment layer number 𝑛. He 

furthermore suggests for filter thickness defini-

tion at least some layers chosen as thin as fea-
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sible to allow consideration of spectra low-en-

ergy share by the method. Since filters serve as 

predefined absorbers, material is analogously 

chosen considering radiation penetration poten-

tial.  

Henceforth, the approach was applied and re-

fined in numerous investigations, where 

DELGADO (2007) accordingly reviews the studies 

as difficult considering the reconstruction of 

spectral distributions from attenuation data. 

Here, he distinguishes two methodical groups, 

i. e.,  

- mathematical approaches solving the sys-

tem of linear equations and 

- physical concepts employing additional 

spectral models. 

For details and citations, reference is made to 

DELGADO (2007). He concludes hitherto studies 

that they have in common to draw on a priori 

knowledge. The consequently derived robust it-

erative expectation-maximisation reconstruction 

method was validated via simulation as well as 

measurement, likewise imposes a priori positive-

ness of evaluated spectral distributions within 

the energy range limited by application parame-

ters. Despite consideration as ill-conditioned 

problem, DELGADO (2007) and furthermore 

DELGADO (2009) revisit the SILBERSTEIN (1932) 

approach for spectra determination from attenu-

ation data aiming at fundamental enhancement 

by imposing satisfiable a priori conditions. The 

more sophisticated solution to the inverse prob-

lem, i. e., the reconstruction of initial spectra from 

simple transmission measurements, is intro-

duced by ZHUKOVSKIY et al. (2012). As afore-

mentioned and beyond exemplarily discussed 

studies, numerous further contributions regard-

ing spectra estimation by means of attenuation 

data exist, where applications with respect to 

wood research are underrepresented so far. 

 

1.3 Beam geometry 

Attributed to the physics of electron interaction 

with the target material of the tube anode, X-ray 

tubes are considered as quasi-point sources 

with particular extent of the focal spot. The emit-

ted beam continuously diverges. Thus, conse-

quent exceeding of the focal spot dimensions 

commonly yields cone (circular focal spot) or fan 

(line focus) beams in further dependence of tar-

get alignment. Hence, no radiation with consist-

ently parallel beam geometry can be generated 

by means of convenient X-ray sources for indus-

trial or simple laboratory application. As a matter 

of fact, exclusively the beam axis perpendicu-

larly impinges on the specimen surface. Further-

more, beam extent is commonly limited by 

means of respective source apertures, which, 

however, solely crop the beam to size and 

shape. To this end, hole or slit dimensions are 

predefined with respect to the region of interest 

(ROI) of the specimens under investigation. 

Therefore, sufficient material and thickness of 

the aperture is particularly chosen considering 

𝐸max to consistently establish practically total ab-

sorption (like radiation shielding), i. e., approxi-

mation via 𝑇(𝐸max) = 𝐼T 𝐼0⁄ ≈ 10
−4…10−3. Ow-

ing to cropped beam, aperture collimation 

causes loss of radiation flux corresponding to ap-

erture size and covered beam. Furthermore, the 

emitted beam starts to diverge again after trans-

mission through an aperture. 

Regarding beam geometry, DIN 6814-2 (2000) 

distinguishes between narrow and broad beam 

and defines the prior as a more or less parallel 

radiation beam with small diameter impinging 

perpendicularly on a considered material layer, 

where the detector registers only such transmit-

ted radiation parallel to this beam axis. On the 

contrary, broad-beam geometry considers large 

diameters for irradiation and detection of trans-

mitted radiation from any direction. The practical 

adaption of a broad-beam geometry as illus-

trated in Figure II-1 to narrow-beam conditions 

would, e. g., require respective source and de-

tector collimation to yield a pencil beam corre-

sponding to primary beam axis perpendicularly 

hitting the detector. The phenomena of narrow- 

and broad-beam geometries and consequently 

narrow- and broad-beam attenuation are com-

prehensively researched and discussed in nu-

merous studies and fundamental background is 

explained in respective textbooks such as ATTIX 

(2004). Moreover, narrow-beam attenuation in 

combination with further energetic requirements 
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is also referred to as ideal or “good-architecture” 

conditions for transmission measurements (cf. 

LIU et al. (1988)). Eventually, the relevance of 

broad-beam geometry for radiation attenuation 

particularly considering scattering is discussed 

in Chapter II–2.5. At this, e. g., MIDGLEY (2006) 

determines the maximum angular width of a 

more or less narrow beam considering an ac-

ceptable amount of scattered radiation reaching 

the detector. 

Contrary to beam collimation by apertures, par-

ticular methods exist to actually focus or quasi-

parallel align divergent X-rays. Principles of re-

spective types of X-ray optics are attributed to 

particular wave-like characteristics of X-rays (cf. 

ALS-NIELSEN, MCMORROW (2011)). Correspond-

ing components are, however, commonly more 

elaborate compared to focussing of visible light, 

since radiation properties differ remarkably ow-

ing to the energy range. Whereas simplistic col-

limation via apertures is commonly applied for 

convenient and robust purposes, special beam 

optics are primarily utilised in laboratory environ-

ments for analytical issues. Besides refractive 

X-ray lenses (cf. BRUNO et al. (2005)), capillary 

optics are common for beam focusing or collima-

tion for different analytical setups, where 

BJEOUMIKHOV et al. (2005) provide an appropri-

ate overview. 

Capillary optics as capillary X-ray lenses are part 

of X-ray optical systems and further specified in 

VDI/VDE 5575-3 (2018). Accordingly, capillary 

optics for either beam focussing or collimation 

are methodically based on total external reflec-

tion on smooth inner surfaces. Total refection 

was already demonstrated by COMPTON (1923) 

and RINDBY (1986) practically studied X-ray in-

tensity after transmission through capillary glass 

fibres. Besides single capillaries, polycapillary 

optics are henceforth discussed and, however, 

shortly denoted as capillary optics. They consist 

of numerous hollow glass tubes within an array 

of certain shape, where multiple total reflections 

along each of the capillaries occur. For compre-

hensive fundamentals, reference is made to 

GAO, JANSSENS (2004). The most significant pa-

rameter for practical application is the critical an-

gle 𝜃c [mrad] for total reflection without intensity 

loss, which depends on radiation energy and can 

be approximated for convenient glass capillaries 

via 

𝜃c ≈
30

𝐸 [keV]
 (II-7) 

resulting in 𝜃c ≈ 1…3 mrad for 𝐸 = 10…30 keV, 

i. e., < 0.2°. Within the considered energy range, 

X-rays under grazing incidence with angles be-

low 𝜃c are totally reflected, where multiple repe-

titions yield quasi-parallel beams with the diam-

eter of the capillary array and divergence angle 

corresponding to 𝜃c. Consequently, capillary op-

tics feature energy-dependent transmission effi-

ciency, where their individual application is des-

ignated for a corresponding energy range. GAO, 

JANSSENS (2004) exemplarily present transmis-

sion efficiency as function of radiation energy 

due to critical angle energy dependence. Here, 

transmission efficiency drops beyond particular 

energy, which can individually be designed to a 

certain extent via capillary geometry with param-

eters according to VDI/VDE 5575-3 (2018). Ow-

ing to energy dependence of 𝜃c, RINDBY (1986) 

concludes capillary optics as appropriate for fil-

tering of high-energy X-rays of the applied spec-

trum. However, radiation intensity can signifi-

cantly be enhanced at certain distance from ra-

diation source compared to simple aperture col-

limation with equivalent geometry in conse-

quence of diminished divergence of quasi-paral-

lelly collimated radiation by capillary optics. 

Eventually, collimating capillary optics yield 

quasi-parallel beams, where their respective 

performance is particularly characterised by  

- output beam dimensions, 

- output beam divergence angle, and 

- intensity gain. 

The latter compares radiation intensity of colli-

mated beam by capillary optics toward simple 

apertures of the same dimensions. 

Beyond predominant round or hexagonal geom-

etries, where BJEOUMIKHOV et al. (2009) pointed 

out recent developments, flat capillary optics ex-

ist as applied by BERGSTEN et al. (2001) and 

CROUDACE et al. (2006) obtaining emitted beam 

dimensions < 0.2 × 200 mm2. Notwithstanding 

hitherto progress, ENGSTRÖM et al. (1996) point 

out controversies and unsolved problems re-

garding actual processes inside the capillaries. 
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Amongst others, capillary optics were compre-

hensively investigated by BALAIC et al. (1995), 

BILDERBACK, FONTES (1997), VINCZE et al. 

(1998), and BJEOUMIKHOV et al. (2005). How-

ever, the only wood-related utilisation of capillary 

optics for sophisticated tree-ring analysis of drill-

ing cores are attributed to BERGSTEN et al. 

(2001). Several investigations exist (refer to tree-

ring analysis in Chapter II–3.1) by means of the 

consequently applied X-ray scanner model 

based on the device introduced by RINDBY et al. 

(1989) whereas CROUDACE et al. (2006) and fur-

ther researchers employ the respectively 

adapted device for sediment core analyses. Not-

withstanding that, SOLBRIG et al. (2010) report on 

the adaption of a respective device with capillary 

optics for measurements of the vertical raw den-

sity profile on WBCs. Regardless of advanta-

geous flat beam collimation, capillary optics ac-

cordingly require demanding and repetitive 

maintenance of beam alignment. 

 



 

2 Radiation-matter interaction

2.1 General radiation attenuation 

fundamentals 

The intensity of ionising radiation is well-known 

to decrease along the beam path of propagation 

through matter in consequence of interaction be-

tween radiation photons and the atomic electron 

shell with various mechanisms, i. e., in general 

absorption and scattering in the energy range 

with respect to wood and WBC applications. This 

radiation attenuation, in turn, depends on differ-

ent parameters regarding both radiation and ma-

terial, i. e., in general energy characteristics as 

well as thickness (penetration distance), density, 

and kind of matter. Considering that, fundamen-

tal physics are available in textbooks such as 

EVANS (1955) or KOHLRAUSCH et al. (1996). 

Terms and definitions are furthermore provided 

in standards and guidelines such as DIN 6814-2 

(2000), IEC 60050-881 (1983) or ISO 5576 

(1997). However, the attenuation of initial radia-

tion intensity 𝐼0 [a. u.] within material layers of the 

thickness 𝑡 [mm, cm, m] yielding the transmitted 

intensity 𝐼T [a. u.] of the very same radiation 

beam is commonly quantified by the linear atten-

uation coefficient 𝜇lin = 𝜇 [cm
−1, m−1] and basi-

cally described by exponential intensity decre-

ment following well-known Beer’s10 law of atten-

uation 

𝐼T = 𝐼0 ∙ 𝑒
−𝜇(𝐸)∙𝑡 (II-8) 

with the energy-dependent linear attenuation co-

efficient 𝜇(𝐸) = 𝜇lin as measure for the diminu-

tion of radiation beam intensity along propaga-

tion path through the absorber. Owing to its den-

sity dependency, 𝜇lin is commonly related to the 

density 𝜌 [g cm3⁄ ,   kg m3⁄ ] of the considered ma-

terial, where  

𝜇lin =
𝜇

𝜌
∙ 𝜌 (II-9) 

                                                      

10  Note, the shortest designation of this historically evolved physical law (cf. PERRIN (1948)) was chosen. 

11  Note, henceforth in this thesis, the unit m2 kg⁄  is exclusively utilised for the mass attenuation coefficient 𝜇 𝜌⁄ , due to corre-

spondence to area and raw density units kg m2⁄  and kg m3⁄ , respectively, commonly applied in wood industry, notwithstand-
ing that cm2 g⁄  is commonly to be found in 𝜇 𝜌⁄  tabulations. 

12  HOLLOWAY, BAKER (1972) report on origin of the barn as unit for cross-sections defined as 10−24 cm2. 

defines the mass attenuation coefficient 

𝜇 𝜌⁄  [cm2 g,⁄  m2 kg⁄ ], which is preferably applied 

as material constant11 due to its theoretical inde-

pendence from density. Consequently, eq. (II-8) 

turns into 

𝐼T = 𝐼0 ∙ 𝑒
−
𝜇
𝜌
(𝐸)∙𝜌∙𝑡

 (II-10) 

and with 𝜌A = 𝜌 ∙ 𝑡 it becomes 

𝐼T = 𝐼0 ∙ 𝑒
−
𝜇
𝜌
(𝐸)∙𝜌A

 (II-11) 

where 𝜇 𝜌⁄ (𝐸) is still an energy-dependent ma-

terial constant. Moreover, the mass attenuation 

coefficient is defined by means of the atomic 

cross-section12 𝜎𝑎  [m
2, barn] as common meas-

ure for interaction probability of a radiation beam 

with an absorber such that 

𝜇

𝜌
=
𝑁𝐴
𝑀
∙ 𝜎𝑎 (II-12) 

with Avogadro’s number 𝑁𝐴 and molar mass 

𝑀 [kg mol⁄ ], where the product is also referred to 

as total or macroscopic interaction cross-section 

Σ [cm−1, m−1] per mass unit (cf. KRIEGER 

(2012)). Note, beyond linear and mass attenua-

tion coefficients, there exist the mass energy-

transfer coefficient 𝜇tr 𝜌⁄  [cm
2 g⁄ ] and the mass 

energy-absorption coefficient 𝜇en 𝜌⁄  [cm
2 g⁄ ]. 

The values take energy transfer from radiation 

on the charged particles of the attenuating mate-

rial into account These quantities are, thus, ra-

ther of dosimetric interest and considered as less 

relevant in terms of material testing. 

Radiation attenuation along the beam path 

through the object under investigation occurs 

due to interaction of photons with matter, where, 

e. g., TSOULFANIDIS (1995) fundamentally de-

scribes the interaction processes and their indi-

vidual dependencies on photon energy 𝐸 and 

atomic number 𝑍 of the material (referred to as 

low-𝑍 matter). Here, PARETZKE (1987) provides 
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the theory of radiation track structures, which is 

important particularly in case of material with low 

atomic numbers 𝑍. Therefore, GROSSWENDT 

(1999) presents a summary of “[…] the physical 

background of photon interactions with matter 

from the point of view of track structure formation 

in water”, and thus provides basic aspects of ra-

diation propagation through matter. For detailed 

fundamentals of mechanics, kinematics, and 

cross-sections of radiation-matter interaction ref-

erence is made to HUSSEIN (2007). Aspects of 

radiation propagation, interaction mechanisms, 

and attenuation as well as their dependencies 

are comprehensively reviewed and summarised 

in further textbooks such as 

- ATTIX (2004), 

- LEROY, RANCOITA (2004), 

- ALS-NIELSEN, MCMORROW (2011), 

- HUSSEIN (2011), 

- KRIEGER (2012), and 

- RUSSO (2018). 

Beyond attenuation as consequence of radia-

tion-matter interaction, FENGEL, WEGENER 

(1983) report on changes of structural, chemical, 

physical, and mechanical wood properties initi-

ated by ionising radiation of rather high energy 

and dose rates, which has, however, no rele-

vance in case of NDE owing to low dose rates 

and short irradiation duration, where no impact 

on transmission measuring results is expected. 

In an energy range of 𝐸 = 5…100 keV with re-

spect to wood and WBCs, three relevant interac-

tion mechanisms occur, which are exemplarily il-

lustrated in Figure II-3 for two distinct chemical 

elements, i. e., 

- photoelectric absorption (photo), 

- coherent, i. e., elastic, scattering (coh), also 

referred to as Rayleigh scattering, and 

- incoherent, i. e., inelastic, scattering (incoh), 

also referred to as Compton scattering, 

where only photoelectric absorption is consid-

ered to remove the attenuated radiation portion 

from the beam of certain extent whereas scatter-

ing solely changes the direction and partly the 

energy of the respective photons. Obviously, 

scattering occurs as an elastic (coherent) or ine-

lastic (incoherent) process, where the prior is as-

sociated without and the latter with release of en-

ergy from the incident and subsequently scat-

tered photon (cf. DIN 6814-2 (2000)). Thus, the 

energy of scattered radiation 𝐸′ from incoherent 

 

Figure II-3: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸) over radiation energy 𝐸 incl. single attenua-

tion processes photoelectric absorption, coherent and 

incoherent scattering, as well as scattering (scat = coh 

+ incoh) of the elements carbon C6  (top, equal to Fig-

ure VII-30, with corresponding data in Table VII-4) and 

copper Cu29  for a practice-oriented energy range de-

termined via XCOM (2010). 

 

0.0001

0.001

0.01

0.1

1

10

0 25 50 75 100
E [keV]

tot photo

coh incoh

scat

C

0.004

0.035

0.066

22 24.5 27

0.001

0.01

0.1

1

10

100

0 25 50 75 100
E [keV]

tot photo

coh incoh

scat

Cu

0.004

0.035

0.066

22 24.5 27



Section II 2   Radiation-matter interaction 17 

interaction remains below initial energy 𝐸 and 

can be computed via 

𝐸′ =
𝐸

1 + (1 − cos 𝜃) ∙ 𝐸 𝑚𝑐2⁄
 (II-13) 

as function of the scattering angle 𝜃 with the rest 

mass energy of the electron 𝑚𝑐2 (cf. 

TSOULFANIDIS (1995)). However, in the way total 

radiation attenuation of a beam through matter 

results from all interaction processes along the 

path, a total energy-dependent mass attenuation 

coefficient 𝜇tot 𝜌⁄ (𝐸) comprising all single mech-

anisms is well-known to be considered as sum 

𝜇tot
𝜌
(𝐸) =

𝜇photo

𝜌
(𝐸) +

𝜇coh
𝜌
(𝐸) +

𝜇incoh
𝜌
(𝐸) 

                =
𝜇

𝜌
(𝐸) 

 (II-14) 

of the single mass attenuation coefficients 

𝜇𝑖 𝜌⁄ (𝐸) of the all relevant 𝑖 processes. Conse-

quently, the contribution of each single attenua-

tion mechanism to the total process can be em-

pirically computed as simple ratio 

𝜉(𝑖) =

𝜇𝑖
𝜌
(𝐸)

𝜇tot
𝜌
(𝐸)

 (II-15) 

with the 𝑖-th attenuation fraction 𝜉(𝑖) [−] such 

that ∑ 𝜉(𝑖)𝑘 = 1. At this, 𝜉(𝑖) varies with the radi-

ation energy for one and the same material. 

The energy dependence of both single mecha-

nisms and total attenuation becomes obvious 

from the continuously decreasing slope of 

𝜇 𝜌⁄ (𝐸) over radiation energy 𝐸 in Figure II-3, 

where its non-linearity needs to be pointed out 

with considerable incline toward low energies 

(note, logarithmic ordinate axis). Hence, 𝜇 𝜌⁄ (𝐸) 

increases with decreasing radiation energy, 

where particularly the attenuation fraction of 

photoelectric absorption 𝜉(photo) distinctly in-

creases and starts to dominate attenuation be-

low an individual energy level considering ab-

sorber material. Such energy-dependent charac-

teristics cause, in turn, radiation-physical effects, 

where reference is made to Chapter II–2.4 for 

further context and practise-oriented discussion. 

However, the continuous slope of 𝜇 𝜌⁄ (𝐸) is 

commonly superimposed by absorption edges at 

characteristic energies for the respective chemi-

cal element (cf. RINDFLEISCH (1937)), which oc-

cur with respect to the WBC-relevant energy 

range 𝐸max < 100 kVp for all elements 

Al13 … Pb82  (except low-𝑍 elements such as C6 ), 

where, e. g., Cu29  reveals its K-edge at 𝐸 =

8.98 keV according to HUBBELL, SELTZER (2004) 

or XCOM (2010) as easily can be seen in Figure 

II-3. Thus, radiation energy must be taken into 

account for any transmission measurement and 

densitometry consideration. For practical com-

putation following eq. (II-10), 𝜇 𝜌⁄ (𝐸) is applied 

representing a value of one particular energy 𝐸. 

For X-ray measurements, a mean energy �̅� is 

commonly utilsed to describe penetration poten-

tial of the present energy spectrum. By according 

consideration of presumed or determined radia-

tion spectra 𝑆(𝐸) (refer to Chapter II–1.2) with 

the energy range 𝐸min…𝐸max, a spectral-

weighted mean mass attenuation coefficient is 

commonly computed via 

𝜇

𝜌
(�̅�) = ∫

𝜇

𝜌
(𝐸) ∙ 𝑆(𝐸)𝑑𝐸

𝐸max

𝐸min

 (II-16) 

for continuous spectra with regard to eq. (II-3) 

and 

𝜇

𝜌
(�̅�) =∑

𝜇

𝜌
(𝐸𝑗) ∙ 𝑆(𝐸𝑗)

𝑛

𝑗=0

 (II-17) 

for discrete spectra with regard to eq. (II-4) with 

both 𝑆(𝐸) normalised to unity. Beyond practise-

relevant 𝜇 𝜌⁄ (�̅�) representing mean attenuation 

conditions, its variation due to energy shift during 

X-ray transmission must be considered as to be 

discussed in Chapter II–2.4. 

The energy dependency of 𝜇 𝜌⁄ (𝐸) is often ex-

pressed along with its dependence on absorber 

matter in terms of the atomic number 𝑍. In this 

regard, 𝜇 𝜌⁄ (𝐸) is well-known to generally in-

crease with increasing 𝑍 of pure substances, 

which likewise applies to an effective atomic 

number 𝑍eff of a compound or mixture, where 

reference is made to Chapter II–2.2 for a more 

detailed discussion. Figure II-4 illustrates the 

context between 𝜇 𝜌⁄ (𝐸) and 𝑍 considering a rel-

evant range of atomic numbers up to Zn30  (zinc) 

for three exemplary energy levels. Note, the se-

lected energies correspond to particular devices 



18 2   Radiation-matter interaction Section II 

as later utilised in this thesis (refer to Table VII-2) 

and represent the low, medium, and high level of 

the relevant energy range of 𝐸 = 5…100 keV for 

WBC applications. In addition to the total attenu-

ation, individual plots are shown for the single at-

tenuation processes. Obviously, an exception of 

the continuous increment of 𝜇 𝜌⁄ (𝐸) occurs for 

the element hydrogen H1  (and partly helium He2  

at higher energies). This is exclusively attributed 

to incoherent scattering, which dominates the in-

teraction of hydrogen with X- and gamma-rays, 

where the scattering share increases with in-

creasing radiation energy. 

However, early expressions to describe 𝑍 de-

pendence reveal the empirical context 

𝜇photo = 2.64 ∙ 10
−26 ∙ 𝑍3.94 ∙ 𝜆3 (II-18) 

with further dependence on the wavelength 𝜆 

likewise representing radiation energy 𝐸, where, 

however, 𝜆 decreases with increasing 𝐸. The 

common concept dates back to WALTER (1929), 

who investigated several formulae for X-ray ab-

sorption (i. e., attenuation including scattering) in 

arbitrary matter based on mass content of the 

present elements. In this regard, he points out 

the dependency of 𝜇 𝜌⁄  on 𝑍 at certain wave-

lengths 𝜆 with the approach to compute 𝜇 𝜌⁄ (𝐸) 

accordingly. However, the exclusive validity for 

real absorption was already considered. More 

precisely, BARRETT, SWINDELL (1996) found a de-

pendence of the individual attenuation pro-

cesses on energy 𝐸 and atomic number 𝑍 for 

photoelectric linear absorption coefficient follow-

ing 

𝜇photo ≈ 𝑘 ∙
𝑍𝑚

(ℎ𝜈0)
𝑛
∙
𝜌

𝐴
 (II-19) 

with a constant 𝑘 depending on the atomic shell 

involved, primary photon energy ℎ𝜈0, density 𝜌, 

and atomic mass number 𝐴, where the expo-

nents 𝑚 and 𝑛 are, in turn, slowly varying func-

tions of 𝑍 and 𝜈0 with 𝑚 = 4 and 𝑛 = 3 as rule of 

thumb. Likewise, 𝑍 dependence of the linear in-

coherent scattering coefficient becomes obvious 

from the definition of BARRETT, SWINDELL (1996) 

given by 

𝜇incoh = 𝜎incoh ∙ 𝑁𝐴 ∙ 𝑍 ∙
𝜌

𝐴
 (II-20) 

 

Figure II-4: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸) over atomic number 𝑍 incl. single processes 

photoelectric absorption, coherent and incoherent 

scattering on three energy levels (acc. to Table IV-34) 

with data determined via XCOM (2010). 

 

0.0001

0.001

0.01

0.1

1

10

tot photo

coh incoh

12.7 keV

0.0001

0.001

0.01

0.1

1

10

tot photo

coh incoh

29.2 keV

0.0001

0.001

0.01

0.1

1

10

0 6 12 18 24 30Z

tot photo

coh incoh

59.5 keV



Section II 2   Radiation-matter interaction 19 

with Avogadro’s number 𝑁𝐴, density 𝜌, and 

atomic mass number 𝐴 as well as the incoherent 

(Compton) scattering cross-section, which is ac-

cording to JACKSON, HAWKES (1981), frequently 

expressed by 

𝜎incoh = 𝑍 ∙ 𝜎KN (II-21) 

where 𝜎KN represents Klein-Nishina formula fol-

lowing KLEIN, NISHINA (1929), who describe the 

scattering cross-section for a single free electron 

by an complex equation and corresponding der-

ivation. However, such 𝜇 𝜌⁄  definitions based on 

𝐸 and 𝑍 are applied by LINDGREN (1991) in the 

field of wood densitometry, where reference is 

made to Chapter II–2.2 for general discussion of 

the fundamental concept. Accordingly, SINGH et 

al. (1996) consider the knowledge of 𝜇 𝜌⁄  as re-

quired to utilise its individual relation toward 𝑍 as 

well as density of both absorption and scattering. 

Eventually, 𝑍 dependence becomes obvious 

from the different levels of carbon C6  and copper 

Cu29  plots of 𝜇 𝜌⁄ (𝐸) over radiation energy 𝐸 in 

Figure II-3 with Δ𝑍 = 23, where C plots consider-

ably fall below Cu such that the attenuation by 

copper is up to 95 times that of carbon at low 

energy just above the K-edge whereas the differ-

ences converge down to three times at the end 

of the considered energy range. 

Beyond 𝐸 and 𝑍, the dependence of 𝜇lin as well 

as its single mechanisms on the material density 

𝜌 becomes already obvious in the previous 

equations, which is, in turn, considered as de-

pendence on atomic density in condensed mat-

ter. Hence, increasing density yields increasing 

macroscopic cross-section Σ [cm−1], i. e., inter-

action probability along the beam path; thus, ra-

diation attenuation increases. According to 

BRADLEY et al. (1991), density dependence of at-

tenuation mechanisms can commonly be ap-

proximated via 

𝜇photo ∝ 𝑍eff
3.5 ∙ 𝜌 (II-22) 

for photoelectric interaction of linear attenuation 

𝜇photo and via  

𝜇incoh ∝ 𝜌 (II-23) 

for corresponding incoherent scattering share 

𝜇incoh, where both are obviously proportional to 

material density. 

To conclude on radiation-matter interaction and 

attenuation dependencies, Table II-1 provides a 

summary considering the relevant single interac-

tion processes photoelectric absorption as well 

as coherent and incoherent scattering within a 

wood- and WBC-relevant energy range of 𝐸 =

5…100 keV, which is, moreover, similar to the 

range of medical application apart from CT. As 

easily can be seen, there is a strong dependence 

on radiation energy 𝐸 and material composition 

expressed via atomic number 𝑍, which can com-

monly be described by the power law 𝑍𝑚 ∙ 𝐸−𝑛 

as introduced by BRAGG, PEIRCE (1914) for pho-

toelectric absorption (cf. MIDGLEY (2004) and 

JACKSON, HAWKES (1981)). However, the context 

is considered to also apply to the scattering pro-

cesses with individually lower exponents. More-

over, MIDGLEY (2004) develops and employs a 

parametrisation scheme for 𝜇lin considering the 

dependencies at energies above respective K-

edges, which utilises four coefficients for low-𝑍 

elements in the energy range 𝐸 = 30…150 keV. 

Further expressions to summarise dependen-

cies of the linear attenuation coefficient are more 

or less related to the above and utilised in nu-

merous studies. Finally, Figure II-5 schemati-

cally illustrates the fundamental understanding 

pro-
cess 

 variation of 
𝝈𝒂 with 𝒁 

variation with 
increasing 𝑬 

kind of 
 interaction 

 

𝝁𝐩𝐡𝐨𝐭𝐨   𝑍4…𝑍5 rapidly 
decreasing 

complete energy 
absorption during 

one process 

[1] 

  𝑍4…𝑍4.5  𝐸−3.5  [2] 

𝝁𝐜𝐨𝐡  𝑍2…𝑍3 rapidly 
decreasing  

no energy loss  
with bound 

electrons 

[1] 

  𝑍2.5  𝐸−2  [2] 

𝝁𝐢𝐧𝐜𝐨𝐡  𝑍 relatively slow 
variation 

partly energy loss 
depending on 

energy and angle 

[1] 

  𝑍  𝐸−0.5…𝐸  [2] 

Table II-1: Summary of the approximate dependen-

cies of the main radiation-matter interaction processes 

photoelectric absorption as well as coherent and inco-

herent scattering during attenuation of X- or gamma-

rays within an wood- and WBC-relevant energy range 

of 𝐸 = 5…100 keV (with further proportionality to den-

sity), following Schätzler (1979) [1] and Krieger (2012) 

[2], respectively. 
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of radiation propagation through matter consid-

ering the single interaction processes resulting in 

a total mass attenuation coefficient 𝜇tot 𝜌⁄ (𝐸) 

according to eq. (II-14) and the application for 

transmission measurements following Beer’s 

law of attenuation eq. (II-10). Beyond the funda-

mental dependencies of radiation attenuation 

with particular respect to monoenergetic narrow-

beam radiation and pure substances consisting 

of one chemical element, further dependencies 

are considered to occur in case of X-ray applica-

tion on compounds or mixtures such as WBCs 

as to be discussed in the consequent chapters. 

Eventually, required attenuation data for theoret-

ical considerations is commonly available in tab-

ulations from respective sources (cf. GERWARD 

(1993)). At this, HUBBELL, SELTZER (2004) pro-

vide values of mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸) as well as mass energy-absorption co-

efficient 𝜇en 𝜌⁄ (𝐸) as tabulated data with, never-

theless, rather coarse energy steps but including 

individual absorption edges in the range 𝐸 =

1 keV…20 MeV for elements 𝑍 = 1…92 com-

plete with 48 additonal substances of dosimetric 

interest. Furthermore, the database XCOM 

(2010) provides both single process values and 

total mass attenuation coefficients for elements 

with 𝑍 ≤ 100 as well as predefinable compounds 

or mixtures with standard or individual energy 

grids in the range 𝐸 = 1 keV…100 GeV, which is 

more flexible and avoids own data interpolation. 

Figure II-3 presents exemplary attenuation data 

of the elements carbon C6  and copper Cu29  

within a wood- and WBC-related energy range 

𝐸 ≤ 100 keV determined via XCOM (2010) com-

plete with plots of the single attenuation pro-

cesses 𝜇photo 𝜌⁄ , 𝜇coh 𝜌⁄ , and 𝜇incoh 𝜌⁄ . Note, all 

utilised mass attenuation coefficients in the pre-

sent thesis are comprehensively listed in Appen-

dix VII–4. Beyond that, further programs exist for 

𝜇 𝜌⁄ (𝐸) computation such as GERWARD et al. 

(2001), MUPLOT (2006), and EL-KHAYATT (2011) 

based on equivalent physical background and 

mostly utilising the same interaction cross-sec-

tion resources. Regarding accuracy of available 

attenuation data, MIDGLEY (2005) points out that 

there is an ongoing debate. He measures the lin-

ear attenuation coefficient of several compounds 

by means of monoenergetic X-rays from second-

ary targets. In comparison to tabulated values 

from HUBBELL, SELTZER (2004), he found the 

measurements generally to be lower by about 

−1 % on average. Already HAWKES, JACKSON 

(1980) discuss the accuracy of available data 

and develop a parametric model to compute lin-

ear attenuation coefficients explicitly considering 

the three attenuation processes in the energy 

rang of medical relevance 𝐸 ≤ 150 keV. How-

ever, evaluation of theoretical data from different 

sources is assigned to fundamental physics and 

not part of the present thesis. Tabulated values 

available from HUBBELL, SELTZER (2004) and, 

thus, the database XCOM (2010), are eventually 

considered to be widely used as a source of (sin-

gle) 𝜇 𝜌⁄ (𝐸) and consequently employed for all 

theoretical attenuation considerations as well as 

computations in the present thesis. 

 

  

 

Figure II-5: Schematic illustration of the fundamental 

understanding of radiation transmission through mat-

ter and the application for transmission measure-

ments, with integrated radiation intensity 𝐼, total mass 

attenuation coefficient 𝜇tot 𝜌⁄ (𝐸) as sum of the single 

interaction processes acc. to eq. (II-14), and Beer’s 

law of attenuation following eq. (II-10). 
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2.2 Effective atomic number of 

compounds and mixtures 

2.2.1 General approach 

Within the considered energy range, X-ray pho-

ton interaction with matter occurs in the atomic 

electron shell and, thus, generally corresponds 

to the atomic number 𝑍 of the individual element. 

Real radiation absorption, i. e., photoelectric ab-

sorption, strongly depends on 𝑍 of the single-el-

emental absorber and varies approximately as 

𝑍4, which, according to ALS-NIELSEN, 

MCMORROW (2011), fundamentally facilitates 

X-rays for imaging applications based on a con-

trast between the structural members. Addition-

ally, scattering processes complete the total at-

tenuation as aforementioned. However, regard-

ing chemical compounds or mixtures of different 

elements, effective X-ray attenuation at a partic-

ular energy level is attributed to a corresponding 

electron configuration, which, in turn, results in 

an effective atomic number 𝑍eff. Here, diverse 

approaches to computationally describe radia-

tion interaction with arbitrary matter date back to 

the first decades of applied X-ray research, 

where WALTER (1929) describe the history and 

evaluate the validity of several formulae. Accord-

ing to MURTY (1965), the concept virtually con-

siders a compound as “[…] fictitious element 

having an effective atomic number 𝑍eff.” Like-

wise, JACKSON, HAWKES (1981) denote 𝑍eff as 

“[…] convenient parameter for representing the 

attenuation of X-rays by a complex medium […]”. 

Meanwhile, MANOHARA et al. (2008) observe a 

renewed interest toward 𝑍eff for radiation interac-

tion characterisation with low- and medium-𝑍 

matter compounds and mixtures in various fields 

of research. 

 

2.2.2 Simplistic power law method 

In fundamental considerations to re-define the 

physical unit for radiation quantity and dose, 

MAYNEORD (1937) carries out calculations of real 

energy absorption with respect to a variety of 

substances including carbohydrates and water. 

Here, he refers to the findings of WALTER (1929) 

regarding the absorption of an individual atom 

with the atomic number 𝑍 according to 

eq. (II-18). From that, MAYNEORD (1937) derives 

the computation of an effective atomic number 

𝑍eff
𝑚 =∑𝜖(𝑖) ∙ 𝑍𝑖

𝑚

𝑘

𝑖=1

 (II-24) 

for compounds, where the electron fraction 𝜖(𝑖)  

is determined via 

𝜖(𝑖) =
𝜔(𝑖) ∙

𝑍𝑖
𝐴𝑖

∑ 𝜔(𝑖) ∙
𝑍𝑖
𝐴𝑖

𝑘
𝑖=1

 (II-25) 

based on the single atomic number 𝑍𝑖 in relation 

to the corresponding mass number 𝐴𝑖 of all re-

spective 𝑘 elements weighted by the elemental 

mass fractions 𝜔(𝑖) in the compound or mixture 

such that ∑ 𝜖(𝑖)𝑘 = 1. Hence, eq. (II-25) serves 

as the transformation of 𝜔(𝑖), regardless 

whether from theory or elemental analysis, to-

ward 𝜖(𝑖) considering respective atomic electron 

abundance 𝑍𝑖 𝐴𝑖⁄ . Since PHELPS et al. (1975) 

point out a strong correlation between attenua-

tion parameters (here Hounsfield units) and 

electron density (electrons per unit volume) of 

the investigated material by polychromatic 

X-rays within a medically relevant energy range, 

the electron-fraction-based weighting appears 

sufficient. However, their computations follow 

MAYNEORD (1937) and they discuss the influence 

of polychromatic X-rays and predominant Comp-

ton interactions with 𝐸 > 30 keV. Inferring from 

this, 𝑍eff, which merely considers photoelectric 

absorption, is biased due to increment presence 

of incoherent scattering, which, in turn, is inher-

ently included in tabulated total 𝜇 𝜌⁄ . Returning 

to 𝑍eff power law according to eq. (II-24), 

MAYNEORD (1937) suggests 𝑚 = 2.94 hence-

forth representing the most common value. The 

exponent 𝑚 is found to vary between hitherto 

studies, since it is derived by fitting the individual 

investigation results. Subsequently, √𝑍eff
𝑚𝑚

 with 

𝑚 = 2.94 is abbreviated with �̅�eff denoting the 

electron-fraction-weighted mean atomic number 

of a mixture or compound. This is to distinguish, 

furthermore, from energy-dependent 𝑍eff(𝐸) and 

its single-valued representation 𝑍eff(�̅�) as en-

ergy-weighted mean. Beyond �̅�eff, Table II-2 pro-

vides an overview considering selected methods 

of 𝑍eff determination complete with exemplary 
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water values. Moreover, SPIERS (1946) deter-

mines �̅�eff of unknown substances via 𝑍eff cali-

bration on known compounds and measures 𝜇 𝜌⁄  

by means of pre-filtered 60 kVp X-rays. Despite 

differing derivation but based on the same em-

pirical expression (alike eq. (II-18)) for photoe-

lectric absorption by WALTER (1929), SPIERS 

(1946) defines the same formula, here 

eq. (II-24), as applied by MAYNEORD (1937). 

Eventually, both fundamental studies were per-

formed with primary respect to dosage consider-

ations during radiotherapy or radiographic inves-

tigations of the human body. However, detailed 

derivation of the approach on expressions for de-

termination of mass attenuation coefficients 

based on the atomic number can be found there 

and complete with holistic discussions of its va-

lidity elsewhere. 

MURTY (1965) reviews 𝑍eff determination via 

power law, whereupon, at given energy, radia-

tion interaction with a single element is propor-

tional to its 𝑍𝑚 with apparent variations in 𝑚 ow-

ing to the respective study. At that, MURTY (1965) 

evaluates the different expressions and con-

cludes the potential requirement for distinct 𝑍eff 

                                                      

13  Apparently transposed digits by original author cannot be reproduced due to missing intermediate values. 

14  Here, 𝑍 is labelled with double-bar for distinction. 

expressions corresponding to individual attenu-

ation mechanisms whereas an approximation of 

a single �̅�eff for the investigated heterogeneous 

material appears suitable. Accordingly, ele-

mental mixtures with neighbouring 𝑍 yield com-

parable 𝑍eff values independent from the calcu-

lation approach. However, the expression he de-

rived shows similarities to eq. (II-26) but appears 

to be erroneous. HINE (1952) suggests 𝑚 = 3.1 

corresponding to photoelectric absorption and, 

nonetheless, points out the limitation of �̅�eff ex-

pression as a single number. Accordingly, each 

present interaction process with the constituent 

elements must be considered by individual 

weighting. Consequently, more advanced 𝑍eff 

computations explicitly take energy-dependent 

attenuation processes into account. Neverthe-

less, simplistic power law according to eq. (II-24) 

provides in this thesis a vivid evaluation of WBCs 

regarding their attenuation potential without de-

mand of complex input data. 

Furthermore, HUSSEIN et al. (1997) carry out 

both Monte Carlo simulations (by common 

MCNP radiation transport code) and laboratory 

experiments aiming at the detection of narcotics 

in cargo containers. However, for 𝑍eff determina-

tion of their various materials they define the ef-

fective atomic number14 �̿�eff of a mixture as 

�̿�eff = 𝐴eff ∙∑𝜔(𝑖)
𝑍𝑖
𝐴𝑖

𝑘

𝑖=1

 (II-26) 

with 𝐴eff = ∑ 𝜔(𝑖) ∙ 𝐴𝑖
𝑘
𝑖=1 . Despite similar elec-

tron-fraction-based weighting, the expression 

with apparent exponent 𝑚 = 1 particularly repre-

sents Compton scattering owing to high energy 

level employed from a Co60  source with �̅� =

1.25 MeV within their investigations. Nonethe-

less, explorative comparison (Table II-2) with 

eq. (II-24) approach reveals merely slight differ-

ences, where, as an extreme example, �̿�eff,H2O =

7.95 is 1.07 times that of �̅�eff,H2O = 7.42 and 

WBC values are rather equal. Consequently, the 

more simplistic eq. (II-26) approach is, however, 

omitted henceforth. 

method  𝒁𝐞𝐟𝐟   𝑬 

 [keV] 
source 

eq. (II-24), 𝒎 = 𝟐. 𝟗𝟒 7.42 n/s own computation 

eq. (II-24), 𝒎 = 𝟐. 𝟗𝟒 7.24 n/s MAYNEORD (1937)13 

eq. (II-24), 𝒎 = 𝟑. 𝟏 7.45 n/s HINE (1952) 

eq. (II-24), 𝒎 = 𝟑. 𝟒 7.49 n/s TSAI, CHO (1976) 

eq. (II-26) 7.95 n/s HUSSEIN et al. (1997) 

𝝈-based 5±0.3 30 PARTHASARADHI 
(1968) 

𝝈-based 7.46 20 YANG et al. (1987) 

𝝈-based 6.17 10 KUMAR, REDDY 
(1997) 

Auto-𝒁𝐞𝐟𝐟 software 6.14 
5.78 

10 
20 

TAYLOR et al. (2012) 

Table II-2: Effective atomic numbers 𝑍eff of water (H2O 

with 𝜔( H1 ) = 11.19 %, 𝜔( O8 ) = 88.81 %) deter-

mined via the respective method as compilation of re-

ported values from selected hitherto literature or ac-

cordingly re-computed; radiation energy 𝐸 for mean 

single value or n/s if method is independent. 
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Derived from fundamental X-ray physics, 

JACKSON, HAWKES (1981) introduce both simple 

formulae and accurate parametrisation of the at-

tenuation coefficient. As part of their study, they 

report 𝑍eff basics referring to further primary 

work and provide valuable conclusions on hith-

erto fundamental investigations. Thus, their 

comprehensive work is henceforth preferably 

cited. However, JACKSON, HAWKES (1981) revisit 

the concept of 𝑍eff determination as electron-

fraction-weighted sum of 𝑍𝑖, where exponent 𝑚 

in eq. (II-24) has to be distinguished regarding 

photoelectric absorption and coherent scatter-

ing. At this, they summarise 𝑚photo = 3…4 and 

𝑚coh = 1…2 both depending on radiation energy 

and material composition. In case of small scat-

tering contribution, one �̅�eff figure with 𝑚photo is 

sufficient to characterise the investigated ele-

mental composition. Regardless of attenuation 

process distinction, they conclude �̅�eff definition 

according to eq. (II-24) as invalid for wide energy 

ranges as well as for compounds comprising at-

oms with very different 𝑍𝑖. Nevertheless, the ap-

proach provides practical approximations with 

consistent results in certain cases. On the con-

trary, regarding medical energy ranges and low-

𝑍 biological tissue under investigation, they con-

sider coherent scattering neglection as suspect 

and resulting in poor accuracy. Inferring from 

this, a single-valued atomic number �̅�eff is cru-

cially limited to narrow 𝑍𝑖 as well as 𝐸 ranges and 

consequently lacks holistic validity. Notwith-

standing that, �̅�eff serves as vivid measure to es-

timate and compare compounds and mixtures 

regarding their attenuation potential caused by 

varying compositions particularly due to single 

neighbouring constituents. Likewise JACKSON, 

HAWKES (1981) conclude insufficient accuracy 

for precise clinical studies and many researchers 

critically discuss the simplistic power law accord-

ing to eq. (II-24). Particularly TAYLOR et al. 

(2008), who point out the initial dedication of the 

approach by MAYNEORD (1937) to low-energy at-

tenuation measurement, hence, high energy 

level require energy-related considerations. 

Eventually and according to TAYLOR (2011), the 

method is of “[…] questionable scientific valid-

ity[…]” for applications with energy ranges 

across several orders of magnitude. 

2.2.3 Energy-related effective atomic 

numbers 

For explicit consideration of both actual radiation 

energy and related interaction processes individ-

ually corresponding to the investigated ele-

mental mixture, more comprehensive 𝑍eff deter-

mination methods exist compared to conven-

tional power law. Moreover, the procedures are 

more elaborate and require extensive input data. 

Based on the mixture rule as to be defined in 

Chapter II–2.3, which determines via eq. (II-31) 

the mass-fraction-weighted mean mass attenua-

tion coefficient 𝜇 𝜌⁄ (𝐸)mix of the considered 

compound or mixture, TAYLOR et al. (2012) sug-

gest determining the total atomic cross-section 

via 

𝜎𝑎,tot =

𝜇
𝜌
(𝐸)tot

𝑁𝐴 ∙ ∑
𝜔(𝑖)
𝐴𝑖

𝑘
𝑖=1

 (II-27) 

with Avogadro’s number 𝑁𝐴. Cross-sections 

serve as measure for the likelihood of interaction 

where 𝜎𝑎,tot, in turn, additively comprises photo-

electric absorption, coherent, and incoherent 

scattering cross-sections. Subsequently, by fur-

ther means of total electron cross-section 𝜎𝑒,tot, 

𝑍eff(𝐸) is computed for each energy convention-

ally requiring complex interpolations over a ma-

trix of energy- and 𝑍-dependent cross-section 

data. However, particular differences in compu-

tation concepts occur between the respective re-

searchers. The same applies to employed cross-

section and mass attenuation data per chemical 

element regarding chosen source or own meas-

urement. Notwithstanding that, the methods both 

exploit the correlation between 𝑍eff and interac-

tion cross-sections (cf. PARTHASARADHI (1968)), 

which generally appears as 

𝑍eff =
𝜎𝑎
𝜎𝑒

 (II-28). 

Eventually, for comprehensive overview, 

MANOHARA et al. (2008) provide a practicable 

compilation of formulae for 𝑍eff determination on 

photon cross-section basis. They conclude, 

among others, the energy and interaction pro-

cess dependency of 𝑍eff with its maximum val-

ues to be found in the low-energy range with 
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dominating photoelectric effect as radiation at-

tenuation mechanism. 

SINGH et al. (1996) perform 𝑍eff(𝐸) calculations 

based on both tabulated 𝜇 𝜌⁄ (𝐸) data and own 

attenuation measurements. Their study com-

prises a variety of compounds, but none of them 

is similar to WBCs, just boric acid H3BO3 with 

�̅�eff,H3BO3 = 7.38 in a comparable order to WBCs 

and rather close to H2O. However, they distin-

guish 𝑍eff(𝐸) with respect to the individual atten-

uation mechanism, which unveils particular find-

ings especially in the range 𝐸 < 100 keV for in-

vestigated medium-𝑍 compounds. This is for the 

respective compounds, 

- 𝑍eff(𝐸)photo with characteristic jumps, 

- 𝑍eff(𝐸)coh with non-similar fluctuations, and 

- 𝑍eff(𝐸)incoh is increasing with energy incre-

ment but remains also constant for some 

compounds. 

Notwithstanding that, 𝑍eff(𝐸)H3BO3 reveals no 

significant, but in case of incoherent scattering, 

slight variations along the considered energy 

range compared to the compounds above. 

Moreover, since interaction cross-sections are 

strictly additive, 𝑍eff(𝐸) corresponding to total at-

tenuation comprises the sum of all respectively 

observed phenomena. However, already YANG 

et al. (1987) consider the cross-section-based 

method as the most accurate determination con-

cept. In their low-energy 𝑍eff study of human tis-

sues (𝐸 = 10…200 keV), they conclude their 

definition of 𝑍eff(𝐸) for the total radiation-mater 

interaction process as more appropriate. For fur-

ther theoretical as well as experimental investi-

gations by means of materials with elemental 

compositions and energy ranges in a compara-

ble order to WBC applications, reference is 

made to EL-KATEB, ABDUL-HAMID (1991), KUMAR, 

REDDY (1997), KAUR et al. (2006), and TAYLOR et 

al. (2008). 

Beyond that, TAYLOR et al. (2012) introduce a 

valuable tool – referred to as Auto-𝑍eff software – 

for 𝑍eff(𝐸) computation fundamentally employing 

energy-related radiation attenuation data, thus, 

exploiting the smooth correlation between 𝜎 and 

𝑍. Following eq. (II-27), the program routines 

draw on particular cross-section and mass atten-

uation data from individual sources. Computa-

tion basically requires the input of 𝜔(𝑖) such that 

∑ 𝜔(𝑖)𝑘 = 1 of the substance to be investigated. 

For composite materials typically with 𝑍 ≲ 30, 

Auto-𝑍eff software facilitates the rapid computa-

tion of energy-dependent atomic numbers as the 

particular value 𝑍eff(𝐸) for any requested energy 

ranging 𝐸 = 10 keV…1 GeV as well as spectral-

weighted mean single-valued 𝑍eff(�̅�) for inbuilt 

or user-defined energy spectra 𝑆(𝐸). The latter 

is simply evaluated via 

𝑍eff(�̅�) = ∫ 𝑍eff(𝐸) ∙ 𝑆(𝐸)𝑑𝐸

𝐸max

𝐸min

 (II-29) 

for continuous and  

𝑍eff(�̅�) = ∑𝑍eff(𝐸𝑗) ∙ 𝑆(𝐸𝑗)

𝑛

𝑗=0

 (II-30) 

for discrete spectra with both 𝑆(𝐸) normalised to 

unity such that ∫ 𝑆(𝐸)𝑑𝐸
𝐸

= 1 and ∑ 𝑆(𝐸𝑗)𝑛 = 1, 

respectively. Far from absorption edges, uncer-

tainties are stated in the order of 1…2 %, how-

ever, increasing with decreasing energies. More-

over, reference is made to TAYLOR et al. (2012) 

for comprehensive details upon the Auto-𝑍eff 

software, which is, furthermore, freely available. 

Manifold applications are reported elsewhere 

with diverse purposes and investigated materials 

from human tissues, corresponding phantoms, 

dosimetric materials, and shielding substances 

to particular composites. Amongst other meth-

ods, SINGH et al. (2014a) assess Auto-𝑍eff soft-

ware and compare results to available experi-

mental data for human organ and tissue substi-

tutes, where their methodical remarks are of 

poor precision. However, the study is fairly con-

gruent to SINGH et al. (2014b). Despite initial pur-

pose for medical physics, the Auto-𝑍eff software 

appears as promising tool for both fundamental 

and practice-oriented radiation-physical consid-

erations on wood and WBCs due to, however, 

the aforementioned methodical similarities. 
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2.2.4 Wood-related applications 

Beyond studies in medical and related physical 

fields as well as material science, particular 𝑍eff 

considerations regarding wood and WBCs are 

fairly rare. Nevertheless, LU, LAM (1999) theoret-

ically consider �̅�eff determined via eq. (II-24) with 

𝑚 = 3.4 but fail to present respective results cor-

responding to their lab-made panels of aspen 

strands. LINDGREN (1991) computes linear atten-

uation coefficients 𝜇(𝐸) at �̅� = 73 keV and sub-

sequent Hounsfield units following the model of 

TSAI, CHO (1976) on the basis of eq. (II-14) with 

distinction of photoelectric absorption and 

Compton scattering. For his calculations on dry 

and wet wood, 𝜇(𝐸)𝑝ℎ𝑜𝑡𝑜 requires �̅�eff, which is 

determined via eq. (II-24) with 𝑚 = 3.4 accord-

ingly suggested by TSAI, CHO (1976) for biologi-

cal material with 𝑍 < 16 and 𝜌 < 2000 kg m3⁄  at 

𝐸 < 150 keV. However, he bases electron frac-

tion determination on elemental composition of 

prevalent cell-wall constituents and weights 

𝜇(𝐸)mix volumetrically, where true density is 

equally assumed with common 𝜌t =

1500 kg m3⁄  and typical chemical wood compo-

sition complete with mineral content are taken 

from general literature. Eventually, intermediate 

values of �̅�eff for individual cell-wall constituents 

are lacking. HUSSEIN et al. (1997) present for ma-

ple wood (𝜌 = 700 kg m3⁄ , unknown composi-

tion) �̿�eff,maple = 6.66 amongst other comparison 

materials for their investigations toward detec-

tion of narcotics. More recently and specifically, 

SARITHA, NAGESWARA RAO (2012) investigate the 

𝑍 dependence of photon radiation interaction 

with soft- and hardwood samples from several 

Indian species. Their impression of less focus on 

𝑍 related studies on wood appears true to reality 

compared to other materials. However, based on 

determined elemental composition, they com-

pute �̅�eff = 6.9…8.0 via eq. (II-24) with 𝑚 = 3.54 

at 𝐸 = 59.5 keV. The exponent is fitted from 

measuring results determined by transmission 

experiments aiming at 𝜇 𝜌⁄ (𝐸)mix in comparison 

to computed values from tabulated data. Partic-

ular studies on mangrove wood (Rhizophora 

                                                      

15  From an internal master thesis, they report a questionable elemental composition with 𝜔(H) = 5.43 %, 𝜔(C) = 40.16 %, 
𝜔(N) = 0.03 %, and 𝜔(O) = 54.38 % for mangrove. 

spp.) emerge in the early 1990s. BANJADE et al. 

(2001) evaluate hardwood15 (𝜌 = 1040 kg m3⁄ , 

BRADLEY et al. (1991)) regarding its applicability 

as water-equivalent phantom at high radiation 

energies (MeV). Computed via eq. (II-24) with 

𝑚 = 3.5 they present �̅�eff,mangrove = 7.09. On 

low-energy level, however, MARASHDEH et al. 

(2015) likewise conclude mangrove wood to po-

tentially serve as a solid water- or tissue-equiva-

lent phantom for photon dosimetry. Beyond solid 

wood, they preferably apply binderless parti-

cleboard (PB) owing to its homogeneity and fur-

ther advantageous properties reported by 

MARASHDEH et al. (2011). 𝑍eff(𝐸) is theoretically 

determined via 𝜎-based method with 𝜇 𝜌⁄ (𝐸) 

from simulation (MCNP) over 𝐸 = 10…60 keV 

with fractional abundance of constituent ele-

ments omitting 𝜔(H) provided by MARASHDEH et 

al. (2011) and in comparison to poor data for 

mangrove raw wood utilised by BANJADE et al. 

(2001). Consequently, results reveal considera-

bly differing 𝑍eff(𝐸) with increasing energy be-

tween the sample types due to divergent ele-

mental compositions. On the contrary, they 

match the results of BANJADE et al. (2001) at 

𝐸min, where all samples settle around 

𝑍eff(10 keV) ≈ 7.25. Beyond that, results are dis-

cussed in comparison to breast tissue and water, 

where remarkable discrepancies are observable 

with increasing energy again. Regardless of their 

conclusions toward inadequate water and tissue 

equivalence of mangrove PB whereas raw wood 

is apparently rather close to water and breast, 

the 𝑍eff(𝐸) results for mangrove PB obtained by 

MARASHDEH et al. (2015) are obviously invalid. 

This insufficiency is clearly caused by the poor 

data basis with elemental composition lacking H. 

Moreover, wood matter – regardless of species 

– with certain 𝑀𝐶 as well as in oven-dry condition 

comprising no H is fundamentally non-existent. 

However, these implications were proven by re-

calculation via Auto-𝑍eff software and doubtless 

found valid. 
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2.2.5 Concluding remarks 

Obviously, 𝑍eff conduces as a vivid measure to 

compare X-ray attenuation potential of different 

compound substances and the effect of varying 

mixtures. Nevertheless, individual approaches 

reveal particular limitations (e. g. 𝑍 and 𝐸 range) 

and yield partly poor accuracy, which, however, 

depends on purpose of application. Moreover, 

Auto-𝑍eff software by TAYLOR et al. (2012) claims 

to surpass the simplistic power law method, 

where, accordingly and obvious from Table II-2, 

the latter yields systematic overestimation of 𝑍eff. 

Likewise pointed out by PHELPS et al. (1975), en-

ergy-independent �̅�eff, which merely considers 

photoelectric absorption, receives growing dis-

tortion with increasing radiation energy due to in-

crement presence of 𝑍-independent Compton 

scattering, which, in turn, is inherently included 

in tabulated 𝜇 𝜌⁄ (𝐸). Hence, 𝜎-based 𝑍eff(𝐸) or 

direct 𝜇 𝜌⁄ (𝐸)mix determination appear as rather 

promising regarding particular quantification of 

radiation attenuation with explicit energy consid-

eration. To this end, tabulated data of energy-de-

pendent elemental mass attenuation coefficients 

is available elsewhere (cf. HUBBELL, SELTZER 

(2004)) or Auto-𝑍eff software enables convenient 

computation. On the contrary, �̅�eff determination 

following eq. (II-24) is capable of rapid estimation 

with little preconditions. Notwithstanding the 

above, valid knowledge of the elemental compo-

sition of investigated composite material applies 

as fundamental requirement for all approaches 

to estimate and compare attenuation potential. 

In this regard, elemental mass fractions 𝜔(𝑖) 

may originate from both 

- theoretical or tabulated data basis in case of 

well-known compounds (e. g. H2O) or prede-

fined mixtures (e. g. tissue-equivalent phan-

tom), respectively, or from  

- actual elemental analyses to be performed 

in case of complex compound mixtures (e. g. 

WBCs). 

Beyond that and quasi reverse to 𝜎-based 

method, knowledge of 𝑍eff facilitates computa-

tion of the mean mass attenuation coefficient of 

investigated compounds or mixtures via cross-

sections for photon interaction (refer to II–2.1, 

eq. (II-12) for total attenuation and, e. g., 

eq. (II-20) considering incoherent scattering). 

Therefor, e. g., JACKSON, HAWKES (1981) provide 

a parametrisation expression for total atomic 

cross-section 𝜎𝑎,tot based on fundamental theory 

for X-ray attenuation coefficients explicitly con-

sidering all photon interaction mechanisms in a 

medically relevant energy range, i. e., taking 

photoelectric absorption as well as coherent and 

incoherent scattering cross-sections into ac-

count. However, omitting this indirection, the the-

oretical total mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of compounds and mixtures under in-

vestigation is to be approximated directly via 

common mixture rule as fundamentally pointed 

out in Chapter II–2.3. 

 

2.3 Radiation attenuation in 

compounds and mixtures 

2.3.1 General approach 

Material beyond pure substances, which consist 

of more than one chemical element, can be de-

scribed by an effective atomic number 𝑍eff of the 

considered compound or mixture, where refer-

ence is made to Chapter II–2.2. Here, total radi-

ation attenuation following eq. (II-14) comprises 

individual attenuation potential of all constituents 

expressed by the energy-dependent mass atten-

uation coefficient 𝜇 𝜌⁄ (𝐸)𝑖 of each chemical ele-

ment 𝑖 corresponding to its atomic number 𝑍. 

Single 𝜇 𝜌⁄ (𝐸)𝑖 take in particular energy depend-

ency into account and may, in turn, considerably 

differ within the compound. Notwithstanding ac-

tual radiation-matter interaction occurs on 

atomic level, there is no distinction between the 

members in terms of the scale of conventional 

transmission measuring applications, thus, the 

processes are additive along the beam path. 

Hence, total radiation attenuation in compounds 

and mixtures can be understood as sum of at-

tenuation processes from radiation-matter inter-

action of all constituents according to their frac-

tional abundance, as widely known. The context 

presumes no local agglomeration of single con-

stituents with respect to investigation geometry, 

i. e., size of structural inhomogeneities in com-

parison to spatial resolution. Accordingly, the ap-

proach primarily applies to mixtures which are 
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more or less homogeneous on the correspond-

ing level of consideration for transmission and in-

teraction of penetrating radiation along the beam 

path. However, already WALTER (1929) per-

formed first computations of a total mean mass 

attenuation coefficient (comprising real absorp-

tion and scattering) for chemical compounds 

based on own derivations of 𝜇 𝜌⁄ (𝐸) for particu-

lar elements as aforementioned and the known 

mass fractions of the few elements. 

 

2.3.2 The mixture rule 

The approach implies the additivity of attenua-

tion processes and was already applied by 

PARTHASARADHI (1968) and elsewhere. Beyond 

their comprehensive study on 𝑍eff as well as sin-

gle-mechanism attenuation determination, 

JACKSON, HAWKES (1981) provide a comprehen-

sive report on the mixture rule. Accordingly, 

MCCULLOUGH (1975) points out that a total mean 

mass attenuation coefficient 𝜇 𝜌⁄ (𝐸)mix [m
2 kg⁄ ] 

“[…] can be approximately evaluated […]” via 

𝜇

𝜌
(𝐸)mix =∑𝜔(𝑖) ∙

𝜇

𝜌
(𝐸)𝑖

𝑘

𝑖=1

 (II-31) 

as sum of all present single mass attenuation co-

efficients 𝜇 𝜌⁄ (𝐸)𝑖 of all respective 𝑘 elements 

weighted by the elemental mass fractions 

𝜔(𝑖) =
𝑚𝑖
𝑚mix

 (II-32) 

in the compound or mixture such that ∑ 𝜔(𝑖)𝑘 =

1. Thus, the contribution of each single element 

of the compound or mixture to total radiation at-

tenuation corresponds to its respective mass 

fraction within the substance multiplied by its in-

dividual mass attenuation coefficient. Analo-

gously to attenuation fraction 𝜉(𝑖) in eq. (II-15), 

let 

𝜂(𝑖) =
𝜔(𝑖) ∙

𝜇
𝜌
(𝐸)𝑖

𝜇
𝜌
(𝐸)mix

 (II-33) 

be the mass-fraction-weighted contribution 

𝜂(𝑖) [– ] of the 𝑖th single member to total mass 

attenuation such that ∑ 𝜂(𝑖)𝑘 = 1. Here, high-at-

tenuating constituents of low concentration may 

have a crucial impact on the total mass attenua-

tion of the considered material, such as high-𝑍 

minerals in organic matter even though their 

mass fraction 𝜔(𝑖) is low. Eventually, the mixture 

rule serves as basis for energy-related 𝑍eff com-

putation as already introduced in Chapter II–

2.2.3 and, e. g., applied by PARTHASARADHI 

(1968). 

An extension of eq. (II-31) further enables taking 

polychromatic radiation into account. For any re-

quested energy range 𝐸min…𝐸max considering 

presumed or determined radiation spectra 𝑆(𝐸), 

the spectral-weighted total mean mass attenua-

tion coefficient 𝜇 𝜌⁄ (𝑆(𝐸))
mix
 [m2 kg⁄ ] of the 

compound or mixture is evaluated analogously 

to eq. (II-16) and eq. (II-17), respectively, via 

𝜇

𝜌
(𝑆(𝐸))

mix
= ∫ (∑𝜔(𝑖) ∙

𝜇

𝜌
(𝐸)𝑖

𝑘

𝑖=1

) ∙ 𝑆(𝐸)𝑑𝐸

𝐸max

𝐸min

 

 (II-34) 

for continuous and 

𝜇

𝜌
(𝑆(𝐸))

mix
=∑(∑𝜔(𝑖) ∙

𝜇

𝜌
(𝐸𝑗)𝑖

𝑘

𝑖=1

) ∙ 𝑆(𝐸𝑗)

𝑛

𝑗=0

 

 (II-35) 

for discrete spectra with both 𝑆(𝐸) normalised to 

unity such that ∫ 𝑆(𝐸)𝑑𝐸
𝐸

= 1 and ∑ 𝑆(𝐸𝑗)𝑛 = 1, 

respectively. Therefore, this enhanced 

𝜇 𝜌⁄ (𝑆(𝐸))
mix

 computation facilitates considera-

tion of both actual radiation energy spectrum and 

related interaction processes individually corre-

sponding to the investigated elemental mixture. 

Hence, spectral-weighted total mean mass at-

tenuation coefficient determination via eq. (II-34) 

and eq. (II-35), respectively, is supposed to yield 

more appropriate estimation compared to simple 

application of eq. (II-31) employing 𝜇 𝜌⁄ (�̅�)𝑖 for �̅� 

from eq. (II-3) and eq. (II-4), respectively, since 

the latter by means of �̅� not explicitly takes indi-

vidual attenuation characteristic along the en-

ergy range of every element present into ac-

count. 

For solution of either of the above mixture rule 

equations, tabulated 𝜇 𝜌⁄ (𝐸)𝑖 (cf. HUBBELL, 

SELTZER (2004)) are commonly utilised. Since 

theoretical data considers isolated atoms, the 

applicability of these values for 𝜇 𝜌⁄ (𝐸)mix com-

putations has to be discussed. Limitations of the 

mixture rule eq. (II-31) are, e. g., pointed out by 
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MCCULLOUGH (1975). Accordingly, it ignores 

changes in molecular, chemical, or crystalline 

environment of the considered atoms, hence, 

their chemical bindings, electron structure, and 

state of aggregation. In the energy range 𝐸 >

10 keV, however, MCCULLOUGH (1975) esti-

mates errors of less than a few percent. At this, 

DESLATTES (1969) provides a comprehensive 

discussion on hitherto knowledge of mixture rule 

validity. JACKSON (1982) additionally points out 

that its validity range is not well-established. All 

authors found considerable errors to be ex-

pected for energies close to (below) absorption 

edges of the respective constituents. Differently 

with energies far above the very same, where, 

e. g., low-𝑍 compounds and mixtures like organic 

matter without trace elements are considered 

not be affected in terms of common X-ray appli-

cations. Moreover, potential light metal elements 

within an organic mixture such as aluminium Al13  

or calcium Ca20  with their K-edge at 𝐸 = 1.56 keV 

and 𝐸 = 4.04 keV, respectively, (cf. HUBBELL, 

SELTZER (2004)) are not supposed to cause con-

siderable bias of 𝜇 𝜌⁄ (𝐸)mix from absorption 

edge effects with respect to transmission meas-

urements at 𝐸 ≳ 10 keV. Notwithstanding that, 

validity of the mixture rule was evaluated in sev-

eral studies, where its results were both, 

- verified, e. g., by MURTY (2004) for particular 

alloys at medium (𝐸 = 22.1 keV) and high 

(𝐸 = 59.5 keV) energy level and 

- found invalid, e. g., by TURGUT et al. (2002) 

for various compounds at low energy levels 

(𝐸 = 4.51…11.21 keV). 

The latter summarise that mixture rule breaks 

down for radiation energy ranging approximately 

0.1 keV below and 1.5 keV above the K-edge of 

at least one element in the compound or mixture. 

Likewise, KERUR et al. (1993) found both good 

agreement within 1 % and deviations of about 

11 % between computed and measured 

𝜇 𝜌⁄ (𝐸)mix depending on the chemical environ-

ment of the investigated compounds and the 

presence of absorption edges near the applied 

radiation energy. Moreover, discussion of mix-

ture rule validity is still part of recent research, 

such as AKÇA, ERZENEOĞLU (2014), in terms of 

𝜇 𝜌⁄  measurements particularly in biomedical 

science. 

The impact of chemical structure is always 

named but rarely clarified using particular exam-

ples in literature. However, JACKSON (1982) 

points out validity of the mixture rule in cases, 

where there are only negligible effects of molec-

ular binding and chemical or crystalline environ-

ment on the atomic wave function, in other 

words, the electron structure. She reviews an ex-

ample, where a shift of K-edge position in iron 

Fe26  is found in consequence of changed oxida-

tion state of the atoms. BARRETT, SWINDELL 

(1996) confirm the approach of eq. (II-31) to be 

applicable in cases, where chemical binding en-

ergies are small compared to applied X-ray en-

ergies. Consequently, chemical compounds may 

be treated as elemental mixtures. Beyond that, 

more detailed derivation of the approach and 

comprehensive restrictions regarding its validity 

can be found elsewhere. Eventually, mixture rule 

is found to be widely applied – partly in compar-

ison to transmission measurements – on studies 

regarding chemical composition dependency of 

mass attenuation coefficient of, e. g., 

- HCO-materials (cf. EL-KATEB, ABDUL-HAMID 

(1991), SINGH et al. (1993)), 

- soil (cf. COPPOLA, REINIGER (1974)),  

- building materials (cf. SINGH et al. (2004)), 

- and common compounds (cf. SINGH et al. 

(1996)), 

- or even air (cf. VEIGELE (1970)). 

 

2.3.3 Wood-related applications 

Wood and consequently WBCs are likewise no 

single-elemental material. Therefore, theoretical 

evaluation of the composition impact on radia-

tion attenuation is part of hitherto studies, where 

computation results are partly compared to prac-

tical transmission measurements. However, in 

contrast to manifold practice-oriented X-ray ap-

plications in wood science and industry, such 

fundamental research is rather underrepre-

sented and partly yields questionable conclu-

sions. Table II-3 compiles selected 𝜇 𝜌⁄ (𝐸)mix 

from literature available for 𝐸 = 60 keV (incl. 𝐸 =

59.5 keV corresponding to Am241 ). As far as 
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known, the values were individually computed 

via mixture rule eq. (II-31) by means of actual 

analysis data or assumed elemental composi-

tions. Compilation is completed with computa-

tion results via XCOM (2010) at 𝐸 = 60 keV of 

commonly generalised wood composition (refer 

to Table IV-14) and water (H2O). WBC and ad-

hesive resin values are rare. At this, wood values 

obviously reveal a concurrent order but, how-

ever, range within 𝜇 𝜌⁄ (𝐸)wood = 0.0183… 

0.0209 m2 kg⁄  (± 6.6 %) supposedly depending 

on both underlying elemental composition and 

applied 𝜇 𝜌⁄ (𝐸)𝑖 of the single constituents. 

Already OLSON, ARGANBRIGHT (1981) computa-

tionally predict mass attenuation coefficients of 

various wood species and found certain varia-

tions for radiation with 𝐸 < 40 keV, whereas 

𝜇 𝜌⁄ (𝐸)mix is considered as equal above this en-

ergy level. Calculations for 𝐸 = 10…1500 keV 

via eq. (II-31) are based on elemental composi-

tions from several sources partly including ash 

content where the latter is found to have increas-

ing impact on attenuation coefficient with in-

creasing ash content at decreasing radiation en-

ergies. They compare theoretical estimation to 

experimental data acquired by means of mo-

noenergetic radioisotopes revealing differences 

ranging <10 %, where measured 𝜇 𝜌⁄ (𝐸) fall 

consistently below computation owing to beam 

geometry and scattering impact. OLSON, 

ARGANBRIGHT (1981), however, conclude theo-

retical estimation via mixture rule to be a suitable 

alternative to elaborate measurements. Likewise 

KOURIS et al. (1981) perform 𝜇 𝜌⁄ (𝐸)mix calcula-

tions to evaluate the influence of trace element 

abundance on densitometry and found measur-

able attenuation changes despite negligible ef-

fects on gravimetric raw density. Moreover, in 

terms of development of a fast RDP determina-

tion method, LAUFENBERG (1986) investigate the 

influence of adhesive and moisture content on 

radiation attenuation by WBCs. Prediction of 

𝜇 𝜌⁄ (𝐸)mix at 𝐸 = 59.5 keV corresponding to em-

ployed Am241  radiation source and based on el-

emental composition (with appropriate values 

but no particular sources named) yields similar 

values of wood and resin but significant differ-

ences between wood and water 𝜇 𝜌⁄ . He esti-

mates the potential error by application of wood 

𝜇 𝜌⁄ (𝐸)mix values excluding adhesive resin of 

common content as negligible for measurements 

on WBCs. On the contrary, 𝑀𝐶 = 12 % causes 

about 1 % error related to dry wood 𝜇 𝜌⁄ (𝐸)mix 

application. LAUFENBERG (1986) concludes, 

however, that there is no significant impact on 

radiometric RDP determination from variations 

of resin content, wood species, and ambient 

moisture conditions within normal ranges. In 

their theoretical study, LIU et al. (1988) consider 

wood to be a polyatomic absorber, where, in the 

case of homogeneous density distribution, the 

linear attenuation coefficients are consequently 

additive. Following the definition of 𝜇 𝜌⁄  of 

eq. (II-9) they likewise deduce mass-fraction-

weighted 𝜇 𝜌⁄ (𝐸)mix according to eq. (II-31) for 

polyatomic mixtures. Considering heterogene-

ous material, they moreover propose taking both 

local density 𝜌(𝑥; 𝑦; 𝑧)𝑗 and corresponding local 

mass-fraction 𝜔(𝑥; 𝑦; 𝑧)𝑗 of each 𝑗th constituent 

into account, where integration along the beam 

path finally yields the related 𝜇 𝜌⁄ (𝐸)mix. Also 

LINDGREN (1991) computes linear attenuation 

coefficients and subsequent CT-numbers of 

source  𝝁 𝝆⁄ (𝑬)𝐦𝐢𝐱 [𝐦
𝟐 𝐤𝐠⁄ ] 

 wood resins water 

OLSON, ARGANBRIGHT 
(1981) 

0.0192 
0.0193 

  

KOURIS et al. (1981) 0.0193 
0.0201 
0.0196 

  

LAUFENBERG (1986)* 0.0183 0.0181 
0.0182 
0.0178 

0.0196 

SALINAS et al. (2006) 0.0189   

SARITHA, NAGESWARA RAO 
(2013) 

0.0195 
… 

0.0209 

  

HUBBELL, SELTZER (2004)   0.0206 

XCOM (2010) 0.0191  0.0206 

Table II-3: Computed mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)mix of wood (oven-dry as far as specified), ad-

hesive resin, and water via mixture rule eq. (II-31) for 

𝐸 = 60 keV (* and 𝐸 = 59.5 keV corresponding to 

Am241 ) as compilation of reported values from se-

lected hitherto literature and computation by means of 

XCOM (2010). 
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compounds consisting of different materials fol-

lowing the approach of WILSON (1980) for quan-

titative computed tomography (CT) as special-

ised technique at that time. As already pointed 

out in Chapter II–2.2.4, the prediction of 

LINDGREN (1991) under application of general 

wood compositions considering prevalent cell-

wall constituents (cellulose, hemicellulose, and 

lignin) complete with mineral content, utilises 

tabulated data omitting own analyses and takes 

further assumptions into account such as density 

of all constituents equals 𝜌 = 1500 kg m3⁄ . Cal-

culations yield total 𝜇lin and subsequent CT-

numbers for �̅� = 73 keV at 𝑈a,nom = 120 kVp 

tube potential for dry wood as well as wood con-

taining water with 𝑀𝐶 = 6…117 % range. Finally 

calculated CT-numbers are employed as calibra-

tion for wood raw density measurement by 

means of a medical CT scanner, where 

LINDGREN (1991) claims to obtain an accuracy of 

±4 kg m3⁄  for dry wood and ±13.4 kg m3⁄  for 

wood containing water. In agreement with the 

theoretically computed results from LINDGREN 

(1991), MACEDO et al. (2002) found 𝜇 𝜌⁄ (𝐸) in-

dependent from wood species in terms of their 

attenuation measurements at 𝐸 = 28.3 keV and 

𝐸 = 59.5 keV (and 𝐸 = 662.0 keV) and further 

point out the influence of chemical composition 

on 𝜇lin even at constant raw density. Ash con-

tent, in turn, is considered by BROWN et al. (1974) 

to be negligible with respect to chosen radiation 

energy, where they already estimate 𝜇 𝜌⁄ (𝐸)mix 

with calculations corresponding to high energy 

levels such as 𝐸 = 662.0 keV emitted from Cs137 . 

However, mixture rule is applied also in further 

more recent studies to compute 𝜇 𝜌⁄ (𝐸)𝑚𝑖𝑥 of 

wood species in comparison to measurements 

mostly by means of monoenergetic radiation 

such as SARITHA, NAGESWARA RAO (2013) at 𝐸 =

59.5 keV with estimations via XCOM (2010) 

based on elemental analyses with, nevertheless, 

questionable results. 

Beyond first investigations from LAUFENBERG 

(1986) on influence of MC and adhesive resin on 

radiation attenuation following OLSON, 

ARGANBRIGHT (1981), there is a lack of funda-

mental studies related to WBCs. Two decades 

later, HILBERS (2006) applies the approaches in 

an industrial context on WBCs with practice-ori-

ented but obviously inconsistent investigations. 

Omitting own elemental analyses on particular 

material, composition of WBC constituents 

(wood, adhesive resin, additives, and water) 

based on respective assumptions and single 

sources is utilised. Varied resin content and type 

are applied for lab-made panels and correspond-

ingly computed 𝜇 𝜌⁄ (𝐸)mix in comparison to 

X-ray measuring results at assumed �̅� = 30 keV. 

For both computation and measurement, 

HILBERS (2006) concludes apparent differences 

between 𝜇 𝜌⁄  of UF- and PMDI-bonded MDF 

whereas various paraffin, melamine, and water 

content has a minor effect on total attenuation. 

Further investigations on WBCs are performed 

by MARASHDEH et al. (2012) and TOUSI et al. 

(2014) but within a totally different field of appli-

cation, i. e., biomedical science. 

 

2.3.4 Concluding remarks 

Obviously, 𝜇 𝜌⁄ (𝐸)mix computed based on 

known elemental mass fractions serves as a 

clear means of quantifying radiation attenuation 

within a compound or mixture. There is exclu-

sively one fundamental approach following 

eq. (II-31). In addition, the mixture rule can be 

extended considering presumed or determined 

radiation spectra 𝑆(𝐸) by eq. (II-34) and 

eq. (II-35), respectively. Hence, the quality of re-

sults is not effected by the method itself (like 𝑍eff 

determination, refer to Chapter II–2.2.5) but can 

only be as accurate as the validity of the utilised 

elemental composition for the material under in-

vestigation. The same applies to the considered 

radiation energy regarding both single-valued 

mean energy �̅� or as a spectrum 𝑆(𝐸) and the 

correspondingly utilised single values 𝜇 𝜌⁄ (𝐸)𝑖 of 

the involved constituents. Here, XCOM (2010) 

and HUBBELL, SELTZER (2004), respectively, ap-

pear as a commonly used data basis for mass 

attenuation coefficients and interaction cross-

sections of elements, compounds, and mixtures. 

Contrary to the simplistic power law method fol-

lowing eq. (II-24) for 𝑍eff computation, which is 

error-prone in case of predominant Compton in-

teractions on corresponding energy levels, 

mass-fraction-weighted 𝜇 𝜌⁄ (𝐸)mix comprises all 



Section II 2   Radiation-matter interaction 31 

present attenuation mechanisms on the energy 

level under investigation, which are inherently in-

cluded in tabulated 𝜇 𝜌⁄ (𝐸𝑖). Moreover, XCOM 

(2010) facilitates particular attenuation consider-

ations related to single interaction mechanisms 

since the database provides respective values 

for photoelectric absorption and coherent as well 

as incoherent scattering. 

Like 𝑍eff determination (Chapter II–2.2.5), 

𝜇 𝜌⁄ (𝐸)mix computation is, nevertheless, just a 

theoretical evaluation considering as many as 

known material, radiation, and setup conditions. 

Thus, potential discrepancies between computa-

tions and measurements may occur, where hith-

erto investigations reveal different findings de-

pending on both validity of applied elemental 

mass fractions and quality of measuring condi-

tions, i. e., how the setups meet monoenergetic 

narrow-beam requirements. To conclude limita-

tions beyond practical insufficiencies, JACKSON 

(1982) found the mixture rule “[…] valid if molec-

ular and chemical effects are negligible.” Moreo-

ver, several investigations facilitate to imply that 

absence of medium- to high-𝑍 elements of con-

siderable mass fraction with absorption edges 

within the applied energy range of the X-ray 

spectrum enable the mixture rule not to break 

down. However, JACKSON (1982) generally con-

cludes validity of the mixture rule as “[…] very 

uncertain in the soft X-ray region […]” whereas a 

particular energy range is not defined. In contrast 

to scientific attenuation studies employing mo-

noenergetic radiation, practical X-ray applica-

tions with polychromatic spectra 𝑆(𝐸), which 

may cover several critical energies, are more er-

ror-prone. Notwithstanding the above, beyond 

low-energy range, i. e. 𝐸 > 15 keV, only small er-

rors of less than a few percent are to be ex-

pected (cf. MCCULLOUGH (1975)). The mixture 

rule is henceforth applied for WBC considera-

tions without respect to chemical state of the 

considered compound or mixture, which is too 

complex to be evaluated and explicitly consid-

ered in this thesis. 

 

2.4 Attenuation of polychromatic 

radiation 

2.4.1 General background 

Owing to the energy dependence of radiation at-

tenuation, i. e., increasing attenuation with de-

creasing energy (refer to Figure II-3), transmis-

sion and associated attenuation of polychro-

matic radiation such as X-rays with a more or 

less wide energy spectrum (refer to Figure II-2) 

yields particular effects, which have to be con-

sidered in terms of transmission measurements. 

In consequence of radiation transmission 

through any matter, the initially emitted spectrum 

of bremsstrahlung (potentially superimposed by 

characteristic lines), undergoes variation in con-

tinuous energy distribution such that the low-en-

ergy share of the transmitted spectrum typically 

decreases. Therefore, an upward energy shift 

with increasing mean energy can be observed, 

whereas maximum energy (peak energy) re-

mains constant such that 𝐸max = 𝑈a [kVp]. The 

effect is well-known as beam hardening, since 

high radiation energy is commonly referred to as 

hard due to penetration potential (in contrast to 

soft low-energy radiation). 

However, in the field of radiological technique, 

DIN 6814-2 (2000) defines hardening as varia-

tion of the spectral particle fluence rate while het-

erogeneous X-rays propagate through a material 

layer by diminution of relative photon share to 

which a higher linear attenuation coefficient ap-

plies. With regard to CT in NDT, DIN EN 16016-

1 (2011) and likewise ISO 15708-1 (2017) define 

the term beam or spectrum hardening as ”spec-

tral change of a polychromatic beam caused by 

preferential attenuation of lower energy pho-

tons”. Moreover, DIN EN 16016-3 (2012) and 

likewise ISO 15708-3 (2017) refine the definition 

of this effect and point out consequent artefacts, 

which may occur in the reconstructed image. 

VDI/VDE 2630-1.1 (2016) definition focusses on 

shift of energy distribution and therefore the me-

dian of the spectrum up to higher energies. Be-

yond definitions in standards and guidelines 

from both medical as well as technical field con-

sidering beam hardening, reference is made to 

respective fundamental literature such as 
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- HALMSHAW (1995), 

- BARRETT, SWINDELL (1996), 

- HUSSEIN (2003a), 

- ATTIX (2004), 

- HERTRICH (2005), 

- KRIEGER (2012), as well as 

- SCHIEBOLD (2015) 

for comprehensive, detailed, and practice-ori-

ented explanations of the phenomenon. Eventu-

ally, beam hardening unavoidably occurs in 

terms of transmission measurements by means 

of polychromatic radiation such as X-rays. Note, 

already varying distances between X-ray source 

and investigated specimen 𝑠X−S as well as be-

tween specimen and detector surface 𝑠S−D, i. e., 

respective air layer thickness (for attenuation co-

efficients refer to VEIGELE (1970)), may influence 

applied X-ray spectra as pointed out by 

ANKERHOLD et al. (1999), where long distances 

have to be considered to cause slight beam 

hardening. 

As fundamental consequence of upward energy 

shift, it is well-known that mass attenuation coef-

ficient decreases with energy increment due to 

its energy-dependency (refer to Figure II-3). 

Beam hardening, in turn, increases with increas-

ing attenuation potential of the absorber, i. e., its 

thickness at its simplest. Coincidently, mass at-

tenuation coefficient further decreases along the 

beam path, which is basically, however, ex-

pected to be constant for the material under con-

sideration. Generally, decreasing attenuation co-

efficients along a certain measuring range are to 

be found in several studies and consequently at-

tributed to the beam hardening effect. Accord-

ingly, KOTWALIWALE et al. (2007) report in a sim-

ple study on the effect with respect to their cali-

bration of a digital X-ray imaging system (𝐸max =

50 kVp) for biological material and conclude that 

attenuation coefficient decreases with increasing 

thickness of homogeneous layers of polysty-

rene. Likewise KOTWALIWALE et al. (2006) found 

attenuation coefficients of pecan nut and shell to 

vary with sample thickness. Already TSAI, CHO 

(1976) evaluate the effective linear attenuation 

coefficient �̃�lin from X-ray transmission measure-

ments of different materials, where they likewise 

consider an effective energy �̃�, which is found to 

differ between the materials despite equal trans-

mission distances. Consequently, they compute 

the error of �̃�lin resulting from variable beam 

hardening between the considered material and 

water as reference via the simple difference of 

the material’s �̃�lin at the very same effective en-

ergy �̃� toward �̃�lin at water �̃�. Eventually, it is 

concluded and verified via measurements on 

PMMA in comparison to water as reference that 

the error is a strong function of both energy level 

and spectrum. 

With respect to quantitative X-ray transmission 

measurements in hitherto research applications, 

variation of the attenuation coefficient in depend-

ence of the object under investigation is the most 

significant consequence of beam hardening. In 

this regard, the divergence from initially linear 

slope of radiation transmission is commonly 

pointed out. As presented in Figure II-6, KASPERL 

(2005) illustrates the difference between linear 

slope of transmission values from a monoener-

getic source through an aluminium step wedge 

in contrast to the concave plot measured by 

means of a polyenergetic source. Obviously, the 

linear context  

ln(𝑇−1) = ln (
𝐼0
𝐼T
) = 𝜇lin(𝐸) ∙ 𝑡 (II-36) 

deduced from exponential law of attenuation 

eq. (II-8) with the linear attenuation coefficient 

𝜇lin(𝐸) as proportionality factor along increasing 

layer thickness 𝑡 (of homogeneous absorber ma-

terial) fails owing to energy dependency of 

 

Figure II-6: Non-linear slope of X-ray projection data 𝑃 

(+ with dashed line) measured by means of an alumin-

ium step wedge at 𝑈𝑎 = 224 kVp compared to ideal 

expectation (solid line) as basis for CT beam harden-

ing correction via linearisation method, acc. to 

KASPERL (2005). 
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𝜇lin(𝐸). The same applies to mass attenuation 

coefficient 𝜇 𝜌⁄ (𝐸) (refer to eq. (II-9)). Beyond 

beam hardening, further reasons for potential 

non-linearities in transmission measurements 

come in addition such as scattering superimpo-

sition and detector non-linearity, which can, how-

ever, hardly be distinguished and will be dis-

cussed elsewhere. Eventually, DAVIDSON et al. 

(2003) consider beam hardening to cause insuf-

ficiencies regarding flat field correction (i. e., 𝐼0 

determination) with respect to detector type and 

gain settings, which, in turn, could cause arte-

facts in medical imaging. Their experimental re-

sults yield different detector gain settings in de-

pendence of PMMA object transmission dis-

tance. Nevertheless, their theoretical approach 

with changes in energy distribution from ac-

quired initial 𝐼0 toward transmitted 𝐼T intensity, 

where the latter may further vary within the ob-

ject, is comparable to aforementioned bias of lin-

ear context referring to eq. (II-36). For attenua-

tion coefficient applications in quantitative X-ray 

measuring practice, such as densitometry or 

also CT, beam hardening can be concluded to 

cause local or global deviations from expected 

true values in dependence of structure and ho-

mogeneity of the measuring object, e. g., dis-

tinctness of the investigated density gradient as 

well as the applied reference objects. 

Beyond attenuation considerations within the 

specimens, beam hardening already affects 

commonly applied initial spectra from X-ray 

tubes due to inherent filtering of the components 

as exemplarily illustrated in Figure II-7 following 

well-known representations (cf. HERTRICH 

(2004)) by means of particular spectra simula-

tions via XRayTools (refer to Chapter IV–

4.2.6.2). Note, similar spectral distributions, 

however, at higher energy levels are presented 

by TILLACK, BELLON (2000), who discuss a 

model, which describes the generation of brems-

strahlung. Obviously, the 0.2 mm beryllium (Be) 

window truncates more or less total energy frac-

tion 𝐸 < 2 keV (refer to ‘at tube’ plot in Figure 

II-7). Moreover, initial radiation emission within 

the vacuum tube (‘at target’ plot in Figure II-7) is, 

in turn, affected by inherent radiation absorption 

within the W target. At this, the absorption edges 

 

Figure II-7: Comparison of theoretical X-ray spectra 

(conventional W-target tube at 𝑈a = 𝐸max = 50 kVp) 

with simulated bremsstrahlung excluding characteris-

tic lines (via XRayTools, Chapter IV–4.2.6.2) consid-

ering initial emission (at target), inherent filtering of 

0.2 mm Be window (at tube), and additional 0.635 mm 

Al pre-filter (spectrometer lid Chapter IV–4.2.6.1; with 

filter) as well as theoretical expectation without any at-

tenuating impact (dash-dotted line), as normalised in-

tensity with 𝐼(𝐸)max = 1 (middle) or to 𝐼 at target (bot-

tom) both incl. mean energies �̅� (dashed lines), com-

plete with respective mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸) over radiation energy (top, with inset around 

W absorption edges) determined via XCOM (2010). 
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(upper chart with inset in Figure II-7) cause a cor-

respondingly characteristic low-energy distribu-

tion, which is, however, continuous but features 

respective jumps at the absorption edges. Fur-

thermore, TILLACK, BELLON (2000) point out that 

an increasing target angle leads to longer radia-

tion transmission distance through the target 

and, therefore, higher inherent absorption. Thus, 

an increment of the target angle must be consid-

ered to yield increasing beam hardening. How-

ever, consequent pre-filter application enables 

rather predefined lower energy limits and yields 

considerable upward shift of mean energy 

(dashed lines in Figure II-7 and ‘with filter’ plot 

with exemplary 0.635 mm Al layer). Hence, a 

theoretical distribution of bremsstrahlung (dash-

dotted plot) without any attenuation impact can 

be assumed as continuously increasing slope of 

the intensity plot from 𝐼(𝐸max) = 0 along de-

creasing energy toward a certain intensity maxi-

mum. Already NICKERSON (1958) considered the 

intensity to be proportional to the number of pho-

tons of a particular energy and showed a similar 

representation. ATTIX (2004) deepens the theo-

retical background of unfiltered bremsstrahlung 

energy spectra. He points out, that the shown 

simple triangular spectra (in Figure II-7, more or 

less exponential slope assumed) are, however, 

practically never observed, since characteristic 

X-rays may superimpose bremsstrahlung de-

pending on the energy range and the inherent 

filtration of at least the target and tube window 

removing the low-energy radiation. 

 

2.4.2 Application for pre-filtering 

The practical utilisation of the beam hardening 

effect for X-ray pre-filtering to influence the spec-

tral composition of the applied radiation was al-

ready mentioned (refer to Figure II-7 ‘with filter’). 

Basically in NDT, X-ray radiography applies ra-

diation filters in the primary beam to obtain suffi-

cient film density gradation (blackening), thus, 

grey-scale range within total image, in case the 

objects under investigation have considerable 

thickness variations (cf. STEGEMANN (1995)). 

Moreover, SCHIEBOLD (2015) points out to con-

sider potential contrast reduction in conse-

quence of beam hardening. 

Per definition according to VDI/VDE 5575-1 

(2017), X-ray filters are a defined material layer, 

“[…] which changes the spectral composition of 

the transmitted radiation only by absorption”. In 

general and according to DIN EN 1330-11 

(2007), filters are devices reducing unwanted ra-

diation. Moreover, ISO 5576 (1997) and likewise 

DIN EN 1330-3 (1997) refine the definition con-

sidering an uniform material layer of usually 

higher atomic number than specimen matter and 

particularly purposing soft X-ray absorption. In-

herent filtration is, in turn, the very same caused 

by components of X-ray tube, setup or housing 

penetrated by the primary beam. Eventually, IEC 

60050-881 (1983) considers filtration as “modifi-

cation of the characteristics of ionizing radiation” 

and, therefore, defines technical terms, where 

reference is made to the very same. Accordingly, 

also compound filters are applicable like the 

Thoraeus filter, which is composed of predefined 

layers of Al, Cu, and Sn and provides enhanced 

radiation transmission yield. However, in the 

context of X-ray optical systems, the guideline 

VDI/VDE 5575-9 (2018) exists with focus on 

X-ray filters. Notwithstanding primary application 

in analytical X-ray devices (e. g. for diffraction or 

XRF, cf. ALS-NIELSEN, MCMORROW (2011)), the 

described basic physical principals, properties, 

and parameters can be transferred to densito-

metric applications in industry. Accordingly, an 

X-ray filter, which normally represents one (or 

several) homogeneous material layer(s), is 

quantitatively characterised by its transmission 

function (here, adapted from wavelength 𝜆 to en-

ergy 𝐸) following eq. (II-1) with energy consider-

ation, thus,  

𝑇(𝐸) =
𝐼T(𝐸)

𝐼0(𝐸)
 (II-37) 

which leads with well-known 𝜇lin(𝐸) to the expo-

nential attenuation function eq. (II-8). Moreover, 

it is pointed out that spectral transmittance 𝑇(𝐸) 

increases along increasing energies for one and 

the same filter but decreases with filter thickness 

increment, where, e. g., 1 mm Al is considered to 

more or less totally suppress low-energy fraction 

𝐸 < 10 keV of the spectrum. However, pre-filter 

application diminishes total intensity as integral 

over the spectrum. Hence, pre-filters are to be 

optimised via selection of material and thickness 
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to yield both desired threshold for low-energy 

suppression and appropriate total radiation in-

tensity. VDI/VDE 5575-9 (2018) finally intro-

duces the factor of relative suppression 

𝑄 =
𝑇(𝐸1)

𝑇(𝐸2)
 (II-38) 

to compare the intensities of particular energies 

within the spectrum, thus, to evaluate filter effi-

ciency. Eventually, DIN 6814-2 (2000) differenti-

ates filtering regarding the variation of spectral 

fluence rate distribution, direction distribution or 

the intensity distribution along beam cross-sec-

tion via absorption or scattering within a material 

layer. Therefore, filters are distinguished de-

pending on the pre-dominant effect, i. e., photon 

absorption, scattering or local attenuation, and 

regarding the designated application, i. e., hard-

ening, scattering, and attenuating, respectively. 

Beyond standard and guideline definitions, pre-

filter application is more or less common in tech-

nical and medical X-ray devices. Furthermore, 

special applications exist, where, e. g., 

RITCHINGS, PULLAN (1979) propose a method for 

simultaneous dual-energy X-ray scanning. To 

this end, they cover alternating detector collima-

tor slits by, e. g., 0.5 mm Sn foil at 𝑈a,nom =

120 kVp and separate the corresponding data 

from the projections. 

However, particularly for medical applications, 

appropriate suggestions exist in X-ray diagnos-

tics aiming at dose reduction for the patient (cf. 

HERTRICH (2004) and KRIEGER (2012)) as well as 

image enhancement, where typical pre-filtering 

yields energy distributions with �̅� ≈ 0.5 ∙ 𝐸max as 

a rule of thumb (cf. KRIEGER (2013)). Legally de-

fined filter thicknesses depending on the appli-

cation are well-known in diagnostic radiology (cf. 

KAUFFMANN et al. (2006)). Layer thickness pre-

definition is commonly given as Al equivalent, 

which considers individual inherent filtration and 

further allows filter material variations. Initially 

defined by the withdrawn standard DIN 6811-1 

(1987) and now to be found in DIN EN 60601-1-

3 (2014), exemplary minimum values for total 

layer thickness Al equivalent are available with 

- 𝑡Al = 1.5 mm for 𝑈a,nom ≤ 70 kVp and 

- 𝑡Al = 2.5 mm for 𝑈a,nom > 70 kVp  

(both regarding dental radiographs). Further-

more, ANKERHOLD (2000) lists approved pre-filter 

materials and layer thicknesses to produce the 

radiation qualities, i. e., X-ray spectra under 

standard experimental conditions, as specified in 

DIN 6818-1 (2004), ISO/DIS 4037-1 (2017) or 

further standards, e. g., considering narrow- and 

wide-spectrum series. Moreover, ANKERHOLD 

(2000) measured and evaluated all respective 

spectra from a W-target tube (for further details 

reference is made to the very same), lists char-

acteristic data, and additionally provides charts 

of the energy distributions. According to this, Ta-

ble II-4 lists an exemplary selection of four radi-

ation qualities (label) complete with the unfiltered 

spectra on two energy levels regarding nominal 

tube voltage 𝑈a,nom sorted according to increas-

ing mean energy �̅� [keV]. Furthermore, the width 

of the spectra on the respective energy level 

maintaining 𝐸max, however, decreases along the 

displayed order, which becomes obvious from 

Figure II-8 likewise illustrating the upward shift of 

�̅� due to beam hardening. Although emitted 

spectra are attributed to the applied X-ray tube 

and irradiation conditions, pre-filter definition by 

means of total filtration in mm Al and Cu provides 

an appropriate orientation to obtain predefined 

X-ray properties also for the desired non-medical 

application. Beyond discussion of Al equiva-

lence, NAGEL (2003) compares the pre-filter ef-

fect with respect to different materials and their 

respective slope of 𝜇 𝜌⁄ (𝐸), where he points out 

ideal filter materials in dependence of application 

and intended effect, which are basically counter-

balanced between maximum low-energy sup-

pression and minimum reduction of total inten-

sity, i. e., a kind of high-pass filter. Moreover, 

high-𝑍 filter materials with an absorption edge in 

the considered energy range yield certain band-

pass characteristics – specifically utilised around 

characteristic lines – where, e. g. in the field of 

X-ray diffraction, DIN EN 1330-11 (2007) defines 

the beta filter as absorber removing most of the 

K𝛽 line from the applied X-ray spectrum. Further 

coefficients to quantify radiation quality exist be-

sides eq. (II-38), e. g., as regulations from the 

American Association of Physicists in Medicine 

(AAPM). For general basics regarding radiation 
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qualification, reference is made to KRIEGER 

(2012) or elsewhere. 

Regarding industrial or general technical prac-

tice, pre-filter utilisation highly depends on the 

more various applications mainly aiming at both 

image enhancement as well as diminution of de-

tection signal bias and consequent artefacts (in 

CT) due to non-linear attenuation. Regarding ra-

diometry, RÓZSA (1987) describes several indus-

trial applications, however, without explicit pre-

filter consideration, since radioisotopes predom-

inated as radiation source, where no beam hard-

ening of the preferably monoenergetic energy 

distributions can occur. The like applies to the 

wood industry, where previous systems utilised 

nuclear sources instead of today’s X-ray tubes. 

However, pre-filter definition is commonly more 

or less part of the individual setup particularly of 

analytical X-ray devices and rarely reported on 

in research. Appropriate suggestions in stand-

ards and regulations like for aforementioned 

medical applications only partly exist for tech-

nical radiography in the field of nondestructive 

                                                      

16  The respective quality label comprises a number for the tube voltage and a letter regarding the respective standard for the 
radiation quality ‘high air-kerma’ (H, C), ‘wide-spectrum’ (W, B), ‘narrow-spectrum’ (N, A), as well as ‘low air-kerma’ (L) se-
ries. Kerma (acronym for kinetic energy released per unit mass) is a dosimetric measure for the energy transfer from ionising 
radiation to matter. For detailed definitions, equations, and applications, reference is made to DIN 6814-3 (2016), KRIEGER 
(2013) or elsewhere. 

testing preferably of metal objects. Particular 

definitions, however, with respect to low-𝑍 mate-

rial are lacking. According to DIN 54113-1 

(2018), where technical requirements for macro-

structural analysis X-ray devices with 𝑈a ≤

1 MVp are defined, the radiation source must be 

equipped with an additional filter of at least 2 mm 

Al equivalent, however, with respect to technical 

safety requirements. For quantification purpose 

of imaging properties in terms of radioscopic 

testing (NDT), DIN EN 13068-1 (2000) defines, 

e. g., (7 ± 0.5) mm Al at 𝑈a,nom = 50 kVp to en-

sure respective radiation quality. DIN EN ISO 

5579 (2014) as the follow-up document to the 

withdrawn DIN EN 444 (1994) only recommends 

filters between object and detector to avoid low-

energy scattered radiation but describes no par-

ticular action with regard to beam hardening pre-

vention. The standard, however, rather applies 

to high-energy radiographic testing of metal ma-

terials. Note, reduction of scatter radiation in 

front of the detector is referred to as intermedi-

ate-filtering by DIN EN 16016-3 (2012) and like-

wise ISO 15708-3 (2017). For determination of 

basic spatial resolution, DIN EN ISO 16371-2 

(2018), DIN EN ISO 17636-2 (2013), as well as 

𝑼𝐚,𝐧𝐨𝐦  radiation 
quality  

total 
filtration] 

  �̅� 
  

[kVp]  label16  [mm] 𝐀𝐥  [mm] 𝐂𝐮  [keV] 

30 unfiltered – – 13.9 

 H-30, C 30 0.5 – 19.5 

 W-30, B 30 2.0 – 22.9 

 N-30, A 30 4.0 – 24.6 

 L-30 4.0 0.18 26.7 

60 unfiltered – – 21.2 

 H-60, C 60 3.9 – 38.0 

 W-60, B 60 4.0 0.3 44.8 

 N-60, A 60 4.0 0.6 47.9 

55 L-55 4.0 1.2 47.8 

Table II-4: Examples for total filtration to produce the 

radiation qualities specified in DIN 6818-1 (2004) and 

ISO/DIS 4037-1 (2017) as compiled by ANKERHOLD 

(2000) with corresponding mean radiation energy �̅� 

from X-ray spectra measuring and evaluation data (W-

target tube, 20° anode angle, 1.0 mm Be window, 

250 µm Kapton® (polyimide) foil). 

 

 

Figure II-8: Exemplary X-ray spectra of four radiation 

qualities on the 30 kVp energy level (Table II-4) with 

relative fluence Φrel [a. u. ] (normalized to the air 

kerma at the same tube current and distance) over 

photon energy 𝐸ph, acc. to ISO/DIS 4037-1 (2017). 
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further standards for radiographic inspection de-

fine radiation transmission conditions with, e. g., 

1 mm Al pre-filter at 𝑈a,nom = 90 kVp for investi-

gation of light alloys. For CT in the field of NDT, 

DIN EN 16016-2 (2012) and likewise ISO 15708-

2 (2017) recommend filtration to reduce low-en-

ergy radiation and consequent scattering as well 

as beam hardening effects, thus, to enable im-

age quality enhancement, e. g., by means of 

0.25 mm Cu at 𝑈a,nom = 90 kVp to yield a trans-

mission of 𝑇 = 0.1 (eq. (II-1)) through 100 mm of 

water, 95 mm PMMA or 25 mm Al. Beyond this 

rough guideline, DIN EN 16016-3 (2012) and 

likewise ISO 15708-3 (2017) add, that optimal 

transmission conditions can be obtained by pre-

filter application, where the very same have to be 

considered to diminish radiation intensity. 

VDI/VDE 2630-1.1 (2016) distinguishes between 

pre-filter (source filter) and intermediate-filter 

(detector filter). The guideline series in the field 

of dimensional measurement via CT, however, 

provides no particular recommendation for filter 

material and thickness considering the respec-

tive tube voltage and application. Notwithstand-

ing that, VDI/VDE 2630-1.2 (2018) considers en-

ergy-related interaction, i. e., beam hardening 

(and scattering), as one of numerous influence 

factors with effects on dynamic range and results 

of measurement such that reconstruction yields 

wrong material density and biased object geom-

etry unless corrected or influenced by pre-filter-

ing. The latter is, however, pointed out as part of 

measuring strategy to obtain beam correction fa-

vourably by physical beam hardening. In the 

context of spectra evaluation (𝐸max), DIN EN 

12544-3 (1999) provides recommendations for 

filter thickness and material selection consider-

ing tube voltage, e. g., 1 mm Al at 𝑈a,nom =

20 kVp or 1 mm Fe at 𝑈a,nom = 40 kVp, to obtain 

sufficient low-energy absorption. Beyond stand-

ards and guidelines, HALMSHAW (1995) points 

out filtering in the context of radiographic tech-

niques in industrial radiology and likewise distin-

guishes filters close to the X-ray tube window to 

produce harder radiation as well as the very 

same behind specimen to reduce amount of 

scattered radiation on the film (or detector). Ow-

ing to the considered applications on high energy 

levels, e. g., 0.25 mm Pb at 𝑈a,nom = 150 kVp are 

recommended. Accordingly, filters generally ex-

tend the thickness latitude of the specimen and, 

however, require longer exposure times. Even-

tually, ATTIX (2004) deepens theoretical aspects 

behind X-ray filtration and beam quality. 

In conclusion, pre-filter application in the context 

of attenuation of polychromatic radiation, equiv-

alent definitions are available in several stand-

ards and guidelines. The application is prevalent 

in both medical and technical X-ray devices 

whereas the necessity and purpose partly vary. 

Accordingly, recommendations or actual require-

ments for pre-filter material as well as layer thick-

ness markedly differ and, nevertheless, highly 

depend on the respective case of application. 

Regarding industrial or general technical X-ray 

systems, appropriate specifications are less no-

ticeable and rather part of individual device de-

sign. Particularly for radiographic testing, i. e., 

X-ray imaging, of metal objects as NDT disci-

pline, pre-filter definition aiming at beam harden-

ing prevention is underrepresented. Eventually, 

X-ray densitometry on low-𝑍 material such as 

wood is not explicitly considered at all. 

 

2.4.3 Beam hardening quantification 

X-ray spectra and their penetration potential can 

be characterised by parameters for radiation 

quality such as tube voltage, effective energy, 

and filtration following the definition in IEC 

60050-881 (1983) as well as by the aforemen-

tioned factor of relative suppression 𝑄 eq. (II-38) 

according to VDI/VDE 5575-9 (2018). The quan-

tification of beam hardening, in turn, is often as-

sociated with the correction of the very same. 

Particularly in the field of CT considering both 

medical and technical applications, beam hard-

ening is a central issue, since it causes different 

artefacts in image reconstruction. A historically 

famous example is the “Hounsfield bar” (cf. 

BRÜNING et al. (2006)), where after reconstruc-

tion without any correction a structure in the hu-

man skull is displayed, which, however, does not 

exist. The cupping effect is a general conse-

quence, where grey values within the CT image 

of an homogeneous object decrease from sur-

face toward centre according to the definition of 

DIN EN 16016-1 (2011) and likewise ISO 15708-
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1 (2017). Hence, beam hardening correction 

methods preferably refer to CT applications. 

DIN EN 16016-3 (2012) and likewise ISO 15708-

3 (2017) point out proper technical possibilities 

to consider beam hardening artefacts, which, 

however, have to be corrected in terms of the re-

construction process. A typical correction proce-

dure comprises X-ray measurements on a step 

wedge of the same material covering a sufficient 

thickness range. Subsequently, conversion of 

the transmission data into true thickness values 

yields correction factors. The method, however, 

is considered to be invalid in the case of compo-

site samples. From KALENDER (2011) it can be 

concluded, that beam hardening correction is 

possible for more or less homogeneous (soft) tis-

sues and elaborate for high-contrast structures 

like bone in tissue. Beam hardening correction 

was the subject of numerous hitherto investiga-

tions considering both medical and technical ap-

plications, where first approaches refer to medi-

cal CT (cf. KIJEWSKI, BJÄRNGARD (1978) or 

HERMAN (1979)) and the technical field is lacking 

in wood-related studies. However, beam harden-

ing correction by several methods, e. g., via line-

arisation algorithms or employing a priori 

knowledge of the energy spectrum, is state of the 

art in modern CT systems, thus, reference is 

made to common literature (cf. BARRETT, 

SWINDELL (1996), ALS-NIELSEN, MCMORROW 

(2011), KALENDER (2011)). Nevertheless, partic-

ular work and respective findings have to be 

highlighted owing to their relevance for the pre-

sent thesis. WICKIZER et al. (1976) provide com-

parison of four hitherto beam hardening models, 

where intensity of the emerging polychromatic 

beam is related to absorber thickness. They 

found already beam hardening to yield incon-

sistent data if simple exponential attenuation is 

assumed. TSAI, CHO (1976) analyse and report 

on the physics of contrast and linear attenuation 

in medical CT, where they more or less quantify 

beam hardening via error computation of the ef-

fective attenuation coefficient as already pointed 

out in Chapter II–2.4.1. HERMAN (1979) estab-

lishes linearisation method. RUTH, JOSEPH 

(1997) consider beam hardening and its correc-

tion in terms of their X-ray spectra estimation ap-

proach from transmission measurements and 

find the knowledge of X-ray spectra to be im-

portant for correction of beam hardening arte-

facts as do SIDKY et al. (2005). BAYER (2005), in 

turn, performs beam hardening correction in 

terms of the utilised iterative reconstruction algo-

rithm on the basis of X-ray spectra determined 

via Al and Cu filter curves and further application 

of fitting parameters for the semi-empirical model 

described by RUTH, JOSEPH (1997). Although the 

methods are applied for investigations of water 

dynamics in porous media, the structure of the 

latter is not explicitly considered. KASPERL (2005) 

finds beam hardening artefacts as inherent to the 

system whereas non-linearity from beam hard-

ening and detector can, however, not be distin-

guished as already pointed out by BUCK (1996). 

Furthermore, KASPERL (2005) comprehensively 

reports on beam hardening occurrence and cor-

rections and consequently develops own algo-

rithms, which are only applicable to homogene-

ous objects (likewise his scattering correction 

approaches). However, KRUMM et al. (2010) pre-

sent an iterative correction method for multi-ma-

terial objects, where neither knowledge of the in-

itial spectrum nor the material absorption char-

acteristics are required; likewise KRUMM et al. 

(2008) already did, which is now available as “It-

erative Artifact Reduction IAR” from Fraunhofer 

EZRT (IIS). ZHOU et al. (2009) combine pre-fil-

tering and a linearisation method for beam hard-

ening correction of linear accelerator industrial 

CT, where they obtain < 2 % error in density 

measurement of several plastics and metals. 

Note, for the high-energy beam, 5 mm Cu filter at 

𝑈a,nom = 9 MVp from linear accelerator are ap-

plied yielding a spectrum mainly in the range 𝐸 =

0.3…3.0 MeV. Beyond linearisation, ZHANG et al. 

(2015) propose an exponential correction model 

based on projection raw data of CT reconstruc-

tion. Again without the requirement of a refer-

ence, WÜRFL et al. (2018) perform calibration-

free beam hardening correction. Their fully-auto-

matic artefact reduction is based on redundantly 

measured raw data and concluded as robust to, 

e. g., scatter and misalignment. CAO et al. (2018) 

follow dual-energy correction method of 

ALVAREZ, MACOVSKI (1976) as proposed effec-

tive means in industrial CT and evaluate the very 

same by variation of the applied X-ray spectra. 
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KERMANI, FEGHHI (2018) take beam hardening 

correction into account in terms of their scatter-

ing quantification. Obviously, beam hardening 

correction is still part of current research particu-

larly regarding industrial or general technical CT 

applications. The same applies to the still emerg-

ing discipline of micro-CT, where DAVIS, ELLIOTT 

(2006) point out the role of beam hardening and 

scatter for the occurrence of artefacts beyond 

others. In this regard, they also point out the ne-

cessity for individual evaluation of the beam 

hardening effect to find optimal pre-filters for the 

respective experimental conditions. Regarding 

scatter, they add for consideration that it may 

cause overcorrection of beam hardening by 

means of attenuation measurements on step 

wedges via linearisation method. Such correc-

tion, nevertheless, coincidently includes a cer-

tain degree of scatter correction. 

Beyond quantification in terms of beam harden-

ing correction and besides factors for pre-filter 

efficiency, further methods exist to quantify 

beam hardening considering the respective ap-

plication and, however, mostly to verify the ap-

plied correction algorithm. A formal concept for 

beam hardening considering mean linear atten-

uation coefficient decrement along penetration 

depth is proposed by KLEINSCHMIDT (1999) em-

ploying, however, high-energy beams from med-

ical accelerators. Accordingly, a beam hardening 

coefficient should quantify spectral variations 

along the beam path in the considered body. 

Therefore, he defines the negative relative 

change of mean linear attenuation coefficient 

�̅�lin(𝑡) along penetration depth 𝑡 as beam hard-

ening coefficient 

𝜂(𝑡) = −

𝑑�̅�lin(𝑡)
𝑑𝑡
�̅�lin(𝑡)

 (II-39). 

Moreover, KLEINSCHMIDT (1999) points out the 

difference to the definition of BJÄRNGARD, 

SHACKFORD (1994), which takes the integral lin-

ear attenuation coefficient into account. Accord-

ingly, beam hardening coefficient 𝜂 is part of at-

tenuation law eq. (II-8) such that 

𝑇(𝑡) =
𝐼T(𝑡)

𝐼0
= 𝑒−𝜇∙𝑡∙(1−𝜂∙𝑡) (II-40) 

where both coefficients are determined from 

measurements. However, KLEINSCHMIDT (1999) 

concludes his approach to be likewise applicable 

to quantify beam hardening in filters or (step) 

wedges beyond his application in terms of radia-

tion therapy. ALLES, MUDDE (2007) take, in turn, 

aforementioned concepts into consideration in 

their analytical study on beam hardening and the 

effective attenuation coefficient, however, with 

respect to medical X-ray CT. For the employed 

polychromatic spectrum, they discuss the con-

cept of a mean attenuation coefficient, which de-

creases with penetration depth due to beam 

hardening and propose a model for approxima-

tion of the very same, utilising a simple fit of the 

function 𝜇(𝐸) over the relevant energy range. An 

extension of the analytical model, in turn, is 

found to provide “a rather good description of 

beam hardening” in dependence of penetration 

depth, which is exemplarily evaluated for X-ray 

transmission through water. Note, ALLES, MUDDE 

(2007) restrict their beam hardening analysis to 

homogenous media, since general consideration 

of heterogeneous material is regarded as much 

more complicated. The effect of beam hardening 

on CT numbers, which correspond to linear at-

tenuation coefficient, is reviewed by 

HUDDLESTON (1988). For estimation and empiri-

cal correction in terms of bone mineral content 

measurement IMAMURA, FUJII (1981) introduce 

the term 𝑒−𝜌
2∙𝑡 ∙ 107 with the density 𝜌 and X-ray 

path length or material thickness 𝑡 as “beam 

hardening index”, which quantifies deviation 

from actual CT numbers in an uncorrected re-

construction. Another version of beam hardening 

index is introduced and applied by LIN, SAMEI 

(2014) to validate their proposed fast poly-ener-

getic iterative filtered backward projection algo-

rithm (piFBP) for CT reconstruction including 

beam hardening correction. In CT reconstruc-

tion, they point out that beam hardening effect 

causes both visible artefacts (e. g. cupping) and 

invisible voxel value deviations. By focussing on 

quantification of voxel accuracy, they consider 

the computed voxel value as sum of theoretical 

value plus errors from beam hardening and 

noise (scattering). Consequently, LIN, SAMEI 

(2014) define their beam hardening index 𝐵𝐼𝑑𝑥 

as percentage of normalised mean error, which 
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computes the mean deviation of voxel values 

from theoretical expectation. ARUNMUTHU et al. 

(2013) quantify the beam hardening effect and, 

therefore, applied pre-filtering and correction by 

linearisation in their simulation study by means 

of evaluation of the occurring cupping artefacts. 

To this end, they calculate the percentage of 

beam hardening via 

𝐶𝑢𝑝𝑝𝑖𝑛𝑔 =
(
(𝑎 + 𝑏)
2
) − 𝑚

𝑚
∙ 100 [%] 

(II-41) 

within the considered cylinder cross-section, 

where 𝑎 and 𝑏 are the grey levels from mono-

chromatic radiation transmission and 𝑚 is the 

minimum grey level at the cupping region in con-

sequence of attenuation of polychromatic radia-

tion. 

To conclude on beam hardening quantification, 

the methods are often associated with its correc-

tion with particular respect to CT applications. 

Beam hardening correction methods primarily 

following linearisation approach are part of mod-

ern CT systems and reconstruction algorithms. 

Simple linearisation is elaborate in the case of 

inhomogeneous material and composite struc-

tures. Furthermore, knowledge of the applied 

X-ray spectra is regarded as advantageous. 

Quantification methods and respective beam 

hardening indices beyond correction in CT re-

construction preferably refer to decrement of at-

tenuation coefficient along beam path and con-

sequently non-linear radiation transmission. 

However, non-linearity from beam hardening 

and further effects like scattering as well the de-

tector itself must be considered as inherent of 

the employed X-ray system. 

 

2.4.4 Concluding remarks 

Radiation spectra, their variation, and conse-

quent effects must be considered in the context 

of X-ray transmission measurements. Beam 

hardening biases any quantitative X-ray applica-

tion, where physical quantities are determined or 

displayed based on the material’s attenuation 

coefficients, which are expected as constant but 

actually vary along the beam path through the 

specimen due to upward energy shift. Particu-

larly in the fields of both medical and technical 

CT, correction of consequent non-linearities of 

radiation transmission is required likewise SINKA 

et al. (2004) carry out for their CT measurements 

of density variation in tablets. 

Beyond density measurement via CT, further 

quantitative investigations exist, where beam 

hardening is found to be considered but not nec-

essarily corrected by elaborate algorithms. 

MINCONG et al. (2008) evaluate mass thickness 

(i. e., area density 𝜌A [g cm
2⁄ ]) measurement of 

aluminium by means of X-rays as substitution for 

gamma radiation. They conclude on their exper-

imental results from transmission measurements 

by application of 0.2 mm Ni as suitable pre-filter 

at 𝑈a,nom = 30 kVp as well as 𝑈a,nom = 45 kVp to 

agree well with theoretical data from simulation 

and point out that a relative error of <1 % can be 

obtained for a certain mass thickness range of 

aluminium alloy samples. Beyond their conclu-

sions, both presented plots are, however, found 

to obviously tend toward non-linearity, i. e., de-

gressive increment of measured attenuation 

ln(𝐼0 𝐼T⁄ ) [−], which is supposed to reveal more 

considerable downward deviation from expected 

linear slope particularly in the case of 45 kVp plot 

and beyond the shown attenuation range 0 <

ln(𝐼0 𝐼T⁄ ) ≤ 1.6. Moreover, since their theoretical 

pre-evaluation with transmission data based on 

simulation reveals appropriate linear fit, the ob-

servation must further be considered to be at-

tributed to scattering or detector non-linearity 

phenomena. For further details of simulation and 

experiment, reference is made to the very same 

paper of MINCONG et al. (2008). Furthermore, 

PEASE et al. (2012) include also wood in their 

X-ray attenuation studies of moisture movement 

in building materials, where they introduce and 

discuss the inconsistency of polychromatic X-ray 

application for quantitative measurements. Ow-

ing to beam hardening, they point out that linear 

attenuation coefficient 𝜇lin [m
−1] is no longer a 

constant along increasing material layer thick-

ness but rather asymptotically aproximates to-

ward the very same at considered 𝐸max. It can 

further be presumed that the like applies to mass 

attenuation coefficient 𝜇 𝜌⁄  [m2 kg⁄ ] along in-

creasing area density 𝜌A. However, PEASE et al. 

(2012) review that thickness dependency of the 
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mean linear attenuation coefficient �̅�(𝑡) = �̅�lin(𝑡) 

can, in turn, be described by, e. g., 

�̅�(𝑡) =
𝜇0

(1 + 𝜆 ∙ 𝑡)2
 (II-42) 

following KLEINSCHMIDT (1999) and ALLES, 

MUDDE (2007) with the beam hardening coeffi-

cient 𝜆 [𝑚−1] and the initial mean attenuation co-

efficient 𝜇0 [𝑚
−1] considering an infinitely thin 

material section, which is, thus, complex to be 

determined. In their transmission measurements 

on porous materials employing X-rays on varying 

energy levels 𝐸max = 30…85 keV, PEASE et al. 

(2012) utilise no pre-filters. Their results illustrate 

the influence of material thickness on the atten-

uation coefficient, where they found 𝜇lin decreas-

ing with increasing material thickness. At this, 

also wood results are presented as plot from 

𝐸max = 60 keV measurements along the thick-

ness range 𝑡 = 5…80 mm and they, neverthe-

less, conclude minimal impact of wood on 𝜇lin 

values compared to the utilised building materi-

als, e. g., clay brick or concrete. Accordingly, the 

deduced beam hardening coefficients yield 

𝜆brick = 0.863 m
−1, 𝜆concrete = 9.0 m

−1, and 

𝜆wood = 0.863 m
−1 as well as 𝜆water =

0.888 m−1. The beam hardening effect is, even-

tually, considered with the term 1 + 𝜆 ∙ 𝑡 in the 

denominator of the equations and equals one 

with zero thickness. Moreover, with respect to 

their moisture movement studies aiming at eval-

uation of the proposed interdependency be-

tween radiation attenuation in porous substrate 

and included water, PEASE et al. (2012) intro-

duce the coupled effective attenuation coeffi-

cient of water, which considers water within 

basic material and the influence of the latter on 

beam hardening. Thus, the coefficient is recom-

mended to be directly measured for the respec-

tive investigation instead of utilisation of tabu-

lated water values. 

Beyond human tissue, there are only few inves-

tigations on low-𝑍 material considering beam 

hardening effect such as aforementioned studies 

of KOTWALIWALE et al. (2006). With regard to 

wood-related quantitative X-ray applications, 

beam hardening likewise occurs whereas the ex-

plicit consideration of its effects on measuring re-

sults can be concluded to be underrepresented 

so far. HOAG, KRAHMER (1991), e. g., discuss the 

utilisation of polychromatic radiation sources and 

the calibration of X-ray densitometers, however, 

without any regard to potential bias in conse-

quence of beam hardening. HILBERS (2006) in-

terprets some observed phenomena in X-ray 

area density measurement and deviations be-

tween predicted and measured mass attenua-

tion coefficients to be attributed to the beam 

hardening effect. DU PLESSIS et al. (2013) found 

in their quantitative CT density determination on 

polymeric materials that object dimensions, i. e., 

transmission distances, change the density 

measuring results owing to beam hardening ar-

tefacts. Beam hardening considerations in X-ray 

densitometry and investigations on the conse-

quences for measuring results are available from 

SOLBRIG (2012) and deepened by SOLBRIG et al. 

(2014a) for determination of the vertical raw den-

sity profile on WBCs. Moreover, SOLBRIG et al. 

(2015a) provide comprehensive discussion on 

the radiation-physical effects in WBCs and pro-

pose an approach for explicit consideration with 

regard to the employed X-ray transmission 

measuring setup.  

Beyond beam hardening, further radiation-phys-

ical effects influence the transmitted spectrum in 

consequence of attenuation of polychromatic ra-

diation; and thus, may affect the recorded beam 

intensity. Since coherent and incoherent scatter-

ing is part of attenuation process within the con-

sidered energy range with increasing scattering 

fraction 𝜉(scat) toward higher energies (refer to 

Figure II-3), scatter radiation must be considered 

as part of transmitted radiation in case of com-

mon broad-beam geometry (refer to Figure II-1). 

Hence, scattered energy fraction contributes to 

transmitted energy spectrum whereas its rather 

low energy is supposed to counteract beam 

hardening. 

To conclude on the relevance of beam hardening 

effects for X-ray densitometry, two different is-

sues can be pointed out regarding initial beam 

as well as radiation attenuation within the mate-

rial under investigation: 



42 2   Radiation-matter interaction Section II 

- energy shift, which enables low-energy ad-

justment of X-ray spectra by application of 

defined pre-filters for more or less prede-

fined pre-hardening with consequent lower 

threshold 𝐸min and 

- non-linearity of attenuation ln(𝑇−1), which is 

supposed to yield deviations of evaluated 

measuring results from true values. 

A practise-oriented application of the prior ena-

bles to avoid the latter. Moreover, proper pre-fil-

ter application facilitates to adapt X-ray spectra 

according to the requirements of the transmis-

sion measurement considering radiation pene-

tration potential. Notwithstanding the above, pre-

filter application diminishes but does not elimi-

nate beam hardening effects as already pointed 

out by BROOKS, CHIRO (1976) and discussed by 

PEASE et al. (2012) or elsewhere. 

 

2.5 Scattering as radiation 

attenuation process 

2.5.1 General background 

In terms of radiation transmission, DIN 6814-2 

(2000) generally defines scattering as variation 

of angular distribution of the radiation behind the 

material in comparison to the initial beam as a 

result of interactions along the beam path 

through the material layer. With respect to a 

point of interest, the standard further considers 

scattered radiation as ionising radiation occur-

ring from interaction of an initial beam within mat-

ter. Hence, scatter reveals the same type as the 

initial radiation but differs regarding directional 

as well as usually spectral distribution. More 

general, DIN EN 1330-3 (1997) defines scat-

tered radiation as radiation, which is subjected to 

a directional change with or without energy vari-

ation while passing through matter. Obviously, 

scattered radiation in X-ray applications occurs 

from both coherent and incoherent scattering as 

interaction mechanisms, which are part of total 

attenuation according to eq. (II-14). The contri-

bution of both scattering processes to total atten-

uation depends, in turn, on radiation energy due 

to energy dependency of single mechanism 

mass attenuation coefficients. However, the ac-

tual effect from scattering depends on further as-

pects. Beyond general definitions and 

knowledge considering scattering as attenuation 

process, reference is made again to respective 

basic literature such as 

- HALMSHAW (1995), 

- BARRETT, SWINDELL (1996), 

- HUSSEIN (2003a), 

- ATTIX (2004), 

- HERTRICH (2005), 

- HUSSEIN (2011), 

- KRIEGER (2012), as well as 

- SCHIEBOLD (2015) 

for comprehensive, detailed, and practice-ori-

ented explanations of the phenomenon. Obvi-

ously, scattering unavoidably occurs in terms of 

transmission measurements, where particular 

conditions yield respective significance of the ef-

fect. 

There is a strong angular dependency of scatter-

ing intensity, which is again dependent on radia-

tion energy. Figure II-9 shows typical polar dia-

grams of both coherent (top) as well as incoher-

ent (bottom) scattering cross-sections 

[barns/electron] according to MIDGLEY (2006), 

which correspond to resulting intensity distribu-

tion of scattered radiation in consequence of in-

teraction within matter. With particular regard to 

incoherent scattering of the exemplary data for 

 

Figure II-9: Angular distribution of scattering via polar 

representation of coherent (top) as well as incoherent 

(bottom) differential scattering cross-section 

[barns/electron] exemplarily for the element oxygen 

O8  at different radiation energies, acc. to MIDGLEY 

(2006). 
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the element oxygen O8 , distribution strongly de-

pends on radiation energy. On low energy level 

(10 keV plot), scattering mainly occurs in back-

ward direction with a further forward preference 

around the polar angle 𝜃 = 45°. With increasing 

energy, in turn, angular distribution predomi-

nantly changes toward forward direction, how-

ever, still off the primary beam axis (considering 

100 keV plot). On the contrary, scattering exclu-

sively occurs in forward direction along and 

around the beam axis regarding coherent inter-

action, where divergence increases with de-

creasing energy. Furthermore and particularly in 

case of incoherent forward scattering, angular 

distribution varies for different chemical ele-

ments, thus, likewise compounds or mixtures, 

where reference is made to MIDGLEY (2006). In 

terms of a review, GROSSWENDT (1999) analyses 

angular photon scattering. He found rather wide 

angular distribution for coherent scattering at 

𝐸 < 50 keV, which must, thus, be taken into ac-

count. On the contrary, coherent scattering can 

be neglected at high energies due to strong for-

ward scattering, which may be regarded as part 

of the primary radiation of the transmitted beam. 

With regard to incoherent interaction, increasing 

forward scattering with increasing radiation en-

ergy can be concluded from the review of 

GROSSWENDT (1999), however, less strong com-

pared to coherent scattering and with wider an-

gular distributions even at higher energies as 

well as increased backward scattering. Consid-

ering, e. g., radiation interaction in water at 𝐸 =

50 keV, there is a cumulated distribution of 85 % 

coherent scattering in an angular range 𝜃 ≤ 45° 

and 99 % within 𝜃 ≤ 90° as well as 19 % incoher-

ent scattering in the range 𝜃 ≤ 45° and 53 % 

within 𝜃 ≤ 90°. Note, azimuthal angle is as-

sumed to be uniformly distributed in the range 

0° < 𝜑 ≤ 360°. Cumulated values at 𝐸 = 10 keV 

fall respectively below. Hence, scattered radia-

tion in the exemplarily considered energy range 

is still part of the extended beam and may con-

sequently hit the detector depending on its di-

mensions and distance to the irradiated body 

without further collimation. Eventually, DIN 

6814-2 (2000) likewise concludes an individual 

directional distribution for both scattering pro-

cesses. 

Regarding energy dependency, the contribution 

of scattering (scat = coh + incoh) to total attenua-

tion considering one particular energy can be 

quantified via eq. (II-15), thus 𝜉(scat) =
𝜇s a 

𝜌
(𝐸)

𝜇   

𝜌
(𝐸)⁄ , where Figure II-3 provides an 

exemplary illustration with respect to the ele-

ments carbon C6  with, e. g., 𝜉(scat) = 0.51 at 

𝐸 = 20 keV or 𝜉(scat) = 0.89 at 𝐸 = 40 keV (for 

particular data, refer to Table VII-4) and copper 

Cu29  with, e. g., 𝜉(scat) = 0.02 at 𝐸 = 20 keV or 

𝜉(scat) = 0.07 at 𝐸 = 40 keV. Likewise, BRADLEY 

et al. (1991) note beginning domination of inco-

herent scattering at energies around 𝐸 ≈ 30 keV 

in case of water. 

However, effective scattering contribution to total 

attenuation must be considered to, moreover, 

depend on individual conditions of the employed 

transmission measuring setup. Thus, scattering 

considerations are basically related to present 

beam geometry and potentially utilised apertures 

for both source and detector collimation (refer to 

Chapter II–1.1). Eventually, practical X-ray 

transmission measuring conditions with respect 

to the investigated cases of application in wood 

and WBC densitometry do not necessarily fea-

ture ideal narrow-beam geometry. Hence, any 

kind of scattered radiation from any irradiated 

point of the specimen may reach the detector, 

which is, in turn, considered as broad-beam at-

tenuation, where several geometries are possi-

ble (cf. ATTIX (2004)). Such conditions are like-

wise referred to as “poor geometry” by EVANS 

(1955), who attributes every practical problem in 

radiology to non-narrow-beam geometry. 

Scattered radiation belongs to secondary radia-

tion, which is defined according to IEC 60050-

881 (1983) as “radiation emitted by matter as a 

result of an interaction of the primary radiation 

with the […]” specimen under investigation 

whereas primary radiation, in turn, originates, 

e. g., from an X-ray tube target. Likewise DIN 

6814-2 (2000) distinguishes primary and sec-

ondary radiation. Moreover, scattered radiation 

may be subjected to further interaction pro-

cesses along the beam path within the material, 

which is commonly known as multiple scattering. 

DIN 6814-2 (2000) notes, that multiple interac-

tions usually occur as different types along the 
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beam path resulting in particular energy and di-

rectional distribution of the radiation finally 

emerging from the material under consideration. 

A comprehensive discussion of multiple scatter-

ing theory within various physical applications is 

available from GONIS, BUTLER (2000) following 

the fundamental idea to calculate scattering 

properties of a complex system considering cor-

responding properties of its constituent parts. Al-

ready EVANS (1955) provides an illustrative over-

view on “the extremely complicated family of 

secondary radiation”, which may undergo conse-

quent stages of interaction. PARETZKE (1987) 

discusses theory of radiation track structures in 

consequence of consecutive interaction pro-

cesses within the specimen. Eventually, the at-

tenuated beam diverges from initial axis and 

turns more inhomogeneous, i. e., reveals a wider 

energy distribution, where, however, mean en-

ergy is considered to rather decrease. 

Consequently, scattered radiation must be taken 

into account to additionally occur within the ex-

tension of the initially attenuated beam. Follow-

ing EVANS (1955), Figure II-10 shows a well-

known broad-beam representation, where scat-

tered radiation from interaction in the specimen 

may superimpose the primary beam on the de-

tector (scattered in) or exceed the beam path of 

interest (scattered out), i. e., yield real attenua-

tion. Accordingly, acquired transmitted intensity 

𝐼T is considered as sum of primary 𝐼P and a por-

tion of scatter 𝐼S intensity, thus,  

𝐼T = 𝐼P + 𝐼S (II-43). 

In radiography, scattered radiation is a well-

known source of image noise, which comprises 

no information, and reduces, in turn, image con-

trast (cf. MIETTUNEN, KORHOLA (1991)). Hence, 

scatter reduction is considered to result in en-

hanced signal-to-noise ratio (SNR) as well as 

contrast-to-noise ratio (CNR), where MIETTUNEN, 

KORHOLA (1991) and further investigations report 

on methods to obtain the very same. 

For quantification of scattering conditions of the 

transmission geometry with regard to eq. (II-43), 

scatter-to-primary ratio 

𝑆𝑃𝑅 =
𝐼S
𝐼P

 (II-44) 

is computed as ratio between scatter 𝐼S and pri-

mary 𝐼P intensity impinging on the detector, 

where scatter intensity is, in turn, considered as 

aforementioned sum 

𝐼S = 𝐼S,coh + 𝐼S,incoh (II-45) 

of scattered radiation from both coherent and in-

coherent interaction with regard to the applied 

energy range 𝐸max < 100 keV. 𝑆𝑃𝑅 is a common 

index for comparison of experimental results in 

both medical and technical X-ray research, 

where particular conclusions correspond to gen-

eral scattering effects. MIETTUNEN et al. (1991) 

found increasing 𝑆𝑃𝑅 with an increment of layer 

thickness (i. e. radiation absorption) as well as 

with increasing radiation energy in terms of tube 

voltage. MIDGLEY (2006) points out that detection 

of scattered radiation causes errors in 𝜇 𝜌⁄  

measurement. On the presented mathematic-

physical basis, he evaluates 𝑆𝑃𝑅 from both co-

herent and incohenrent scattering for low-𝑍 ele-

ments (𝑍 ≤ 20) and water as exemplary material 

in the energy range 𝐸 = 5…1000 keV with par-

ticular respect to the angular scatter distribution. 

Accordingly, acceptable 𝑆𝑃𝑅 strongly depends 

on both elemental composition of the specimen 

as well as radiation energy. For 𝑆𝑃𝑅 dertermina-

tion via individual measurement of either scatter 

or primary signal, various methods exists with 

particular benefits and limitations (cf. SCHÖRNER 

et al. (2011) or KERMANI, FEGHHI (2018)). A sim-

ilar quantity for scatter conditions evaluation is 

the scatter-to-total ratio 

𝑆𝑇𝑅 =
𝐼S
𝐼T
=
𝐼S
𝐼P + 𝐼S

 (II-46) 

 

Figure II-10: Broad-beam geometry following EVANS 

(1955) illustrating (based on Figure II-1) radiation in-

teraction in the specimen with both processes absorp-

tion as well as scattering, with secondary (scattered) 

radiation 𝐼S superimposing primary beam 𝐼P on the de-

tector field of view (FOV, scattered in) or exceeding 

the beam path of interest (scattered out). 
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which relates scatter intensity 𝐼S toward total in-

tensity 𝐼T = 𝐼P + 𝐼S. 𝑆𝑇𝑅 is also denoted as scat-

ter fraction and applied by SCHÖRNER et al. 

(2011) for comparison of different scatter correc-

tion methods. 

The increment of radiation intensity with increas-

ing material layer thickness owing to scattered 

radiation impinging on a region of interest is 

commonly known as radiation build-up. With re-

gard to medical physics, DIN 6814-2 (2000) at-

tributes the build-up effect to an increment of 

secondary radiation from scattering in depend-

ence on penetration depth. Moreover, IEC 

60050-881 (1983) defines the phenomenon as 

increment of absorbed dose rate with increasing 

penetration depth due to electron release and 

scattered radiation. Therefore, build-up effect 

and occasionally computed build-up factor ap-

pears to be rather of dosimetric interest, which 

is, e. g., applied in brachytherapy for dose calcu-

lations (cf. ANAGNOSTOPOULOS (2006)). How-

ever, in the field of industrial radiographic testing, 

DIN EN 1330-3 (1997) in accordance with ISO 

5576 (1997) and likewise IEC 60050-395 (2014) 

define the build-up factor considering a point of 

interest as intensity ratio of total (scattered plus 

non-scattered) toward primary (non-scattered) 

radiation. This well-known definition takes scat-

ter-to-primary ratio 𝑆𝑃𝑅 eq. (II-44) into account, 

i. e., (𝐼P + 𝐼S) 𝐼P⁄ = 1 + 𝐼S 𝐼P⁄  with 𝐼P + 𝐼S = 𝐼T ac-

cording to eq. (II-43) at the point of interest. ATTIX 

(2004) considers build-up factor approach as 

useful to quantitatively describe broad-beam at-

tenuation, which is applicable to any specified 

geometry, attenuator or physical quantity in radi-

ological physics. The already introduced build-

up factor 𝐵 [−] takes intensity increment by scat-

tering into account and extends attenuation law 

eq. (II-10) to 

𝐼T = 𝐵 ∙ 𝐼0 ∙ 𝑒
−
𝜇
𝜌
(𝐸)∙𝜌∙𝑡

 (II-47) 

where different expressions exist to determine 𝐵. 

ANAGNOSTOPOULOS (2006) as well as further re-

searchers draw on 𝑆𝑃𝑅 according to eq. (II-44) 

and apply 

𝐵(𝑡) = 1 + 𝑆𝑃𝑅(𝑡) = 1 +
𝐼S(𝑡)

𝐼P(𝑡)
 (II-48) 

where 𝐵 is considered as function of specimen 

thickness 𝑡 equal to transmission distance 𝑠T. 

This definition of the build-up factor is already 

presented by EVANS (1955), who further points 

out, that 𝐵 linearly increases with increasing ab-

sorber thickness 𝑡. Obviously, for conventional 

broad-beam applications 𝐵 > 1 whereas 𝐵 = 1 

in the special case of ideal narrow-beam attenu-

ation, where no scattered radiation is registered 

on the detector (cf. ATTIX (2004)). HALMSHAW 

(1995) employs the term to industrial radiology 

and concludes in contrast to EVANS (1955) that 

this simple linear relationship can only be proven 

by experiments within a limited range of radiation 

energy. KORNELSEN, YOUNG (1981) employ 

𝐵(𝑡) = 1 + 𝑘a ∙ (𝜇lin ∙ 𝑡)
𝑘b (II-49) 

where 𝑘a and 𝑘b are constants to be determined 

by fitting of experimental data and found both in 

the range 0.9…1.6 for the applied radioisotopes. 

SHANI (2001) likewise mentions this para-

metrised representation of 𝐵 as a function of 

transmission distance, which is, therefore, a lim-

itation of the physically acceptable model de-

scribed by eq. (II-47). According to KRIEGER 

(2012), build-up factor can be approximated by 

𝐵 = 1 + 𝜇 ∙ 𝑡 (II-50) 

where, obviously, above constants of eq. (II-49) 

equal one. For derivation, reference is made to 

the respective publication. Considering continu-

ous bremsstrahlung spectra, VOROB'EV et al. 

(1971) propose an equation for 𝐵(𝑡, 𝐸max) de-

pending on layer thickness 𝑡 as well as energy 

spectrum and found spectra impact to yield 

slower increment of 𝐵(𝑡, 𝐸max) along increasing 

𝑡. Moreover, TSOULFANIDIS (1995) provides fur-

ther equations for build-up factor calculation, 

which are, nevertheless, based on above ap-

proaches. Already, MUSÍLEK et al. (1980) discuss 

different empirical formulae for computation of 𝐵 

and compare corresponding results with experi-

mental data, where they found varying agree-

ment with a maximum error of < 20 %. With re-

spect to theoretical computation, they, neverthe-

less, question the usefulness of 𝐵 due to partly 

elaborate preconditions. SUTEAU, CHIRON (2005) 

introduce an iterative computation method for 

build-up factors of multi-layer material such as 

shieldings based on an empirical double-layer 
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formula. However, the representation of 𝐵 ac-

cording to eq. (II-48), which draws on 𝑆𝑃𝑅, ap-

pears as most common definition and can, thus, 

be found in numerous textbooks also regarding 

NDT such as STEGEMANN (1995) or SCHIEBOLD 

(2015). Eventually, practical and accurate 𝐵 de-

termination is non-trivial. Supported by an exam-

ple, KRIEGER (2012) points out that simple ap-

proximation is often not sufficient, since there is 

a complex dependency of 𝐵 on  

- transmission distance through the specimen 

𝑠T = 𝑡, 

- beam cross-section, 

- distance from specimen backside to detector 

surface 𝑠𝑆−𝐷, 

- material and composition of the specimen, 

and 

- radiation energy spectrum. 

Numerous studies regarding determination, de-

pendencies, and further relations of the build-up 

factor are available. Regarding HCO-materials, 

BRAR, MUDAHAR (1996) continue the work of 

BRAR et al. (1994) and found increasing 𝐵 with 

increasing penetration length, since probability 

for multiple scattering likewise increases, hence, 

yielding higher fraction of multiply scattered low-

energy radiation. They further conclude on en-

ergy dependency that 𝐵 is rather small at 𝐸 <

30 keV owing to predominance of photoelectric 

absorption. Along increasing energy of the initial 

radiation, an increment of 𝐵 is found up to a 

broad peak around 𝐸 = 80…150 keV and de-

creasing values beyond depending on layer 

thickness as well as material composition. How-

ever, their investigated materials with nearly 

equal 𝑍eff reveal nearly similar 𝐵 up to a respec-

tive energy rather on low to medium level again 

depending on transmission distance. Hence, 

particular dependency on material composition 

becomes obvious, which turns negligible beyond 

a certain energy level. BRAR et al. (1999) confirm 

the latter findings. With respect to the investiga-

tion of six wood species, however, by means of 

𝐸 = 1332 keV radiation from a Co60  isotope 

source, KUMAR et al. (2006) report on similar 

findings particularly regarding geometrical de-

pendencies of 𝐵, i. e., detector collimation diam-

eter and specimen thickness. Considering the 

observed differences in 𝐵 with identical collima-

tor and thickness, they conclude on 𝑍eff depend-

ency, which appears questionable, since wood 

elemental composition is similar in a rather nar-

row range (as to be pointed out in Chapter IV–

2.4.2), where only ash content (Chapter IV–

2.3.2) may particularly vary with respect to tropi-

cal hardwoods. For more detailed discussions 

on the effects of wood composition on 𝑍eff as 

well as 𝜇 𝜌⁄ (𝐸)mix, reference is made to Chapter 

II–2.2.4 and Chapter II–2.3.3, respectively. De-

spite lacking botanical names as well as raw 

density values of the investigated species, the 

results from KUMAR et al. (2006) are supposedly 

attributed to varying raw densities between the 

species due to well-known density dependency 

of scatter intensity. Further results regarding bi-

ological samples such as Chlorophyll, Muscle, 

and tissue with 𝑍eff in the order of wood and wa-

ter are presented by SIDHU et al. (1999) as well 

as SIDHU et al. (2000). Additional data for some 

polymers is available from SINGH et al. (2009). 

All three investigations conclude that 𝐵 depends 

on both initial radiation energy and 𝑍eff of the 

considered material, since interaction processes 

depend, in turn, on the very same. Energy de-

pendency is already discussed above with con-

gruent findings. In contrast to the questioned 

conclusion of KUMAR et al. (2006), the three stud-

ies reveal an obvious context between 𝑍eff and 

𝐵. In this regard, 𝐵 markedly decreases with in-

creasing energy particularly in the range 𝐸 ≤

100 keV. The trend, however, slows down with 

increasing energy, where practically no variation 

can be found at 𝐸 ≥ 1 MeV. Beyond organic mat-

ter, 𝐵 is likewise evaluated considering soil or 

rock samples with similar findings (cf. KURUDIREK 

et al. (2011)). 

Finally, BARRETT, SWINDELL (1996) deepen scat-

tering considerations and consequent effects re-

ferring to both theoretical background and math-

ematical description as well as practice-oriented 

discussion, however, with respect to radiological 

imaging in the medical field. Furthermore, for a 

comprehensive review on incoherent scattering 

theory, reference is made to BERGSTROM JR, 

PRATT (1997). To conclude on scattering funda-
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mentals, INANC (1999) performs simulation stud-

ies and points out dependencies of scattering 

phenomena such as 

- X-ray tube voltage, 

- considered volume in the specimen, 

- specimen material, and  

- distance from specimen backside to detector 

surface 𝑠𝑆−𝐷, 

which are partly similar to aforementioned im-

pact factors. 

 

2.5.2 The role in X-ray applications 

Scattering in medical application is also an issue 

of dosimetric interest, as NAGEL (2003) points 

out, since backscattered radiation increases 

dose rate near the surface on front of the inves-

tigated human body (incident beam). Regarding 

X-ray imaging, however, scatter-to-primary ratio 

𝑆𝑃𝑅 eq. (II-44) must be taken into account, since 

scattering diminishes contrast by the very same 

factor. Furthermore, NAGEL (2003) summarises 

well-known dependencies that scattering inten-

sity on the detector is essentially governed by 

body thickness and beam geometry (field of 

view, FOV). Accordingly, contrast reduction for, 

e. g., FOV = 250 cm² is about factor 3 for 100 mm 

body thickness and factor 6 for 200 mm human 

body at 𝑈a = 100 kVp. Scattering impact can be 

reduced by means of scatter grids but not totally 

eliminated. 

Scattering in general technical applications, 

where narrow-beam geometries are not applica-

ble, is fundamentally taken into account, to be 

part of the recorded beam via detection or imag-

ing, hence, increasing the radiation intensity be-

yond expected linear attenuation according to 

𝜇tot 𝜌⁄ (𝐸) in eq. (II-10). Furthermore and partic-

ularly regarding X-ray imaging, there is a certain 

distribution of scatter intensity across the image, 

or, in general, the FOV (cf. HUSSEIN (2011)). Be-

yond image blur, an increment of recorded inten-

sity in comparison to expectation following 

eq. (II-10), where only real attenuation is consid-

ered, is a serious bias of transmission measure-

ment. Already NICKERSON (1958) proposed that 

any radiation reaching the detector besides the 

unaltered transmitted beam yields errors in the 

accuracy of attenuation law eq. (II-10), thus, 

transmission measurement. To this end, his 

setup features both (isotope) source and detec-

tor collimation to minimise external scattering 

and the registration on detector. Moreover, the 

utilisation of thin material layers for investigation 

reduces internal scattering in forward direction to 

low probability. In general, KASPERL (2005) 

points out that scattering processes are complex 

and recorded scatter intensity on detector yields 

further non-linearity of ln(𝑇−1) according to 

eq. (II-36) in addition to beam hardening effect 

as illustrated in Figure II-6. Consequently, arte-

facts occur in CT reconstruction like cupping or 

anisotropic artefacts, i. e., dark stripes. Eventu-

ally, scattering considerations are still subject of 

current research such as the studies from 

KERMANI, FEGHHI (2017) and KERMANI, FEGHHI 

(2018). With respect to quantitative applications, 

radiation build-up as systematic bias of detector 

signal is of primary interest in transmission 

measurements. In exemplary addition to numer-

ous investigations already discussed in Chapter 

II–2.5.1, SHIRAKAWA (2000) performs gamma-

ray thickness gauging of steel plates by means 

of Cs137 , where application of the proposed 

model for build-up consideration is found to yield 

good agreement with experimental data. 

Ways to reduce the amount of scatter radiation 

impinging on the detector (or film), thus, to dimin-

ish 𝐵, are described and discussed by 

HALMSHAW (1995) considering industrial radiol-

ogy, i. e., 

- masking and collimation, 

- filters, 

- anti-scatter grids, and 

- distance. 

In addition to these technical solutions, KASPERL 

(2005) points out appropriate choice of energy 

spectrum, where – if possible considering pene-

tration potential – energy range should be domi-

nated by photoelectric absorption. However, 

masking is defined by ISO 5576 (1997) as appli-

cation of material to limit irradiated area to a par-

ticular region of interest considering the object 

under investigation. Limitation of the beam to 

minimum required area is good practice in radi-

ography (cf. HALMSHAW (1995)), i. e., both 
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source and detector collimation, which is like-

wise applied in transmission measurement. Fil-

ters in front of film or image detector are recom-

mended by several standards for radiography in 

NDT, where respectively high energies are ap-

plied. In this regard, DIN EN ISO 16371-2 (2018) 

points out 0.5…2 mm Pb filter as well as reason-

able masking for reduction of scattered radiation 

on the imaging system (film or detector). Consid-

ering further filter effects, reference is made to 

Chapter II–2.4.2, where beam hardening is dis-

cussed. Utilisation of anti-scatter grids in medical 

radiography is, e. g., described by HERTRICH 

(2005). For diagnostic X-ray imaging particularly 

in mammography, DIN EN 60627 (2016) defines 

and specifies characteristics of linear anti-scatter 

grids. Regarding industrial applications, 

HALMSHAW (1995) notes that anti-scatter grids 

are rarely utilised, owing to no appropriate de-

sign at that time, which is supposedly still the 

case. Air gaps behind the object are further ac-

tions reducing scattered radiation. According to 

HALMSHAW (1995), the increment of 𝑠𝑆−𝐷 reveals 

a marked effect and causes, however, loss of 

sharpness in case of X-ray imaging with rather 

large focal spot sizes (e. g., owing to increasing 

penumbra). NEITZEL (1992) compares the appli-

cation of grids and air gaps in (medical) digital 

radiography utilising a theoretical model. The re-

sults evaluated via 𝑆𝑁𝑅 reveal 𝑠𝑆−𝐷 = 200 mm to 

yield about the same scattering reduction as a 

highly selective grid in case of high scatter frac-

tion. Considering low and medium scatter condi-

tions, NEITZEL (1992) found the air gap with bet-

ter 𝑆𝑁𝑅 results than any grid. Hence, appropriate 

object detector distance 𝑠𝑆−𝐷 is considered as 

advantageous toward the application of anti-

scatter grids. SHAH et al. (1996) evaluate effec-

tiveness of different methods for scatter reduc-

tion on imaging contrast at 60, 100, and 140 kVp. 

They found grid to be superior to air gap and 

beam area reduction for contrast improvement, 

which is contrary to the findings of NEITZEL 

(1992), who, however, considered 𝑆𝑁𝑅 results. 

Obviously, all discussed methods take afore-

mentioned (Chapter II–2.5.1) dependencies of 

scatter occurrence and intensity individually into 

account. 

Technical methods for reduction of scatter radi-

ation recording are typically only applicable to a 

certain extent and respective consequences of 

broad-beam applications are unavoidable. Ac-

cordingly, KASPERL (2005) concludes for CT ap-

plications that correction methods are required 

subsequently to the measuring process. Beyond 

beam hardening and other common effects in CT 

applications, DAVIS, ELLIOTT (2006) describe 

also artefacts in consequence of scattered radi-

ation and consider the very same as crucially de-

pendent on the specimen and utilised X-ray en-

ergies. Accordingly, scatter principally causes a 

lowering of image contrast, hence, yields under-

estimation of the linear attenuation coefficients in 

terms of reconstruction particularly in small 

highly-attenuation regions. As already pointed 

out in Chapter II–2.4.3 regarding beam harden-

ing, scattering affects linear transmission meas-

urements, e. g., on step wedges, which may lead 

to overcorrection of beam hardening artefacts. 

Obviously, there is a demand for appropriate 

scattering correction, where numerous methods 

as well as investigations exist. However, only ex-

emplary studies are discussed below. According 

to DIN EN 16016-2 (2012) and likewise ISO 

15708-2 (2017), scattering correction is besides 

beam hardening part of the allowed correction in 

terms of reconstruction in the field of technical 

CT, since scatter is potential reason for artefacts. 

Moreover, due to the common application of flat 

panel detectors in technical CT, a rather high 

amount of scattered radiation occurs owing to 

non-narrow beam geometry and wide detector 

extension. Here, DIN EN 16016-3 (2012) as well 

as ISO 15708-3 (2017) refine the problem, 

where scattered radiation, which was removed 

from the initial beam in consequence of interac-

tion, may be registered by another detector ele-

ment. It is pointed out that this scattered radia-

tion cannot be easily distinguished from true sig-

nal and consequently biases the measurement. 

By means of proper collimation, the scattering ef-

fects can be reduced but, as commonly known, 

not eliminated. Since scattering intensity de-

pends on radiation energy and material density, 

signal non-linearities occur, which cannot neces-

sarily be corrected by software, thus, must be 

avoided by setup re-design. In technical practice 
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and particularly with respect to quantitative ap-

plications, SINKA et al. (2004) consider non-line-

arities in consequence of scattering effects be-

yond beam hardening to be corrected for their 

X-ray CT density measurement in tablets, where 

scatter effects are initially minimised by means 

of collimation. In contrast to beam hardening cor-

rection as discussed in Chapter II–2.4.3, 

KASPERL (2005) points out that scattering correc-

tion is crucially affected by the geometry of the 

object under investigation. In consequence of 

discussion of hitherto correction methods, he de-

velops an own approach, which is part of “Itera-

tive Artifact Reduction IAR” from Fraunhofer 

EZRT (IIS) in addition to beam hardening correc-

tion. However, the approach of KASPERL (2005) 

performs a length based scattering approxima-

tion, which takes object shape into account 

whereas multiple scattering is neglected and a 

homogenous specimen is assumed. To perform 

scattering correction in CT, various possibilities 

exist, where some methods are based on 𝑆𝑃𝑅 

determination (cf. SCHÖRNER et al. (2011)). 

WÜRFL et al. (2018) propose their already men-

tioned beam hardening correction methods fur-

thermore as robust to scatter. ZHOU et al. (2009) 

found scattered radiation to complicate density 

measurements likewise beam hardening does 

as non-linear effects. 

Eventually, correction methods are rather part of 

CT applications and considered as common 

practice in current devices for both medical and 

technical applications. Methods to reduce the 

occurrence of scattering within the specimen as 

well as registration on the detector depend on 

the respective application, where the way of per-

formance is particularly related to the individual 

X-ray setup. However, any scatter impinging on 

the detector is considered to bias the transmis-

sion measuring results. 

 

2.5.3 Beneficial applications 

The occurrence of scatter radiation in technical 

applications is not only an issue to be considered 

regarding signal bias or image blur, and thus to 

be taken into account or even to be corrected. 

Moreover, approaches exist, where scattering 

effects are utilised for particular applications. 

X-ray scattering techniques like small-angle 

X-ray scattering (SAXS) or X-ray diffraction 

(XRD) are fundamental research methods for 

analysis of crystalline structures (cf. ALS-

NIELSEN, MCMORROW (2011) and REIMERS et al. 

(2008)). Microstructure analysis applications ex-

ist also in the field of wood science (cf. 

LICHTENEGGER et al. (1999) and DONALDSON 

(2008)), where furthermore the well-known Sil-

viScan® device introduced by EVANS (1994) was 

updated by EVANS (1999) with XRD to measure 

wood microfibril angle (cf. LANVERMANN et al. 

(2013)). Notwithstanding the above, such scat-

tering techniques are beyond the scope of this 

thesis dealing with X-ray transmission densitom-

etry, thus, henceforth neglected. 

Also medical applications exist (cf. HARDING 

(1997)) whereas the following review focusses 

on technical approaches to utilise scattering ef-

fects. In this regard, HARDING (1997) fundamen-

tally discusses the principles with respect to both 

fields and provides a respective review on scat-

tering applications. According to HUSSEIN (1989), 

scattered radiation is applicable for many NDT 

and imaging issues since it carries valuable in-

formation on density, composition, and geome-

try. In further discussion of the physical princi-

ples, he, however, concludes, that results from 

scattering measurements are difficult to inter-

pret. Nevertheless, this alternative approach is 

considered to provide advantageous measuring 

conditions compared to conventional transmis-

sion methods with respect to particular NDT or 

imaging applications. Thus, scattering, espe-

cially backscatter methods in general NDT are to 

be found in numerous textbooks such as 

STEGEMANN (1995). Backscatter imaging is well-

established in NDT preferably for inspection of 

low-𝑍 materials such as light-weight composites 

and commonly considered as viable and advan-

tageous method for applications with limit ac-

cess, since it is only required from one side. Ac-

cordingly, numerous studies in a variety of tech-

nical fields exist, where only exemplary methods 

are named in the following. For material testing, 

KOSANETZKY, HARDING (1987) introduce an ap-

paratus to measure backscatter intensity with 

variable focus on particular material layers for 

subsequent depth-dependent imaging. BOSSI et 
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al. (1988) apply backscatter X-ray imaging as an 

inspection tool for material characterisation and 

obtain good sensitivity toward small changes in 

material conditions supported by appropriate en-

ergy adaption, which can, in turn, be used to con-

trol penetration depth. Furthermore, ComScan is 

denoted as a commercially available NDT X-ray 

backscatter imaging system (cf. ANON. (1992), 

HARDING, HARDING (2010)). EWERT et al. (2008b) 

compare two techniques, i. e., flying spot as well 

as twisted slit diaphragm, regarding inspection of 

light-weight materials. Application of twisted slit 

collimator is further described by OSTERLOH et al. 

(2010). Backscatter images of a wooden log like-

wise acquired by means of the twisted slit cam-

era are presented by OSTERLOH et al. (2007) in 

comparison to respective transmission data. 

JAENISCH et al. (2016) report on the quantitative 

simulation of backscatter X-ray imaging by a pro-

posed Monte Carlo model in comparison to ex-

perimental results aiming at optimisation of a 

backscatter system considering  

- angle between source and detector, 

- shielding in between both, 

- slit collimator system, and 

- type of detector as well as 

- object parameters with corresponding inter-

action conditions. 

Beyond imaging, HOLT et al. (1984) consider 

(gamma-ray) scattering techniques to facilitate 

direct real-time density measurements within a 

specific region of interest (ROI). By means of 

simulations and experiments, HUSSEIN et al. 

(1997) investigate scattering intensities in rela-

tion to material density and 𝑍eff (refer to Chapter 

II–2.2.2), where they found the ratio of scatter in-

tensity at low toward high energy to be a prom-

ising indication for distinguishing the considered 

materials covering both a range of densities and 

compositions. Moreover, HO, HUSSEIN (2000) 

propose a model for the numerical estimation of 

scattering signal intensity on the detector consid-

ering, e. g., flaws in an aluminium block, thus, to 

apply Compton-scatter quantification for NDT. 

Regarding low-𝑍 material, MCFARLANE et al. 

(2000) examine the measurement of scatter pro-

files across the specimen cross-section via sim-

ulation and found close agreement to experi-

mental studies with respect to inspection of the 

density variation in food material. They conclude 

that scatter application for void detection in poly-

styrene spheres yields a high contrast but low 

SNR due to the low scatter signal count rate 

compared to transmission measurement. Thus, 

scatter application is considered not to compete 

with transmission technique in the case of homo-

geneous samples but to provide useful results 

for inhomogeneous objects. Eventually, 

HARDING, HARDING (2010) consider scatter-

based densitometry as the ultimate goal beyond 

qualitative imaging yielding a quantitative spatial 

distribution of the material density. To this end, 

they review various techniques to determine the 

attenuation factors. 

Furthermore, some few studies on wood exist 

following the approach to determine local speci-

men raw density via backscatter intensity. 

ELDRIDGE et al. (1990) investigate this promising 

method by means of energy-dispersive X-ray flu-

orescence analysis. Over a wide range of wood 

densities (𝜌 = 184…755 kg m3⁄ , oven-dry spec-

imens), they found an approximately linear rela-

tionship between wood raw density and Comp-

ton-scatter intensity at incident radiation energy 

𝐸 = 22 keV ( Cd109 ) and a scattering angle of 𝜃 =

135°. DIVÓS et al. (1996) present similar findings 

in their study on gamma backscatter densitome-

try. Their investigation of three European wood 

species at 𝑀𝐶 ≈ 12 % by means of a radioiso-

tope ring source( Am241 , 𝐸𝛾 = 59.5 keV) and a 

low-energy scintillation detector reveals linear 

relationship between backscatter intensity and 

wood raw density within the range of 𝜌 =

350…900 kg m3⁄ . DIVÓS et al. (1996) further 

conclude on the influence of MC on the resulting 

scattering intensity and some limitations of the 

method, where they examine minimum speci-

men thickness of about 70 mm not to affect the 

measuring signal as well as the minimum speci-

men edge distance of 10 mm to obtain reliable 

results. Beyond applications in wood technology, 

TAJUDDIN et al. (1996) evaluate forward scatter-

ing intensities in an angular range of 10…45° uti-

lising a Am241  point source with a NaI(Tl) scintil-

lator. Their investigated range of hardwoods 

(𝜌 = 548…1065 kg m3⁄ ) includes mangrove 

wood (Rhizophora spp.) and was submerged in 

water before measurement. From the results, 
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they compute the ratio of total scattering toward 

transmission intensity and found a linear rela-

tionship across the raw density range of the sam-

ples, where a decrement of the scattering angle, 

in turn, progressively increases the measured 

scatter intensity. TAJUDDIN et al. (1996) conclude 

based on their results, that the hardwood reveals 

similar scattering and transmission properties 

like coincidently investigated water. Likewise, 

SHARAF (2001) presents experimental results 

from 90° scatter intensity measurements for tis-

sue-equivalent materials including wood and 

plastics as well as water as reference material. 

The experiments employing a monoenergetic 

fluorescent radiation (𝐸 = 25.2 keV) from a sec-

ondary Sn target (exited by 55 kVp Mo-target 

tube), a collimated pencil beam, and a SiLi de-

tector perpendicular to initial beam axis through 

the specimens reveal again scattering propor-

tional to material density with a remarkable linear 

agreement. Furthermore, the performed experi-

ments serve to demonstrate validity of the 

method, where mathematic-theoretical basics 

are presented and practical aspects are dis-

cussed. Accordingly, SHARAF (2001) concludes 

that scatter densitometry is a useful technique 

for precise measurement of material density. 

However, different scattering angles were uti-

lised. PAKI AMOUZOU et al. (2006) measure the 

angular distribution of inelastic scattering inten-

sity from organic materials including wood, wa-

ter, and further substances at energy levels 𝐸 ≤

80 keV employing a cooled CdTe detector for en-

ergy discrimination in the acquired data. Their re-

sults reveal good agreement with theoretical cal-

culations considering the employed tube spec-

tra. Moreover, SCHÄTZLER (1979) discriminates 

coherent and incoherent scattering intensity in 

his measurements of forward (68°) scatter inten-

sity on samples of organic compounds by means 

of a Am241  source and a pure Ge detector, which 

displays energy spectra. Since low-𝑍 elements 

reveal a strong dependency of the ratio of coher-

ent toward incoherent scattering intensity, 

SCHÄTZLER (1979) follows this approach to utilise 

such measurements to determine the chemical 

composition of binary organic systems, i. e., sub-

stances of two major compounds such as water 

content in milk products. 

Beyond the discussed rather scientific applica-

tions, further utilisation of scattered radiation for 

densitometry was investigated, where industrial 

applications arose from. Here, measuring sys-

tems exist for inline inspection of the vertical raw 

density profile (RDP) in the production process 

of WBCs. The device introduced by DUEHOLM 

(1996) with the first test installation in a German 

MDF plant in 1995 is still commercially available 

as StenOgraph from Fagus-GreCon Greten 

GmbH & Co. KG, Alfeld, Germany. The measur-

ing principle becomes obvious from the illustra-

tion in Figure II-11 (top). The primary beam pen-

etrates the running panel in an angle of 45° and 

a fixed detector on the beam axis records trans-

mitted intensity. A second detector is aligned 

perpendicularly to the beam axis and is movea-

ble along the very same with a collimator fo-

cused on this flying spot within the panel, where 

scattered radiation intensity is registered. After 

data acquisition along total panel cross-section, 

 

Figure II-11: StenOgraph (top) and backscatter (bot-

tom) measuring setup for inline RDP determination on 

WBCs, with X-ray tube (a), panel and feed direction 

(b), fixed transmission detector (c), and movable scat-

tering detector (d), acc. to DUEHOLM (1995) and 

FERNÁNDEZ et al. (2007a), respectively. 
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evaluation of both signals yields raw density of 

each scanned volume element with a spatial res-

olution of 0.01 mm in diameter according to the 

manufacturer GRECON (2018). A further but sim-

ilar approach for the same measuring task is pre-

sented by FERNÁNDEZ et al. (2007a), where the 

device, however, does not comprise a transmis-

sion detector and both the tube as well as the 

movable scattering detector are located on one 

side of the panel. The device is commercially 

available as CDP700 from IMAL SRL, San 

Damaso, Italy. As illustrated in Figure II-11 (bot-

tom), the 45° primary beam irradiates the mate-

rial and the collimated scattering detector is 

aligned in an angle of 90° to the panel surface, 

thus, 135° to the primary beam axis, creating a 

backscatter geometry in contradiction to the 90° 

scattering setup of the StenOgraph. The pro-

posed algorithm yields RDP unfolded from 

measurement of integrated scattering signal with 

a graph resolution of 0.01 mm according to the 

manufacturer IMAL (2018). FERNÁNDEZ et al. 

(2007b) add a multiple scattering correction, 

which is computed offline for several panel thick-

nesses assuming known chemical composition 

and raw density. Finally, corrected RDPs are 

found to be in good agreement with profile re-

sults determined via transmission measurement 

by DPX200 device (refer to Chapter IV–4.2.5). 

 

2.5.4 Concluding remarks 

In radiography, scattering is well-known to re-

duce image quality in terms of increasing noise 

and decreasing contrast as well as sharpness. 

EWERT et al. (2008a), in this regard, compare the 

effects considering film and detector utilisation. 

Regardless of the beneficial applications (Chap-

ter II–2.5.3), the occurrence of scattered radia-

tion in quantitative transmission measurements 

is considered to have a consequent impact on 

measuring results particularly in terms of radia-

tion build-up on the detector, where non-narrow-

beam geometries are employed. Thus, scatter-

ing biases any quantitative X-ray application, 

where physical quantities are determined or dis-

played based on the materials attenuation coef-

ficients, which do not expect any presence of 

secondary radiation, where its intensity actually 

varies along the beam path through the speci-

men due to multiple interaction. Hence, correc-

tion – or at least explicit consideration – of con-

sequent non-linearities of radiation transmission 

is required and commonly performed in the field 

of both medical and technical CT, e. g., SINKA et 

al. (2004) for CT measurements of density vari-

ation in tablets. 

Regarding build-up factor 𝐵, no particular values 

are available for wood or other low-𝑍 materials 

beyond some data for steel (cf. HALMSHAW 

(1995) or SCHIEBOLD (2015)). However, 

HALMSHAW (1995) expects 𝐵 in the case of ma-

terials other than steel to follow the same pattern 

as found for steel. Notwithstanding that, actual 𝐵 

values for individual measuring setups depend 

on their respective conditions considering  

- beam geometry, 

- collimation, 

- energy level and spectrum, 

- detector type and dimensions, 

- distances, 

as well as composition of the material under in-

vestigation. As a general consequence for X-ray 

densitometry by means of non-narrow-beam ge-

ometry, it can be inferred that attenuation law 

eq. (II-10) breaks down, since transmitted beam 

and consequently registered radiation intensity 

comprises a certain scattering share. In this re-

gard, a few particular studies are available with 

regard to quantitative transmission measure-

ments and mass attenuation coefficients. In con-

trast to theoretical mass attenuation coefficient, 

COPPOLA, REINIGER (1974) consider scattered 

radiation to be expected on the detector in addi-

tion to primarily transmitted intensity likewise al-

ready pointed out by GRODSTEIN (1957). 

ELDRIDGE et al. (1990) prove increasing scatter-

ing intensity along with increasing wood raw den-

sity of different species. SARITHA, NAGESWARA 

RAO (2013) consider scattered radiation to bias 

the attenuation coefficient determination of their 

wood samples. They evaluate the impact of 

specimen thickness and found reduced scat-

tered radiation reaching the detector with in-

creasing thickness by consequently increased 

scattering angles. KIM et al. (2013) found de-
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creasing mass attenuation coefficients with in-

creasing radiation penetration depth in terms of 

X-ray CT on some softwood specimens and de-

duce an equation for depth-dependent 𝜇 𝜌⁄  

based on simple linear regression of the very 

same over logarithmic thickness. Furthermore, 

they exclusively attribute the observed phenom-

ena to (multiple) scattering, however, without 

consideration of beam hardening effects, which 

appears questionable with regard to their applied 

X-ray energy range 𝐸 ≤ 37 keV, where attenua-

tion is considered still to be affected by photoe-

lectric absorption besides coherent and incoher-

ent scattering (refer to Figure II-3 and Table 

VII-4). Eventually, OSTERLOH et al. (2007) con-

sider wood moisture as the main source of scat-

tered radiation. Thus, effects from scattered ra-

diation in WBC densitometry are surmised to de-

pend on material MC. As already mentioned in 

Chapter II–2.4.4, SOLBRIG et al. (2015a), how-

ever, provide the first comprehensive discus-

sions on practice-relevant effects including scat-

tering, which bias measuring results in X-ray 

densitometry on WBCs. 

 





 

3 X-ray densitometry on wood and wood-based composites

3.1 General background 

Aspects of radiation-matter interaction with wood 

and WBCs under investigation by means of 

X-rays are presented above considering an ef-

fective atomic number, the mass attenuation co-

efficient of the compound, beam hardening, and 

radiation scattering. However, the common ap-

plications of transmission measurements by 

means of ionising radiation serve for material 

density determination and its distribution in the 

object either as absolute measurement (densi-

tometry) or for visualisation (imaging and CT). 

Here, X-ray applications on wood as inhomoge-

neous, porous, and anisotropic material are well-

known to differ from general NDT, where several 

reviews exist as pointed out in Chapter I. A first 

study regarding the theory of densitometry on 

wood is available from LIU et al. (1988), OLSON 

et al. (1988), and LIU, TIAN (1991), who provide 

fundamental discussions of aspects relevant for 

density measurements on wood. Furthermore, 

HUSSEIN (2003b) reviews manifold applications 

of radiation gauging, imaging, and analysis even 

with regard to wood. Regardless of the generally 

possible techniques, the particular applications 

in WBC production comprise the measurement 

of area and raw density (mean values and gradi-

ents), where the manufacturers of inline X-ray 

systems for continuous measurements on fur-

nish mats or panels as well as laboratory devices 

for RDP determination on small panel specimens 

are already mentioned in Chapter I. In wood sci-

ence, however, numerous X-ray applications ex-

ist, where a selection is outlined below with a fo-

cus on densitometry and the studies relevant for 

WBCs as well as particularly the advances in the 

context of RDP determination (Chapter II–3.2). 

Structural investigations on solid wood exist from 

large-scale characterisation (e. g. timber CT) to 

microstructural analysis (e. g. microfibril angle), 

which are not the main subject of this review. 

However, X-ray studies on wood are primarily 

performed by means of established and com-

mercially available devices, particularly in the 

case of CT application in the laboratory. Never-

theless, also special CT devices exist in the lab 

(cf. LINDGREN et al. (1992)) and for investigation 

of large logs (cf. LISTER (2004)). OH et al. (2009) 

apply an own X-ray evaluation system for the 

characterisation of knots via two-dimensional 

digital imaging with subsequent raw density 

computation. For microtomography (µXCT) with 

high spatial resolution, high-flux synchrotron ra-

diation is often utilised, e. g., by ILLMAN, DOWD 

(1999), who evaluate fungal wood decay of the 

cell wall on microscale. Such beamlines allow, 

moreover, 3D imaging and low-𝑍 material analy-

sis with high density resolution of about 1 % at 

low radiation energy according to LAUTNER, 

BECKMANN (2012), which, in turn, facilitates the 

differentiation of structures and material types in 

the specimen as shown by BECKMANN et al. 

(2008).  

Obviously, structural investigations are typically 

performed via CT in order to obtain 3D infor-

mation. Here, for basic CT principles refer to 

KAK, SLANEY (1988) and for a comprehensive re-

view on the utilisation for determining wood prop-

erties including raw density measurement and 

moisture content monitoring to WEI et al. (2011). 

Furthermore, DAVIS, WELLS (1992) review CT on 

wood with comprehensive information about the 

fundamentals. They point out some CT limita-

tions and the relevance of correct calibration by 

means of appropriate phantoms containing re-

gions of known attenuation coefficients in due 

consideration of artefacts, which can affect the 

final voxel values, thus, the measuring accuracy. 

RINNHOFER et al. (2003) claim the obtainable 

density accuracy of a CT to be better than 5 % 

and reproducibility better than 1 % whereas ab-

solute values of density are considered as less 

important in the case of log studies, where differ-

ences between the structures are evaluated. 

However, X-ray CT on logs (cf. LINDGREN (1992), 

GRUNDBERG et al. (1995)) reveals considerable 

advances (cf. LAUDON et al. (2013), SAUTER et al. 

(2015), STÄNGLE et al. (2015)) particularly in con-

sequence of the introduction of a CT scanner for 

the sawmill industry by GIUDICEANDREA et al. 
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(2011), since WEI et al. (2011) found medical CT 

scanners to be inappropriate for industrial appli-

cations.  

Likewise, there is an increasing interest in micro-

structural analysis (cf. ILLMAN, DOWD (1999), 

WALTHER, THOEMEN (2009), LAUTNER, 

BECKMANN (2012), STANDFEST et al. (2013), 

TAYLOR et al. (2013)) on both wood and WBCs 

as well as the examination of effects in conse-

quence of special wood treatment, where, e. g., 

raw density profiles are evaluated on CT data 

basis after thermo-hydro treatment by BIZIKS et 

al. (2019). Also, wood-like material is studied via 

CT such as cork by OLIVEIRA et al. (2016). Be-

yond structural investigations and measure-

ments, numerous CT applications for 3D imaging 

of wooden objects exist particularly related to 

cultural heritage (cf. LEHMANN, MANNES (2012), 

WAGNER et al. (2018)). Eventually, the review of 

CT applications for solid wood investigations 

with a focus on investigations, where the density 

is evaluated (i. e., quantitative analysis rather 

than simple imaging of structures only consider-

ing the relative contrast in the image) is not fur-

ther deepened. However, approaches from tech-

nical as well as medical CT regarding radiation-

physical effects are considered in the previous 

chapters. 

Wood densitometry has a history starting in the 

1960s and 1970s. Here, POLGE (1970) describes 

the method based on X-ray imaging with subse-

quent recording of the optical film density (black-

ening) and POLGE (1978) provides a review on 

early advances. However, already KLEUTERS 

(1964) points out the need for precise methods 

to analyse the raw density distribution in wood 

and its annual ring structure. He continued the 

work of KEYLWERTH, KLEUTERS (1962) with a la-

boratory device applying beta-rays and a re-

spective detector to directly perform the density 

measurement. More common than beta-rays, 

gamma-ray absorptiometry through a given 

specimen thickness is applied, where LOOS 

(1961) claimed that raw density can be deter-

mined nondestructively if the MC is known and 

vice versa. However, film densitometry appears 

to have been more or less prevalent in the first 

decades of X-ray applications on wood. RUDMAN 

et al. (1969) perform densitometry with 23 kVp 

X-rays and a long distance of 𝑠X−D = 2.5 m be-

tween tube and film such that a cellulose acetate 

step wedge is simultaneously irradiated on the 

X-ray film as calibration object. PARKER et al. 

(1973) introduce a computerised scanning den-

sitometer, where X-ray negatives are converted 

in profiles of density values [kg/m³] with intervals 

of 0.01 mm. Calibration wedges are simultane-

ously exposed on the same film. The radio-

graphs are acquired with 20 kVp on film by 

means of the X-ray scanning machine devel-

oped by PARKER, JOZSA (1973). Already LENZ et 

al. (1976) report about methodical problems re-

garding calibration and the feasible accuracy of 

tree-ring width and raw density measurement by 

means of the radiographic-densitometric proce-

dure. ESCHBACH et al. (1995) describe a com-

mercially available new device for optical densi-

tometry on radiographs (or even directly on wood 

samples) comprising partly automated measure-

ment and data evaluation by means of a soft-

ware.  

Beyond X-ray films, BROWN et al. (1974) apply 

photon-counting detectors for automatic and 

continuous gamma-ray densitometry on wood in 

order to study its thermal decomposition. HOAG, 

MCKIMMY (1988) present an X-ray device includ-

ing a scintillation detector for direct scanning 

densitometry (without initial film exposure). 

HOAG, KRAHMER (1991) apply the refined densi-

tometer and discuss the utilisation of polychro-

matic radiation sources and the calibration of 

X-ray densitometers, however, without any re-

gard to potential bias in consequence of beam 

hardening. Further direct scanning densitom-

eters were developed and applied employing ap-

propriate radioisotopes rather than X-ray tubes 

in the early decades (cf. COWN, CLEMENT (1983) 

or MOSCHLER, DOUGAL (1988)). 

MALAN, MARAIS (1992) perform gamma-ray den-

sitometry studies on various wood species cov-

ering a wide raw density range. They found high 

radiation energy (from a Cs137  radioisotope with 

𝐸𝛾 = 662 keV) to be less sensitive to potentially 

different mass attenuation coefficients 𝜇 𝜌⁄ (𝐸) 

corresponding to the constituents of the wood 

species. At a lower energy level ( Am241  with 𝐸𝛾 =

59.5 keV), in turn, varying equilibrium moisture 
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content (EMC) is considered to have a low im-

pact on the accuracy of the method due to the 

very similar 𝜇 𝜌⁄ (𝐸) of wood and water. Compar-

atively low radiation energy with 𝐸𝛾 = 5.9 keV 

from a Fe55  source is applied by COWN, CLEMENT 

(1983) with 5 mm increment cores or radial wood 

block cross-sections and later by TIITTA et al. 

(1996) in their automated setup to measure the 

raw density distribution in samples of 1.5 mm 

and 2.8 mm spruce veneer sheets. SCHAJER 

(2001) describes a multi-channel X-ray scanner 

to measure lumber raw density distribution in or-

der to identify knots, which is applied for strength 

grading. MACEDO et al. (2002) present a proce-

dure for densitometry from CT scans with cali-

brations at three different X- and gamma-ray en-

ergies (𝐸 = 28.3, 59.5, 662 keV) and apply the 

method to different wood species and sample di-

mensions. FREYBURGER et al. (2009) utilise a 

medical CT scanner (X-ray tube at 80 kVp and 

120 kVp) and found the relation between Houns-

field numbers and wood density to be linear 

within in wide range of 𝜌 = 133…1319 kg m3⁄  of 

tropical species. The calibration data is verified 

with an independent validation set of mainly tem-

perate species in the range of 𝜌 =

364…821 kg m3⁄ , where an error of 𝜌 =

5.4…7.7 kg m3⁄  is reported. LEHMANN, MANNES 

(2012) compare radiation transmission tech-

niques by means of X-ray tubes and synchro-

trons as well as employing neutrons regarding 

obtainable resolution and contrast, where exem-

plary results from corresponding applications are 

shown. X-ray densitometry is often performed in 

combination with the evaluation of other material 

parameters such as mechanical properties (cf. 

VIGUIER et al. (2017)). Apart from intact wood or 

WBCs, this is also relevant for other lignocellulo-

sic material, e. g., biomass pellets as investi-

gated by TENORIO et al. (2015). 

Wood densitometry is obviously often applied for 

tree-ring analysis, which is a common purpose 

particularly in the field of dendrochronology or 

dendroclimatology. Besides radiometric meth-

ods, simple procedures for tree-ring counting 

and width measurement exist as well as optical 

methods (cf. CLAUSON, WILSON (1991)). How-

ever, the analysis of annual rings with focus on 

densitometry has been performed by numerous 

researchers, e. g., 

- HAPLA (1985), 

- LEWARK (1986), 

- BUCUR, LEWARK (1987), 

- HOAG, MCKIMMY (1988), 

- SCHWEINGRUBER et al. (1988), 

- WORBES et al. (1995), 

- LINDEBERG (2004), 

- GRUDD (2008), 

as well as the already aforementioned. Moreo-

ver, LEBAN et al. (2016) initiate the XyloDensMap 

project, to measure the wood density variations 

in thousands of drill cores from French trees. 

JACQUIN et al. (2019) develop a software to semi-

automatically evaluate the raw density along drill 

cores by CT scans (medical 80 kVp device) of 

numerous specimens arranged in one set and 

obtain an error of determination of 1.7 % for 

5 mm drill cores. Likewise, STEFFENREM et al. 

(2014) describe a procedure to measure tree-

ring width and relative density differences be-

tween the drill cores by means of a medical CT 

system, where the up to 441 specimens are 

mounted in a cassette made of balsa. BERGSTEN 

et al. (2001) analyse the effects of X-ray inten-

sity, specimen thickness, fibre direction, and ex-

tractives content on microdensitometry on pine 

and spruce (young and old) drill cores consider-

ing contrast and resolution by means of a Cu-tar-

get flat-beam X-ray scanner including capillary 

optics and a 1024 pixel (25 × 25 µm²) linear di-

ode array as directly operating detector. Beyond 

drilling core measurements, SOLBRIG et al. 

(2010) introduce the application of this device, 

however, with a Ag-target tube, for RDP meas-

urement on the typical 50 × 50 mm² WBC speci-

mens following the work of SOLBRIG (2009), 

where reference is made to Chapter II–3.2. Note 

here, another version of the scanner is described 

by CROUDACE et al. (2006) for application on sed-

iment drill cores. Besides X-ray transmission 

measurements, the scanner employed by 

BERGSTEN et al. (2001) facilitates the analysis of 

trace elements in wood by means of X-ray fluo-

rescence (XRF). For analytical applications on 

wood samples, furthermore, the SilviScan® de-

vice exists as introduced by EVANS (1994) and 

updated by EVANS (1999), which comprises 
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X-ray diffraction analysis (XRD) for microfibril an-

gle measurement beyond X-ray absorption den-

sitometry combined with optical image analysis. 

Numerous such wood analyses on microscopic 

level exist particularly in combination with other 

properties or methods, e. g., VAHEY et al. (2006), 

WU et al. (2009), KEUNECKE et al. (2010), 

LANVERMANN et al. (2013), and BLOHM (2015). 

Ultimately, X-ray applications for tree-ring analy-

sis and wood densitometry including structural 

investigations reveal a wide range from simple 

film radiography, over automated direct scan-

ning densitometry and CT with quantitative eval-

uation, to special X-ray devices and utilisation of 

large-scale facilities with synchrotron or neutron 

radiation. 

 

3.2 Determination of density 

gradients on wood-based 

composites 

Densitometry applications on wood-based com-

posites (WBCs) have to be distinguished regard-

ing the object under examination and the direc-

tion of the density gradient to be measured, i. e.,  

- the raw density profile (RDP, also known as 

vertical density profile) on small specimens 

in the laboratory or inline on the total panel 

after the hot-press or 

- the lateral area and raw density distribution 

of the furnish mat or ready-pressed panel 

along and across the production direction. 

Regarding radiometric RDP determination meth-

ods and devices, several investigations exist and 

a history can be outlined. However, this is not a 

review of RDP determination in terms of general 

WBC research such as by MAY (1983), BOEHME 

(1992), KRUSE et al. (1996), WONG et al. (1999), 

BELINI et al. (2014), BENTHIEN, OHLMEYER (2017), 

and HUNT et al. (2017). Regardless of the non-

destructive radiometric methods, destructive 

gravimetric methods were applied featuring di-

rect raw density determination of the respective 

layers, where reference is made to Table IV-21 

in Chapter IV–4.2.4.1 for a detailed compilation. 

Note, such methods are elaborate, but still con-

sidered to serve as direct reference methods for 

the radiometric techniques. Furthermore, semi-

destructive (non-radiometric, indirect) methods 

were proposed for RDP determination, e. g., by 

PAULITSCH, MEHLHORN (1973), HELMS, NIEMZ 

(1993) as well as WINISTORFER et al. (1995) via 

drill resistance technique, which, however, never 

became prevalent in WBC industry (inline) and 

research.  

Nevertheless, NEARN, BASSETT (1968) acquire 

simple radiographs of MDF and PB cross-sec-

tions but evaluate only the relative density varia-

tion according to the blackening of the X-ray film. 

HENKEL (1969) also performs X-ray radiography, 

however, with subsequent densitometric evalua-

tion and reports, furthermore, on first applica-

tions of direct detection of the transmitted radia-

tion via an ionisation chamber as detector scan-

ning along the specimen cross-section. POLGE, 

LUTZ (1969) explore X-ray film based methods 

including densitometric evaluation known from 

tree-ring analysis for RDP determination on PB. 

RANTA, MAY (1978) refine the approach of MAY 

et al. (1976) and introduce an automated meas-

uring device employing a scintillation detector 

and the radioisotope Am241  with 𝐸𝛾 = 59.5 keV 

as henceforth common radiation source in this 

field of gamma-ray densitometry on WBCs. How-

ever, STEINER et al. (1978) modify an X-ray scan-

ning-densitometer originally designed by 

PARKER et al. (1973) for tree-ring analysis and 

obtain accurate and detailed RDP data also on 

waferboard. To this end, X-ray negatives ac-

quired with 35 kVp on film are scanned at incre-

ments of 0.01 mm for conversion in density val-

ues [kg/m³] by a computer. Together with the 

specimen, a calibration wedge made of wafer-

board with known density steps is radiographed 

on the same sheet of film. LAUFENBERG (1986) 

presents a study, where a simple and fast RDP 

determination method is developed aiming to re-

place the tedious gravimetric procedures via in-

cremental planing or sanding. To this end, radi-

ation transmission from an Am241  source is di-

rectly measured by means of a 2’’ NaI(Tl) scintil-

lation detector through the specimens, which are 

moved in steps of 0.001’’ (25.4 µm). After ampli-

fication by a photomultiplier tube, the signals are 

discriminated for a minimum energy level. The 

measurement is computer controlled and radia-

tion intensity is recorded along with the individual 
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specimen position. Variations in the measured 

RDPs from the random nature of the radiation 

source depending on scanning time are dis-

cussed. Beyond the development, LAUFENBERG 

(1986) provides first essential conclusions re-

garding the mass attenuation coefficients of 

WBCs as discussed elsewhere. WINISTORFER et 

al. (1986) present a direct scanning gamma den-

sitometer with adjustable collimation slits in front 

of both source ( Am241 ) and scintillation detector. 

Exemplary gamma-ray measuring results (with 

15 µm detector aperture, 19 µm step size, and 

10 s integration time per step) utilising a mass 

attenuation coefficient reported by MOSCHLER, 

DOUGAL (1988) in comparison to the RDPs ob-

tained by gravimetric method (face milling with 

80 µm increments per layer) on the same sam-

ples reveal the scanning densitometer to be ide-

ally suited for RDP measurement. Near the 

panel surface, however, misalignment of the 

specimen and beam may cause erroneous 

measuring results. Nevertheless, WINISTORFER 

et al. (1986) consider already such direct densi-

tometry systems as becoming the standard tech-

nique for lab RDP determination and regard the 

gravimetric method as obsolete. THOMPSON et al. 

(1989) report about design and construction of 

an RDP measuring system for the WBC industry. 

Again, the setup comprises a linear table with a 

stepper motor to move the specimens with 

0.001’’ (25.4 µm) increments through the 

gamma-ray beam from an  Am241  radioisotope 

source, a NaI scintillation detector with photo-

multiplier tube for photon conversion, a single 

channel analyser to discriminate against back-

ground radiation limiting the signal to the rele-

vant energy range of the source, and a subse-

quent pulse counter connected to a computer. 

The acquired raw data is smoothed twice by a 

three value wide moving mean filter. GIBBON, 

TUNDAK (1989) describe a ready-to-use “density 

profilometer”17 comprising a computer operated 

gamma radiation source ( Am241 ), detection sys-

tem, sample positioning, and operator terminal 

with monitor and printer. They point out, that 

                                                      

17  The RECOM 8900/DA density analyser is found to be no longer available. 

18 Note, the movement of the beam plus detector along the stationary specimens rarely exists only in the case of radioisotopes. 

such RDP measuring devices eliminate the hu-

man impact causing errors of the manual 

method. Obviously, there were similar device de-

velopments in the 1980s preferably employing 

the radioisotope Am241  and photon-counting de-

tectors with a stepper motor to scan the speci-

men in small increments. Beyond initial research 

and developments, SOINÉ (1990) reports about a 

commercially available RDP lab device, where 

an accuracy of 1 % is claimed but no further tech-

nical details are provided. Finally, SOLBRIG et al. 

(2010) introduce a commercially available tree-

ring analysis device modified for RDP measure-

ment in consequence of the adaptions by 

SOLBRIG (2009) as well as GRUCHOT (2009). The 

X-ray scanner runs a Ag-target tube at 55 kVp 

with flat-beam collimation via capillary optics (re-

fer to II–1.3).  

However, the basic principle of gamma- or X-ray 

RDP determination, which is illustrated in Figure 

II-12, is similar for all available laboratory de-

vices for decades. Accordingly, the specimen is 

moved in small adjustable increments (com-

monly less than 100 µm) through the beam18 by 

means of a manipulation unit with, e. g., a step-

per motor and typically a sample holder able to 

carry several specimens for automated batch 

measurement. The specimens of individual 

thickness are cuttings with the prevalent in-plane 

dimensions 50 × 50 mm² corresponding to other 

test specimens for the quality assurance of me-

chanical parameters and panel properties such 

as internal bond following DIN EN 319 (1993) in 

WBC industry. However, the initial beam is lim-

ited to a reasonable extent or may even be colli-

mated via a narrow slit aperture or capillary op-

tics as a flat fan or quasi-parallel beam, respec-

tively (refer to Chapter II–1.3). Today, X-ray 

tubes dominate as radiation sources commonly 

with tungsten W as anode target material, oper-

ated at a more or less appropriate tube voltage, 

and partly with any type of pre-filter. Contrary to 

this, radioisotopes – primarily Am241  – are still 

employed in existing devices but are no longer 
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part of the commercially available devices sup-

posedly due to transport and disposal restric-

tions and other practical reasons. After radiation 

attenuation within the specimen, the detector 

converts the impinging intensity into a count rate 

or an arbitrary signal (refer to Chapter II–1.1) de-

pending on the type employed by the individual 

device manufacturer without further spatial dis-

crimination except it is a line camera. In front of 

the detector, there is typically a rather narrow slit 

aperture (e. g. 50 µm), which is relevant for the 

effective spatial resolution, i. e., the actual thick-

ness of the measured layer regardless of the 

step size. Nevertheless, SOLBRIG et al. (2014a) 

point out that partly considerable differences ex-

ist regarding the components relevant for valid 

measuring results such as radiation source, ap-

erture design (for collimation), and detector type 

as well as data acquisition and evaluation. The 

common calibration of such devices is discussed 

in Chapter II–3.3. Ultimately, SOLBRIG et al. 

(2013) as well as SOLBRIG et al. (2014a) unveil 

partly considerable deviations between RDP 

measuring results of the same set of specimens 

in terms of their round robin test employing sev-

eral devices as well as a reference method. The 

detailed study is part of the present thesis and 

described in detail in Chapter IV–4.2.5 with the 

developed reference method in Chapter IV–

4.2.4 and the results in Chapter IV–4.3.1. 

Beyond measuring data acquisition and display 

of the result plot, further evaluation of the RDP is 

possible. JENSEN, KEHR (1995) propose a defini-

tion for board regions along the thickness in or-

der to numerically evaluate the RDP symmetry 

and respective values within the outer and tran-

sition zones as well as the inner zone of the 

cross-section. WONG et al. (1998) and likewise 

WONG (1999) introduce a definition of the RDP 

in greater detail via variables in order to quantify 

typical points or sections in the profile (to estab-

lish correlations to panel processing parame-

ters), which is presented in Figure II-13. 

WINISTORFER et al. (1996) apply nonparametric 

regression analysis of RDP measuring data in 

order to model and statistically compare the ac-

cordingly smoothed RDP curves. Nevertheless, 

neither official rules or standards for RDP meas-

urement on WBCs were established, nor, so far, 

is there a consistent definition of characteristic 

values of the typically U-shaped slope of custom-

ary panels. However, the prevalent data evalua-

tion depends on the device manufacturer but is 

well-known to focus on the surface layer (SL) 

peaks and the core layer (CL) raw densities with 

respectively simple parameters, i. e., the left and 

right (or upper and lower) SL max as well as the 

CL min both with the raw density value and the 

respective position along the panel thickness. 

Additionally, the RDP slope in the transition zone 

 

Figure II-12: Basic principle of radiometric raw density 

profile (RDP) determination by means of laboratory 

devices on small specimens of wood-based compo-

site (WBC) panels, extended schematic illustration fol-

lowing to RANTA, MAY (1978). 

 

 

Figure II-13: Definition of the raw density profile (here, 

of particleboard) with mean density (MD), peak den-

sity (PD), core density (CD), peak area (PA), central 

line (CL), gradient factor* (GF), peak distance* (Pdi), 

peak base* (Pb), *values expressed as percent of total 

panel thickness, acc. to WONG et al. (1998) and WONG 

(1999). 
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between SL and CL is often visually evaluated 

regarding intermediate peaks. 

The application of X-ray CT on wood and WBCs 

primarily serves for structural investigations on 

different scales, which is, however, beyond the 

scope of this thesis and not further reviewed in 

detail. Here, e. g., SUGIMORI, LAM (1999) analyse 

the macro-void distribution in strand-based wood 

composites but do not evaluate the CT data re-

garding the raw density gradients in the speci-

mens. Likewise, the µXCT studies of STANDFEST 

et al. (2013) on compressed wood and TAYLOR 

et al. (2013) on beech wood regarding shrinkage 

examine the microstructure without explicit den-

sity evaluation. Based on their segmentation of 

CT data for estimation of porosity and average 

fibre dimensions, LUX et al. (2006) retrieve the 

raw density of the studied insulation fibreboards 

with partly good accuracy assuming 1530 kg/m³ 

cell-wall density. Beyond that and the well-estab-

lished lab devices, CT is also applied for RDP 

determinations in WBC science. GAO (1990) pro-

poses and evaluates RDP determination by 

means of X-ray CT, where the specimen is 

scanned only with limited angles through the 

panel surface (i. e. incomplete rotation) and the 

developed models are found to be feasible for 

raw density estimation with mean standard er-

rors of 56.9 kg/m³ and 42.4 kg/m³, respectively. 

STANDFEST et al. (2009) compare RDP determi-

nation by means of a common lab device and in-

dustrial CT on MDF, PB, and OSB specimens 

(30 × 30 mm²). The grey-scale CT data is trans-

formed to density values such that the mean 

grey value corresponds to the mean raw density 

displayed by the lab device. The results reveal 

good agreement in the CL section whereas dif-

ferences of the SL values occur due to boundary 

effects in the case of CT reconstruction. Here, 

the position of SL maximum is found to be shifted 

inwards and the values fall up to 200 kg/m³ be-

low the common lab device results, where the 

RDP slopes converge within 1…2 mm from the 

panel surface. PLINKE et al. (2018) state that a 

CT scan provides the calibrated density distribu-

tion in all three dimensions and for selectable 

sub-volumes as long as the atomic number 𝑍 

and the mass attenuation coefficient 𝜇 𝜌⁄  is con-

stant and the global mean raw density �̅� of the 

specimen is known. Accordingly, such data is 

considered to reveal more information about the 

specimen under investigation, i. e., in-plane raw 

density distribution or particle distribution and 

orientation depending on the applied resolution. 

Furthermore, they show different RDP shapes 

within one 50 × 50 mm² specimen depending on 

the considered region of interest (ROI). 

Since WBCs and other wood material commonly 

occur as panel-type objects, a complete CT scan 

with all 360° projections appears impossible in 

cases where the initially large objects are to be 

examined and no small specimens may be cut. 

Accordingly, incomplete methods such as lim-

ited-angle CT or computed laminography (CL) 

may generally be applied on flat objects (cf. 

EWERT et al. (2008b), MAISL et al. (2010)). A re-

liable reconstruction of valid density data is con-

sidered to be challenging and has not yet been 

proven. SANABRIA et al. (2011) perform also lim-

ited-angle reconstructions of their full CT scans 

for comparison purpose but do not quantitatively 

evaluate the density distribution in their glued 

timber specimens. Although GAO (1990) con-

cludes the feasibility of limited angle CT with two 

mathematical models for estimation of RDPs, the 

aforementioned standard errors of the experi-

ments with relative deviations in the order of 

5.6…7.6 % for standard MDF is considered to be 

much too high to regard the technique as reliable 

RDP measurement. Moreover, an unpublished 

study (in 2015) revealed that the reliable recon-

struction of the RDP within lab-made homogene-

ous MDF (refer to Chapter IV–1.2) cannot be ob-

tained from laminography (CL) data within ap-

propriate tolerances. However, impurities in the 

panel such as resin lumps or other foreign bod-

ies with higher densities or atomic numbers 𝑍 

than the WBC matter can easily be displayed via 

CL. 

In WBC industry, X-ray systems for RDP deter-

mination exist also for inline installation after the 

hot-press. To this end, two devices employing 

scattering technologies are commercially availa-

ble, which are already explained in Chapter II–

2.5.3 and illustrated in Figure II-11, i. e., 
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- the StenOgraph as introduced by DUEHOLM 

(1996) and available from Fagus-GreCon 

Greten GmbH & Co. KG, Alfeld, Germany as 

well as 

- a backscatter device presented by 

FERNÁNDEZ et al. (2007a) and available as 

CDP700 from IMAL SRL, San Damaso, It-

aly. 

However, there is a lack of further scientific stud-

ies regarding the measuring accuracy and gen-

eral capability of such inline inspection systems. 

Practical experiences reveal a spatial resolution 

of the measuring spot in the order of 0.4 mm 

along the panel thickness. Regardless of the 

scattering systems, the device introduced by 

WARNECKE (1995), which is intended to perform 

an angled transmission measurement through 

the front edge of the panel, never became prev-

alent in the WBC industry. Ultimately, as is com-

monly known, none of the available inline sys-

tems is able to replace the more or less exact 

RDP measurement by means of a capable labor-

atory device. 

Beyond the measurement of the final RDP by 

means of the common lab devices or otherwise, 

few in-situ investigations of the RDP formation 

during the hot-pressing process exist on a labor-

atory scale. WINISTORFER et al. (2000) present 

first results from OSB lab-fabrication employing 

the device introduced by DEPAULA (1992) with 

radiometric raw density determination on single 

positions (25 %, 50 %, and 75 % of the press 

opening distance) by means of Cs137  radiation 

sources (𝐸𝛾 = 662 keV) and scintillation detec-

tors in a 700 × 700 mm² laboratory press. Later, 

GRUCHOT (2009) develops a miniature densifica-

tion unit installed in a Ag-target flat-beam X-ray 

scanner including capillary optics, which makes 

it possible to continuously observe the hot-

pressing process over the total cross-section 

(only the lower half during densification). 

Besides the RDP measurement vertically to the 

panel plane by any method, the horizontal den-

sity gradients are also determined, where partic-

ularly the area density distribution across the 

plane of the panel or furnish mat is evaluated 

with regard to the mat forming process. To this 

end, inline X-ray devices for continuous meas-

urements are more or less prevalent in the WBC 

industry (refer to Chapter I). However, WALTER, 

WIECHMANN (1961) perform first radiometric in-

vestigations of area density distributions within 

WBCs. Likewise, POLGE, LUTZ (1969) explore 

horizontal profiles via densitometric evaluation of 

X-ray films. Later, inline devices for industrial ap-

plication were developed and installed, where 

not necessarily corresponding studies are pub-

lished. However, LU, LAM (1999) evaluate the 

horizontal density distribution and wood particle 

overlap in their robot formed flakeboards by 

means of a laboratory line array X-ray scanner. 

Furthermore, they point out that the applied cali-

bration materials (aluminium and PMMA) have 

an effect on the obtained X-ray measuring re-

sults. WANG et al. (2005) examine the feasibility 

of X-ray systems application for NDE of density 

distribution in panels (MDF, PB, and OSB) utilis-

ing the 60 kVp laboratory scanner on 

1.22 × 2.44 m² panels with final spatial resolution 

of 12.5 mm in comparison to gravimetric raw 

density determination on small specimens. They 

imply that the method has great potential for the 

desired application, but further research is re-

quired to improve the accuracy of the technique 

by enhancement of image resolution and scan-

ning sensitivity as well as the calibration proce-

dure considering the various WBCs. The Dief-

fensor – a fan-beam X-ray scanner for foreign 

body detection and area density distribution de-

termination in the forming line commercially 

available from Fagus-GreCon Greten GmbH & 

Co. KG, Alfeld, Germany – is applied by HILBERS 

(2006) to investigate the impact of adhesive 

resin type and content as well as paraffin (hydro-

phobic agent) on area density measurement by 

means of respective laboratory panels. Based 

on the determined mass attenuation coefficients 

he concludes an apparent influence of PMDI 

content and type compared to the UF resins. 

Furthermore, HILBERS (2006) performs a field ex-

periment in MDF production to evaluate the ef-

fect of modifications in the forming line on area 

density variation along and across the fibre mat. 

Likewise, HILBERS et al. (2011) examine the raw 

density distribution (assuming constant thick-

ness for evaluation of X-ray data) of lab-made 
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MDF, PB, and OSB and the effect on air-coupled 

ultrasonic transmission. SANABRIA et al. (2013) 

apply such X-ray data to model and predict the 

raw density distribution based on ultrasonic 

measurements on lab-made PBs with different 

raw densities but homogenous (vertical) RDPs. 

CHEN et al. (2010) evaluate MDF, PB, OSB, and 

plywood horizontal density distribution employ-

ing a 60 kVp digital X-ray system with approx. 

1.4 mm pixel pitch across the panel width and 

automatically adjusted sampling rates with syn-

chronisation to the feed speed in order to obtain 

equivalent resolution in longitudinal direction. 

Image processing with calibration curves from al-

uminium plates (refer to Chapter II–3.3) as well 

as panel mass and thickness yields the raw den-

sity distributions. However, FUCHS (2010) pro-

poses a new calibration method for traversing in-

line X-ray measuring systems on furnish mats in 

the forming line. Accordingly, the calibration 

should be performed on the equivalent furnish 

mat instead of previously common specimens of 

ready-pressed panels to obtain appropriate 

measuring accuracy. FUCHS (2010) found differ-

ences in radiation attenuation between a panel 

and the corresponding mat with equal area den-

sity. Finally, SOLBRIG et al. (2014b) evaluate an 

optimised X-ray measuring system for inline 

measurement of the furnish mat area density dis-

tribution regarding its capability for process and 

quality control in WBC production and propose 

related methods for measuring systems qualifi-

cation to the requirements in WBC industry. 

 

3.3 Calibration and attenuation 

coefficients 

Regardless of former radiographic methods, 

densitometry devices for wood and WBCs are di-

rect scanning systems, which require proper cal-

ibration in order to obtain repeatable and verifia-

ble results as pointed out by MOSCHLER, DOUGAL 

(1988). To this end, they propose a calibration 

procedure for their gamma-ray device with a low 

(𝐸𝛾 = 5.9 keV from Fe55 ) and a high (𝐸𝛾 =

59.5 keV from Am241 ) radiation energy. Blocks of 

various wood species with a raw density range 

of 𝜌 ≈ 300…900 kg m3⁄  (equilibrated to room 

conditions) are scanned for determination of 

transmission intensity 𝐼T at twelve evenly spaced 

positions and the mean raw density is individu-

ally determined via gravimetric method. With 

mean count rate and specimen thickness the lin-

ear attenuation coefficient 𝜇lin is computed fol-

lowing eq. (II-8). The results are correlated to 𝜌 

and the slope of the regression line yields the 

mass attenuation coefficient 𝜇 𝜌⁄  following 

eq. (II-9), which is applied for direct densitome-

try. In former film densitometry, it was common 

to simultaneously irradiate step wedges with 

known densities and thicknesses on each ac-

quired X-ray image (cf. RUDMAN et al. (1969)). 

Later, KRUGLOWA et al. (2010) extend the ap-

proach and manufacture a calibration wedge out 

of 14 different wood species representing a raw 

density range of 𝜌 ≈ 390…800 kg m3⁄  for in-situ 

assessment of timber structures. Calibration is 

performed on the basis of the grey-scale values, 

where no mass attenuation coefficients are eval-

uated. Note here, a portable pulsed 150 kVp 

X-ray tube and image plates (with a digitalisation 

system subsequent to exposure) are applied, 

which is still relevant in general NDT. However, 

step wedges were also applied for direct scan-

ning X-ray densitometry and measured before 

each specimen measurement, e. g., by HOAG, 

KRAHMER (1991). For direct calibration on the ba-

sis of mass attenuation coefficient values, 

MEDVED et al. (1998) determine the mean 𝜇 𝜌⁄̅̅ ̅̅ ̅ 

corresponding to the gravimetric mean raw den-

sity �̅� by transmission measurements of PB 

specimens perpendicular to the panel plane with 

their gamma-ray RDP device, likewise already 

MAY et al. (1976). Obviously, for the general cal-

ibration procedure for densitometry on inhomo-

geneous material with various raw densities, 

where no universal densities and attenuation co-

efficients are tabulated, the attenuation law 

eq. (II-10) is applied and transformed in order to 

yield an individual mass attenuation coefficient 

𝜇 𝜌⁄  on the basis of the gravimetrically deter-

mined raw density 𝜌 of the specimen and corre-

sponding transmission measurements with the 

ratio of the intensities 𝑇 = 𝐼T 𝐼0⁄  as result accord-

ing to eq. (II-1). This is commonly performed 

such that the mean value 𝜇 𝜌⁄̅̅ ̅̅ ̅ is computed as 
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constant of proportionality corresponding to as-

sumed linear attenuation or the principle of step 

wedges is applied, where another fitting can be 

determined. 

Nevertheless, most of the current (and even for-

mer) laboratory devices for direct RDP measure-

ment perform the calibration automatically on 

each 50 × 50 mm² specimen taking account of its 

gravimetric raw density. The general context is 

illustrated in Figure II-14 and can be referred to 

as self-calibration, since no further action is re-

quired than the automated X-ray measurement 

and the gravimetrical raw density determination 

per specimen as regular part of the RDP meas-

uring procedure. Here, the mean measured at-

tenuation  

ln 𝑇−1̅̅ ̅̅ ̅̅ ̅̅ =
1

𝑛
∙∑ ln(

𝐼0
𝐼T𝑖
)

𝑛

𝑖=1

=
1

𝑛
∙∑ln𝑇𝑖

−1

𝑛

𝑖=1

 (II-51) 

is computed as mean value of the logarithmic of 

reciprocal transmission ln 𝑇𝑖
−1 with 𝑇𝑖 following 

eq. (II-1) as relative transmission per measuring 

step 𝑖 along the profile. Note, arithmetic averag-

ing must take the logarithm ln 𝑇𝑖
−1 into account, 

which is considered to follow a linear context, 

whereas a mean directly computed on the basis 

of the single transmission ratios 𝑇𝑖 is found to 

yield minor deviations. Subsequently, the mean 

measured attenuation ln 𝑇−1̅̅ ̅̅ ̅̅ ̅̅  [−] is related to the 

mean gravimetric raw density �̅�grav [kg m
3⁄ ] and 

the transmission distance 𝑠T [m] of the individual 

specimen such that the transformation of atten-

uation law eq. (II-11) 

𝜇 𝜌⁄̅̅ ̅̅ ̅ =
ln 𝑇−1̅̅ ̅̅ ̅̅ ̅̅

�̅�grav ∙ 𝑠T
 (II-52) 

yields the mean mass attenuation coefficient 

𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] for the specimen under investiga-

tion. On the contrary, GIBBON, TUNDAK (1989) de-

scribe a device, where calibration is carried out 

once for each category of material. They point 

out that calibration serves to yield appropriate 

raw density values, i. e., quantitatively correct re-

sults, whereas the RDP shape is considered not 

to be affected by calibration, i. e., the qualitative 

shape is always correct. However, the growing 

requirements in modern WBC research and in-

dustry must consequently have reliable densi-

tometry results from the applied measuring de-

vices. 

Obviously, the studies on WBC calibration and 

the procedures of the practice-oriented devices 

preferably take only one 𝜇 𝜌⁄̅̅ ̅̅ ̅ value for a certain 

measuring range into account, where it is con-

sidered to be (more or less) constant. Neverthe-

less, the aforementioned non-linearities from 

beam hardening, scattering, and detector phe-

nomena are supposed to bias the slope of meas-

ured density gradients in consequence of non-

linear radiation attenuation along increasing 

density or material layer thickness. Already 

STEINER et al. (1978) found a curvilinear relation-

ship between cross-sectional specimen raw den-

sity (waferboard) and X-ray film blackening in 

terms of their calibration with a waferboard step 

wedge. GRUCHOT (2009) applies lab-made MDF 

with homogenous RDPs to manufacture speci-

mens with transmission distances 𝑠T =

5…70 mm and 5 mm increments for calibration 

measurements at four different moisture condi-

tions, i. e., step wedges with correspondingly 

nominal 𝜌 = 90…1260 kg m3⁄  at virtually equal 

𝑠T = 50 mm. The evaluation of the acquired data 

yields a second-degree polynomial fitting for 

each MC level, which are further combined with 

a function for MC dependent 𝜇 𝜌⁄  following the 

mixture rule to finaly obtain a calibration function 

considering both the raw density and moisture 

dependency of 𝜇 𝜌⁄ . It is applied for in-situ meas-

 

Figure II-14: Illustration of the common self-calibration 

for RDP measurement with determination of a mean 

mass attenuation coefficient 𝜇 𝜌⁄̅̅ ̅̅ ̅  according to 

eq. (II-52) based on the mean measured attenuation 

ln 𝑇−1̅̅ ̅̅ ̅̅ ̅̅  according to eq. (II-51) and the mean gravimet-

ric raw density �̅�grav of the specimen. 
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urement of the RDP formation during hot-press-

ing of MDF. For area density calibration on fur-

nish mats, FUCHS (2010) fits a function with up to 

20 sampling points of increasing area density 𝜌A 

to consider beam hardening effects and points 

out that different adhesive resins (UF, PMDI) 

have a minor influence on the calibration in con-

trast to additives like fire retardants. For the ap-

plication of a single mean mass attenuation co-

efficient 𝜇 𝜌⁄̅̅ ̅̅ ̅ by the common RDP lab devices, 

insufficiencies are observed by SOLBRIG et al. 

(2011) on WBCs and likewise reported by 

RAUTKARI et al. (2011), where the RDPs are 

found to be flattened in general owing to the in-

valid single 𝜇 𝜌⁄̅̅ ̅̅ ̅ along the raw density range. Ac-

cordingly, SOLBRIG et al. (2011) and also 

SOLBRIG (2012) propose to apply individual cali-

bration functions as second-degree polynomial 

fitting for 𝜇 𝜌⁄  over the measuring signal from 

conditioned MDF step wedges considering the 

moisture content. 

Densitometry by X- or gamma-rays requires cal-

ibration and, therefore, mass attenuation coeffi-

cients 𝜇 𝜌⁄  by either form of determination 

method to solve the attenuation law eq. (II-10) for 

the raw density 𝜌 or eq. (II-11) for the area den-

sity 𝜌A, respectively, based on the acquired 

transmission measuring data. Here, only a few 

values are explicitly given for WBCs in the litera-

ture mostly as part of RDP measuring studies. 

Regardless of experimental values from trans-

mission measurements, which are discussed be-

low, theoretical mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)mix of a compound with known elemental 

composition can be computed via the mixture 

rule as clarified in Chapter II–2.3. However, the 

suitability of such values for calibration requires 

comprehensive knowledge of the individual radi-

ation conditions of the applied densitometry de-

vice and becomes more complicated in the case 

of polychromatic X-rays due to radiation-physical 

effects such as beam hardening. Hence, the ap-

plication of 𝜇 𝜌⁄ (𝐸)mix for calibration purpose of 

X-ray densitometry devices appears questiona-

ble at all. However, LINDGREN (1991) computes 

linear attenuation coefficients and CT-numbers 

for dry and wet wood. The data is applied as cal-

ibration for wood raw density measurement by 

means of a medical CT scanner, where an accu-

racy of ±4 kg m3⁄  for dry wood and ±13.4 kg m3⁄  

for wet wood is claimed to be obtained as al-

ready discussed in Chapter II–2.3.3. Note here, 

no particular WBC densitometry studies are 

known, where theoretical 𝜇 𝜌⁄ (𝐸)mix values are 

utilised for calibration.  

Most of the former experimental 𝜇 𝜌⁄  data was 

measured by means of devices employing an 

Am241  radioisotope source with (monochro-

matic) 𝐸𝛾 = 59.5 keV. Likewise, the computed 

values via mixture rule in Table II-3 correspond 

to this energy level, where not many explicit 

WBC values are available. However, for parti-

cleboard, MAY et al. (1976) experimentally deter-

mine 𝜇 𝜌⁄ = 0.0172 m2 kg⁄  (via transmission 

measurements perpendicular to the panel plane) 

and RANTA, MAY (1978) apply the measured 

𝜇 𝜌⁄ = 0.0189 m2 kg⁄  for all RDP investigations 

as calibration. LAUFENBERG (1986) determines 

experimental values of oven-dry material in com-

parison to corresponding computation data 

(Table II-3). For solid wood, the measurement 

results in 𝜇 𝜌⁄ = 0.0182 m2 kg⁄  (red oak) and 

𝜇 𝜌⁄ = 0.0183 m2 kg⁄  (douglas-fir). MACEDO et al. 

(2002) perform wood raw density determination 

by means of X- and gamma-ray CT at different 

energies, where a range of 𝜇 𝜌⁄ =

0.0173…0.0193 m2 kg⁄  is measured by means 

of an Am241  source and a NaI(Tl) scintillation de-

tector over eight species with the mean 𝜇 𝜌⁄̅̅ ̅̅ ̅ =

0.0180 m2 kg⁄ . Although they conclude the data 

not to show a significant variation, a slight trend 

of increasing 𝜇 𝜌⁄  with decreasing raw density is 

obviously identifiable. For adhesive resins, 

LAUFENBERG (1986) determines 𝜇 𝜌⁄ =

0.0186 m2 kg⁄  (PF), 𝜇 𝜌⁄ = 0.0189 m2 kg⁄  (UF), 

and 𝜇 𝜌⁄ = 0.0179 m2 kg⁄  (PMDI). Likewise, 

RANTA, MAY (1978) measure resin values with 

𝜇 𝜌⁄ = 0.0189 m2 kg⁄  (UF) and 𝜇 𝜌⁄ =

0.0186 m2 kg⁄  (PF). Obviously, all values meas-

ured by means of Am241  setups are in a compa-

rable order considering both wood and adhesive 

resins. Further WBC 𝜇 𝜌⁄  measuring data is only 

available for other (polychromatic) energy levels, 

since radioisotopes are preferably replaced by 

X-ray tubes in current devices. Note here, the va-

lidity of the 𝜇 𝜌⁄  values may be vaguer depending 
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how detailed the X-ray setup including pre-filters 

and its consequent energy parameters are de-

scribed whereas radioisotope applications yield 

attenuation data for discrete energies. However, 

HILBERS (2006) provides no detailed X-ray spec-

ifications for the performed area density meas-

urements by means of the aforementioned Dief-

fensor. The determined range of 𝜇 𝜌⁄ =

0.03475…0.0352 m2 kg⁄  for lab-made MDF is 

found to apparently depend on the applied adhe-

sive resin type with differences between PMDI- 

as well as UF-bonded panels and no considera-

ble impact of paraffin, melamine, and water con-

tent. GRUCHOT (2009) applies the same Ag-tar-

get device like SOLBRIG et al. (2010) including ca-

pillary optics (without further pre-filter) and diode 

line-array detector at 55 kVp and determines 

𝜇 𝜌⁄ = 0.048…0.055 m2 kg⁄  for the MC range 

below FSP measured on lab-made MDF with 

varying transmission distances 𝑠T. Employing 

the same X-ray setup, SOLBRIG et al. (2011) pre-

sent a comparable range of 𝜇 𝜌⁄ =

0.043…0.072 m2 kg⁄  for MDF (industrial origin) 

measured by means of step wedges. The data 

unveils non-constant values over the measuring 

range, where 𝜇 𝜌⁄  decreases with increasing raw 

density (i. e. area density due to virtually equiva-

lent thickness of the steps 𝑠T). Moreover, FUCHS 

(2010) found different 𝜇 𝜌⁄  values for fibre mats 

and MDF with equal area density. Obviously and 

as already discussed in Chapter II–2.3.3, 𝜇 𝜌⁄  

values correspond to the respective study and 

depend on the individual conditions of both  

- the measuring setup regarding radiation 

properties and beam parameters as well as  

- the material considering its composition and 

structure. 

Accordingly, there are no generally valid values 

of the energy dependent mass attenuation coef-

ficient 𝜇 𝜌⁄ (𝐸) for WBCs. Therefore, the com-

mercially available X-ray densitometry systems 

come with individual calibrations and corre-

sponding procedures of the manufacturers, 

where the self-calibration (Figure II-14) is com-

monly applied for RDP determination by means 

of laboratory devices. 

However, regarding the calibration procedures 

and approaches, also questionable studies exist. 

GUAN et al. (2001) regard specimen orientation 

in terms of radial, tangential, and longitudinal 

wood direction and the corresponding scanning 

direction to have a considerable effect on the cal-

ibration. Their measurements for verification of 

the theoretical considerations obviously reveal 

raw density variations between and within the 

annual rings as well as the applied aperture size 

(cf. MOSCHLER JR, WINISTORFER (1990)) as rea-

son for the deviations between the determined 

𝜇 𝜌⁄  values rather than the wood grain direction. 

For the analysis of WBC horizontal raw density 

distribution, CHEN et al. (2010) acquire calibra-

tion curves by means of aluminium plates (0…4 

layers), which are considered to yield equivalent 

attenuation like the wood material applying a 

non-linear curve fitting algorithm. However, they 

regard their procedure as appropriate with peri-

odical verification of adequate accuracy of about 

1.5…2.7 % via comparison of the X-ray scan of 

a panel with its gravimetric reference results 

from cutting respective specimens. Neverthe-

less, aluminium Al13  instead of wood as calibra-

tion material for WBC densitometry must obvi-

ously be considered to reveal different attenua-

tion characteristics in the applied energy range 

up to 60 keV owing to the different scattering 

fraction as attenuation mechanism, where refer-

ence is made to the comparison of carbon C6  

and copper Cu29  in Figure II-3 as well as corre-

sponding Al data in Figure VII-33. KIM et al. 

(2013) derive an equation for a specimen thick-

ness dependent 𝜇 𝜌⁄  on the basis of their CT 

data, in order to convert the very same into den-

sity results, i. e., a kind of calibration. They attrib-

ute decreasing 𝜇 𝜌⁄  along the penetration path to 

scattering phenomena without consideration of 

obviously present beam hardening in the applied 

energy range up to 37 keV. KIM et al. (2014) ap-

ply the same approach and claim to yield an er-

ror of 41 kg/m³. Eventually, the calibration proce-

dure and the individually found context may yield 

appropriate results in the respective study but 

cannot be considered to be generally valid. 

Beyond device calibration procedures and mass 

attenuation coefficients for RDP measurements 

partly considering varying moisture content (MC) 

of the specimens, the determination of the mois-

ture distribution in the WBC or wood material is 
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examined via X-ray densitometry to some extent. 

BAETTIG et al. (2006) determined MC profiles in 

Norway spruce boards during drying in a labora-

tory kiln for 5…10 days with X-ray scans every 

30 minutes and perform differential data evalua-

tion by means of the measured 𝜇 𝜌⁄  of the oven-

dry wood and water. Likewise, CAI (2008) com-

putes MC gradients along the board thickness 

for three wood species via the difference be-

tween raw density profiles from measurements 

at moist and oven-dry conditions (employing a 

commercially available RDP measuring device). 

Such differential methods are common to ac-

complish MC (profile) determination via X-ray 

densitometry on wood (cf. WATANABE et al. 

(2008), TANAKA et al. (2009)) as well as on 

WBCs (cf. MEDVED et al. (1998), XU et al. (1996)) 

and also via CT (cf. HANSSON, CHEREPANOVA 

(2012), LI et al. (2016)). Note, data evaluation 

must consider the specimen shrinkage during 

drying below FSP. Besides the oven-dry state, 

also other conditions with known EMC are partly 

applied as reference for the calculation. TIITTA 

(2006) explores different NDT methods with par-

ticular focus on the measurement of moisture 

gradients, where TIITTA et al. (1993) present an 

automated gamma-ray equipment ( Am241 ) for 

the measurement of moisture and raw density 

distributions in wood also via difference of the at-

tenuation coefficients between moist and dry 

state with the concluded disadvantage that the 

specimens must be dried in order to measure the 

oven-dry raw density distribution, which is re-

quired to estimate the absolute MC. Other pro-

cedures evaluate MC variations from density 

changes determined via CT scanning during dry-

ing by means of respectively developed algo-

rithms (cf. LINDGREN (1992), WIBERG, MORÉN 

(1999)). PERRE, THIERCELIN (2004) apply 

wedges of air-dry wood (sorbus torminalis due to 

its homogeneity) and water (within sheets of My-

lar film) to determine the attenuation depending 

on material layer thickness. However, JENSEN et 

al. (2002) point out that simultaneous assess-

ment of 𝑀𝐶 and 𝜌 is sensitve toward small vari-

ations in the setup due to the chemical similarity 

of wood and water. For in-situ investigations of 

dynamic processes in WBCs or wood such as 

the RDP formation and water vapour movement 

during hot-pressing or moisture sorption with 

swelling and shrinkage in general, the differential 

evaluation may not be feasible due to successive 

variation of the local raw density and the overall 

geometrical conditions (e. g. lateral expansion), 

i. e., moisture and wood matter variation pro-

cesses are superimposed. Here, GRUCHOT 

(2009) was not able to provide a clear discrimi-

nation between the movement of wood matter 

and water in his in-situ investigations of the MDF 

hot-pressing process. For the examination of 

such superimposed processes, SOLBRIG et al. 

(2015c) propose the application of neutron radi-

ography in WBC research, which may be utilised 

as quantitative method and combined with other 

techniques such as X-ray densitometry. Here, 

neutron radiation in comparison to X-rays yields 

considerably higher contrast between water and 

wood matter due to the high cross-section of the 

element hydrogen H1  (cf. MANNES et al. (2009), 

LANVERMANN et al. (2014b)), which is even appli-

cable to large wooden objects by means of fis-

sion neutrons (cf. OSTERLOH et al. (2008)). 

Obviously, the radiation attenuation potential of 

wood matter and water for X- or gamma-rays is 

in a similar order. The like applies to organic ad-

hesive resins as shown above by means of the 

exemplary mass attenuation coefficients for UF, 

PF, and PMDI. However, the low contrast be-

tween the WBC constituents and water was al-

ways an issue in examinations aiming at the dis-

crimination of the very same or in respective 

structural investigations. In medical applications, 

contrast agents such as iodine are utilised, 

where no sufficient contrast can be obtained be-

tween similarly attenuating human tissues (cf. 

NAGEL (2003), HERTRICH (2005)). Likewise, con-

trast agents as particles or solutions can support 

special imaging or measuring tasks in technical 

X-ray applications. WANG et al. (2007) utilise 

chemically inert gold particles to improve the im-

aging contrast between the constituents of wood 

plastic composites, to explore the inner struc-

ture, deformation, and damage accumulation of 

the final material under load or other environ-

mental conditions. LI et al. (2016) apply CsCl with 

2.5 % concentration in demineralised water for 

absorption analysis in MDF and OSB and point 

out similar penetration behaviour of the solution 
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like pure water. Nevertheless, the particle size 

(molecules, ions) of the contrast agent must fun-

damentally be considered in comparison to pore 

sizes and potential interaction with the wood 

matter, which may bias the regular sorption char-

acteristics. In their CT investigations of wood-ad-

hesive bondlines, PARIS et al. (2015) found cus-

tomary adhesive-resin polymers to have similar 

chemical characteristics and density compared 

to wood cell-wall polymers and consequently ap-

ply iodine as contrast agent in the adhesive rec-

ipe. VAZIRI et al. (2011) measure the weld line 

density between wood specimens welded to-

gether via linear vibration welding, where no ad-

hesive is applied and no contrast agent may be 

injected. However, contrast agents are not yet 

very common in WBC research by means of 

X-rays but may enhance the distinguishability 

between the constituents of WBCs as well as 

water whereas their impact on the investigated 

characteristics must be considered. 

Besides wood and conventional WBCs, other lig-

nocellulosic material as well as respective com-

posites are researched regarding their raw den-

sity properties in terms of material testing and 

product development. Here, neither coniferous 

nor deciduous wood but bamboo, palm wood or 

annual plants are utilised. RDPs are determined 

by SCHEFFLER, BLÜTHGEN (2017) within the culm 

wall of different bamboo species and by 

KRÖCKEL (2017) on panels made of bamboo 

scrimber. Bark is also applied for panel manufac-

turing in the laboratory, where GÜNTHER et al. 

(2015) analyse the inner structure of wood bark 

insulation boards by means of CT regarding the 

distribution of bark components with different 

raw densities. The raw density distribution of bi-

omass pellets is investigated by TENORIO et al. 

(2015) via 7 kVp X-ray imaging and densitometry 

for RDP determination in both longitudinal and 

transversal direction of the pellets made of differ-

ent lignocellulosic material (i. e. wood and agri-

cultural crops). Besides organic adhesive appli-

cations, cement-bonded particleboards are in-

dustrially produced and further investigated, 

where DIRESKE et al. (2017) evaluate appropriate 

measuring conditions and accuracy for this ra-

ther highly-attenuating composite. Note here, 

such lignocellulosic raw material and the corre-

sponding composites differ in the elemental 

composition from clean (European) wood spe-

cies particularly considering the mineral content, 

which is comprehensively discussed in Chapter 

IV–2.3.2. 

Beyond wooden or more generally lignocellulo-

sic raw material, similar studies regarding radio-

metric density determination on comparable low-

𝑍, polymeric, and partly porous materials exist. 

KOTWALIWALE et al. (2007) utilise 22 layers of 

polystyrene sheets with consequently 𝑠T =

0.08…6.03 mm in order to predict the 𝜇 𝜌⁄  via 

X-ray imaging at 15…50 kVp, where the calibra-

tion material is considered to be similar to the bi-

ological material under investigation regarding 𝜌 

and 𝑍. DU PLESSIS et al. (2013) propose a cali-

bration method for X-ray CT on polymeric low-𝑍 

materials, where a linear function is fitted be-

tween the average CT grey values and the cor-

responding range of actual density values (𝜌 ≈

900…2200 kg m3⁄ ). They regard, nevertheless, 

differences in chemical composition of the meas-

ured compared to the calibration material as rea-

son for deviations between experimental and ac-

tual density values. SINKA et al. (2004) consider 

non-linearity effects from beam hardening and 

scattering (refer to Chapter II–2.4.4 and II–2.5.4) 

in their calibration for the determination of den-

sity distributions in tablets by means of X-ray CT 

at 40 kVp. The tables were manufactured using 

microcrystalline cellulose powder with 100 µm 

particle size and 1520 kg/m³ solid matter density, 

which is pressed under different conditions re-

sulting in tablet raw densities ranging from 

1189…1221 kg/m³. Obviously, other porous ob-

jects are similarly investigated like WBCs, where 

the densification is relevant for the final product 

properties. 

X-ray densitometry on wood and WBCs of com-

mon sizes is mainly performed in an energy 

range, which is similar to medical applications. 

Moreover, the two different sectors feature com-

parable requirements such as to obtain appropri-

ate imaging or measuring contrast within simi-

larly attenuating material or tissue as well as wa-

ter. For both imaging and measuring purposes, 

X-ray applications on WBCs may be considered 

to correspond to medical applications rather than 
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to common X-ray NDT predominantly on metal 

samples, i. e. coarse structure analyses such as 

qualitative imaging investigation of weldings or 

castings regarding processing failures. Beyond 

diagnostic radiology, i. e., medical X-ray imag-

ing, also densitometry applications exist particu-

larly with measurements of the bone density (cf. 

HUDDLESTON (1988)) but also considering soft 

tissue and the accuracy of CT values in depend-

ence on beam hardening (cf. SCHMITT et al. 

(1987)). 𝑍eff considerations are common in the 

context of phantom material selection, i. e., tis-

sue substitutes, (cf. SINGH et al. (2014a)). Here, 

even wood and WBCs are evaluated by BANJADE 

et al. (2001) and MARASHDEH et al. (2015), re-

spectively as already discussed in Chapter II–

2.2.4. The latter examine the radiation-physical 

properties of mangrove wood PB and 

MARASHDEH et al. (2012) measure RDPs of the 

manufactured specimens. MARASHDEH et al. 

(2015) discuss their results in comparison to 

breast tissue, which is comparable to (moist) 

WBC matter regarding its 𝑍eff (cf. TAYLOR et al. 

(2012)) and, therefore, its attenuation potential, 

but shows increased hydrogen mass fraction 

𝜔(H), which is well-known to be relevant regard-

ing scattering. Eventually, mammography deals 

with corresponding methodical issues like WBC 

densitometry considering the low radiometric 

contrast between the structural members with 

similar elemental compositions. Hence, the re-

search in such medical applications is consid-

ered to provide appropriate approaches adapta-

ble to densitometry on WBCs. 

 

3.4 Concluding remarks 

Comprehensive reports on the early develop-

ments of techniques and procedures for wood 

densitometry as well as RDP determination on 

WBCs by means of X- and gamma-rays exist in 

the literature. Likewise, X-ray CT applications for 

structural investigations have been comprehen-

sively examined, however, with a focus on imag-

ing rather than densitometry. Moreover, modern 

CT research investigates and implements spe-

cial technologies, which are increasingly availa-

ble due to the general technical progress and en-

able further insights such as phase contrast im-

aging (cf. ALS-NIELSEN, MCMORROW (2011)), 

where, e. g., DEROME et al. (2011) utilise the 

method for the CT investigation of wood swelling 

hysteresis at the cellular scale. PLANK et al. 

(2017) report on 4D-XCT applications, where the 

time domain is implemented in CT data evalua-

tion and, e. g., in-situ investigations become fea-

sible with 3D information. Regarding conven-

tional X-ray densitometry in WBC industry and 

science, however, there is a certain lack of in-

vestigations considering the development and 

evaluation of existing recent improvements and 

few corresponding scientific studies are availa-

ble. However, general insufficiencies were ob-

served in the measuring practice in WBC indus-

try and also unveiled in terms of preliminary in-

vestigations. Obviously, the effects of the former 

replacement of radioisotopes by X-ray tubes as 

well as beam hardening and further radiation-

physical phenomena, which are well-known to 

cause non-linearities in the measuring results, 

were not holistically considered. Thus, previous 

and current X-ray densitometry devices may 

yield more or less accurate results under certain 

conditions in a limited range. Their radiation-

physical design appears, nevertheless, ques-

tionable to some extent. 

Fundamental investigations of the X-ray trans-

mission measuring methodology and its results 

on wood and WBCs are rare. LIU et al. (1988) 

confirm the area density 𝜌A to be a “[…] signifi-

cant parameter that determines the degree of at-

tenuation.” Furthermore, they clarify “good-archi-

tecture” conditions for densitometry on wood to 

comprise 

- linear source-absorber-detector alignment 

with vertical radiation incidence, 

- convergent, narrow collimated beam (prior 

and behind absorber), 

- absorber of uniform thickness, and 

- monochromatic radiation with optimal en-

ergy (according to OLSON et al. (1988)), 

where radiation attenuation is described by ex-

ponential intensity diminution following Beer’s 

law eq. (II-10). In applied radiometric WBC in-

vestigations and common densitometry by 
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means of X-rays, these conditions cannot be 

reasonably met in any case. 

Beyond the measuring architecture, the applica-

tion range regarding the area density of the ma-

terial under investigation is relevant in order to 

obtain ideal attenuation conditions. From the 

aforementioned theoretical wood densitometry 

and some further studies a range of “ideal trans-

mission” around 𝑇 = 1 𝑒⁄  becomes obvious, 

which is henceforth considered to provide appro-

priate measuring conditions. Nevertheless, 

WBCs are inhomogeneous and porous low-𝑍 

material, which features partly considerable raw 

density differences  

- between the various panel types, 

- within one panel as vertical RDP or 

- between the processing steps due to densifi-

cation of the furnish mat to the final panel. 

Finally, all these conditions must be considered 

for X-ray densitometry on WBCs and need con-

sequently to be investigated in order to yield re-

liable and valid measuring results. 

 



 

Section III 

Research gap, objectives, and scope 

 

In the field of X-ray measurements on wood-

based composites (WBCs), general insufficien-

cies are empirically known and were unveiled via 

preliminary investigations for the present thesis. 

Obviously, technological improvements are re-

quired regarding design and pre-setting of previ-

ous X-ray densitometry devices. In addition, in-

creasing requirements in WBC production have 

generated a practice-oriented demand to also in-

crease the accuracy (as well as precision) and to 

make the X-ray measuring systems adaptable to 

the particular requirements of the application, 

i. e., the specific measuring tasks. Moreover, re-

garding the actual influence of varying material 

compositions on densitometry results depending 

on, e. g., type, wood species, glue liquor, and 

moisture content, some proposals exist but a 

fundamental study is lacking. Past studies, how-

ever, have focused on the exclusive application 

of more or less established nondestructive test-

ing (NDT) methods rather than on fundamental 

considerations. Because X-ray spectra govern 

radiation attenuation in the material under inves-

tigation, particularly the consideration of poly-

chromatic radiation character with explicit deter-

mination of transmission spectra from varying 

WBCs is still pending. The complex relationship 

between material and radiation parameters and 

their impact on measuring results has yet to be 

holistically explored. Fundamentally, a well-

known connection exists between the attenua-

tion of ionising radiation and the density of the 

irradiated material, where this proportionality 

serves as the basis for density measurement (re-

ferred to as densitometry). Considering the at-

tenuation of polychromatic X-rays in porous and 

inhomogeneous low-𝑍 matter, however, radia-

tion-physical effects occur, which are considered 

to bias the basically linear context, and thus to 

yield biased densitometry results under certain 

conditions. Note, the impact of 

- X-ray setup and beam geometry, 

- radiation spectrum and beam hardening, 

- scattering and radiation build-up, 

as well as  

- material type and composition 

is generally known for X-ray transmission meas-

urements. Their explicit impact and, furthermore, 

their interdependencies with respect to WBCs 

have, however, yet to be comprehensively de-

scribed.  

The aim of the present thesis is to investigate the 

context of material and radiation aspects, which 

are considered to be relevant for X-ray densitom-

etry on WBCs. Therefore, an interdisciplinary ap-

proach in the field of NDT on wood and WBCs is 

followed. To this end, the detailed objectives are 

to combine both 

- fundamental investigations and analyses in-

cluding their critical discussion to character-

ise the applied material regarding relevant 

properties for interaction with ionising radia-

tion and 

- experimental as well as theoretical investi-

gation of interaction of X-rays with the char-

acterised matter. 

Accordingly, a fundamental but practice-oriented 

contribution is provided as scientific basis for re-

quired improvements. The focus is on the devel-

opment of approaches used to describe the irra-

diation conditions by means of the employed 

X-ray transmission setups. Implications on ap-

propriate X-ray parameters for densitometry on 

WBCs are provided. However, no explicit im-

provements of the utilised X-ray devices are per-

formed. 

First, the utilised material is described. The same 

set of lab-made MDF and furnish mats (fibres 

and particles) as well as the same customary in-

dustrial panels are utilised throughout the study. 

The aim is to yield a more or less comprehensive 

data set for the applied material. To this end, an-

alytical investigations are subsequently per-

formed, i. e.,  
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- determination of solid matter density (true 

density) and porosity, 

- characterisation of furnish morphology, and 

- analysis of elemental composition complete 

with ash content. 

Based on fundamental knowledge and particu-

larly supported by the analysis data, an empirical 

radiation transmission concept through inhomo-

geneous and porous low-𝑍 composites, i. e., 

WBCs, is developed from the radiation beam’s 

point of view on distinct scales. A round robin 

test of raw density profile (RDP) measurement 

on customary industrial WBCs is included in this 

thesis as an initial part of the main X-ray investi-

gations to verify the proposition of erroneous 

RDP measuring results. X-ray measurements 

are performed by means of different setups, 

which basically correspond to current devices as 

applied in WBC industry and research. The in-

vestigations comprise both 

- more or less regular X-ray transmission 

measurements to evaluate radiation attenu-

ation in dependence of material and radia-

tion parameters as well as  

- X-ray spectra determinations with modified 

setups, where the detectors are replaced by 

a spectrometer. 

The latter measurements are furthermore com-

pleted with corresponding simulations of the 

spectra. Beyond measurements and due to the 

lack of fundamental studies on the attenuation of 

polychromatic radiation in WBCs, comprehen-

sive theoretical investigations are performed 

with computations considering  

- an effective atomic number 𝑍eff  

and particularly 

- the energy-dependent mass-fraction-

weighted total mean mass attenuation coef-

ficients 𝜇 𝜌⁄ (𝐸)mix via mixture rule  

employing the determined elemental composi-

tions with subsequent evaluation of the compu-

tation results and virtual variation of the compo-

sitions to explore the boundary conditions. The 

computation results are consequently compared 

to corresponding measuring values of the mean 

mass attenuation coefficient 𝜇 𝜌⁄ . Ultimately, all 

results from measurements and theoretical con-

siderations are combined to show the impact of 

beam hardening, scattering, and radiation en-

ergy on the X-ray densitometry on WBCs and to 

draw further conclusions on their radiation-phys-

ical interdependencies complete with material 

parameters, i. e., composition and structure of 

WBCs. Finally, an enhanced law of attenuation 

is deduced in order to provide an appropriate ra-

diation-physical description for radiation trans-

mission through WBCs and related material with 

regard to the applied broad-beam X-ray attenu-

ation. The thesis closes with final implications 

and prospects considering the methods and ap-

plications of X-ray densitometry on WBCs. 

Note, the thesis focuses on the examination of 

X-ray transmission through WBCs. To this end, 

no extensive measuring series but rather explor-

atory tests are performed to conclude the com-

plex relations to a central approach, which 

needs, in turn, to be verified with subsequent test 

series. Among others, MDF is preferably utilised 

in such fundamental investigations because it is 

the most homogenous WBC and has further ad-

vantageous properties. Regarding adhesive res-

ins, there is a further focus on urea-formalde-

hyde-based systems (UF) owing to their major 

commercial relevance. Beyond various radiation 

parameters for the X-ray measurements, no var-

iation or independent evaluation of the detector 

characteristics are carried out, which is, how-

ever, instead considered to be an existing part of 

the setups. For statistical considerations, tests 

on the distribution type are deliberately omitted 

and preferably robust methods are applied, i. e., 

nonparametric tests, due to the partly small sam-

ple sizes and the exploratory character of this 

study. Ultimately, regarding the radiation-physi-

cal effects on densitometry, no existing correc-

tion methods, e. g., from medical or technical 

computed tomography (CT), are applied, since 

the present thesis aims to provide a fundamental 

investigation of the radiation-physical phenom-

ena and to deduce practice-oriented conclusions 

for X-ray densitometry on WBCs. 

 



 

Section IV 

Experimental and theoretical investigations 

 

1 Material 

1.1 Lab-made furnish mats 

Among others, common X-ray measuring appli-

cations in WBC production are to be found in the 

forming line on the pre-compressed furnish mat 

(refer to Figure I-1, after section C). Hence, re-

spective furnish mats were manufactured with 

predefined parameters in the laboratory to make 

such material available for various X-ray meas-

urements and further examinations. To distin-

guish the furnish mats based on their particle 

types, the term fibre mats exclusively refers to 

MDF and the term particle mats to PB, respec-

tively. Thermomechanical pulp (TMP) fibrous 

material was provided originating from a Central 

European panel manufacturer primarily made of 

softwood (labelled TMP-F, different from Chap-

ter IV–1.2). Further information regarding wood 

species composition or outward transfer, how-

ever, is not explicitly detailed. For particle mats, 

both surface (SL) and core layer (CL) particles 

with undefined wood species composition were 

drawn out prior to the blender resination from a 

Scandinavian particleboard production line dur-

ing manufacturing of regular 16 mm panels. 

However, the size of all particle types is analysed 

in Chapter IV–2.2. Mats of resin-unblended par-

ticles were manually formed in boxes whose di-

mensions do not disturb the respective beam 

paths. Homogeneous lateral material spread 

was considered via mat height and manual pre-

pressing – in the case of SL particles by means 

of a parallel aligned and vibrating force plug as 

shown in the setup in Figure IV-1. Even material 

distribution is also challenging during fibre mat 

forming whereas mechanical homogenisation is 

less feasible at this scale. Additionally, varyingly 

strong mat springback makes it difficult to obtain 

constant mat thickness along samples of the 

same area density. Notwithstanding that, han-

dling of only loosely formed furnish mats compli-

cates the reproducibility of both radiometric and 

gravimetric measuring results. Any method and 

condition variation on one and the same sample 

seems unachievable. To enable a comprehen-

sive study of radiation attenuation behaviour in 

specifically pre-densified wood-particle-resin-

matrices, cured furnish mats were produced with 

a predefined composition, area density, and 

equilibrium moisture content. Consolidation ratio 

and subsequent mat raw density were empiri-

cally adapted to individual practice-oriented con-

ditions after cold pre-press (refer to Figure I-1) 

aiming at raw densities 𝜌 listed in Table IV-1 at 

finally 9 % MC. 

 

 

Figure IV-1: Setup for forming and measuring of parti-

cle mats (here SL particles) on actual forming belt 

(dark blue bottom cover) including parallel aligned and 

vibrating force plug within PMMA cylinder (inner diam-

eter 172 mm). 

 

furnish 
particles 

 𝝆𝐀  

 [kg m2⁄ ] 
 𝝆 

 [kg m3⁄ ] 
 𝒕 

 [mm] 
quantity 

[pc.] 

fibres 1 125 8 9 

fibres 2 125 16 16 

SL 1 300 3.3 6 

CL 2 200 10 13 

Table IV-1: Target parameters of the lab-made cured 

furnish mats at 𝑀𝐶 = 9 %. 
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Furnish material was blended per type with urea-

formaldehyde adhesive resin (resin content on 

dry furnish mass basis 𝜔(UF)OD = 10 %, type 

UF2, refer to Table IV-3), 1 % hardener (40 % 

ammonium sulphate solution), and additional 

water (15 % target MC) without the use of further 

additives like hydrophobing agents in the glue 

liquor individually considering the actual furnish 

MC. Resination was carried out using a two-me-

dia nozzle with 1.5 bar atomisation pressure in a 

rotating drum with 𝑛 = 50 min−1. In the case of 

fibres, post-blending time was minimised to 

avoid felted agglomerations and both dry and 

blended material was fluffed pneumatically. 

Gravimetrical dosing and homogeneous mat 

forming was directly performed within steel cylin-

ders (inner diameter 174 mm) with subsequent 

isochoric consolidation therein according to tar-

get parameters in Table IV-1. Considering later-

ally bounding cylinder walls, respective mat ex-

pansion during pressing and corresponding den-

sity drop-off toward mat edges is not expected to 

occur. All furnish mats fixed in this manner by 

round blanks of steel on both faces (with parch-

ment paper in between) were stored in an air-

circulating furnace at 𝜗f rnace ≈ 110 ℃ for 50 min 

(1 kg/m²) and 60 min (2 kg/m²), respectively, for 

resin curing. Durations originate from preliminary 

tests considering resin curing time. For exem-

plary photographs of the densification setup, ref-

erence is made to Appendix VII–1.1. Note, the 

presence of cured resin instead of typically 

blended furnish by raw glue liquor is assumed to 

have a negligible influence on the total elemental 

composition at the same MC and final radiation 

attenuation considering X-ray measurements in 

Chapter IV–4.3.2.2, where these specimen are 

exclusively used for. Because cured mat disk di-

ameter serves as intended specimen size, no 

further sample processing was necessary. 

Figure IV-2 shows the final mat disks made of 

TMP fibres (top and middle, henceforth labelled 

Fmat), SL (middle, SLmat), and CL (bottom, 

CLmat) particles. Due to cold compression, slow 

through-heating, and consequently uniform plas-

                                                      

19  Refer to the respective remark in Figure I-1 (section C), where the considered vertical bulk density profile of the furnish mat 
was, however, not explicitly examined so far. 

ticisation, homogeneous vertical RDP was in-

tended. However, the RDP actually obtained dif-

fers significantly from the aim as exemplarily 

shown in Figure IV-3. Corresponding to the con-

siderable raw density drop-off toward lower sur-

face (𝑡 = 15 mm), the face appears 

- wavy, 

- concave, 

- manually more compressible, i. e. softer, and 

- coarse with more teared out fibres 

compared to the upper one which is more com-

pact and smooth but not as consolidated as a 

ready-pressed panel. At the edge, the region 

around 𝜌max at 𝑡 ≈ 12 mm is less compressible 

than the surrounding but no distinct differences 

regarding to densification are visible. This is 

caused by interdependent reasons. During fibre 

mat forming, fine (and potentially worse resin-

blended) material trickles down leading to worse 

internal bond of lower surface layer. The effect 

of poor surface soundness is emphasised by 

faster heating and subsequently earlier curing 

and, in turn, earlier cracking (thermally-induced 

hydrolysis) of resin. Consequently, poor bonding 

quality results in considerable spring-back and 

loosening of fibrous material within the lower sur-

face. During un-heated fibre mat consolidation to 

target thickness within the steel cylinder, air ex-

haust was only enabled at the upper face 

through the gap between the steel blank and in-

ner pipe wall. Thus, higher densification occurs 

in the upper surface layer. However, the phe-

nomenon is similar to real scale WBC production 

where especially fibre mats are considered actu-

ally not to reveal a homogeneous densification 

profile19 after cold pre-pressing. Here, furnish 

mats are transported by an air-impermeable 

forming belt (e. g. made of mesh coated with 

thermoplastic polyurethane) whereas the upper 

permeable mesh belt enables air exhaust. Be-

yond furnish mat manufacturing, considerable fi-

bre material tear outs can be observed at lower 

surface edges during specimen cutting 

(50 × 50 mm² for RDP measurement) by circular 

saw. Nevertheless, no RDP measurements were 
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carried out on the fragile particle mats where 

specimen preparation was not feasible. Actual 

moisture and density parameters of all furnish 

mat samples are presented in Table IV-5 in 

Chapter IV–1.5. 

 

 

 

 

1.2 Lab-made homogeneous 

fibreboards 

Predefined material for X-ray measurements 

and further investigations is likewise required as 

ready-pressed panels in addition to the furnish 

mats (Chapter IV–1.1) whereas laboratory man-

ufacturing is, however, limited to MDF. As dis-

tinction from customary industrial MDF, the ab-

breviation labMDF is introduced for the lab-made 

homogeneous fibreboards described hereafter. 

Despite partially manufactured mean panel raw 

densities �̅� > 850 kg m2⁄ , lab-made panels are 

referred to as MDF nominally on all raw density 

levels without distinction between MDF and 

HDF. Fibreboards are exclusively utilised as lab-

made means of choice because of the respec-

tively highest obtainable homogeneity and con-

sequently lowest property standard deviation 

amongst all WBC types. Thus, MDF allows re-

duced sets of samples in general and their appli-

cation for exploratory studies such as the pre-

sent one. 

All manufactured panels (Figure IV-4) follow a 

well-defined pattern of raw density 𝜌, thickness 

𝑡, and, consequently, area density 𝜌A in mutual 

relation (multiplier 13 8⁄ ) as obvious from Table 

IV-2. Accordingly, samples with equal 𝜌A and 

varying densification ratios are obtained cover-

ing a practise-oriented range. Predefinition of 

sample variation is based on the kernel element 

with 𝑡 = 19 mm and �̅� = 650  kg m3⁄  more or less 

 

Figure IV-2: Final lab-made furnish mats as cured 

disk-shaped bodies made of resin-blended TMP fibres 

(top and middle, henceforth labelled Fmat), SL (mid-

dle, SLmat), and CL (bottom, CLmat) particles. 

 

 

Figure IV-3: Exemplary vertical RDPs of the cured 

2 kg/m² fibre mats (Fmat2) measured by the Ag-target 

RDP device (Chapter IV–4.2.2) at standard conditions 

20 °C/65 % RH with the mean profile calculated from 

four single measurements (specimens 1…4), all sin-

gle charts aligned at upper surface (𝑡 = 0). 
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representing the most common panels MDF and 

PB regarding to 𝑡, 𝜌, and 𝜌A, whereas no distinct 

vertical RDP is intended. Quantity is kept to one 

panel per modification because of elaborate 

manufacturing as follows and rather small re-

quired specimen sizes. However, the applied 

nondestructive methods enable repeated meas-

urements on one and the same specimen. To 

obtain monolithic matter for irradiative purposes 

in terms of a specifically densified wood-particle-

resin-matrix of more or less precisely known 

composition, homogeneous panels without raw 

density gradients in any direction are required. 

Manufacturing of such panels is only feasible on 

a lab scale with particular pressing process con-

siderations. 

TMP fibres primarily made of softwood (labelled 

TMP-H, different from Chapter IV–1.1) were pro-

vided as dry raw material. Despite their origin 

from a Central European panel manufacturer, no 

further information regarding wood species com-

position or outward transfer is available. How-

ever, fibre size is analysed in Chapter IV–2.2. 

For panel manufacturing, fibres were blended 

batch-wise with urea-formaldehyde adhesive 

resin (resin content on dry furnish mass basis 

𝜔(UF)OD = 10 %, type UF1, refer to Table IV-3) 

and additional water (12 % target MC) in the glue 

liquor without the use of further additives like hy-

drophobing agents considering actual fibre MC 

of the respective batch. In this case, adhesive 

resin type did not require additional hardener. 

Batch-wise resination was carried out unsing a 

two-media nozzle with 1.7 bar atomisation and 

0.5 bar liquid pressure in a horizontal plough-

share blender (𝑛 = 66 min−1) with an additional 

radially aligned chopper (Gebrüder Lödige Mas-

chinenbau GmbH, Paderborn, Germany) within 

2…4 min followed by 5 min post-blending time. 

To disintegrate felted agglomerations initially 

present and caused by blending, both dry and 

resinated fibres were fluffed pneumatically. 

Gravimetrical dosing and homogeneous in-plane 

mat forming was directly carried out on the (cold) 

lower aluminium pressing plate (with parchment 

paper in between) surrounded by a simple form-

ing box. At this, specific edge overmetering was 

performed to counteract lateral expansion during 

pressing because of missing resistance around 

panel edges and resulting density drop-off at the 

very same. To reduce the height of fluffily formed 

mats restricted by hot-press daylight (max. 

250 mm), pre-compression was performed via 

hydraulic unheated pre-press – in the case of 

high 𝜌A up to the pressure limit. Afterwards, each 

pre-consolidated fibre mat was equipped with a 

thermocouple (type J) with its tip in the centre for 

process control via core temperature. Covered 

with the upper aluminium pressing plate, the 

whole package was positioned within the hy-

draulically driven and electrically heatable labor-

atory press (Siempelkamp, Krefeld, Germany) at 

room temperature. Temperature gradient within 

the mat has to be minimised during pressing to 

obtain the intended homogeneous vertical RDP. 

To this end, a pressing schedule suggested by 

HAAS (1998) was applied with slight modifica-

tions. Accordingly, unheated fibre mats were 

compressed down to target thickness (including 

sanding allowance of totally 1.5 mm) within 50 s. 

To unify start point, rather fast heating up to 

30 °C followed. Subsequently, pressing platen 

temperature was increased with a setpoint ramp 

 

Figure IV-4: Lab-made MDF (labMDF) specimens with 

the nominal dimensions of 50 × 50 × 𝑡panel mm
3 as 

set of all manufactured types according to Table IV-2 

(further photographs in Appendinx VII–1.1). 

 

𝝆    𝒕 [mm]   

[kg m3⁄ ]  11.7 19 30.9  

400 4.7 7.6 12.4 
𝝆𝐀 

 [kg m2⁄ ] 
650 7.6 12.4 20.1 

1056 12.4 20.1 32.6 

Table IV-2: Target parameters of the lab-made homo-

geneous MDF (without sanding allowance) at EMC at 

20 °C/65 % RH in mutual relation (multiplier 13 8⁄ ) with 

equal area densities 𝜌A along the upward diagonals. 
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of �̇� = 1 K min⁄  up to 𝜗press = 110 ℃ aiming at a 

mat core temperature 𝜗CL > 105 ℃. To ensure 

even through-heating and resin curing, a 5 min 

retention time was added. Likewise, WONG et al. 

(1999) perform homogenous PB manufacturing 

via cold densification to target thickness. They, 

however, heat the press platens up to 160 °C, 

which is considered to support cracking (ther-

mally-induced hydrolysis) of resin due to rather 

long total press time, and thus can result in more 

distinct mellow surface areas. After press open-

ing, individual panels were stored vertically for 

smooth conditioning. The pressing procedure 

took > 85 min per panel. However, the degree of 

cure is assumed to differ from customary indus-

trial panels corresponding to through-heating 

conditions. Likewise regarding industrial panels, 

actual resin molecule structure varies whereas 

their influence on total elemental composition at 

the same MC and final radiation attenuation 

needs to be assumed as negligible, in turn. Due 

to cold compression where particles are not plas-

ticised, high mat counter pressure occurs which, 

in turn, increases with increasing target raw den-

sity. A range of 2.1…5.3…16.6 N/mm² was ob-

served whereas maximum specific pressure typ-

ically does not exceed 4…5 N/mm² in case of 

hot-pressing. Thus, in-plane dimensions of the 

1056 kg/m³ panels had to be reduced according 

to hydraulic pressure limit of the employed lab 

press. Finally, panels of 400 × 600 mm² (regular) 

and 350 × 350 mm² (reduced), respectively, 

were manufactured. Besides samples for other 

research purposes, basically two nominal speci-

men sizes were respectively cut from panel cen-

tre after calibration sanding to target thickness 

(Table IV-2): 

- 105 × 105 mm² and  

- 50 × 50 mm² (additionally one respective 

non-sanded set). 

Table IV-2 shows one such set of specimens. 

Despite edge overmetering, density drop-off is 

unavoidable. Thus, a 50 mm wide surrounding 

margin was squared up per panel. Further indi-

vidual sampling operations are pointed out in the 

respective method chapter. Figure IV-5 shows 

examples of the obtained homogeneous vertical 

RDPs (one plot per nominal thickness and raw 

density). Obviously, not all panels show a totally 

 

Figure IV-5: Exemplary homogeneous vertical RDPs 

of labMDF after calibration sanding with one plot per 

nominal thickness and raw density acc. to Table IV-2, 

measured by the W-target RDP device (Chapter IV–

4.2.3) at standard conditions 20 °C/65 % RH with 

mean specimen raw density �̅� (all panel values in Ta-

ble IV-5); 𝑡 = 0 corresponding to upper surface. 
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homogeneous RDP. Nevertheless, except for 

the 1056-30.9 specimen, no labMDF yields 

higher surface than core raw density. Thus, the 

adapted temperature set-point ramp (�̇� =

1 K min⁄ ) resulted in steady mat through-heating 

with minimised 𝛥𝑇 along thickness and conse-

quent uniform plasticisation. Likewise, HAAS 

(1998) concludes regarding his manufactured 

panels and finally suggests a temperature in-

crease just slightly above 1 K/min, particularly in 

the case of high raw densities where he ob-

serves 𝛥𝑇max = 5 K between surface and core of 

a 20 mm panel. Actual moisture and density pa-

rameters of the labMDF samples are presented 

in Table IV-5 in Chapter IV–1.5. 

 

1.3 Customary industrial panels 

In contrast to predefined lab-made composites, 

customary industrial panels of random origin 

were utilised. However, their concisely selected 

type, structure, and thickness variations cover a 

practice-oriented range. Investigations consider-

ing X-ray RDP determination particularly focus 

on 19 mm panel thickness due to commercial rel-

evance of the very same thickness range 

16…19 mm (except flooring) and representative 

RDP characteristics. Oriented strand board 

(OSB) was excluded for structural reasons. Full 

size raw particles (strands 𝑙 > 50 mm, 𝑡 < 2 mm, 

acc. to DIN EN 300 (2006), up to 

25 × 150 × 0.7 mm³, cf. THOEMEN et al. (2010)) 

exceed the most common specimen size, i. e., 

50 × 50 × 𝑡 mm³. In the case of regular RDP de-

termination, measurements were practicable 

whereas the conditions are disadvantageous for 

fundamental investigations. However, structural 

result deviations generally superimpose measur-

ing dispersion itself. The applied panel types with 

varying utilisation frequencies regarding the re-

spective measurement focus on MDF. Here, 

several nominal thicknesses with 𝑡nom =

2, 3, 6, 8, 10, 12, 19, 25, 30 mm are utilised. A fur-

ther type of MDF-19 as well as PB-19 come in 

addition for round robin test and other analyses. 

                                                      

20  Their repeated and obliging provision of adhesive resin is highly appreciated. Note, particular Kaurit types are known but not 
further pointed out. 

Wood-fibre insulation board with 𝑡nom = 40,mm 

is utilised with regard to light panels. All custom-

ary MDF samples are henceforth summarised 

with the abbreviation indMDF. For exemplary 

RDPs complete with photographs of the speci-

mens, reference is made to Appendix VII–1.3. 

Whereas insulation boards are bonded with MDI 

adhesive resins, glue liquor is assumed to be 

based on UF in the case of MDF and PB. Re-

spective specimens were cut after sufficient trim-

ming from total half-sized panels or appropriate 

residuals. Actual moisture and density parame-

ters of the industrial panel samples are pre-

sented in Table IV-5 in Chapter IV–1.5. Note, 

MDF-3 was artificially created by symmetrical re-

moval of the surfaces via sanding (calibration fin-

ish) of an MDF-8 panel. Thus, a virtually homo-

geneous RDP (see Figure VII-7) was obtained 

corresponding to the more uniform core layer. 

 

1.4 Adhesive resin 

Owing to its commercial and technical relevance, 

exclusively urea-formaldehyde (UF) adhesive 

resins, the most important adhesive systems in 

the WBC industry, were applied on lab-made 

material. For several analytical purposes on iso-

lated adhesive resin, samples of both applied 

types of Kaurit glue liquid, BASF SE, Ludwigsha-

fen, Germany20, were prepared in various differ-

ent ways as follows and summarised in Table 

IV-4, complete with their labels. The delivered 

liquid glue liquor was utilised for sample prepa-

ration without any further additives except hard-

ener. Table IV-3 provides selected properties of 

both glue liquors according to the individual tech-

nical date sheet complete with their particular ap-

plications. The raw liquid resin (label L in Table 

IV-4) consists of UF pre-polymers dispersed in 

water with predefined solid content (SC). A sec-

ond batch was mixed with additional 1 % of 40 % 

ammonium sulphate (NH4)2SO4 solution as 

hardener (LH). There was no further water addi-

tion. From both batches, samples nominally 

comprising 60 g were dosed in 250 ml beakers 

for further preparation. Besides liquid samples 
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for elemental analysis (Chapter IV–2.4; UF-L, 

UF-LH), solid resin is required such as present 

on blended and subsequently dried furnish as 

well as within the final panel referred to as wood-

particle-resin-matrix. Notwithstanding the com-

mon procedure for SC determination (discussed 

in Chapter IV–2.1.2), solid resin bodies were pre-

pared with particular structural considerations. 

To avoid pores as consequence of evaporating 

water from drying as well as polycondensation, 

drying of both glue liquors was performed at 

𝜗RT ≈ 20 ℃ for several days (with) or weeks 

(without hardener), respectively, aiming at as 

void-free as possible moulded solid resin blocks 

(UF-DH, UF-D). Long-lasting duration corre-

sponds to the rather compact volume and minor 

surface compared to thin resin layers spread on 

furnish material. Whereas the air-dried solid 

samples represent conditions prior to hot-press-

ing, actually cured resin was prepared in an ex-

haust air furnace at 𝜗f rnace ≈ 103 ℃ for 30 min 

(with) or 16.5 h (without hardener), respectively 

(UF-CH, UF-C). In the latter case, the resin was 

still completely liquid after 30 min and the final 

block was significantly shrunken. Curing temper-

ature was chosen with respect to actual condi-

tions within panel core layer during hot-pressing, 

where vapour temperature as predominant heat 

transfer mechanism corresponds to just slightly 

increased ambient pressure conditions. Contrary 

to slowly dried samples, cured resin blocks in-

clude cracks and coarse pores. After several 

days of re-conditioning at 20/65, all solid resin 

blocks were crushed and provided for individual 

sampling as well as further preparations as 

needed. Despite slightly differing glue liquor 

properties (Table IV-3) between UF1 and UF2 

and inherently included hardener in the case of 

UF1, respectively obtained analytical results will 

be comparable and can, in turn, be transferred 

to similarly composed UF adhesive resins under 

particular consideration of respective curing con-

ditions. 

 

1.5 Moisture content and density 

Because wood and WBCs are inhomogeneous, 

porous, and hygroscopic materials, all physical 

and elasto-mechanical properties are more or 

less related to moisture content and density, 

which are commonly determined in terms of the 

performed experiments. Moreover, present 

X-ray investigations draw on density determina-

tion with further focus on moisture impact. To this 

end, these basic parameters are, however, not 

explicitly measured on a specific set of samples 

but, as usual, determined in the context of all 

main investigations on the respective speci-

mens. Thus, the data is compiled in this chapter. 

Related methods and facilities are pointed out. 

All utilised material was conditioned at a prede-

fined temperature and relative humidity (RH) to 

constant mass according to the requirements of 

the respective investigation and in accordance 

property (at 20 °C) UF1 UF2 

𝐒𝐂𝐔𝐅 [%] 68 ± 1 66.5 ± 1 

𝝆𝐥𝐢𝐪,𝐔𝐅 [kg m
3⁄ ]  1288…1294 1288…1298 

viscosity [mPa ∙ s]  300…500 350…600 

storability [weeks] 1 4.5…5.5 

F/U n/s n/s 

application and 
investigation 
(in this thesis) 

labMDF 
elemental analysis 

furnish mats 
true density 
ash content 

elemental analysis 

Table IV-3: Properties of delivered liquid glue liquor of 

both applied UF adhesive resins Kaurit glue liquid, 

BASF SE, Ludwigshafen, Germany, according to 

technical data sheet, complete with particular applica-

tions and investigation methods within this thesis. 

 

UF#-* additive treatment state 

* label  (NH4)2SO4  𝝑 duration  

L - n/a n/a liquid 

LH 1 % n/a n/a liquid 

D - 20 °C weeks solid, dried 

DH 1 % 20 °C days solid, dried 

C - 103 °C 16.5 h solid, cured 

CH 1 % 103 °C 0.5 h solid, cured 

 re-conditioning and interim storage always  
at 20/65 to constant mass 

…-OD further oven-drying to constant mass (controlled) 
for individual analysis prior to measurement 

Table IV-4: Summary of preparation types for analyti-

cal purposes on isolated UF adhesive resin with re-

spective labelling for both applied types #1 and #2. 
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with corresponding standards resulting in an in-

dividual equilibrium moisture content (EMC) de-

pending on the material itself. For externally per-

formed experiments, conditioning or likewise 

drying was performed in advance and material 

was sealed for transport due to limited access to 

respective sample environmental equipment at 

the experimental stations as henceforth individ-

ually noted in the chapter of the respective inves-

tigation. However, the main conditions were 

20 °C and 65 % RH (20/65), which is commonly 

referred to as standard conditions. Regarding 

wood and WBCs, such conditioning is typically 

applied for material testing and fundamental as-

pects (cf. ISO 13061-3 (2014), DIN EN 310 

(1993), DIN 68100 (2010), and DIN 68364 

(2003)). In general technical applications, 20/65 

is one of the standard atmospheres (intermedi-

ate level) defined by (withdrawn) DIN 50014 

(1985). Notwithstanding that there is no official 

international representation and DIN 50014 

(1985) was withdrawn without direct substitu-

tion21, 20/65 is considered to serve as standard 

condition in the (European) wood industry and in 

research. Moreover, in international relationship 

with DIN 50014 (1985), ISO 554 (1976) defines 

standard atmospheres for conditioning and/or 

testing, which holds 20/65 to be “used in certain 

fields of application” whereas ISO 291 (2008) as 

further corresponding standard specifies 23/50 

as standard for conditioning and testing of plas-

tics (for non-tropical countries), which is, in turn, 

the recommended atmosphere in ISO 554 

(1976). DIN EN ISO 1 (2016) predefines the 

standard reference temperature for the specifi-

cation of geometrical and dimensional properties 

with 20 °C. However, 20/65 is in the order of reg-

ular indoor ambient conditions, thus, around me-

dium EMC range. In addition, a moist level is ap-

plied with increased relative humidity, i. e., 20 °C 

and 83 % RH (20/83), which is close to the typi-

cal upper limit of application range of wood prod-

ucts (cf. DIN 68100 (2010)). Conditioning was 

performed in a constant climate chamber in the 

case of 20/65 as predominant conditions for all 

X-ray measurements and in a variable climate 

                                                      

21  Note, with DIN 50014 (2018), a follow-up document was meanwhile published, which is, however, fundamentally based on 
ISO 554 (1976) with some modifications. 

cabinet at 20/83 for a selected set of samples. 

Furthermore, oven-dry (OD) conditions were ob-

tained by means of an exhaust air drying furnace 

at 𝜗f rnace = (103 ± 3) ℃, which is relevant as 

more or less moisture-free state for some X-ray 

measurements and particularly for the analyses 

in Chapter IV–2. 

Moisture content 𝑀𝐶 [%] is defined as the 

“amount of moisture contained in wood, ex-

pressed as a percentage of its oven-dry mass” 

according to ISO 13061-1 (2014), which speci-

fies oven-dry determination method with regard 

to small clear wood specimens. The same ap-

plies to WBCs where DIN EN 322 (1993) speci-

fies procedure and calculation, i. e.,  

𝑀𝐶 =
𝑚𝑀𝐶 −𝑚OD
𝑚OD

∙ 100 [%] (IV-1) 

with mass of specimen in initial (moist) 𝑚𝑀𝐶  [g] 

and oven-dry 𝑚OD [g] state. Note, the utilised 

symbols are considered to be more common and 

self-explanatory, and thus, introduced here in 

difference to both standards. However, determi-

nation of 𝑀𝐶 was always performed in accord-

ance with DIN EN 322 (1993) for all material 

types, i. e., furnish or panel specimens, since 

DIN EN 322 (1993) solely requires initial mass of 

at least 𝑚𝑀𝐶 = 20 g regardless of dimensions 

and shape. Drying to constant mass was carried 

out by means of an exhaust air drying furnace at 

𝜗f rnace = (103 ± 3) ℃. Beakers were utilised to 

carry all types of loose material such as fibres 

and particles during weighing and drying. Like-

wise, lab-made furnish mats were reduced to 

small pieces and stored in beakers. In some 

cases, fluffy fibre material caused weighed por-

tions with 𝑚𝑀𝐶 < 20 g. However, results were 

verified in additional tests, where appropriate 

mass loss was found with regard to precision of 

the applied scale. 

Density of material is well-known to be defined 

(cf. DIN 1306 (1984)) as ratio of mass 𝑚 to the 

volume 𝑉 of a sample, i. e., the quotient 

𝜌 =
𝑚

𝑉
=
𝑚

𝑙 ∙ 𝑤 ∙ 𝑡
 (IV-2) 
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commonly expressed in kg m3⁄  in the field of 

wood and WBCs. The determined density ap-

plies to the present temperature and pressure, 

where, in the case of hygroscopic wood and 

WBCs, 𝑀𝐶 becomes an additional material pa-

rameter influencing the density. Moreover, wood 

and WBC density generally refers to the raw 

density (also referred to as bulk density), where 

total volume comprises both solid matter and 

pore volume as defined in, e. g., DIN 51918 

(2012) or DIN 66137-1 (2003). Furthermore, 

considering loose or bulk material such as pow-

der or particles, bulk density takes the total vol-

ume of solid matter and pores inside as well as 

between the particles into account (cf. DIN 

66137-1 (2003)), which is relevant with regard to 

bins or un-compressed furnish mats in the WBC 

process. In contrast to raw and bulk density, the 

true density 𝜌t according to eq. (IV-4)22 only con-

siders solid matter density of porous material, 

which is, in turn, defined as quotient of oven-dry 

mass and solid substance (mainly cell wall) ex-

cluding pores. However, unless otherwise spec-

ified, 𝜌 henceforth exclusively refers to the raw 

density, since all regular determinations on wood 

or WBCs in accordance with ISO 13061-2 (2014) 

or DIN EN 323 (1993), respectively, take total 

volume including pores into account. Further-

more, without consideration of specimen thick-

ness in eq. (IV-2), the area density 

𝜌A =
𝑚

𝐴
=
𝑚

𝑙 ∙ 𝑤
 (IV-3) 

is defined as mass 𝑚 per unit area 𝐴 with the 

context 𝜌A = 𝜌 ∙ 𝑡 and commonly expressed in 

kg m2⁄ . For area density 𝜌A no explicit standards 

exist with respect to WBCs except former TGL 

11369 (1977), where also the today common 

100 × 100 mm2 specimens for gravimetric 𝜌A de-

termination in production and quality control are 

already specified. However, the determination of 

𝜌 and 𝜌A was always performed in accordance 

with DIN EN 323 (1993) for all material types with 

weighing by means of sufficiently precise bal-

ances considering nominal mass of the individ-

ual specimen types. Dimensions for volume and 

                                                      

22  The true density of all relevant materials is determined and further discussed complete with data from literature in Chapter 
IV–2.1. 

area determination were measured in accord-

ance with DIN EN 325 (2012) via digital callipers 

(partly with interface and footswitch to minimise 

operator influence) or outside micrometre on de-

mand, e. g., in the case of thin specimens. For 

dimensions >150 mm a steel ruler was applied. 

The determination was mainly carried out as part 

of RDP measurement on specimens with nomi-

nal dimensions 50 × 50 × 𝑡 mm3 (thus, often re-

peated per specimen in the measuring series) 

and, furthermore, on particular cuttings with di-

mensions corresponding to the respective beam 

geometry of other X-ray measurements. Here, 

the length and width measuring procedure with 

measuring jaws at an angle of about 45° to the 

panel plane and preferably covering the total 

cross-section as specified in DIN EN 325 (2012) 

is found to be best for obtaining valid results par-

ticularly considering panel types with low raw 

density or coarse structure. 

Table IV-5 compiles all results from moisture 

content (𝑀𝐶) and density determination (raw 

density 𝜌 and area density 𝜌A, complete with 

thickness 𝑡) at standard conditions (20/65), 

which is the predominant conditioning level for 

all X-ray measurements. Additionally, OD and 

20/83 results are available for resin-unblended 

pure SL particles, which were utilised for manual 

mat forming (Figure IV-1). Beyond the tabulated 

values, exemplary RDPs are shown in Figure 

IV-3 (Fmat) and Figure IV-5 (labMDF) as well as 

in Appendix VII–1.3 in Figure VII-5 (insulation) 

and Figure VII-7 (indMDF). However, Table IV-5 

comprises data for the lab-made material (pan-

els and furnish mats), corresponding raw furnish 

(fibres and particles), as well as selected indus-

trial panels (MDF and insulation). The results 

represent the arithmetic mean and the coeffi-

cient of variation (CV) per set of samples with at 

least 𝑛 = 3…5 each. The material properties for 

labMDF (Chapter IV–1.2) are listed with individ-

ual mean values and CVs per nominal raw den-

sity (400, 650, 1056 kg/m³) and thickness (11.7, 

19, 30.9 mm). 
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MC results represent the mean per raw density, 

since the determination was mainly performed in 

terms of ash content analysis (Chapter IV–2.3), 

where the thicknesses per raw density level were 

combined due to the limited number of the elab-

orately lab-made panels and the more or less  

destructive nature of oven-drying with potential 

cracks in the panel plane. TMP fibre results are 

to be distinguished regarding the types, i. e., raw 

material utilised for panels (TMP-H, Chapter IV–

1.2) and fibre mats (TMP-F, Chapter IV–1.1). 

Here (and likewise for CL particles), only MC 

   𝑴𝑪 [%]   𝒕 [𝑚𝑚]   𝝆 [kg m3⁄ ]  𝝆𝐀 [kg m
3⁄ ] 

material  𝐦𝐞𝐚𝐧  𝑪𝑽 [%]  𝐦𝐞𝐚𝐧  𝑪𝑽 [%]  𝐦𝐞𝐚𝐧  𝑪𝑽 [%]  𝐦𝐞𝐚𝐧  𝑪𝑽 [%] 

TMP-H 10.8 0.5 n/s  n/s  n/s  

400-11.7   11.65 3.5 396 1.6 4.6 4.3 

400-19 9.4 0.6 19.23 0.3 404 1.7 7.8 1.9 

400-30.9   31.15 0.4 362 1.1 11.3 1.3 

650-11.7   11.89 0.4 620 2.4 7.4 2.6 

650-19 9.5 1.4 19.18 0.2 630 3.2 12.1 3.3 

650-30.9   31.22 0.3 583 1.2 18.2 1.1 

1056-11.7   11.70 0.2 932 2.9 10.9 3.0 

1056-19 9.5 1.9 19.11 0.1 974 1.6 18.6 1.6 

1056-30.9   31.06 0.1 990 0.8 30.7 0.8 

labMDF 9.5 1.3  0.6  1.8  2.2 

   𝑪𝑽(𝐦𝐞𝐚𝐧) 0.7 %        

TMP-F 11.1 1.0 n/s  n/s  n/s  

Fmat1 9.7 0.5 8.53 1.9 122 1.6 1.04 0.6 

Fmat2 9.0 1.4 16.75 1.8 120 5.5 2.03 4.7 

Fmat 9.4 0.9  1.9 121 3.6  2.6 

   𝑪𝑽(𝐦𝐞𝐚𝐧) 5.1 %    1.0    

SL, 20/83 13.8 0.4 2.4…27.9 n/a 245 6.3 0.5…7 n/a 

SL, OD 2.0 5.7 2.0…29.4 n/a 233 2.4 0.5…7 n/a 

SL 10.8 0.7 2.2…27.5 n/a 238 4.5 0.5…7 n/a 

CL 11.7 0.6 n/s  n/s  n/s  

SLmat 10.5 1.3 4.83 2.0 217 2.2 1.05 0.5 

CLmat 11.3 1.1 10.73 2.4 197 2.1 2.11 2.2 

MDF-2 7.7 2.3 1.99 0.4 869 1.2 1.7 1.1 

MDF-3 8.2 0.9 3.19 0.6 774 1.9 2.5 2.1 

MDF-6 8.0 1.4 6.15 0.7 893 0.9 5.5 1.2 

MDF-8 7.9 1.5 8.03 0.6 811 0.8 6.5 0.7 

MDF-10 8.3 1.8 10.10 0.5 774 1.3 7.8 1.0 

MDF-12 8.2 2.3 12.09 0.4 764 0.6 9.2 0.6 

MDF-19 8.2 1.9 19.17 0.4 746 0.5 14.3 0.5 

MDF-25 8.1 1.2 25.21 0.4 742 0.8 18.7 0.7 

MDF-30 8.2 1.0 29.98 0.3 775 1.0 23.2 0.9 

indMDF 8.1 1.6  0.5 794 1.0  1.0 

   𝑪𝑽(𝐦𝐞𝐚𝐧) 2.5 %    6.7 %    

insulation 9.1 0.9 41.99 0.3 212 0.6 8.9 0.8 

Table IV-5: Compilation of all results from determination of fundamental material properties at standard conditions 

20 °C and 65 % RH (unless otherwise stated) with moisture content 𝑀𝐶 acc. to eq. (IV-1), thickness 𝑡 (perpendicular 

to specimen plane), raw density 𝜌 acc. to eq. (IV-2), and area density 𝜌A (in specimen plane) acc. to eq. (IV-3) for 

lab-made material (panels and furnish mats), corresponding raw furnish, and selected industrial panels (mean with 

𝐶𝑉 per set of samples and 𝐶𝑉(mean) of single sample mean values). 
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was determined since the density properties are 

not reasonably measurable on the loose and 

bulky furnish material and not required from the 

raw material. The properties of the cured fibre 

mats (Fmat, Chapter IV–1.1) with nominal area 

densities of 𝜌A,nom = 1 kg m
2⁄  and 𝜌A,nom =

2 kg m2⁄  obviously depend on the individual 

forming and densification. The MC values, how-

ever, can be combined to one Fmat mean due to 

simultaneous manufacturing of the specimens. 

Likewise, the cured particle mats (SLmat and 

CLmat) reveal a structural impact. Furthermore, 

resin-unblended SL particles were conditioned 

on a moist (20/83) and dry (OD) level in addition 

to the standard conditions. Consequently, MC 

significantly differs from 20/65 level, where, how-

ever, 𝑀𝐶 = 2 % represents the effective EMC of 

the OD but hygroscopic material during the, nev-

ertheless, rapidly performed X-ray measure-

ments. Accordingly, the results are found to vary 

more considerably with 𝐶𝑉 = 5.7 % (of the meas-

uring values, i. e., 0.11 % MC). Moreover, the 

shown 𝜌 values and ranges of 𝑡 and 𝜌A represent 

the results of manual mat forming (Figure IV-1), 

which was exclusively performed by means of 

varyingly conditioned SL particles. Finally, the 

properties of the utilised MDF of industrial origin 

(indMDF) are listed according to the nominal 

panel thickness and the values are found to 

range in common orders. Regardless of the typ-

ical raw density differences between the individ-

ual MDF (or HDF) types, MC values are similar 

with a rather low variation of 𝐶𝑉(mean) = 1.7 %. 

The range of variation of all determined material 

properties in Table IV-5 is found to be in a typical 

order and CV tendentially more or less de-

creases with increasing panel thickness. Moreo-

ver, CV of the thickness is expectedly low due to 

calibration sanding of the panels except the 

cured furnish mats owing to the compressible 

(Fmat) and partly coarse (SLmat and CLmat) 

structure of the specimens, where the variations 

are rather attributed to measurement. All differ-

ences from typical CV ranges, e. g. in the case 

of labMDF400-11.7, were double-checked and 

are considered to be attributed to panel pro-

cessing. The like applies to 𝜌 and 𝜌A, where the 

industrially obtained homogeneity (indMDF) de-

pends on the panel type (application) and man-

ufacturer and the lab-made materials (labMDF 

and all furnish mats) reveal the human impact 

despite all the care taken. Accordingly, the mean 

CVs of labMDF exceed the indMDF values. 

Obviously, the actual properties of lab-made 

samples individually differ from their target val-

ues (Table IV-1, Table IV-2). Differences of the 

panel and particularly the mat thickness 𝑡 corre-

spond to the unpredictable springback after con-

solidation as well as the swelling and shrinkage 

behaviour of the final specimens. However, the 

setpoint for panel calibration sanding was rather 

kept beyond target thickness not to yield too thin 

panels. In consequence of thickness calibration, 

the density values partly fall below the target 

(particularly in the case of labMDF1056) alt-

hough an appropriate sanding allowance of 

1.5 mm was considered in the gravimetrical fur-

nish dosing. However, 𝜌A differences from the 

target may further be attributed to not double-

checking the resulting MC of the furnish after 

blending, where, in turn, the actual dry forming 

mass is affected by the very same. Furthermore, 

a defined forming allowance was not applied and 

lateral expansion during hot-pressing of the lab-

MDF was just considered via fibre distribution 

(edge overmetering). Note here, the cured fur-

nish mats were formed and consolidated in steel 

cylinders. Eventually, the aforementioned hu-

man impact particularly regarding manual mat 

forming variations is unavoidable in the case of 

lab-made material. 

Beyond sample manufacturing, the human influ-

ence affects also the specimen measurement, 

where both systematic and random errors may 

occur during gravimetrical raw density determi-

nation. FREYBURGER et al. (2009) compute the 

relative error Δ𝜌 𝜌⁄ = 0.1…0.15 % depending on 

specimen size, where questionable single errors 

are assumed corresponding to the division (dis-

played digits) of the utilised calliper and scale. 

Nevertheless, KORTÜM, RIEGEL (2017) point out 

the potentially high range of variation of the 

measuring device and explore the gauge capa-

bility in woodworking. Moreover, own un-

published capability investigations reveal meas-

uring related deviations particularly due to oper-



84 1   Material Section IV 

ator influence considering the mechanical di-

mension determination of the specimen with fur-

ther dependence on the material structure. The 

results determined via repeat measurements 

(𝑛 = 100) on common MDF and PB specimens 

clarify the practically achievable accuracies by 

means of a calliper in the order of 𝐶𝑉 =

0.03…0.08 %, where typically right-skewed di-

mension distributions occur. Therefore, trun-

cated volumes are mechanically measured. 

However, specimen mass determination is less 

error-prone by operator impact. Consequently, 

gravimetrically determined raw densities are em-

pirically assumed to exceed the actual values of 

the solid body in general. Here, final accuracies 

of gravimetric raw density determination are 

computed (via Gaussian propagation of uncer-

tainties) in the order of 𝐶𝑉 = 0.07…0.15 %, 

which is just the potential error of the manual 

measuring process regardless of the material 

variations. In the case of rather soft WBC mate-

rial such as insulation boards, the compressibil-

ity comes in addition and results in apparently di-

minished volumes and increased raw densities, 

where the measuring error is considered to ex-

ceed above figures. Therefore, DIN EN 12085 

(2013) defines the maximum measuring pres-

sure of the applied gauge. In contradiction, 

teared out fibres or particles in the edge region 

reduce the specimen mass resulting in appar-

ently decreased raw densities, where the influ-

ence decreases with increasing specimen size. 

Hence, gravimetrical raw density determination 

with contacting dimension measurement is in-

herently erroneous regarding reasons such as 

- operator influence (handling of the measur-

ing device), 

- material influence (compressibility), and  

- material preparation influence (rectangular 

cutting and teared-out particles), 

which has rarely been pointed out yet. The actual 

impact is, finally, hardly quantifiable and de-

pends on the individual material and measuring 

conditions including operator skills. 

 



 

2 Material characterisation

2.1 True density and porosity 

2.1.1 Sampling and method 

Purposing both general material characterisation 

and particular true density (i. e. solid matter den-

sity) determination of the wood-particle-resin-

matrix as actually radiation attenuating matter, 

gas pycnometry was carried out in accordance 

with DIN 66137-2 (2004). Measurements were 

exclusively performed on labMDF (𝑡𝑛𝑜𝑚 =

19 mm, all raw density levels) and MDF-19 as 

well as PB-19 (both from round robin test) as in-

dustrial comparison samples. Specimens were 

prepared following the recommendations of 

ZAUER et al. (2013). Accordingly, thin slices in 

the tangential-radial plane, i. e. 𝑡long < 3 mm, are 

required to facilitate free access of displacement 

gas to all pore spaces, which can here addition-

ally be inhibited by the applied adhesive resin. 

Since MDF and PB are composed of randomly 

in-plane-aligned TMP fibres or particles, respec-

tively, considerably less wood fibres are as-

sumed to be cut by preparing respective cross-

sectional slices compared to described solid 

wood slices. Nevertheless, specimens were cut 

from two distant areas of the respective panels 

with nominal dimensions of 2…3 × 10 ×

19 mm3 (𝑙 × 𝑤 × 𝑡panel). One sample comprises 

three random specimens from each panel area 

(6 pieces in total). Additionally, raw TMP fibres 

(resin-unblended) of labMDF were investigated 

to evaluate both adhesive resin and hot-pressing 

influence. Therefor, cluster sampling was per-

formed directly from the bag at representative 

positions and the obtained material was remixed 

again. For size reduction of fibrous material and 

cutting of its cell lumina, the sample was milled 

by means of a laboratory rotor mill (Ultra Centrif-

ugal Mill ZM 200, RETSCH GmbH, Haan, Ger-

many) with a 12-tooth rotor at 𝑛 = 14’000 min−1 

utilising a ring sieve with 0.5 mm trapezoid holes. 

 Fibre morphology characterisation in Chapter 

                                                      

23 True density determinations were performed at the Institute of Wood and Paper Technology, Technische Universität Dres-
den, Germany, with outstanding support by the local staff. Their obliging and straightforward cooperation allowing own per-
formance of the analyses is highly appreciated. 

IV–2.2 reveals that milling evidently was efficient 

by cutting wood cells as intended, which ob-

tained crucially reduced fibre lengths with values 

below 1200 µm as upper quartile Q3 (< 2400 µm, 

97.5 % quantile). Note, milled fibres actually orig-

inate from bulk sample for elemental analysis 

(Chapter IV–2.4.1). Here, five samples were 

withdrawn again via cluster sampling from the 

milled material with individual masses around 

0.5…0.8 g (OD). After sampling was performed 

at EMC in consequence of common conditioning 

at 20 °C and 65 % RH (20/65), all samples were 

oven-dried to constant mass and individually 

vacuum-sealed for transport. Measurements on 

𝑛 = 3(5) samples as repeat determination with 

maximum ten iterations each were carried out by 

means of the device ULTRAPYCNOMETER 

1000T, QUANTACHROME GmbH & Co. KG, 

Odelzhausen, Germany with Helium (He) as dis-

placement gas. For illustrated specimen prepa-

ration, sampling, and measuring equipment, re-

fer to Appendix VII–2.1. Device was calibrated 

for bulk volumes around 1.9 cm³. After appropri-

ate conditioning at room temperature, samples 

were unpacked and weighed (𝑚OD) immediately 

prior to measurement and positioned vertically 

preferably free-standing within measuring cell of 

the pycnometer to facilitate gas flow around. 

Specimens of the samples were handled without 

skin contact very rapidly to avoid moisture ab-

sorption. For solid matter volume 𝑉S [cm
3] deter-

mination, standard procedure of the laboratory23 

with established device settings was carried out 

per sample with ≤ 10 iterations aiming at repeat 

deviation < 0.1 %. At this, 𝑉S is derived from cor-

respondingly measured pressure differences 

based on ideal gas equation at isothermal condi-

tions (Boyle-Mariotte law). For methodical de-

tails, reference is made to DIN 66137-2 (2004) 

and particularly to ZAUER et al. (2013) regarding 

measurements on wood. Special procedures for 

applications on, e. g., carbonaceous materials or 

plastics are standardised in DIN 51913 (2013) 
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and DIN EN ISO 1183-3 (2000), respectively. 

Both state requirements for repeatability in the 

order of 0.1…0.2 % likewise predefined here. 

Finally, true density 𝜌t [kg m
3⁄ ] is computed via  

𝜌t =
𝑚OD
𝑉S

 (IV-4) 

per sample. Furthermore, porosity Φ [%] is cal-

culated according to  

Φ = (1 −
𝜌OD
𝜌t
) ∙ 100 [%] (IV-5) 

with global mean oven-dry raw density 

𝜌OD [kg m
3⁄ ] of the respective material. Local 

(oven-dry) raw density and porosity based on 

bulk volume measurements via calliper on each 

single (tiny) specimen were not determined be-

cause a valid volume measurement cannot be 

ensured regarding to partly soft and fibrous, thus 

compressible, material showing holes and non-

parallel surfaces from simple cutting. Alterna-

tively, respective global values were taken from 

Table IV-5 in Chapter IV–1.5. 

In order to complete furnish and WBC material, 

cured adhesive resin was analogously investi-

gated, i. e. exclusively preparation type UF2-CH 

according to Table IV-4. To this end, crushed 

material was further milled by rotor mill as above. 

The powder enables enhanced displacement 

gas accessibility to potential pores occurred from 

evaporating water during curing. Assuming a 

certain hygroscopicity of solid UF resin, a sample 

of milled solid resin was dried due to requirement 

of DIN 66137-2 (2004) and further related stand-

ards. To avoid over drying in the oven, which is 

associated with post-curing of adhesive resin, 

emission of free formaldehyde, and, on the other 

hand, thermally-induced hydrolysis with cracking 

of the macromolecules, process control is re-

quired. Thus, drying at approximately 103 °C and 

simultaneous MC determination was carried out 

by means of a rapid lab device (CM easy plus, 

C.M. Instruments, Oerlinghausen, Germany) in-

cluding a balance (0.0001 g displayed digits) be-

sides radiative heat source. Here, controlled dry-

ing stops when constant mass of the weighed 

portion is reached. However, considerable mass 

loss exceeding potential MC was observed sup-

posedly owing to aforementioned effects during 

drying. Thus, besides oven-dry material (UF2-

CH-OD), two samples conditioned at 20/65 

(UF2-CH) were prepared and individually vac-

uum-sealed again. Pycnometric 𝑉S measure-

ments with weighed portions of nominally 1.33 g 

corresponding to powder bulk volume of approx-

imately 1.9 cm³ were performed as repeat deter-

mination with 𝑛 = 2 samples each. Subsequent 

𝜌t calculation according to eq. (IV-4) yields den-

sity of the cured resin which appears as solid 

non-porous matter. Hence, Φ computation ac-

cording to eq. (IV-5) is dispensable.  

In addition to gas pycnometry, exploratory meas-

urements on dry adhesive resin as solid body 

were performed by immersion method. Follow-

ing DIN EN ISO 1183-1 (2013), density determi-

nation was carried out via Archimedes’ principle 

(i. e. buoyancy method) within purified water 

(without wetting agent) as immersion liquid (IL). 

To this end, analytical balance XS205DU, Met-

tler-Toledo GmbH, Giessen, Germany, equipped 

with a convenient density kit was utilised at un-

controlled surrounding conditions with 𝜗RT =

25.7 ℃. Therefore, actual density of the immer-

sion liquid H2O determined via an appropriate 

sinker yielded 𝜌IL = 997.177 kg m
3⁄ , which is in 

good agreement with tabulated value 𝜌H2O,25.7 =

996.89 kg m⁄
3
 (cf. DIN CEN/TS 15405 (DIN 

SPEC 1152) (2010)). For further performance 

description, reference is made to DIN EN ISO 

1183-1 (2013). Accordingly, specimen density 

𝜌S [kg m
3⁄ ] at 𝜗RT is calculated via 

𝜌S =
𝑚S,A

𝑚S,A −𝑚S,IL
∙ 𝜌IL (IV-6) 

with apparent specimen mass in air 𝑚S,A [mg] 

and within immersion liquid 𝑚S,IL [mg], respec-

tively. The specimens with irregular shapes but 

without undercuts and visually free of pores were 

fragments with 𝑚S,A = 297…1613 mg of the 

solid resin blocks prepared according to Chapter 

IV–1.4. Coarsely crushed material was utilised 

without further milling. Here, density measure-

ments were again exclusively carried out on UF2 

where samples were taken from preparation 

types UF2-D and UF2-DH according to Table 

IV-4. Re-conditioning and interim storage was 

carried out at 20/65. Considering potentially 

bound water, part of UF2-DH sample was oven-
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dried (with mass control as above) and conse-

quently stored in a desiccator at 𝜗RT ≈ 20 ℃ 

(UF2-DH-OD). Here, fine cracks occurred imme-

diately within the still intact specimens. All sam-

ples were re-conditioned to ambient temperature 

of the analytical balance prior to measurement. 

 

2.1.2 Results and discussion 

Figure IV-6 shows measured true density 

𝜌t [kg m
3⁄ ] results of WBC samples comprising 

labMDF (three raw densities) and customary 

MDF and PB as well as raw TMP-H fibres and 

UF2-CH resin (cured with hardener). Table IV-6 

summarises all mean values and dispersion pa-

rameters complete with mean porosity Φ [%] per 

sample type. Note regarding wood-based sam-

ples, all values refer to oven-dry conditions alike 

at measurement and cannot directly be trans-

ferred to total true density at particular 𝑀𝐶 in-

cluding adsorbed water. Sample no. 1 of PB 

(shaded in Figure IV-6) was rejected due to sig-

nificant result deviation from the others (statisti-

cally proven by Shapiro-Wilk test, 𝛼 = 0.01 and 

Hampel’s test 𝛼 = 0.01) presumably because of 

a systematic processing error. Nevertheless, all 

measurements provide reproducible results. The 

number of automatic iterations varied between 

3…10 runs until reaching repeat limit, where the 

maximum (10) was just required in some cases 

of labMDF400 and TMP-H. Furthermore, except 

raw fibres, all material types reveal minor varia-

tions within the respective set of samples with 

CV(𝜌t) < 1 %. Notwithstanding the reliable 

measuring procedure, likewise pointed out by 

ZAUER et al. (2013), variations in the case of 

milled raw fibres are caused by inappropriate fill-

ing of the measuring cell leading to poor gas ac-

cessibility and potentially considerable moisture 

absorption during handling due to major furnish 

surface.  

 

Figure IV-6: Results of true density 𝜌𝑡 [kg m
3⁄ ] (solid 

density) determination by He pycnometry on exem-

plary WBCs with labMDF (three raw densities) and 

customary MDF and PB as well as raw fibres TMP-H 

and cured UF resin (with hardener) as mean values 

per set of samples 𝑛; mean of labMDF �̅�𝑡 =

1454 kg m3⁄ . 

sample 
type 
(oven-dry) 

 
mean 

 𝝆𝐭  

 [
kg

m3
] 

 
 

 𝒔(𝝆𝐭) 

 [
kg

m3
] 

 
 

 𝐂𝐕(𝝆𝐭) 
 [%] 

global 
mean 

𝝆𝐎𝐃  

 [
𝐤𝐠

𝐦𝟑
] 

global 
mean   

𝚽  
 [%] 

labMDF 1454 10.6 0.7 n/a n/a 

  400 1447 11.6 0.8 374 74.1 

  650 1452 2.5 0.2 592 59.2 

  1056 1463 10.7 0.7 917 37.3 

TMP-H 1516 56.3 3.7 n/a n/a 

MDF19 1437 1.5 0.1 709 50.7 

PB19 1473 9.9 0.7 607 58.3 

UF2-CH-OD 1514 6.4 0.4 n/a n/a 

UF2-CH 1501 3.2 0.2 n/a n/a 

UF2-DH-OD 1455 2.1 0.1 buoyancy method 

UF2-DH 1454 1.7 0.1 buoyancy method 

UF2-D 1422 8.7 0.6 buoyancy method 

UF resin* 1400 *unofficial information, WBC industry 

UF1* 1498 *theoretical value acc. to eq. (IV-10) 

UF2* 1520 *theoretical value acc. to eq. (IV-10) 

labMDF* 
10 % UF 

1515 *theoretical value acc. to eq. (IV-13) 

with 𝜌t of TMP-H and UF1 

Table IV-6: Results of true density 𝜌𝑡 [kg m
3⁄ ] (solid 

density) determination by He pycnometry on exem-

plary WBCs with labMDF (three raw densities) and 

customary MDF and PB as well as raw fibres TMP-H 

and cured UF resin (with hardener) with mean values 

per set of samples 𝑛, standard deviation 𝑠 [kg m3⁄ ], 

and coefficient of variation CV [%] as well as oven-dry 

raw density 𝜌OD (global mean from total panel) and 

computed global mean porosity Φ [%] per sample 

type; additional solid resin density buoyancy method; 

complete with computed 𝜌𝑡 for UF and labMDF on the-

oretical basis. 
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However, �̅�t(TMP-H), i. e. clean wood result, is 

in good agreement with the common value for 

oven-dry wood and in the order of previously 

published work (Table IV-7), where variations re-

sult from the respective determination method. 

Since actual process parameters of TMP gener-

ation are unknown, the magnitude of heat impact 

on wood matter cannot be quantified. However, 

ZAUER et al. (2013) observe a slight decrease of 

cell-wall density of about 30…40  kg m3⁄  

(spruce) in consequence of their ‘mild’ thermal 

treatment at 𝜗 = 200 ℃ for 4 h whereas PFRIEM 

et al. (2009) conclude true density increment of 

modified spruce at equal conditions. However, 

according to both implications based on findings 

of WINDEISEN et al. (2007), true density decrease 

is caused by primary degradation of hemicellu-

loses increasing the lignin share. Higher temper-

atures, in turn, induce lignin degradation along 

with cell-wall density increase alternating the ra-

tio again. Actually, thermal modification pro-

cesses are beyond typical industrial thermal con-

ditions during defibration process with 3…7 min 

digester retention time at 𝜗 = 175…195 ℃ and 

subsequent mechanical refining (cf. THOEMEN et 

al. (2010)). Thus, the comparatively short ther-

mal impact implies negligible influence on cell-

wall density. Finally, varying TMP generation 

conditions within typical industrial range can be 

neglected regarding true density for this first ap-

proach either. Since variations rather depend on 

apparent chemical composition corresponding to 

wood species, tabulated common values (Table 

IV-7) serve as appropriate data for TMP fibres 

and other raw furnish material in the case of lack-

ing measuring values. Fundamental considera-

tions of heat and vapour impact during genera-

tion of fibrous material on its properties are con-

tributed by LAMPERT (1967) based on hitherto in-

vestigations. Regarding the currently common 

thermo-mechanical defibration method, he 

points out less degradation in consequence of 

hydrolysis and loss of wood substances com-

pared to steam explosion defibration by Mason 

gun for Masonite process. 

Obviously from result presentation, labMDF 𝜌t 

values differ from corresponding raw fibres. 

However, due to 𝜗press ≤ 110 ℃ and above-

noted implications on thermal treatment condi-

tions, considerable cell-wall modifications be-

yond plasticisation processes are empirically ex-

cluded during panel manufacturing. Despite con-

solidation reduces lumina volumes, it, neverthe-

less, coincidently enhances gas accessibility by 

matter 
(oven-dry) 

 𝝆𝐭  

 [
kg

m3
] 

 𝚽  
 [%] 

method 
(displ. 

medium) 

source 

wood 
(all species) 

1500 n/s n/s [1, 2, 
3, 6] 

 1480…1510 n/s n/s [6] 

 1560 n/s salt sol. [3] 

spruce 1426 n/s xylene [8] 

 1430 64  He [9] 

 1470 71.4  He [10] 

 1460 
1533 
1444 

n/s  He 
 H2O 

Benzene 

[4] 

pine 1519 68  H2O [7] 

 1429 66 Toluene [7] 

wood fibres 
  Masonite 
  defibrator 
fibreboard  
(wet process) 
  porous f. 
  intermediate f. 
  hardboard 

 
1456 
1452 

 
 

n/s 

 
n/s 

 
 
 

78…94 
53…68 
32…40 

 
xylene 

 
 
 

n/s 

 
[8] 

 
 
 

[5] 

cellulose 1528 n/s xylene [8] 

 1560 n/s n/s [1] 

 1580 n/s n/s [3] 

 1553…1592 n/s n/s [6] 

 1611 n/s  H2O [6] 

hemicellulose 1500 n/s n/s [6] 

 1535 n/s xylene [8] 

lignin 1305 n/s xylene [8] 

 1406 
1422 
1388 

n/s  He 
 H2O 

Benzene 

[4] 

 1350…1460 
…1500 

n/s n/s [1] 

Table IV-7: Common values of true density 𝜌𝑡  [kg m
3⁄ ] 

(solid density) and porosity Φ [%] determined via the 

respective method (by displacement medium) on  

different kinds of wood matter; sources  

[1] AUTORENKOLLEKTIV (1988), [2] LOHMANN (2010),  

[3] KOLLMANN (1951), [4] STAMM, HANSEN (1937),  

[5] LAMPERT (1967), [6] BOSSHARD (1974),  

[7] RACZKOWSKI, STEMPIEŃ (1967), [8] SEIFERT (1972), 

[9] PFRIEM et al. (2009), [10] ZAUER et al. (2013). 
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wood-cell deformation (cracks) anyway. Owing 

to varying densification ratios and atypical cold 

consolidation with subsequent through-heating 

during labMDF manufacturing, results do not al-

low any valid conclusion for hot-pressing influ-

ence in general. The obvious difference between 

𝜌𝑡 of raw fibres TMP-H and labMDF can, how-

ever, not significantly be proven by Welch’s t-

test24. Here, null hypothesis 𝐻0: �̅�t,TMP-H =

�̅�t,labMDF vs. 𝐻1: �̅�t,TMP-H ≠ �̅�t,labMDF is rejected at 

𝛼 = 0. 07. However, poor significance level 

arises from considerably high standard deviation 

of raw fibre measuring values 𝜌t,TMP-H and small 

sample sizes. Thus, more appropriate nonpara-

metric Mann-Whitney U test unveils the differ-

ence more significantly where 𝐻0 is rejected at 

𝛼 = 0. 05. 

On the contrary to the apparent influence of res-

ination on total true density, as a matter fact, true 

density of resin-bonded WBC is expected not to 

differ significantly from 𝜌t,wood due to similar den-

sity of cured solid UF adhesive resin 𝜌t,UF =

1481…1542 kg m3⁄  determined on theoretical 

basis as follows. Technical literature and data 

sheets solely provide density values of the liquid 

glue liquor in the range of 𝜌liq,UF =

1.26…1.3 g cm3⁄   with UF resin solid content 

SCUF > 60 % (cf. PIZZI, MITTAL (2003), 

ZEPPENFELD, GRUNWALD (2005), SHEIKH et al. 

(2008)). As described by BANDEL (1995) or PIZZI, 

MITTAL (2003), resin solid content is typically de-

termined via drying for a predefined duration 

(e. g. 2 h) at 𝜗 = 120 ℃. Simultaneously, poly-

condensation is expected to proceed, resin 

nearly cures, and respective amount of water 

evaporates as well as DUNKY (1998) points out. 

Thus, density of cured state can be derived, 

where resin is considered to be a non-porous 

solid body. Furthermore, liquid glue liquor is con-

sidered to be an ideal solution assuming a het-

erogeneous mixture without interaction on the 

molecular level. Accordingly, volumes are strictly 

additive – likewise masses even in non-ideal 

cases (cf. WITTENBERGER, FRITZ (1991)). Hence, 

resulting density of the mixture 

                                                      

24  Unequal variances proven by F-test in advance, where null hypothesis 𝐻0 was rejected at 𝛼 < 0.001. 

𝜌mix =
∑ 𝑚𝑖𝑘

∑ 𝑉𝑖𝑘
 (IV-7) 

in general equals the quotient of the respective 

sum of component’s masses 𝑚𝑖 and volumes 𝑉𝑖 

– likewise common to compute the mixture den-

sity of dispersions (cf. VÖLZ (2001)). Beyond 

those assumptions, DUNKY, LEDERER (1982) de-

note UF adhesive resins as partly aqueous solu-

tions and partly dispersions therein. Further-

more, already DANKELMAN et al. (1976) suppose 

colloidal resin particles instead of molecules in 

solution. Their considerations support the con-

cept of the glue liquor as quasi-ideal mixture 

without volume interaction of the components. 

With corresponding mass fractions 

𝜔(𝑖)mix =
𝑚𝑖
𝑚mix

∙ 100 [%] (IV-8) 

and component volumes represented by individ-

ual density 𝜌𝑖 eq. (IV-7) turns into 

𝜌mix = (∑
𝜔(𝑖)mix
𝜌𝑖

𝑘

)

−1

∙ 100 [%] (IV-9). 

With the liquid UF resin solid content  

SCUF = 𝜔(UF)liq ∙ 100 [%] eq. (IV-9) turns into 

𝜌liq,UF = (
1 − 𝜔(UF)liq

𝜌H2O
+
𝜔(UF)liq

𝜌t,UF
)

−1

 (IV-10) 

for the binary ideal mixture of dry UF adhesive 

resin and water yielding the density of the liquid 

glue liquor. Accordingly, solving of eq. (IV-10) for 

𝜌t,UF with 𝜌liq,UF and SCUF from Table IV-3 and 

𝜌H2O,20 = 0.9982 g cm⁄
3
 at room temperature 

𝜗RT = 20 ℃ yields 𝜌t,UF1 = (1498 ± 17) kg m⁄
3
 

as well as 𝜌t,UF2 = (1520 ± 22) kg m⁄
3
 as true 

density of cured UF adhesive resin on a theoret-

ical basis. Note, actual solid density is expected 

to depend on the cross-linking level of cured 

resin depending, in turn, on the curing conditions 

such as temperature, pH-value, and surrounding 

MC. However, neglecting the volume effects of 

glue liquor with dispersed colloidal UF pre-poly-

mers, theoretical considerations finally provide 

appropriate 𝜌t,UF values as first approximation in 

the order of common 𝜌t,wood.(Table IV-7) and 

measured 𝜌t,TMP-H (Figure IV-6 and Table IV-6). 
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Moreover, according to unofficial information 

from the R&D department of a German WBC 

manufacturing company, 𝜌t,UF = 1400 kg m⁄
3
 is 

taken into account as a general value for solid 

ordinary UF adhesive resin.  

Beyond theoretical considerations for lack of 

technical data from literature, measuring results 

of variously prepared resin types in Table IV-6 as 

well as exemplary UF-CH in Figure IV-6 prove 

the order of magnitude of computationally de-

rived values. Gas pycnometry measuring results 

𝜌t,UF2-CH-OD = 1514 kg m⁄
3
 and 𝜌t,UF2-CH =

1501 kg m⁄
3
 are in good agreement with theoret-

ical values for both adhesive resins. Both mean 

values from repeat determination do not reveal 

any significant difference regarding sample 

treatment, where its actual impact is indefinable. 

However, displacement gas accessibility is con-

sidered as appropriate due to fineness degree of 

milled powder. Despite buoyance method was 

intentionally employed to double-check previous 

values, the method seems suitable for conven-

ient density determination on void-free solid 

resin fragments in general. Particularly in case of 

UF2-DH sample (refer to Table IV-4 for clarifica-

tion of abbreviations), an appropriate repeatabil-

ity was obtained. Compared to theoretical and 

pycnometric values, buoyancy results drop 

slightly below, which clearly corresponds to the 

accomplished curing states at room tempera-

ture. Obviously equal results of UF2-DH-OD and 

UF2-DH samples reveal no considerable impact 

of gently attempted drying of rather huge crystal-

line resin fragments. The apparent difference be-

tween UF2-D samples with and without hardener 

is confirmed to be significant by Mann-Whitney 

U test, where the null hypothesis 

𝐻0: 𝐹(UF2-DH) = 𝐹(UF2-D) vs. 𝐻1: 𝐹(UF2-DH) ≠

𝐹(UF2-D) (i. e. samples are from the same pop-

ulation) is rejected at 𝛼 = 0. 001. Beyond that, in 

the case of the samples UF2-DH-OD (with des-

iccation cracks) and UF2-D, an upward or down-

ward shift of displayed values was observed dur-

ing immersed weighing. Thus, short submersion 

duration and immediate reading of first stable 

mass value was ensured. However, observed 

phenomena are obviously caused by the respec-

tive structural conditions of both samples. Fine 

cracks within UF2-DH-OD sample induce capil-

lary water uptake with consequent apparent 

mass increase. In the contrary case of the UF2-

D sample, the dissolution of poorly cured resin 

results in decreasing specimen mass, where the 

impact on 𝜌IL is negligible. A sticky surface of the 

removed specimens supports this assumption. 

In both cases, specimen volume variations and 

correspondingly altering buoyant forces make a 

minor contribution. 

Considering oven-dry WBC matter again as a bi-

nary ideal mixture, i. e. heterogeneous mixture 

with assumed no atomic interaction, of cell-wall 

substances and cured adhesive resin, the result-

ing true density of this oven-dry WBC matrix is 

computed according to eq. (IV-7) by 

𝜌t,WBC =
𝑚wood,OD +𝑚UF
𝑉S,wood,OD + 𝑉S,UF

 (IV-11) 

as ratio of simply added single masses and solid 

volumes. Consequently, with actual UF resin 

mass fraction based on total WBC mass 

𝜔(UF)WBC =
𝜔(UF)OD

100 [%] + 𝜔(UF)OD
 (IV-12) 

eq. (IV-11) turns into 

𝜌t,WBC = (
𝜔(wood)WBC
𝜌t,wood

+
𝜔(UF)WBC
𝜌t,UF

)

−1

 (IV-13). 

Accordingly calculated true density of labMDF 

with nominal resin fraction 𝜔(UF)WBC = 0.091 

and single true densities 𝜌t,UF = 1498 kg m⁄
3
 as 

well as 𝜌t,wood = 𝜌t,TMP-H = 1516 kg m⁄
3
yields 

𝜌t,labMDF = 1515 kg m
3⁄  as mean value. Conse-

quently, pycnometric measuring data of all WBC 

types does not represent actual true density of 

the oven-dry wood-particle-resin-matrices and is 

invalid, in turn. The apparently lower 𝜌t values 

result from falsified higher 𝑉S measuring values 

corresponding to diminished accessibility to the 

lumina and micro-pores caused by resin cover-

ing of cracks and pits of uncut fibres. The minor 

difference between MDF from laboratory and in-

dustry is not significant but seems to correspond 

to more capable industrial resination process ac-

complishing a more even adhesive resin distri-

bution and fibre covering finally leading to worse 

gas accessibility. Additionally, the slightly higher 

resin solid content – evaluated via elemental 



Section IV 2   Material characterisation 91 

analysis, refer to IV–2.4.2 – supports these im-

plications. Beyond those theoretical considera-

tions regarding WBCs, influence of practical 

specimen preparation causes partly uncut fibres. 

Thus, inaccessibility to the respective wood-cell 

lumina for displacement gas He in case of closed 

pits25 leads to falsely too high 𝑉S values resulting, 

in turn, in decreased 𝜌t according to eq. (IV-4) 

likewise ZAUER et al. (2013) conclude for their in 

fibre direction thick specimens (𝑡long = 6 mm). 

Likewise normatively required, solid volume de-

termination by gas pycnometry was carried out 

on oven-dry material. Despite rapid handling 

during sample unpacking, weighing, and meas-

uring device loading, moisture absorption from 

surrounding air by the peculiarly hygroscopic 

oven-dry wood cannot be prevented. As control 

measurements immediately after the respective 

pycnometry cycle reveal, sample masses solely 

increased about 0.2 % on average. However, to-

tal sample manipulation cannot be evaluated, 

e. g. vacuum sealing. Hence, an infinitesimal 𝑀𝐶 

in the early chemisorption state has to be con-

sidered. Thus, biased measuring results occur in 

a manifold but undistinguishable way. DIN 

66137-2 (2004) points out that evaporating water 

vapour influences equilibrium pressure during 

measurement. As a consequence, too low val-

ues of 𝑉S are displayed and, in turn, too high val-

ues of  𝜌t are calculated via eq. (IV-4). Beyond 

insufficiencies related to measuring procedure, 

structural impact of adsorbed water layer on cell 

wall results in apparently higher  𝜌t whereas a  𝜌t 

decrease of this mixed matrix is expected due to 

eq. (IV-9) with 𝜌𝐻2𝑂,20 = 0.9982 g cm
3⁄ . ZAUER et 

al. (2013) likewise discuss this phenomenon 

based on the findings of STAMM, SEBORG (1934), 

SEIFERT (1972), and further hitherto investiga-

tions. Accordingly, high apparent volume com-

pression of adsorbed water layers on cellulosic 

material at low MC levels is reported leading to 

𝜌𝐻2𝑂 > 1g cm
3⁄ . Additionally, ZAUER et al. (2013) 

and hitherto publications assume enhanced gas 

accessibility of micro-pores due to swollen cell 

wall corresponding to 𝑀𝐶. Thus, superimposing 

                                                      

25  Well-known pit aspiration inhibits access to softwood tracheid lumina. 

moisture effects rather yield decreased 𝑉S result-

ing in increased 𝜌t due to eq. (IV-4). Beyond dis-

cussed wood-chemical and methodical depend-

encies of 𝑉S determination, RACZKOWSKI, 

STEMPIEŃ (1967) propose increasing 𝜌t with in-

creasing 𝜌OD. Accordingly, the context is at-

tributed to variations on sub-microscopic scale in 

cell-wall structure, i. e., intra- and interfibrillar mi-

cro-pores. However, verifications of the found re-

lation are pending so far. Hence, established 

concepts considering compositional differences 

between species are rather taken into account. 

To summarise the contribution of interdependent 

influence factors of practical relevance on valid-

ity of 𝜌t determination on WBC via He gas pyc-

nometry, the following relations of practice-ori-

ented relevance result in respective 𝜌t devia-

tions: 

- TMP fibre generation  no impact, 

- furnish resination  𝜌t  ↓, 

- 𝑀𝐶 > 0 %  𝜌t   , and 

- inaccessible lumina  𝜌t  ↓. 

Those potential falsifications have to be taken 

into account regarding evaluation and further 

processing of true density data from gas pyc-

nometry. However, already KOLLMANN (1951) 

considers He as most appropriate displacement 

medium. For further methodical discussions, ref-

erence is made to the very same as well as 

ZAUER et al. (2013). 

 

2.2 Fibre and particle morphology 

2.2.1 Sampling and method 

Fibrous raw material for lab-made furnish mats 

(TMP-F) and homogeneous fibreboards 

(TMP-H) was investigated regarding fibre length 

and width to take actual values into account for 

radiation-material interaction considerations. To 

this end, respective evaluations on both resin-

unblended TMP fibre types were carried out uti-

lising an optical analysis method developed and 

provided by IHD, Dresden, Germany. Comple-

mentary investigations were carried out by 
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means of the FibreCube device at that time avail-

able at TI, Hamburg, Germany, where reference 

is made to Appendix VII–2.2. Beyond regular fi-

bre material, milled fibres type H (TMP-h) were 

likewise investigated with particular regard to fi-

bre length considerations in terms of true density 

determination. 

Comprehensive concepts toward manifold TMP 

characteristics and resulting WBC properties are 

provided by WENDERDEL, KRUG (2011). How-

ever, former results available from literature are 

rare and viable general data is lacking. Further-

more, PLINKE et al. (2012) critically point out 

poorly representative results of classical sieve 

methods applied on fibres. On the contrary, via 

image processing and evaluation, they consider 

particle-wise contour determination as well as 

explicit differentiation of present fibre and parti-

cle types within the furnish assortment as more 

valuable, where both result in respectively 

weighted frequency distributions. The same ap-

plies to particles, where likewise particular length 

determination is not feasible via sieve screening. 

Consequently, WENDERDEL et al. (2014) con-

sider furnish assortments as a mixture of struc-

tural elements. They therefore explicitly suggest 

to fundamentally distinguish present TMP fibre 

types regarding their morphology characteris-

tics. Subsequently defined model particles on 

wood-anatomical basis serve with sub-classes 

as criteria for fibre classification. Thus, 

WENDERDEL (2015) concludes an undifferenti-

ated analysis as major insufficiency of other 

methods. In addition to his implications on found 

correlations regarding final MDF properties, a 

distinctive evaluation beyond solely one mean 

figure appears valuable for the present purpose 

of fibre characterisation, i. e. structural consider-

ations of material penetration by ionisation radi-

ation. For holistic fibre morphology considera-

tions and critically discussed state of the art in 

characterisation of TMP furnish, reference is 

made to WENDERDEL (2015). 

For all performed furnish morphology analyses, 

cluster sampling was realised directly from the 

bag at representative positions and obtained 

material was blended again. Subsequently, indi-

vidually required samples were withdrawn from 

these bulk samples resulting in the nominally re-

quested weighed portions. The same applies to 

milled fibres remaining from true density deter-

mination (Chapter IV–2.1.1). Material was con-

sistently stored at standard conditions (20/65) 

and vacuum-sealed for transport. For visual 

comparison, Appendix VII–2.2 provides photo-

graphic documentation of all utilised fibres and 

particles. 

TMP morphology characterisations aiming at ac-

tual dimensions (length and width) of all fibres in 

the respective sample were carried out by 

means of the method developed and introduce 

by IHD (2014) and refined regarding several as-

pects by WENDERDEL (2015), referred to as IHD 

method henceforth. The actually performed pro-

cedure and primary data evaluation was equiva-

lent to the descriptions of WENDERDEL (2015), 

whereon reference is made to for particular de-

tails. The employed device involves components 

of both QualScan and CamSizer system for im-

age acquisition on separated particles. Here, 

nondestructive fibre separation and feed through 

modified FlowCell ensues via suspension of the 

respective sample in degassed water. Auto-

mated image acquisition of the respective mate-

rial portion within the FlowCell is followed by data 

evaluation beginning with flat field image correc-

tion. For exemplary raw images, see Appendix 

VII–2.2. Complex data evaluation and fibre mor-

phology characterisation algorithms are speci-

fied in detail by WENDERDEL (2015). Explicit dis-

tinction of fibre types according to implemented 

parameters for characterisation of the particular 

structural elements is performed, as one among 

other outstanding features of the system. Finally, 

the procedure yields the parameters length, 

width, and volume of each individual fibre where 

weighted frequency distributions on volume ba-

sis and further descriptive statistics can be de-

rived considering the individual structural fibre 

types 

- dust (D), 

- dust coarse (Dc), 

- single fibre short (SFs), 

- single fibre long (SFl), 

- fibre bundle compact (FBc), and 

- fibre bundle split ends (FBs). 
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Here, automated separation and classification 

follows the predefinitions by WENDERDEL et al. 

(2014). By default, evaluation features frequency 

distributions on volume fraction basis of the re-

spective fibre types complete with dust, rather 

than quantity- or mass-based evaluation. How-

ever, fibre morphology analyses were performed 

following the established procedure of the labor-

atory26. To this end, repeat determinations with 

𝑛 = 3 samples each nominally comprising a 

weighed portion of 1 g per run were carried out. 

Advantageously, comprehensively available ini-

tial measuring data enabled own evaluations. 

Beyond statistics, the moisture conditions re-

quire certain corrections. Total immersion in wa-

ter causes wood MC beyond fibre saturation 

point (FSP) and consequently TMP fibres in to-

tally swollen state during measurement. How-

ever, fibre dimensions at standard (20/65) or 

oven-dry conditions are requested. On the con-

trary, applied fibre analysis method is expected 

to yield systematically increased fibre widths. 

Thus, downward correction is indispensable. 

Here, no particular differential shrinkage ratio 

𝑞 [% %⁄ ]  is available for individual TMP fibres. 

Hence, MC-related correction of fibre dimen-

sions – particularly the width – considering cell-

wall shrinkage perpendicular to the grain ap-

pears non-trivial owing to structural conditions. 

Since TMP fibres are released from their native 

tissue, swelling and shrinkage ensues freely with 

assumingly higher extent. Moreover, 𝑞𝑤 altera-

tions across the annual ring along earlywood 

(EW) and latewood (LW) as well as between cell 

types are commonly known; i. e. 𝑞𝑤,EW < 𝑞𝑤,LW. 

Therefor, LANVERMANN et al. (2014a) provide fig-

ures for spruce determined on cross-sections of 

the nominal dimensions 40 × 40 × 5 mm³ (tan, 

rad, long) with 𝜌OD = 365 kg m
3⁄  in the order of  

- 𝑞rad,LW = 0.25 % %⁄ ,  

- 𝑞tan,LW = 0.33 % %⁄ ,  

- 𝑞rad,EW = 0.07 % %⁄ , and  

- 𝑞tan,EW = 0.33 % %⁄  as well as  

                                                      

26  Fibre morphology analyses were performed at the Institut für Holztechnologie Dresden gemeinnützige GmbH (IHD) Dresden, 
Germany, by the competent and experienced local staff. Their obliging and open-minded cooperation ready for any discus-
sion and rapid support is highly appreciated. 

- 𝑞rad = 0.14 % %⁄ ,  

- 𝑞tan = 0.33 % %⁄   

for the bulk sample. Comparison of tabulated 

bulk wood values of differential shrinkage ratio of 

pine  

- 𝑞rad,pine = 0.15…0.19 % %⁄  and  

- 𝑞tan,pine = 0.25…0.36 % %⁄   

or beech  

- 𝑞rad,beech = 0.19…0.22 % %⁄  and  

- 𝑞tan,beech = 0.38…0.44 % %⁄   

in radial and tangential, respectively, direction as 

well as MDF  

- 𝑞t,MDF = 0.71…0.93 % %⁄   

perpendicular to the panel plane (cf. DIN 68100 

(2010)) unveils common softwood-hardwood dif-

ferences and WBC processing impact, where in-

creased MDF values correspond to densification 

ratio amongst others. Notwithstanding that, di-

mensional changes along the grain of single fi-

bres are evidently neglected. Furthermore, 

DEROME et al. (2012) investigated hysteretic 

swelling and shrinkage by means of phase con-

trast X-ray tomography on spruce wood speci-

mens with dimensions of 500 × 500 × 8000 µm³ 

(tan, rad, long). They point out the differences 

between earlywood and latewood again – like-

wise comprehensively researched on spruce be-

low macroscopic scale by LANVERMANN (2014) – 

and consider both single wood cells and the re-

spective total fibre bundle. For their observed 

samples, they provide values in the order  

- 𝑞rad,LW = 0.30 % %⁄ , 

- 𝑞tan,LW = 0.35 % %⁄ ,  

- 𝑞rad,EW = 0.06 % %⁄ , and  

- 𝑞tan,EW = 0.20 % %⁄ .  

Apparently, there is no expected impact of re-

duced cross-sections revealed. Regardless of 

their particular samples, the share of latewood 

within an annual ring crucially varies across the 

log cross-section and depends on ring width, and 

thus growing conditions, and increases up to 

50 % with increasing tree age, i. e., in outer tree 
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rings (cf. TRENDELENBURG (1939)). However, a 

general share of latewood in, the order of one 

third, appears to be sufficient for rather young 

roundwood applied in WBC industry. Beyond 

that, tan/rad alignment of each measured TMP 

fibre as well as within a formed fibre mat ensues 

by chance, which inhibits, in turn, distinction of 

cross-sectional directions. Consequently, with 

an empirical ratio EW : LW = 2 : 1, a weighted 

mean and virtually isotropic  

- 𝑞tan/rad,spr ce ≈ 0.2 % %⁄   

is derived from the CT results above, obviously 

in the order of common spruce or pine values but 

rather toward the lower limit. Considering analo-

gously a common hardwood (beech) content of 

10 % in industrial MDF, mean differential shrink-

age ratio for fibre width of a corresponding TMP 

mixture is respectively increased. Regardless of 

poor generalisation conditions, present data fa-

cilitates a first approximation according to which 

a mean and virtually isotropic differential shrink-

age ratio is defined in the order  

- 𝑞𝑤,TMP = 0.22 % %⁄   

on empirical basis for individual but randomly 

aligned TMP fibres regarding their cross-sec-

tional direction (fibre width). Note, considering 

drying below FSP, estimation involves slight de-

crease of 𝑞𝑤,TMP toward FSP beyond actually lin-

ear range within 𝑀𝐶 = 5…20 %. According to 

the common classification of wood species by 

TRENDELENBURG (1939) regarding their typical 

FSP as well as impact from thermal modification 

during TMP processing, assumed 𝑀𝐶FSP = 27 % 

appears sufficient. Aiming at standard conditions 

with 𝑀𝐶20 65⁄  from Table IV-5 in Chapter IV–1.5, 

MC decrease is about Δ𝑀𝐶 = 𝑀𝐶FSP −

𝑀𝐶20 65⁄ = 16.2 %. Finally, correction of dimen-

sional changes Δ𝑀 [µm] of the actual fibre width 

𝑁𝑤 in consequence of water immersion is carried 

out following DIN 68100 (2010) via 

Δ𝑀𝑤 = 𝑁𝑤 ∙
Δ𝑀𝐶 ∙ 𝑞𝑤,TMP
100 [%]

 (IV-14) 

yielding relative changes of Δ𝑀𝑤 = 3.56 % ∙ 𝑁𝑤. 

Furthermore, both surface (SL) and core layer 

(CL) particles were characterised via simple 

sieve analysis. The investigations were carried 

out immediately after material withdrawal with 

appropriate conditioning in between at the Scan-

dinavian particleboard production plant by 

means of locally established and generally com-

mon method. To this end, analytical Sieve 

Shaker VS 1000 Retsch GmbH, Haan, Ger-

many, was employed complete with test sieves 

of 200 mm diameter and mesh sizes 0.25, 0.315, 

0.5, 0.8, 1.0, 2.0, 4.0, 8.0 mm (DIN ISO 3310-1 

(2017)). One sample for single determination of 

nominally 100 g of SL and CL particles each was 

screened for 15 min at 50 % amplitude. Discus-

sion of analysis methods are available from 

HARTMANN et al. (2006) or elsewhere. 

 

2.2.2 Results and discussion 

Table IV-8 presents selected TMP fibre size data 

of published results from hitherto investigations. 

Obviously, no general data is available suppos-

edly owing to significant dependency of fibre 

morphology characteristics on defibration condi-

tions as well as neither standardised nor even 

established capable analysis methods prior to 

appreciable developments of the recent years. 

Moreover, considerable material related and me-

thodical differences in consequence of varying  

- wood species, 

- defibration conditions, 

- analysis method, and 

- way of mean determination 

as well as inherently wide fibre size range inhibit 

to summarise typical morphology parameters of 

TMP fibres from literature. Nevertheless, pur-

posed radiation-physical considerations require 

a generalisation to facilitate a schematic model 

concept based on model particles of WENDERDEL 

et al. (2014) and actual measuring data. 

Table IV-9 provides summarised results of fibre 

morphology characterisation via IHD method 

with volume-weighted mean width 𝑤 [µm] and 

length 𝑙 [µm] as well as computed slenderness 

ratio 𝑙 𝑤⁄  [−] per structural fibre type of TMP-F 

and TMP-H, respectively. Here, the values in-

volve Δ𝑀𝑤 swelling correction of fibre width cor-

rection via eq. (IV-14). Relative frequencies were 

computed as volume fraction 𝜑(𝑖) [%] of each 

analysed fibre related to total volume of either in-

dividual structural fibre type or whole sample for 
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the purpose of appropriate mean value 

weighting and frequency distribution representa-

tion. Notwithstanding the IHD procedure for final 

evaluation, individual data classification consid-

ering actual value range 𝑅 = 𝑚𝑎𝑥 − 𝑚𝑖𝑛 per 

measuring sub-series (structural fibre type) with 

the number of classes 𝑘 according to 

𝑘 = 1 +
10 ∙ log(𝑛)

3
 (IV-15) 

in dependence of the number of measuring val-

ues 𝑛 as well as with exponentially increasing in-

dividual class widths 𝑟𝑗 (𝑗 = 1…𝑘) computed via 

𝑟𝑗 = 𝑟U,𝑗 − 𝑟L,𝑗 (IV-16) 

 

                                                      

27  Note, width considers henceforth any cross-sectional dimension of the fibre whereas two-dimensional image acquisition al-
lows no explicit distinction. 

with upper 

𝑟U,𝑗 = 𝑚𝑎𝑥
𝑗∙𝑘−1 ∙ 𝑚𝑖𝑛(𝑘−𝑗)∙𝑘

−1
 (IV-17) 

and lower 

𝑟L,𝑗 = 𝑚𝑎𝑥
(𝑗−1)∙𝑘−1 ∙ 𝑚𝑖𝑛(𝑘−𝑗−1)∙𝑘

−1
 (IV-18) 

class limit with 𝑟𝑗 corresponding to 𝑤𝑗 and 𝑙𝑗, re-

spectively, was carried out to facilitate conven-

ient distinction of the wide-ranging values by log-

arithmic representation of frequency distribution. 

Relative volume-based frequency 

Δ𝑄3,𝑗 = 𝑄3(𝑟U,𝑗) − 𝑄3(𝑟L,1) (IV-19) 

analysis 
method 

fibre 
width27 

[µm] 

fibre 
length 

[µm] 

mean 
type 

source 

n/s 40… 
250 

4000… 
7000 

n/s LOHMANN (2010) 

sieve 166 4182 (1) LAMPERT (1967) 
recalculated 

QualScan 
µCT 

400 
n/s 

2050 
3000 

…5000 

(2) 
n/a 

WALTHER (2006) 

QualScan 400 2050 n/s GRUCHOT (2009) 

FibreLab 30.9 1680 n/s ROFFAEL et al. (2009) 

air-jet sieve 
QualScan 

340 
380 

n/s 
2490 

(2) KRUG (2010) 
lab-made 

air-jet sieve 
QualScan 

330 
390 

n/s 
2240 

(2) KRUG (2010) 
industrial 

air-jet sieve 700 n/s (2) WENDERDEL, KRUG 
(2010) 

FibreCube n/s 2900 (3) BENTHIEN et al. 
(2014b) 

IHD 304 3580 (4)+(2) WENDERDEL (2015) 

model SF 
model FBc 

40 
600 

3200 
6000 

n/a WENDERDEL et al. 
(2014) 

Table IV-8: Compilation of more or less representative 

mean dimensions of TMP fibres (as far as known from 

pine), selection of previous analysis results at typical 

medium defibration conditions determined by the re-

spective method; mean calculation (1) mass-based 

weighted, (2) mean of 16, 50 und 84 % quantile, (3) 

double-length weighted, (4) volume-based weighted. 

 

structural 
fibre type 

width 𝒘 

 [µm] 
length 𝒍 

 [µm] 
 𝒍 𝒘⁄  

 [−] 
 𝝋(𝒊) 
 [%] 

TMP 
type 

D* 18 61 4 0.2 F 

 18 61 4 0.2 H 

Dc* 56 98 2 3.9 F 

 55 102 2 5.5 H 

SFs 44 925 23 15.8 F 

 43 805 20 22.3 H 

SFl 47 3971 88 0.3 F 

 47 3929 87 0.2 H 

FBc 224 2049 10 76.1 F 

 237 1988 9 69.6 H 

FBs 278 8665 33 3.8 F 

 284 8434 31 2.2 H 

Σ 191 1756 11 100.0 F 

 181 1498 10 100.0 H 

Σ’ 198 1859 11 95.9 F 

 191 1622 11 94.3 H 

SFs 44 850 19 21 M 

FBc 230 2020 9 79 M 

Table IV-9: Results of fibre size determination by IHD 

method on both raw TMP fibre types F and H and 

computed slenderness ratio 𝑙 𝑤⁄  with combined data 

from 𝑛 = 3 samples after Δ𝑀𝑤 swelling correction via 

eq. (IV-14) of fibre width summarised as median val-

ues from volume-based weighted frequency distribu-

tion per individual structural fibre type 𝑖 and its volume 

fraction 𝜑(𝑖); complete with undifferentiated values re-

spectively weighted with (Σ) and without (Σ’) dust; 

* partly below camera resolution limit (15 µm pixel 

size); added empirical figures for structural TMP fibre 

model (M). 
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was normalised and transformed to logarithmic 

abscissa via 

�̅�3,𝑗
∗ =

Δ𝑄3,𝑗

log(𝑟U,𝑗 𝑟L,𝑗⁄ )
 (IV-20) 

following DIN ISO 9276-1 (2004), where sub-

scription 3 denotes volume-based distributions. 

However, further descriptive statistics have to be 

unaffected from appropriate classification. Mean 

results per individual structural fibre type 𝑖 were 

determined as median values from each volume-

weighted frequency distribution, which are ex-

emplarily shown in Figure IV-7 for selected pre-

dominant structural fibre types. Likewise 

WENDERDEL et al. (2014) already suggested, the 

volume-based weighting of both measured fibre 

dimensions is to be preferred in contrast to num-

ber-weighted distributions. Mean values were 

computed by volume-weighted median instead 

of arithmetic mean, which is considered as ro-

bust measure of location in general and particu-

larly appropriate for the present right-skewed 

distributions. In this regard, median as middle 

value of distribution density is not affected by 

both single coarse fibres (shives) and certain 

amount of fine dust. It properly represents inves-

tigated furnish mat structure in general, which is 

of central importance for purposed radiation-

physical considerations.  

Presented results in Table IV-9 and Figure IV-7 

comprise combined data of the initial 𝑛 = 3 sam-

ples of repeat determination. Moreover, re-com-

bination was appropriate due to sampling from 

blended bulk samples, obviously congruent sin-

gle results in comparison of the three samples, 

and established repeatability of the method ac-

cording to WENDERDEL et al. (2016). Note, deter-

mined fibre width represents solely one extent of 

the structural element perpendicularly to the 

length as most extensive dimension owing to 

two-dimensional image acquisition. However, it 

is considered to denote fibre thickness or depth, 

thus, diameter likewise, which is analogously as-

sumed by device software for fibre volume deter-

mination. Dust particles (D) largely fall below 

camera resolution limit (15 µm pixel size). Not-

withstanding that, their volume fraction is conse-

quently not assumed to be underestimated and 

actually heads toward negligibility. Coarse dust 

class (Dc) ranges in measurable sizes, but 

shows low content, in turn. Despite its respec-

tively minor relevance as amount of matter for 

radiation attenuation, total fines content is crucial 

regarding resin consumption. However, 

WENDERDEL (2015) likewise neglects minor vol-

umetric dust content. Furthermore, Table IV-9 

(bold figures) reveals that two structural fibre 

types dominate both TMP assortments, respec-

tively, according to their volume fraction 𝜑(𝑖), 

where compact fibre bundles (FBc) show major 

content besides short single fibres (SFs). As 

easily can be seen from Figure IV-7, both frac-

tions respectively govern the shape of volume-

weighted frequency distributions considering 

both width and length. Thus, dimensions of the 

distinctly most frequent types of structural ele-

ments FBc and SFs are henceforth exclusively 

taken into account for structural considerations 

on the formed or consolidated furnish mat re-

garding radiation transport through WBC matter. 

With respect to the remarkable SFs content, 

WENDERDEL (2016) empirically assumes respec-

tive hardwood (beech) content and/or compara-

tively new refiner discs with respectively high 

cutting impact. Finally, he endorses assumed in-

dustrial origin based on experience. Accordingly, 

occurrence of long single fibres (SFl) with high 

𝑙 𝑤⁄  is rare within such industrial TMP. Nonethe-

less, their relevance for mechanical panel prop-

erties is unquestionable. Eventually, typically low 

volume fraction of fibre bundles with split end 

(FBs) WENDERDEL (2016) likewise attributes to 

assumed industrial conditions of mechanical 

pulping with long cutting paths through high disk 

diameters compared to lab refiners. 
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Figure IV-7: Results of fibre size determination by IHD method as normalised frequency �̅�3
∗ [−] (bars, transformed 

on logarithmic abscissa) as well as cumulative frequency 𝑄3 [−] (solid line) distributions of volume fraction of fibre 

width 𝑤 and length 𝑙 [µm] following DIN ISO 9276-1 (2004) complete with median (vertical dashed line); TMP-F and 

TMP-H data of selected predominant structural fibre types short single fibres (SFs) and compact fibre bundles (FBc) 

as well as total sample incl. dust (Σ). 
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Evidently, ascertained variability in volume frac-

tions of fibrous sample components clarifies ne-

cessity of distinction between structural fibre 

types in context of morphology characterisation. 

The same applies to measured characteristics of 

fibre dimensions. Additionally to distinguishing 

evaluation, a combined representation of all fre-

quencies on volume basis is provided in Figure 

IV-7, which appears advantageous in particular 

cases of investigation as WENDERDEL (2015) 

points out and serves for comparative purposes 

here. At this, a volume fraction of total fibrous 

sample of 𝜑(Σ) = 70 % in the case of TMP-H ex-

ceeds fibre widths of 𝑤 ≥ 100 µm whereas TMP-

F batch contains less Dc as well as SFs and 

solely 𝜑(Σ) = 23 % fall below 𝑤 < 100 µm. To 

distinguish classified fibre types again (Figure 

IV-7, left and middle column), distribution of SFs 

width is rather narrow and significantly bounded 

above owing to classification criteria (𝑤 ≤

48 µm). The obviously symmetrical FBc distribu-

tion on logarithmic abscissa shows positive 

skewness. The same applies to volume-

weighted frequency distribution of both total 

samples (Figure IV-7, right column), where an 

additional peak of fine fibres (SFs, Dc, SFl, and 

D) respectively occurs. Regarding fibre length of 

both TMP types, charts illustrate a comparable 

bimodal total distribution with less distinct peaks 

of lower lengths in contrast. Maximum length 

was found 𝑙max = 21117 µm (TMP-F) and 𝑙max =

18213 µm (TMP-H), respectively, where fibres 

were classified as FBs in both cases. On the 

contrary, the highest extent in fibre width was de-

termined on FBc with 𝑤max = 1065 µm (TMP-F) 

and 𝑤max = 1100 µm (TMP-H), respectively. 

Maximum slenderness ratio 𝑙 𝑤⁄ max > 150 oc-

curs within SFl classes each, which are, none-

theless, totally underrepresented with 𝜑(SFl) <

0.3 %. Finally, considering numbers (Table IV-9) 

of composition 𝜑(𝑖) as well as fibre dimensions 

𝑤 and 𝑙, both TMP fibre batches are apparently 

similar. Likewise, charts of volume-weighted fre-

quency distributions (Figure IV-7) of both width 

and length unveil certain conformities. Accord-

ingly, they are almost congruent regarding fibre 

morphology characteristics. 

To summarise, SFs and FBc as predominant 

characteristic structural types are considered for 

general fibre size values, where 𝜑(SFs) depends 

on hardwood content and 𝜑(FBc) with 𝑙 𝑤⁄ ≈

9…10 dominate TMP furnish. Accordingly, a 

mean empirical assortment of TMP fibres com-

prises 𝜑(FBc) = 79 % with 𝑤 = 230 µm, 𝑙 =

2020 µm, and 𝑙 𝑤⁄ = 9 as well as (SFs) = 21 % 

with 𝑤 = 44 µm, 𝑙 = 850 µm, and 𝑙 𝑤⁄ = 19 as 

added in Table IV-9 (TMP-M). 

Beyond regular fibres, summarised measuring 

results in Figure IV-8 of milled material TMP-h 

reveal considerably reduced fibre lengths. Here, 

volume-weighted majority of values comes be-

low 2400 µm (upper whisker) with the median 

782 µm. Evidently, milling was efficient by cutting 

wood cells as intended for true density determi-

nation (Chapter IV–2.1). 

To conclude fibre morphology characterisation, 

WENDERDEL et al. (2014) summarise TMP fibres 

for MDF manufacturing as heterogeneous mix-

ture of distinct structural elements such as dust, 

single fibres, and fibre bundles, where the former 

is considered as negligible regarding its typically 

low volume fraction. Both utilised TMP assort-

ments are found to be dominated by two struc-

tural fibre types according to their volume frac-

tion, i. e., mainly compact fibre bundles as well 

as short single fibres. Regardless of similar mag-

nitude, present fibre characterisation results 

(Table IV-9) rather fall below literature values 

(Table IV-8) due to industrial origin of the utilised 

material. However, apparent morphological sim-

ilarity of both TMP fibre types considering dimen-

sion distributions is found, where complemen-

tary illustrations of size variations are provided in 

 

Figure IV-8: Summary of fibre length 𝑙 [µm] variation 

within total assortment (incl. dust) of milled fibres 

TMP-h determined by IHD method as box plot with (all 

volume-weighted) 𝑄1 = 478 µm, 𝑚𝑒𝑑 = 782 µm, and 

𝑄3 = 1197 µm, 5 % quantiles as whiskers 𝑄(0.05) =

120 µm and 𝑄(0.95) = 2015 µm, as well as 𝑚𝑖𝑛 =

15 µm and 𝑚𝑎𝑥 = 5419 µm (bullets). 

10 100 1000 10000

fibre length l [µm]

TMP-h
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Appendix VII–2.2. Moreover, the applied con-

cept of distinction of predefined structural ele-

ments is considered to be a valuable procedure, 

which facilitates purposed generalisation without 

losing accuracy and, ultimately, unveils the pre-

dominant structural elements regarding fibre di-

mensions. Both used batches of fibrous material 

were chosen without any particular purpose re-

garding common panel properties. However, 

typical industrial assortments were intended. For 

previously found relations between defibration 

conditions, fibre sizes, and final WBC properties 

by means of the utilised characterisation meth-

ods, reference is made to WENDERDEL, KRUG 

(2010) and BENTHIEN et al. (2014b), where 

WENDERDEL (2015) develops holistic model con-

cepts. In comparison of analysis results toward 

compiled values in Table IV-8, the way of mean 

computation is of crucial impact in addition to ac-

tual structural differences. Note, there are sev-

eral particular mean types facilitating to weight 

results according to intention; e. g., Lehmer 

mean 

𝐿𝑝(𝑥) =
∑ 𝑥𝑖

𝑝𝑛
𝑖=1

∑ 𝑥𝑖
𝑝−1𝑛

𝑖=1

 (IV-21) 

as variable general measure of location, which 

enables to emphasise small values by exponent 

𝑝 < 1 and to shift the mean toward high values 

by 𝑝 > 1. However, volume-based instead of 

double length-based (TI method, Appendix VII–

2.2) weighting of present evaluation appears 

reasonable and practice-oriented regarding pre-

sent purpose considering bulk volume including 

fibre width and not only fibre length. Beyond that, 

volume-based weighing is to be preferred toward 

number-based frequency distributions as al-

ready pointed out by WENDERDEL et al. (2014) 

with exemplary comparative calculations. Re-

garding mechanical properties, volume-based 

computation rather represents the amount of 

bulk material. The like applies to radiation-phys-

ical considerations, where the amount of matter, 

i. e., mass per unit area, thus, volume assuming 

equal raw density, is relevant for radiation atten-

uation. Hence, number-based evaluation is con-

sidered not to provide representative figures. 

However, a simplified generalisation of common 

fibre dimensions based on the present TMP 

batches finally yields for the predominant fibre 

bundle compact (FBc) 𝑙 ≈ 10 ∙ 𝑤 single fibre 

short (SFs) 𝑙 ≈ 20 ∙ 𝑤 corresponding to the indi-

vidual slenderness ratio 𝑙 𝑤⁄ , where similar ratios 

become obvious from the data of WENDERDEL 

(2015). Note, both figures serve as rough esti-

mate for further conceptional application of the 

data for a rather schematic model concept of ra-

diation transmission through WBC matter. 

In addition to fibre data, Figure IV-9 shows the 

sieve analysis results of SL and CL particle char-

acterisation with particle size distributions as 

mass fraction per class according to eight se-

quential mesh sizes and residue (< 0.25 mm). 

Evidently, an explicit distinction between particle 

thickness and length is not feasible owing to 

screening mechanism. Though particularly slen-

der particles tend to remain in sieves beyond 

their proper classes, the results provide a rough 

estimation of thickness distributions within both 

particle assortments. However, the obtained re-

sults just represent a classification of the parti-

cles but do not reveal actual dimensions (length 

and width) by absolute numbers. Due to comple-

mentary purpose, no further highly sophisticated 

analysis methods were performed for SL and CL 

particles. Therefore, determined particle charac-

teristics are not applied further. 

 

Figure IV-9: Sieve analysis results of SL and CL parti-

cle characterisation by Sieve Shaker with classes acc. 

to eight sequential mesh sizes and residue. 
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2.3 Ash content 

2.3.1 Sampling and method 

The non-combustible, mineral or inorganic, re-

spectively, component residue as mass fraction 

of oven-dry sample mass is referred to as ash 

content 𝜔(𝑎) [%] (cf. KALTSCHMITT et al. (2009)). 

Furthermore, DIN 51719 (1997) annotates acc. 

to RUHRKOHLE-VERKAUF GMBH (1984) for solid 

fuels that determined ash content is non-identi-

cal to actual mineral matter content of the initial 

substance due to chemical reactions during 

combustion. LASKE (1961) likewise distinguishes 

between “true ash” and diminished residue on ig-

nition. Accordingly, the latter deviates in amount 

and composition from natural mineral matter 

content. Depending on combustion temperature 

and type of mineral compound, mineral mass in-

crease or decrease occurs, respectively, during 

combustion process. However, the content of 

metallic (e. g. Ca) and metalloid (e. g. Si) ele-

ments is of primary interest for the present study 

as contribution to WBC matter compositions on 

atomic level. 

For ash content determination on wood and 

WBCs via direct single-stage combustion, no 

particular European standards are present. 

However, respective regulations exist for similar 

materials like paper and board (DIN 54370 

(2007)), adhesives (DIN EN 1246 (1998)), plas-

tics (DIN EN ISO 3451-1 (2008) and further 

parts), solid fuels (DIN 51719 (1997)), and car-

bonaceous materials (DIN 51903 (2012)). As ex-

emplary application on cokes, the latter defines 

as method parameters for expected 0.1 <

𝜔(𝑎) ≤ 1 %  

- 2…20 g weighed portion 

- with previous oven-drying and  

- 10…20 h combustion 

- at 𝜗f rnace = (800 ± 20) ℃ 

- in oxidising atmosphere. 

Note, DIN 51903 (2012) points out decreasing 

ash content with increasing combustion temper-

ature. Moreover, TAPPI T 211 (2016) as well as 

TAPPI T 413 (2017) define procedures on two 

different temperature levels for the pulp and pa-

per industry, where ASTM D1102-84 (2013) is a 

corresponding adaption to wood. Regarding 

wood fibre building boards, ISO 3340 (1976) reg-

ulates sand content determination. Here, the 

complete combustion of 

- (200 ± 2) g weighed portion of 

- conditioned samples (20/65)  

- at 𝜗f rnace = 500…600 ℃  

- after pre-ignition 

is followed by acid and water treatment as well 

as filtration to extract any remaining sand parti-

cles (≥ 40 µm). Supposedly following ISO 3340 

(1976), SCHRIEVER, BOEHME (1984) investigate 

mineral components in coated PB by combus-

tion of 50 g oven-dry samples with subsequent 

sand extraction (≥ 50 µm) and analysis of Si and 

Al content, respectively. While they determine an 

ash content of 𝜔(𝑎) = 0.58…1.09 %, the corre-

sponding sand content  𝜔(sand) =

0.006…0.142 % ranges one order of magnitude 

below. IVANOVA (2009) applies the method as 

reference procedure for her investigations on in-

direct determination of mineral impurities. The 

ISO method followed by both is commonly ap-

plied in the WBC sector for sand content deter-

mination with company-internal adaptions. Here 

and elsewhere, multi-stage ignition processes 

with external (incomplete) pre-combustion and 

subsequent (complete) combustion within a cru-

cible in a respective muffle furnace are per-

formed. With their focus on sand content (i. e. es-

pecially SiO2 from impurities) “[…]to obtain an in-

dication of machinability by cutting tools” (ISO 

3340 (1976)) and the way of pre-combustion, the 

procedures are supposed to be error-prone re-

garding the consideration of highly-dispersed 

trace elements. DEETZ (2009) preformed a sin-

gle-stage combustion of annual plants with 

𝜔(𝑎) > 5 % in general. Furthermore, he worked 

with considerably reduced weighed portions 

down to 10…15 g owing to bulk volume. 

Considering previously reported investigations, 

the procedure performed in this study was devel-

oped, evaluated, and optimised with further re-

spect to present equipment. Accordingly, a sin-

gle-stage process within a lid-covered volumi-

nous crucible was carried out without pre-com-

bustion as gradually listed in Table IV-10. Thus, 

ash particle discharge during intense early pyro-

lytic combustion step is avoided. Note, despite 
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porcelain discolouration, removed lids did not 

show any ash aggregation. The procedure is 

less laborious and total ash mass without further 

performance for acid-soluble silica determination 

is intended. As exhaust air high-temperature fur-

nace, the microwave laboratory system StarT 

Pyro T-1640, MLS GmbH, Leutkirch, Germany 

was employed. Porcelain combustion crucibles 

with lid, a capacity of 270 cm³, and heat stability 

up to 1000 °C were manipulated exclusively by 

clean crucible tongs even in cold state to avoid 

contamination and weighing result falsification 

by skin particles and moisture. Finally, ash con-

tent 𝜔(𝑎) [%] is computed via 

𝜔(𝑎) =
𝑚𝑎
𝑚OD
∙ 100 [%] =

𝑚𝑎,2 −𝑚𝑎,0
𝑚𝑎,1 −𝑚𝑎,0

∙ 100 [%] 

 (IV-22) 

per sample with respective masses 𝑚𝑎,𝑖 follow-

ing Table IV-10. Due to combustion of oven-

dried material with coincident MC determination, 

no correction of the very same is required. Un-

less specified otherwise, results from eq. (IV-22) 

refer to oven-dry state of the material. 

Comprehensive measurements were carried out 

on all employed WBC types and (raw) furnish 

materials as well as one adhesive resin type 

(UF2-D) with 𝑛 = 3…5 each. In comparison to 

several established methods (except ISO 3340 

(1976)) for combustion of comparable materials, 

weighed portion was crucially increased in case 

of typically densified panels with �̅� > 500 kg m3⁄  

to enhance weighing accuracy by coincidently 

increasing residual ash mass after combustion 

with respect to expected minor ash content 

𝜔(𝑎) < 0.5 % in relation to sample mass and ma-

jor crucible tare. Here, by means of maximum 

available (covered) crucible volume, oven-dry 

weighed portions of nominally (65 ± 2) g were 

obtained. Bulky loose fibres (≈ 9…13 g) and par-

ticles (≈ 30…40 g) as well as low-density panels 

(≈ 20…30 g) and mats (≈ 9…13 g) required a 

respective reduction. To increase surface for en-

hanced combustion and to facilitate proper cru-

cible filling, panel material was reduced to small 

pieces (approx. 5 × 10 × 15 mm3) by cutting via 

band-saw to save material again. For illustrated 

specimen preparation, sampling, and measuring 

equipment see Appendix VII–2.3. Note, in the 

case of indMDF samples, sampling was actually 

performed on cuttings directly neighbouring the 

X-ray measuring positions within the total panel. 

Adhesive resin UF2-D (see Table IV-3 and Table 

IV-4) was taken from residual material with to-

tally exceeded duration of storage inside the 

canister. However, gentle drying of the solid 

block was completed for 96 h at 60 °C and mate-

rial was reconditioned at 20/65 afterwards. In 

contrast to all other ash content samples, 

crushed UF2-D material was combusted in con-

ditioned state (20/65) omitting oven-drying in ad-

vance due to aforementioned impact on resin 

structure by cracking of macro molecules, which, 

in turn, causes water and formaldehyde evapo-

ration. Consequently and owing to non-porous 

coarse powder with 𝜌𝑡 ≈ 1400…1500 kg m
3⁄ , an 

increased weighed portion in crucible of 𝑚𝑎,1 −

𝑚𝑎,0 ≈ 110 g was obtained without the necessity 

of accordingly increased combustion duration 

due to assumed rapidly evaporated volatile com-

ponents along with thermally-induced hydrolysis. 

Nonetheless, expected ash content of adhesive 

step action parameters; 
duration 

output 

1 sample cutting from distinct 
panel areas 

  

2 re-conditioning and  
interim storage 

20/65; 
> 1 week 

 

3 pre-sampling and  
oven-drying in a beaker with 
coincident MC determination 
(DIN EN 322 (1993)) 

(75 ± 2) g, 
(103 ± 2) °C; 

72 h 

  𝑴𝑪 

4 crucible cleaning and drying 900 °C; 1 h  

5 cooling-down crucible in 
desiccator and weighing 

RT; 1 h  𝒎𝒂,𝟎 

6 crucible filling with sample 
and weighing 

(65 ± 2) g, RT; 
rapidly 

 𝒎𝒂,𝟏 

7 (incomplete) combustion 900 °C; 1 h  

8 lid removal, coincidently fresh 
air into combustion chamber 

  

9 (complete) combustion 900 °C; 5 h  

10 pre-cooling down in furnace < 900 °C; 0.5 h  

11 cooling-down crucible in 
desiccator and weighing 

RT; 1 h  𝒎𝒂,𝟐 

12 mass double-check after > 12 h  𝒎𝒂,𝟐+ 

13 compute ash content eq. (IV-22)  𝝎(𝒂) 

Table IV-10: Elaborate gradual performance of ash 

content 𝜔(𝑎) determination according to own proce-

dure, with total duration (steps 3 to 11) > 9 h. 
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resin toward zero is considered to be unaffected 

by actual moisture conditions. 

To summarise in general, complete combustion 

and actual ash content 𝜔(𝑎) determination is 

methodically influenced by  

- specimen cutting size, 

- sample MC, 

- weighed portion, 

- furnace temperature, 

- combustion duration, 

- presence of oxygen, 

- particle discharge, and 

- cleanliness during performance.  

However, temperature control and duration of 

the respective combustion stages is worth to be 

evaluated elsewhere considering stages of wood 

combustion in general (cf. MARUTZKY, SEEGER 

(2002) and KALTSCHMITT et al. (2009)) and par-

ticularly element oxidation, which, in turn, might 

increase mass of non-combustible residue. 

 

2.3.2 Results and discussion 

A selection of common ash content 𝜔(𝑎) values 

and previously reported research results are 

compiled in Table IV-11. Beyond that, FENGEL, 

GROSSER (1975) provide from a bibliographical 

review a comprehensive compilation of the 

chemical composition of soft- and hardwoods on 

molecular level complete with their ash content. 

Furthermore, ROWELL (2005) composes data of 

hardwoods and softwoods in the USA, which 

have been analysed by USDA FPL from 1927 to 

1968. As easily seen, ash content differs consid-

erably with respect to the composition of the 

sample (e. g. including bark) and the wood habi-

tat. Nonetheless, tremendous upward differ-

ences are considered as erroneous regarding 

clean wood from temperate zones. The state-

ment from WALKER (2006a), that “the inorganic 

ash content is usually 0.1…0.3 % […] and rarely 

exceeds 0.5 %, except in some tropical hard-

woods […]” with high Si content, unveils an ap-

propriate general value range. 

Ash, in turn, comprises several elements, where 

EHRENBERGER (1991) describes composition of 

combustion residues in general. Accordingly, 

ash from ignition in air atmosphere comprises 

both stable free metals (e. g. Co, Ni) as well as 

metal or metalloid oxides (e. g. Al2O3, Fe2O3, 

SiO2) and metal sulphates (e. g. CaSO4). Regard-

ing the present study and owing to infinitesimal S 

concentration in wood (despite known 1 % hard-

ener (NH4)2SO4 in labMDF) and combustion at 

900 °C, Ca as major ash component is assumed 

to be present as CaO instead its sulphate. Ac-

cording to LOHMANN (2010), ash of European 

wood species mainly consists of cations Ca2+ 

(25…35 %), K+ (10…15 %), Mg2+ (3…7 %), and 

Fe3+, Mn2+, Al3+ (10 %) as well as anions CO3
2− 

(25…35 %), SO4
2−, PO4

3−, and (Si𝑥O𝑦)
4𝑥−2𝑦

 

(10 %). MÖRATH (1950) points further out, that 

partly ash components are firmly bound to grain 

matter. Moreover, a comprehensive study on the 

occurrence of trace elements in wood was per-

formed WAŻNY, WAŽNY (1964). They basically 

determined ash content (at 𝜗f rnace = 500 ℃) 

ranging 𝜔(𝑎) = 0.13…1.64 % for 34 European 

wood species with subsequent ash analyses. 

Doubtless, crucial variations are considered to 

be caused by methodical and sampling reasons. 

Implications on significant differences between 

respective species in general seem unconvinc-

ing. However, radial distributions of minerals 

across stems of Norway spruce are, e. g., avail-

able from ÖSTERÅS (2004). 

Regarding WBCs, less numerous investigations 

exist (Table IV-11), which, in turn, rather purpose 

determination of sand content with a certain par-

ticle size as abrasive medium. In this regard, 

IVANOVA (2009) concludes the origin of mineral 

inclusions fundamentally as impurities from raw 

material or production process. However, actual 

ash content of all WBC types is inferred to be af-

fected by manifold conditions, such as 

- wood-yard cleanliness, 

- debarking quality, 

- potential chip washing (MDF), 

- waste-wood content, and 

- coating including abrasive particles, 

thus, the WBC type in general where 𝜔(𝑎)MDF <

𝜔(𝑎)PB. Influence of typical adhesive resins 

(without filler) is negligible owing to its purity. Fi-

nally, in comparison to wood (pure matter, clean, 

without bark), ash composition of WBCs shows 

a higher Si content from external impurities, 

which markedly occurs in PB. 
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material remarks  𝝎(𝒂)  
 [%] 

source 

bark  3…4 [14] 

 beech 2.6 [14] 

 beech 3…4 [1] 

 pine 1 [1] 

 spruce 1.8 [14] 

 spruce 1…3 [1] 

 mean 2.4 comp. 

beech  0.363 [20] 

  0.4 [12] 

 mean sap- & heartwood 0.435 [6] 

  0.5 [14] 

  0.55 [17] 

  0.57 [8] 

  0.67 [22] 

 mean 0.5 comp. 

pine  0.17 [12] 

 mean sap- & heartwood 0.17 [6] 

  0.26 [17] 

  0.32 [22] 

 mean 0.23 comp. 

spruce  0.21 [20] 

 mean sap- & heartwood 0.23 [6] 

  0.23 [12] 

  0.26 [2] 

  0.37 [8] 

  0.4 [14] 

  0.79 [22] 

 mean 0.46 comp. 

hardwood chips 0.465 [18] 

softwood chips 0.366 [18] 

wood  0.4 [20] 

 mean from 14 citations 0.4 [21] 

  0.3…1.0 [10] 

  0.5…1 [14] 

 all species 0.2…0.6 [11] 

 all species 0.2…0.6 [15] 

 all species 0.2…0.8 [1] 

 all species 0.5…1.5 [5] 

 temperate zones 0.2…0.5 [7] 

 temperate zones 0.2…0.6 [4] 

 temperate zones 0.2…0.8 [13] 

 mean 0.5 comp. 

continued in the next column 

 

continued from previous column 

material remarks  𝝎(𝒂)  
 [%] 

source 

tropical wood < 4 [4] 

 range 
 mean from 43 species 

0.08…6.5 
0.98 

[19] 
[19] 

  1.5…8.0 [13] 

 mean 3.2 comp. 

MDF  0.295 [3] 

PB PF 0.305 [3] 

PB UF 0.31 [3] 

PB PMDI 0.32 [3] 

PB mean 5 manufacturers 0.84 [16] 

 SL 0.9 [16] 

 CL 0.72 [16] 

WBCs uncoated 0.5…3 [14] 

WBCs coated 1…3 [14] 

WBCs MDF or PB with UF/MUF 0.6 [14] 

WBCs MDF or PB with PF 2.0* [14] 

WBCs MDF or PB with PMDI 0.8 [14] 

WBCs general mean 0.8 comp. 

Lit. AUTORENKOLLEKTIV (1988) [1] 

 BEYER et al. (2018) [2] 

 BETZ et al. (2002) [3] 

 BLAŽEJ et al. (1979) [4] 

 BUNBURY (1925) [5] 

 DAUBE (1883) [6] 

 FENGEL, WEGENER (1983) [7] 

 GOTTLIEB (1883) [8] 

 HÄGGLUND (1951) [9] 

 KNIGGE, SCHULZ (1966) [10] 

 KOLLMANN (1951) [11] 

 [10] acc. to [6] as cited in [9] [12] 

 LOHMANN (2010) [13] 

 MARUTZKY, SEEGER (2002) [14] 

 MÖRATH (1950) [15] 

 SCHRIEVER, BOEHME (1984) [16] 

 SERGEJEWA (1959) [17] 

 TAPPI T 211 (2016) [18] 

 TORELLI, ČUFAR (1995) [19] 

 TRENDELENBURG (1939) [20] 

 TZSCHERLICH (1988) [21] 

 WAŻNY, WAŽNY (1964) [22] 

Table IV-11: Compilation of common values of ash 

content 𝜔(𝑎) [%] for selected wood species and 

WBCs (from literature) with general mean computed 

(comp.) per material from reliable literature data; 

* questionable deviation. 
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Compared to the suggestion of SCHRIEVER, 

BOEHME (1984) regarding combustion until bright 

ash is present, the obtained final ash in the cru-

cibles appeared rather brownish. Only fibres 

(TMP-F) showed a bright cover and both particle 

types (SL and CL) white speckles (see Appendix 

VII–2.3). However, no black carbon particles in-

dicating incomplete combustion remained in any 

case. The results of ash content 𝜔(𝑎) determi-

nation are summarised in Table IV-12 with cor-

responding illustration Figure IV-10. To this end, 

raw data was evaluated as follows. 

Hampel’s test was carried out to identify potential 

outliers per sample type. Accordingly, only a 

couple of single measurements had to be re-

jected at 𝛼 = 0.05, which occurred rather from 

methodical insufficiencies than local inherent 

material extremes due to representative 

weighed portion. Here, labMDF, in turn, ap-

peared noticeably consistent without any outliers 

per set of samples (= raw density level including 

panels of each thickness). Thus, laboratory man-

ufacturing was continually clean. Partly adjusted 

sets of samples with 𝑛 ≤ 5 were subsequently 

evaluated. At this considering residue masses 

(Table IV-10), F-test of equality of variances with 

𝐻0: 𝜎
2(𝑚𝑎,2) = 𝜎

2(𝑚𝑎,2+) vs. 𝐻1: 𝜎
2(𝑚𝑎,2) ≠

𝜎2(𝑚𝑎,2+) failed to reject the null hypothesis at 

𝛼 = 0. 05 for each respective sample type. Not-

withstanding that, normality cannot be ensured 

and sample sizes are small. Hence instead of 

Student’s t-test, more robust and nonparametric 

Mann-Whitney U test of equality of 𝑚𝑎,2 and 

𝑚𝑎,2+ per set of samples with the null hypothesis 

𝐻0: 𝐹(𝑚𝑎,2) = 𝐹(𝑚𝑎,2+) vs. 𝐻1: 𝐹(𝑚𝑎,2) ≠

𝐹(𝑚𝑎,2+) was applied. As result for all sample 

types, 𝐻0 cannot be rejected at 𝛼 = 0. 05 again. 

Consequently, no statistically significant differ-

ences between both mass measurements exist; 

thus, solely the first value 𝑚𝑎,2 is henceforth 

taken into account. Beyond that, the slight gen-

eral difference 𝑚𝑎,2+ > 𝑚𝑎,2 is assumed to be 

caused by moisture uptake (despite storage in 

desiccator) and further oxidation of the metals. 

The same statistical testing was applied toward 

equality of all labMDF samples, which is likewise 

significantly proven. Hence, due to equal vari-

ances and no significant differences between 

measurements of the respective samples, val-

ues of the three raw density classes (i. e. consol-

idation levels) are combined and total mean as 

well as CV of labMDF are computed (Table 

IV-12, bold figures). On the contrary, 𝐻0 was re-

jected at 𝛼 = 0. 05 considering both fibre types, 

which are evidently not from the same population 

– already regarding ash content. Equality evalu-

ation of 𝜔(𝑎) of industrial panels is dispensable 

due to obvious differences between the panel 

thicknesses in Figure IV-10. Nevertheless, total 

mean of indMDF is computed for generalisations 

reasons whereas the high CV between sample 

mean values has to be considered, which, in 

turn, unveils the variations and doubtless differ-

ent origins of the panels. Note, regardless pa-

rameter dispersion within the material, the rather 

low CVs per sample type are considered to rep-

resent appropriate repeat accuracy of the 

method as well as the reproducibility of the pro-

cedure, which was performed by three alternat-

ing operators. On the contrary, TAPPI T 211 

(2016) provides such data from an interlabora-

tory trial (round robin test), where 𝐶𝑉 = 1…27 % 

between the labs partly crucially exceed the pre-

sent values and are found to decrease with in-

creasing mean ash content, supposedly owing to 

rater low nominal weighed portion of at least 1 g 

OD material to yield, in turn, at least 10…20 mg 

ash. 

Beyond statistical implications, determined WBC 

ash content is in the order of common wood 

range. The same applies to particles and corre-

sponding mats in relation to PB theory consider-

ing increased impurities. However, tremendous 

deviations occur in case of fibrous raw material. 

Due to considerable CV values, variations are 

evidently caused by methodical insufficiencies. 

Primarily, distinctly decreased weighed portion 

of fibrous material decreases weighing accuracy 

of coincidently minor ash mass. However, accu-

racy loss does not cause systematic upward off-

set. Assumed rapid moisture absorption of oven-

dry material during crucible filling would bias the 

results downwards by virtually increasing 

weighed portion. Incomplete combustion, which 

apparently increases ash mass, is methodically 

excluded owing to reduced material amount but 

unaltered combustion parameter.  
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The analysis results of solid adhesive resin with 

𝜔(𝑎)UF2-D = 0.044 % range one number of mag-

nitude below furnish and panel material, which 

seems to approximate toward detection limit but 

determined ash mass, however, of 𝑚𝑎 ≈ 0.05 g 

was in a sufficient order regarding applied bal-

ance. Hence, 𝜔(𝑎)UF2-D results are not neglected 

and explicitly taken into account for further com-

putations as contribution to total 𝜔(𝑎)WBC. How-

ever, due to infinitesimal ash content of adhesive 

resin, resination computationally decreases ash 

content of final WBC but just in the order of -

0.05 % (abs.) in case of virtually added 10 % UF 

content. Hence, accordingly adjusted ash con-

tent of raw TMP fibrous material is generalised 

in the range 𝜔(𝑎)TMP = 0.35…0.45 % (refer to 

last rows in Table IV-12). As mentioned above, 

ash composition comprises varying mass frac-

tions of minerals or their oxides, respectively. 

Within the obtained combustion residues, metal 

oxides and SiO2 are assumed to predominate 

whereas mineral compounds such as CaCO3 are 

decomposed owing to high ignition temperature 

(likewise during elemental analysis). Here, a fun-

damental distinction between mineral matter and 

ash content is dispensable henceforth. In this 

study, ash content determination primarily 

 𝝎(𝒂) [%] 

material  𝐦𝐞𝐚𝐧(𝒏)  𝑪𝑽 adjusted 𝒏 

TMP-H 0.455 23.8 % 4 

400 0.309 2.5 % 5 

650 0.305 3.5 % 5 

1056 0.311 2.5 % 5 

labMDF 0.309 2.8 %  

   𝑪𝑽(𝐦𝐞𝐚𝐧) 0.9 %   

TMP-F 0.701 14.9 % 4 

Fmat1 0.589 n/a 1 

Fmat2* 0.448 5.0 % 3 

Fmat* 0.495 5.0 %  

   𝑪𝑽(𝐦𝐞𝐚𝐧) 19.2 %   

SL 0.497 0.2 % 2 

CL 0.359 3.4 % 3 

SLmat 0.484 1.7 % 3 

CLmat 0.350 2.7 % 3 

UF2 0.044 9.4 % 3 

MDF-3 0.337 2.5 % 2 

MDF-6 0.368 5.8 % 3 

MDF-8 0.340 3.5 % 4 

MDF-10 0.303 3.8 % 5 

MDF-12 0.291 1.6 % 4 

MDF-19 0.358 4.4 % 4 

MDF-25 0.336 6.8 % 5 

MDF-30 0.419 4.8 % 4 

indMDF 0.344 4.1 %  

   𝑪𝑽(𝐦𝐞𝐚𝐧) 11.6 %   

insulation 0.274 2.8 % 6 

TMP 0.35…0.45 generalisation 

MDF 0.30…0.40 generalisation 

Table IV-12: Results of ash content 𝜔(𝑎) [%] determi-

nation via complete combustion at 900 °C following 

Table IV-10 as mass fractions on OD basis for lab-

made material (panels and furnish mats), correspond-

ing raw furnish, and adhesive resin as well as selected 

industrial panels (mean per partly adjusted set of sam-

ples, 𝑛 ≤ 5); mean per material type and CV of single 

sample mean values (bold); * double-weighted Fmat2 

value in mean and CV due to two resination batches 

(one for Fmat1) acc. to Table IV-15. 

 

 

Figure IV-10: Results of ash content 𝜔(𝑎) [%] deter-

mination from Table IV-12, compilation of mean val-

ues per representative material types; * mean ad-

justed to labMDF for general computations. 
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serves to complete elemental analysis and to fa-

cilitate oxygen content deduction as described in 

Chapter IV–2.3. To conclude more general, TMP 

fibre based WBCs such as MDF feature an ash 

content in the range 𝜔(𝑎) = 0.3…0.4 %, which 

comprises residual metal oxides dominated by 

CaO after complete combustion at high tempera-

tures. For further discussions in terms of com-

prehensive elemental analysis, reference is 

made to Chapter IV–2.4.2. 

 

2.4 Elemental composition 

2.4.1 Sampling and method 

Quantitative elemental analysis (EA) yields the 

mass fraction of the non-metallic chemical ele-

ments C, H, N, and S. A comprehensive method 

for simultaneous CHNS analysis is based on cat-

alytic tube combustion at up to 1200 °C with ox-

ygen feed for quantitative sample digestion. 

Subsequently transported by carrier gas (He), 

the combustion gases are separated via purge 

and trap chromatography columns and quanti-

fied by thermal conductivity detector. For method 

details, reference is made to ELEMENTAR (2016) 

and EHRENBERGER (1991).  

Obviously, content of the element O is not deter-

mined in this manner. Amongst other direct 

methods (cf. EHRENBERGER (1991)), LASKE 

(1961) suggests subtractive oxygen determina-

tion owing to error-prone direct procedures. Ac-

cordingly and henceforth to complete the pre-

sent elemental analyses, oxygen content 𝜔(O) is 

computed via the sum  

100 [%] =∑𝜔(𝑖)

𝑘

+ 𝜔(O) + 𝜔(𝑎) (IV-23) 

with mass fractions 𝜔(𝑖) of present non-metallic 

𝑘 = 4 elements H, C, N, and S respectively quan-

tified via EA as well as ash content 𝜔(𝑎) (Chap-

ter IV–2.3.2).  

In this study, EA is carried out aiming at actual 

elemental composition of all radiometrically in-

vestigated materials 

- to compare analysis results with tabulated 

common values (from literature), 

- to deduce a generalisation for WBCs, 

- to particularly evaluate the impact of applied 

adhesive resin and its content  

and finally, 

- to provide data for theoretical radiation at-

tenuation considerations. 

Regarding performance of EA on wood and 

WBCs, no particular European standards are 

present. However, respective international regu-

lations for similar materials like coal and coke 

(ASTM D 5373 (2014)) exist. Furthermore, DIN 

EN 16785 (2014) draws on results from ele-

mental analysis. Notwithstanding a lack of com-

prehensive normative regulations, the applied 

EA method is common in the chemical, agricul-

tural, and energy sector. For EA in this study, 

vario MACRO cube CHNS, Elementar Analysen-

systeme GmbH, Hanau, Germany, was em-

ployed. Oxygen content 𝜔(O) was computed ac-

cording to eq. (IV-23) considering elsewhere de-

termined ash content (Chapter 2.3.2). CHNS+O 

analyses were carried out on all employed WBC 

types and (raw) furnish materials as well as the 

two adhesive resins in different conditions. 

Though the method requires oven-dry samples, 

material was conditioned at 20/65 in advance to 

measurement owing to long-lasting handling 

during sampling preparation (weighing, pelletis-

ing). The huge surface of milled and cut particles 

is prone to moisture absorption anyway. Thus, 

analyses were performed explicitly considering 

known MC of each sample type, where global 

values from Table IV-5 were taken into account 

for. 

Following device restrictions, small weighed por-

tions, and their packing in thin tin foil, require fine 

and even powder. To this end, shavings from the 

panels were generated by means of a fine-

toothed saw. Sampling was performed in distant 

areas of the respective panel and obtained pow-

der material was blended again. Note likewise 

for ash content determination (Chapter IV–2.3), 

in the case of indMDF samples, sampling was 

performed on cuttings directly adjacent to the 

X-ray measuring positions within the total panel. 

Beyond final panels, bulky and partly coarse fur-

nish material was milled by means of a labora-

tory rotor mill (Ultra Centrifugal Mill ZM 200, 

RETSCH GmbH, Haan, Germany) with a 
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12-tooth rotor at 𝑛 = 14’000 min−1 utilising a ring 

sieve with 0.5 mm trapezoid holes (equally in 

Chapter IV–2.1.1). In advance, accordingly 

treated bulk samples were respectively blended 

per furnish type from cluster samples withdrawn 

directly from the bag at representative positions. 

Note, milled fibres for true density determination 

(Chapter IV–2.1.1) originate from the very same 

bulk sample. On the completion of furnish and 

WBC material, both liquid and cured adhesive 

resin was analogously investigated. Here, anal-

yses were carried out on both UF types (Table 

IV-3), where samples were withdrawn in conse-

quence of particular preparation UF-L, UF-LH, 

UF-C, and UF-CH according to Table IV-4. In 

case of cured resin (-C and -CH), crushed mate-

rial was further milled by rotor mill as above. 

Generally, any contamination was avoided at 

best, which, in turn, potentially biased analytical 

results. Powder bulk samples were recondi-

tioned (20/65) until analysis. For illustrated spec-

imen preparation, sampling, and measuring 

equipment see Appendix VII–2.4.  

For EA, 𝑛 = 5 (lab) or 𝑛 = 8 (ind.), respectively, 

samples were withdrawn again via cluster sam-

pling from each prepared powder bulk sample 

and nominally comprise a weighed portions of 

(20 ± 2) mg. Individual sample mass was deter-

mined and transferred to device software. Pow-

der material was manually packed in tin foils and 

pelletised by manual press diminishing air pock-

ets, whereas specific tin capsules with press are 

provided for liquid samples. After sample feeder 

loading, analyses were performed fully auto-

mated by vario MACRO cube yielding concen-

tration of the elements H, C, N, and S in relation 

to individual sample mass [wt. %]. Furthermore, 

device internal operating method was set con-

sidering expected elemental composition, which 

controls, e. g., amount of oxygen feed for com-

bustion. Regarding WBCs, preventively chosen 

method “plastic waste” with tremendous oxygen 

feed was meanwhile changed to more resource-

efficient “plant” while ensuring proper combus-

tion. For liquid resin samples, however, method 

“liquid waste” was unexceptionally set. Prior to 

                                                      

28  Note in general, mass fraction 𝜔 without any subscript explicitly refers to oven-dry mass as basis. 

measuring cycles, device was calibrated by 

means of a provided substance of precisely 

known elemental composition (i. e. sulphanila-

mide C6H8N2O2S). 

Note, obtained mass fractions 𝜔(𝑖)𝑀𝐶 of the 𝑖-th 

element refer to conditioned sample state, thus, 

comprise respective 𝑀𝐶 (refer to Table IV-5). In 

contradiction, 𝜔(𝑎) is determined on oven-dry 

basis28. Hence, MC correction of EA data prior to 

𝜔(O) computation is required. Therefor, the 

measured H content is reduced by included frac-

tion of absorbed water as follows. Let the mass 

at 𝑀𝐶 of an individually analysed sample 𝑚𝑀𝐶 

equal to 100 [-]. Then, 

𝜔(𝑖)𝑀𝐶 ≡ 𝑚(𝑖)𝑀𝐶 (IV-24), 

i. e. the mass fraction of the 𝑖-th element is equiv-

alent to its mass in the compound sample, both 

at the same 𝑀𝐶. Regarding H in the moist sam-

ple, the total mass results from 

𝑚(H)𝑀𝐶 = 𝑚(H)OD +𝑚(H)H2O (IV-25). 

According to definition of 𝑀𝐶 (eq. (IV-1)), oven-

dry sample mass is calculated, in turn, by 

𝑚OD = 𝑚𝑀𝐶 ∙
100

100 + 𝑀𝐶
 (IV-26). 

With the mass fraction of hydrogen in water mol-

ecules 𝜔(H)H2O = 0.1119 and eq. (IV-26), 

eq. (IV-25) turns into  

𝑚(H)OD = 𝑚(H)𝑀𝐶 − (𝑚𝑀𝐶 −𝑚OD) ∙ 𝜔(H)H2O 

 (IV-27) 

and yields H mass in the oven-dry substance. 

Beyond hydrogen, other elements present re-

quire no absolute mass adjustment, thus,  

𝑚(𝑖)𝑀𝐶 = 𝑚(𝑖)OD | 𝑖 = C,N,S (IV-28). 

Finally, all 𝑚(𝑖)OD are referred to oven-dry basis 

total mass 𝑚OD yielding 

𝜔(𝑖) =
𝑚(𝑖)OD
𝑚OD

∙ 100 [%] (IV-29) 

as mass fraction of the 𝑖-th element present. 

Subsequently, 𝜔(O) is computed following 

eq. (IV-23) with corresponding 𝜔(𝑎) values from 

Chapter 2.3.2. 
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To summarise the procedure in general, data 

output from EA device requires MC correction 

and subsequent oxygen content deduction con-

sidering associated ash content. 

 

2.4.2 Results and discussion 

To evaluate the obtained analysis results and to 

deduce a potential generalisation with regard to 

a radiation transmission concept through porous 

composites, a comprehensive literature review 

aimed at hitherto investigations of the elemental 

composition of wood, WBCs, and their compo-

nents. Table IV-14 compiles a selection from 

most appropriate as well as historical sources, 

where elemental mass fractions 𝜔(𝑖) [%] appear 

sufficiently reliable. Beyond mass fractions from 

numerous analytical studies, MARUTZKY, SEEGER 

(2002) and KALTSCHMITT et al. (2009) provide the 

empirical formula C1H1.4O0.66 for the main ele-

ments of wood in general (not further specified), 

which is commonly applied for combustion reac-

tion equations. However, first EA investigations 

by DAUBE (1883) and GOTTLIEB (1883) of com-

mon European species already unveiled minor 

variations of their elemental composition. None-

theless, several general figures in subsequently 

published specialised books differ in detail. Thus 

and to facilitate an overview, own research was 

required. 

Despite remarkably similar elemental composi-

tion on atomic level of dry wood matter, signifi-

cant differences occur on the molecular scale. 

Content and distribution of the main macromo-

lecular components (i. e. cellulose, hemicellu-

loses, and lignin) as well as extractives differ sig-

nificantly between soft- and hardwood species, 

along height and diameter of the trunk, within 

one annual ring, and finally between parts of the 

cell wall. In the latter case, e. g., lignin content of 

hardwood ranges from 17…26 % in the second-

ary wall S2-layer up to 70…92 % in the middle 

lamella (cf. BLAŽEJ et al. (1979) and WALKER 

(2006a)). For further details, reference is made 

to commonly known wood chemistry textbooks 

such as HÄGGLUND (1951), FENGEL, WEGENER 

(1983) or ROWELL (2005). Beyond that, FENGEL, 

GROSSER (1975) provide from a bibliographical 

review a comprehensive compilation of the 

chemical composition of soft- and hardwoods on 

molecular level. However, owing to the occur-

rence of radiation-matter interaction on atomic 

level, molecule types are not further considered. 

Nevertheless, true density of the respective mat-

ter has to be taken into account regarding radia-

tion penetration. Several former researchers 

point out, not falsely to conclude from almost 

equal elemental composition on respective 

chemical identity of wood species. Notwithstand-

ing that, similarities occur particularly from an 

X-ray beam’s point of view as proved and quan-

tified in Chapter IV–5.2.2. 

Beyond wood EA, WBC values are sparsely rep-

resented and rather related to solid fuel investi-

gations so far. However, considerable differ-

ences occur in case of N content corresponding 

to type and amount of adhesive resin in WBC. 

Whereas according to KOLLMANN (1951) 𝜔(N) >

0.26 % is erroneous for clean wood, values for 

UF-bonded WBCs extent to 𝜔(N) = 4.8 %, which 

originates from predominant N in urea mole-

cules. Consequently, minor N content in MDI 

monomer causes just a slight increase in respec-

tively bonded WBCs, where, furthermore, the 

resin content with a typical range 

𝜔(PMDI)WBC,OD = 2…6(…10) % (cf. RESSEL 

(2008) as cited in THOEMEN et al. (2010)) is lower 

in general. To complete the most relevant basic 

adhesive resin types, PF-bonded panels are not 

expected to show any alteration of 𝜔(N) corre-

sponding to absence of N in the very same PF 

glue liquor. 

Regardless whether on an empirical basis or an-

alytically determined, elemental composition 

data on adhesive resins is rarely available so far. 

Apparently, any reporting was dispensable by in-

stitutional research and had to be avoided by 

manufacturers. Furthermore, a general estima-

tion of the actual mass fractions of adhesive 

resin elements is non-trivial owing to considera-

ble structural dependencies of both glue liquor 

and cured resin. Already DUNKY, LEDERER (1982) 

come upon little information about the molecular 

structure of UF adhesive resins. Today, remark-

able progress in holistic characterisation is still 

lacking. However, considering UF resin regard-
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ing cured state, the three-dimensional macromo-

lecular structure depends on its cross-linking 

level depending, in turn, on curing conditions 

such as  

- temperature, 

- pH, and  

- ambient MC 

likewise considered for true density (Chapter IV–

2.1.2). In the case of glue liquor, gelled state of 

pre-polymer depends on its molar ratio of formal-

dehyde to urea in the raw glue liquor (F/U ratio), 

desired manner of reaction, and viscosity result-

ing from degree of pre-polymerisation via con-

densation duration. Notwithstanding that, follow-

ing empirical considerations yield values for ele-

mental composition in an appropriate order of 

magnitude, as summarised in Table IV-14. Un-

der simplified assumption of a linear macromo-

lecular structure (cf. ROFFAEL (1982) and 

BUDDRUS (1990)) and F U⁄ = 1, stoichiometri-

cally balanced UF polycondensation product 

consists of the aligned monomer [CO(NH)2CH2]𝑛 

where 𝑛 H2O are eliminated. This first approxi-

mation yields the atomic ratio H ∶ C ∶ N ∶ O = 4 ∶

2 ∶ 2 ∶ 1. With exemplary macromolecular molar 

masses determined as a function of condensa-

tion duration and F/U ratio by BILLIANI et al. 

(1990) ranging in the order 𝑀𝑛 ≈

1′000…100′000 g mol⁄ , a corresponding degree 

of polymerisation 𝐷𝑃𝑛 ≈ 14…1400 for 𝑀UF =

72.1 g mol⁄  can be estimated. Notwithstanding 

that, the sole knowledge about molar mass dis-

tribution within the cured resin does not reveal its 

composition. More sophisticated considerations 

regarding reaction mechanisms and molecule 

structures are provided by MEYER (1979). Alt-

hough no general macromolecule can be de-

fined, according to a model of cured UF resin il-

lustrated by VOLLMERT (1985), the respective ra-

tio H ∶ C ∶ N ∶ O = 3.94 ∶ 2.29 ∶ 1.71 ∶ 1 can be de-

duced. Obviously and likewise stated by DUNKY 

(1998), a simple UF resin unveils a broad variety 

of possible reactions and structures. Due to 

X-ray interaction mechanisms, however, the ac-

tually resulting structural characteristics of resin 

matter are dispensable again (refer to wood con-

siderations above) as long as stoichiometric ra-

tios are known or not considerably affected by 

varying H2O or formaldehyde (FA) elimination. 

 

Literature AUTORENKOLLEKTIV (1988) [1] 

 BETZ et al. (2002) [2] 

 BOSSHARD (1974) [3] 

 BUNBURY (1925) [4] 

 DAUBE (1883) [5] 

 FENGEL, WEGENER (1983) [6] 

 GOTTLIEB (1883) [7] 

 KALTSCHMITT et al. (2009) [8] 

 KNIGGE, SCHULZ (1966) [9] 

 KOLLMANN (1951) [10] 

 LOHMANN (2010) [11] 

 MARUTZKY, SEEGER (2002) [12] 

 MÖRATH (1950) [13] 

 POLLER, KNAPPE (1988) [14] 

 ROBERTS (1964) [15] 

 ROWELL (2005) [16] 

 TRENDELENBURG (1939) [17] 

 TZSCHERLICH (1988) [18] 

 VOLLMERT (1985) [19] 

 WAGENFÜHR (1989) [20] 

 WAGENFÜHR, SCHOLZ (2012) [21] 

 WALKER (2006b) [22] 

Table IV-13: List of citiations corresponding to the 

sources in Table IV-14. 
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  mass fraction 𝝎(𝒊) [%] of the chemical element 𝑖𝑍   
(with atomic number 𝑍) in oven-dry substance 

 

material, 
substance 

remarks  𝐇𝟏   𝐂𝟔   𝐍𝟕   𝐎𝟖   𝐒𝟏𝟔  ash source 

bark trunk wood 5.9 52.9 n/s 41.2 n/s n/s [14] 

  6.0 52.6 0.6 39.0 0.063 1.800 [12] 

  5.8 50.1 0.5 40.9 0.079 2.600 [12] 

  5.7 51.4 0.5 38.7 0.085 n/s [8] 

 mean 5.8 51.6 0.5 39.8 0.075 2.192 comp. 

beech mean of sap- and heartwood 5.9 49.0 0.2 44.5 n/s 0.435 [5] 

  6.1 49.1 0.1 44.2 n/s 0.570 [7] 

  6.3 48.5 1.0 44.2 n/s n/s [4] 

  6.2 48.0 n/s 45.3 n/s 0.500 [15] 

  5.1 50.9 0.9 42.1 n/s n/s [9] 

  6.1 49.0 0.3 44.3 0.007 0.500 [12] 

 with bark 6.2 47.9 0.2 45.2 0.015 n/s [8] 

 mean 6.0 48.9 0.5 44.2 0.011 0.501 comp. 

pine mean of sap- and heartwood 6.2 52.3 0.2 41.2 n/s 0.170 [5] 

  6.3 49.9 1.0 42.8 n/s n/s [4] 

 pine and spruce 6.1 51.4 0.9 41.6 n/s n/s [9] 

 mean 6.2 51.1 0.7 41.8 n/s 0.170 comp. 

spruce mean of sap- and heartwood 6.1 49.8 0.2 43.7 n/s 0.230 [5] 

  6.2 50.3 0 43.1 n/s 0.370 [7] 

  6.4 49.6 1.0 43.0 n/s n/s [4] 

 pine and spruce 6.1 51.4 0.9 41.6 n/s n/s [9] 

  6.2 50.3 0.2 43.1 0.005 0.400 [12] 

 with bark 6.3 49.8 0.1 43.2 0.015 n/s [8] 

 mean 6.2 50.1 0.4 42.9 0.010 0.333 comp. 

wood  6.1 49.6 0.1 43.8 n/s 0.400 [17] 

 all species 6.1 50.0 0.1…0.2 43.0 n/s 0.2…0.6 [13] 

 all species 6.1 50.0 rem. 
< 0.26 % 

> 43 n/s rem. 
0.2…0.6 

[10] 

 dry, approx. 6.0 50.0 < 1* 43.0 n/s < 1* [9] 

 mean, various species 6.0 50.0 < 1* 43.0 n/s < 1* [6] 

 trunk wood 6.8 49.3 n/s 43.9 n/s n/s [14] 

 mean of 14 citations 6.1 49.8 0.2 43.5 n/s 0.400 [18] 

 softwood, empirically comp. 6.0 50.2 0.2 43.2 n/s 0.400 [18] 

 hardwood, empirically comp. 6.1 48.7 0.2 44.6 n/s 0.400 [18] 

 all species 6.4 50.5 0.1 43.0 n/s 0.300 [1] 

 all species 6.1 50.0 0.2 43.4 n/s 0.300 [20] 

 compilation 6.0 49.4 0.1 44.1 0.016 0.337 [2] 

 C1H1.4O0.66, empirical 5.9 50.1 0 44.0 0 0 [8, 12, 22] 

 all species 6.0 50.0 0.1...0.3 44.0 n/s 0.2…0.8 [11] 

 all species, common 
generalisation 

6.0 50.0 n/s 44.0 0 trace 
amounts 

cf. [3, 16] 

 mean 6.1 49.8 0.2 43.5 0.005 0.383 comp. 

continued on page 111 
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continued from page 110 mass fraction 𝝎(𝒊) [%] of the chemical element 𝑖𝑍   
(with atomic number 𝑍) in oven-dry substance 

 

material, 
substance 

remarks  𝐇𝟏   𝐂𝟔   𝐍𝟕   𝐎𝟖   𝐒𝟏𝟔  ash source 

cellulose  6.2 44.4 0 49.4 n/s 0 [17] 

 (C6H10O5)𝑛, 

 𝐷𝑃𝑛 = 4000…5000 
6.2 44.4 0 49.4 0 0 [1] 

 trunk wood holocellulose 7.0 43.9 n/s 49.1 n/s n/s [14] 

  6.2 44.4 n/s 49.4 n/s n/s [21] 

 all kinds of hemicelluloses 6.0 45.0 n/s 49.0 n/s n/s [21] 

 mean 6.3 44.4 0 49.3 0 0 comp. 

lignin  5.0…6.5 62…69 0 26…33.5 n/s 0 [17] 

  5.5…6.0 63…67 0 27…34 0 0 [1] 

 softwood, mean 5.9 62.7 0 31.1 0 0 [6] 

 hardwood, mean 6.0 59.1 0 34.7 0 0 [6] 

 trunk wood 6.1 64.6 n/s 29.3 n/s n/s [14] 

 mean 5.8 63.6 0 30.6 0 0 comp. 

WBCs MDF or PB, UF, NH4Cl n/s 48.0 3.0…4.5 42.0 0.100 0.600 [12] 

 MDF or PB, UF, (NH4)2SO4 n/s 48.0 3.0…4.5 42.0 0.200 0.600 [12] 

 MDF or PB, PF n/s 50.0 0.3…0.5 44.0 0.100 2.0** [12] 

 MDF or PB, PMDI n/s 49.0 0.6 43.0 0.100 0.800 [12] 

 PB, UF 6.1 47.8 2.5 43.3 0.015 0.310 [2] 

 PB, PF 6.3 49.6 0.1 43.4 0.015 0.305 [2] 

 PB, PMDI 5.9 50.5 0.7 42.5 0.015 0.320 [2] 

 MDF 6.0 46.6 4.8 41.9 0.014 0.295 [2] 

 mean, UF 6.0 47.6 3.7 42.1 0.105 0.499 comp. 

 mean, other resin 6.1 49.7 0.4 43.3 0.066 0.474 comp. 

water  H2O 11.2 0 0 88.8 0 0 comp. 

formaldehyde  CH2O 6.71 40.0 0 53.3 0 0 comp. 

urea  CH4N2O 6.7 20.0 46.7 26.6 0 0 comp. 

MDI29  C15H10N2O2 4.0 72.0 11.2 12.8 0 0 comp. 

paraffin alkane C𝑛H2𝑛+2,  
 𝑛  =  18…25…32 

14.9 85.1 0 0.0 0 0 comp. 

PMMA  (C5H8O2)𝑛 8.1 60.0 0 32.0 0 0 comp. 

UF glue liquor SCUF = 66 %, with 50 % urea, 

25 % FA, 25 % H2O,unofficial 
information WBC industry 

7.8 20.0 23.3 48.8 0 n/s comp. 

UF glue liquor  𝐹 𝑈⁄ = 0.87 7.5 21.7 27.1 43.7 0 n/s comp. 

UF glue liquor  𝐹 𝑈⁄ = 1.13 7.6 22.0 24.1 46.3 0 n/s comp. 

UF cured resin [CO(NH)2CH2]𝑛, simplified 
linear condensation polymers 

5.6 33.3 38.9 22.2 0 n/s comp. 

UF cured resin macromolecular model 5.6 38.5 33.5 22.4 0 n/s [19] 

Table IV-14: Compilation of common values of elemental composition as mass fraction 𝜔(𝑖) [%] of the 𝑖 elements 

H, C, N, O, and S on oven-dry basis for selected wood species, WBCs, and adhesive resins (as liquor incl. water) 

as well as their molecular components complete with ash content 𝜔(𝑎) (Table IV-11), acc. to literature (list in Table 

IV-13) or own empirical considerations with general mean computed (comp.) per material from reliable literature 

data; * both N and ash together, ** questionable deviation. 

                                                      

29  With its three isomers 2,2'-MDI, 2,4'-MDI, and 4,4'-MDI. Note, there is no further considerations of potential three-dimen-
sional structure of the cured adhesive resin. 
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The results of elemental analysis (EA) with sub-

sequent MC correction yielding mass fractions 

𝜔(𝑖) [%] on oven-dry basis of the 𝑖 elements H, 

C, N, and S as well as subtractive 𝜔(O) determi-

nation are summarised in Table IV-15 complete 

with ash content 𝜔(𝑎) from Table IV-12. An ad-

ditional illustration of mean values per selected 

material types is provided in Figure IV-11. In ad-

vance of compilation, raw data was evaluated as 

follows.  

Hampel’s test per chemical element of each 

sample with 𝑛 = 5 (lab) or 𝑛 = 8 (ind.), respec-

tively, identified just few potential outliers at 𝛼 =

0.05. Values typically became critical, where CV 

of the sample were distinctly low (without the out-

lier) or particularly for N and S with inherently ma-

jor variations. Notwithstanding the observed sta-

tistical significance, none of the values were re-

jected. Moreover, and due to no observed irreg-

ularities during sampling and analysis, EA re-

sults alone do not help to distinguish the reason 

whether the significant value was caused by me-

thodical insufficiencies (e. g. incomplete com-

bustion) or by actually extreme local composi-

tions (e. g. lignin-cellulose ratio in wood). Re-

garding the individual sample, coefficient of var-

iation (CV) as standardised measure of disper-

sion enables implications on both method and 

material. Considering C, low CV < 1 % indicates 

appropriately complete combustion in general. 

Actually, the range (with median) CV =

0.1… (0.4)… 1.7 % of all analyses (without UF) 

reveals no systematic impact in respect thereof. 

On the contrary, distinctly varying 𝜔(N) with the 

dispersion range (with median) CV =

1.0… (2.4)… 10.9 % of all resin blended materi-

als indicates partly inappropriate resin distribu-

tion. Moreover, each weighed portion comprises 

varying shares of furnish and UF from the milled 

initial wood-particle-resin-matrix. Furthermore, 

this becomes obvious from comparably high CV 

of the 𝜔(N) mean values (CV(mean) in Table 

IV-15), particularly in the case of indMDF. The 

latter represents the differently predefined typi-

cal resin contents of the respective MDF type 

and thickness.  

Owing to steady analysis method and purposed 

scale of investigation, i. e. sub-microscopic ele-

mental composition and not macroscopic prop-

erties, it would be justified to assume Gaussian 

distributed values. Already KOLLMANN (1965) 

concludes the assumption of Gaussian distribu-

tion also for sub-microscopic cell-wall sub-

stances, which allows to imply on Gaussian dis-

tributed populations of the elemental composi-

tion likewise. To evaluate homogeneity of vari-

ances, F-test was performed at significance level 

𝛼 = 0.05 considering the analysis results per el-

ement of each set of samples tested against 

each other with the following summarised find-

ings. Considering raw furnish and the respective 

lab-made material made out of it, the equality of 

variances was tested according to 

𝐻0: 𝜎
2(𝜔(𝑖)f rnish) = 𝜎

2(𝜔(𝑖)labWBC) vs. 

𝐻1: 𝜎
2(𝜔(𝑖)f rnish) ≠ 𝜎

2(𝜔(𝑖)labWBC). Regard-

less of individual exceptions, null hypothesis 

failed to reject at 𝛼 in general. Thus, origination 

from same populations is indicated despite treat-

ment (blending and hot-pressing) of the raw fur-

nish. Note, particular value dispersion comprises 

superimposition of both material and measure-

ment variations. The same applies to F-test 

within the group of labMDF with nine sets of 

samples. On the contrary, in case of industrial 

panels, the null hypothesis 𝐻0: 𝜎
2(𝜔(𝑖)f rnish) =

𝜎2(𝜔(𝑖)indMDF) had to be rejected at 𝛼 in favour 

of the alternative hypothesis 

𝐻1: 𝜎
2(𝜔(𝑖)f rnish) ≠ 𝜎

2(𝜔(𝑖)indMDF) in case of 

all sample units. However, both TMP fibre types 

as well as all industrial panels came certainly not 

from the same origin. Analogously to labMDF, 

samples of indMDF were tested against each 

other. At this, F-test revealed roughly equal var-

iances in all cases for the respective elements. 

Despite knowingly different origins of particular 

panels, test results appear reliable. They are 

caused by higher CV within individual sets of 

samples owing to more distinct sampling areas 

across the whole production width of the panel 

compared to several points of one lab-made 

panel each. To conclude all F-tests, findings re-

veal an ambiguous picture owing to commonly 

rather low CV caused by steady analysis method 

but individual exceptions and potential outliers 

(see Hampel’s test above) occur resulting from 
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superimposition of material irregularities and in-

sufficiencies in method performance. Accord-

ingly but regardless of justifiable normality as-

sumption, more robust and nonparametric 

Mann-Whitney U test of equality of respective 

sets of samples was again performed at signifi-

cance level 𝛼 = 0. 05 instead of Student’s 

(equal) or Welch’s (unequal variances) t-test to 

compare sample means. Notwithstanding known 

different origins of TMP fibres, U test of the two 

types via 𝐻0: 𝐹(𝜔(𝑖)TMP-H) = 𝐹(𝜔(𝑖)TMP-F) vs. 

𝐻1: 𝐹(𝜔(𝑖)TMP-H) ≠ 𝐹(𝜔(𝑖)TMP-F) failed to reject 

𝐻0 at 𝛼 and thereby failed to support the alterna-

tive hypothesis 𝐻1. Hence, values from both 

analyses can be combined to general means for 

elemental composition of TMP fibres (bold fig-

ures TMP in Table IV-15). Note, 𝜔(O) was ad-

justed with +0.3 % considering apparently falsi-

fied ash content determination of both raw fibres. 

Beyond that, EA data of all WBCs was evaluated 

regarding significant influence of treatment, i. e., 

resination and panel or mat, respectively, pro-

cessing. To this end, U testing was again carried 

out with the following summarised findings at sig-

nificance level 𝛼 = 0. 05. Regarding respectively 

processed lab-made material (blended furnish, 

mats, and panels), significant differences from 

corresponding raw furnish are indicated; i. e., 

𝐻0: 𝐹(𝜔(𝑖)f rnish) = 𝐹(𝜔(𝑖)labWBC) was rejected 

at 𝛼 in favour of 𝐻1: 𝐹(𝜔(𝑖)f rnish) ≠

𝐹(𝜔(𝑖)labWBC). Notwithstanding that generalisa-

tion, partly equal 𝜔(H) occurs where total share 

remains roughly constant regardless of added 

UF. Evaluation of equality of raw TMP fibres and 

indMDF is dispensable analogously to unequal 

variances. Within the group of all labMDF, all 

sample units are statistically equal to each other 

despite individual exceptions. Here, lab-

MDF1056-11.7 differs evidently in particular de-

tail due to apparently poor resination effective-

ness obvious from low 𝜔(N). Likewise, resin ap-

plication and curing are generally responsible for 

all more or less slight differences between lab 

samples due to batch-wise blending and panel-

wise consolidation. Furthermore, individually 

evaluated industrial panels regarding equality to-

ward each labMDF via U test reveal an ambigu-

ous picture tending to reject 𝐻0; thus, to differ 

from each other. Within the industrial panel 

group, partly no statistically significant differ-

ences between the sample units are revealed by 

U test. Evidently, 𝜔(H) is always equal. Apparent 

differences in total elemental composition de-

pend particularly on 𝜔(N), hence, resin content, 

with subsequent 𝜔(C) and 𝜔(O) variations. On 

the contrary, the elemental composition of MDF-

30 is significantly unequal to all other industrial 

panels due to distinctly different 𝜔(N) caused by 

comparably high resin content, which appears 

typical for this panel type. Further statistical test-

ing via Hampel’s test of both lab-made and in-

dustrial sets (with mean values per sample type, 

i. e., presented data in Table IV-15) unveils con-

sistent EA data and verifies U test findings – par-

ticularly remarkable for industrial panels. Outlier 

tests 𝑛 = 9 (lab) or 𝑛 = 8 (ind.), respectively, per 

element identify at 𝛼 = 0.05 solely few irregular-

ities, i. e. apparently prominent values (Table 

IV-15 with #). In this regard, contamination in the 

case of 𝜔(S) appeared and 𝜔(N) differs due to 

obtained effective resination of the respective 

batches (labMDF) as well as inherently varying 

resin content of industrial panels due to thick-

ness and designated use, as mentioned above. 

Hence, the computation of respective mean ele-

mental contents regarding employed lab-made 

and industrial, respectively, panels is eligible on 

statistical basis. In the latter case, values con-

duce as global mean for MDF regardless of the 

origin. Nonetheless, a certain range of 𝜔(N) and 

𝜔(𝑎) has to be considered. Regarding evalua-

tion of both applied resin types with the respec-

tive preparations, analysis results of UF2-CH at-

tract attention. Evidently, EA (H, C, N, and S) and 

subtractive O results are biased due to system-

atic deviations of all samples (𝑛 = 5) with 𝜔(O) 

far beyond expected order of magnitude and H, 

C, and N contents out of proportion. U test proves 

the obvious difference where 𝐻0: 𝐹(𝜔(𝑖)UF1-C) =

𝐹(𝜔(𝑖)UF2-CH) was rejected at 𝛼 = 0.05 in favour 

of 𝐻1: 𝐹(𝜔(𝑖)UF1-C) ≠ 𝐹(𝜔(𝑖)UF2-CH) for all ele-

ments without exception. Therefore, even in the 

virtual case of totally overdosed hardener and 

correspondingly atypical cross-linking levels, the 

determined ratio H ∶ C ∶ N ∶ O = 2.26 ∶ 0.66 ∶

0.63 ∶ 1 can stoichiometrically not be obtained 

via reaction of any F/U ratio of the resin. Poten-

tially crystalline bound water would have been in 



114 2   Material characterisation Section IV 

the highly unlikely order of 𝑀𝐶 ≈ 40 %. Hence, 

erroneous UF2-CH data is henceforth not con-

sidered. Further analogous hypothesis testing of 

the remaining resin preparation types reveals an 

ambiguous picture likewise for furnish and pro-

cessed material. Despite individual exceptions, 

variances are equal due to F-test. Apparently 

comparable elemental compositions of liquid 

and cured, respectively, adhesive resins are not 

supported by U test results, where null hypothe-

sis is rejected at 𝛼 = 0.05 of the majority. All 

three liquid samples appear similar, but UF1-L 

differs from both UF2-L and UF2-LH due to sup-

posedly different molar F/U ratio. The differences 

between liquid UF2 preparation types may be 

caused by additional hardener and subsequent 

pre-curing reactions within glue liquor. EA results 

of UF1-C and UF2-C are in the same order of 

magnitude but unequal according to U test; evi-

dently, since the former inherently contains hard-

ener resulting in specific macromolecular struc-

ture. Notwithstanding that, valid EA data of both 

cured adhesive resins is again combined (UF-C) 

for generalisation purpose. However, tests of 

equality between liquid and cured resin samples 

is dispensable. Finally, the ambiguous picture of 

iteratively applied two-sample hypothesis tests 

enables, nonetheless, particularly to combine 

data and to reliably compute total means as well 

as CV of the individual sample means within the 

respective material groups (Table IV-15, bold fig-

ures) as generalisation thereof.  

Beyond implications on statistical basis, EA data 

facilitates empirical considerations. As specified 

in Table IV-14, sulphur content of clean wood is 

infinitesimal low with 𝜔(S) < 0.01 %. Regarding 

WBCs, values up to one order of magnitude 

above are possible but still make a minor contri-

bution to total composition. Possible sources are 

bark, waste wood, general impurities, and am-

monium sulphate (NH4)2SO4 as common cata-

lyst. Regarding utilised fibre-based material, 

considerable bark and waste wood content is ex-

cluded. Extra hardener was added during pro-

cessing of the furnish mats, but not for labMDF. 

Further application is assumed in the case of in-

dustrial UF-bonded panels, because (NH4)2SO4 

is commonly used instead of NH4Cl to avoid chlo-

rine compounds in emission or combustion 

gases. Thus, a certain S contend is accordingly 

expected. Regarding adhesive resins, increased 

𝜔(S) ≈ 0.1 % indicates the required 1 % hard-

ener addition in case of UF2-LH and UF2-CH. 

Consequently but diminished by total mixture, 

𝜔(S)Fmat >  𝜔(S)labMDF. The same applies to 

indMDF. Beyond that, methodical causes are 

partly present. Increased 𝜔(S) is observed in 

case of first sample(s) within analysis sequence 

after daily calibration by sulphanilamide despite 

4…5 blank cycles to purge the system prior to 

actual analyses. MDF-3 is a prominent example. 

However, considerably high CV values and anal-

ysis results close to detection limit allow to ne-

glect sulphur content in case of 𝜔(S) < 0.1 %. 

Likewise sulphur, increased nitrogen content in 

WBCs originates from bark, waste wood, general 

impurities, and resination depending on type, 

since 𝜔(N) < 0.26 % is expected in clean wood. 

Additionally, in the case of analysed TMP fibres 

of unknown origin, a slight falsification cannot be 

avoided. Despite disabled resination (blowline) 

for fibre withdrawal, uptake of adhesive resin 

residues in pipe system is conceivable. In case 

of CL particles, urea powder was process-re-

lated added regularly prior to resinating blender 

which, in turn, was located nearby the point of 

withdrawal. Potential contamination cannot be 

excluded. The atypically higher 𝜔(N) in SL parti-

cles is assumed to be caused by process-related 

addition of sanding dust from final panel (for par-

ticle analysis reference is made to Figure IV-9). 

Finally, all prepared samples potentially contain 

air (incl. 78.08 % N2) in pelletised specimen 

(packed in tin foil), which may systematically in-

crease 𝜔(N). As already discussed in terms of 

statistical tests, considerably higher CV is 

caused by both differently effective resin content 

between panels and variations in actual resin 

distribution on blended furnish (cf. THÖMEN, 

VIEMEISTER (2015)) within respective weighed 

portion of milled material. In case of samples 

from MDI-bonded insulation boards, 𝜔(N) just 

slightly exceeds TMP values as common. Sub-

sequently, compound ratios are shifted due to 

high 𝜔(C) content in MDI. Eventually, nitrogen 

content serves as indicator for adhesive resin 

type and content in WBCs. With further 
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knowledge of the actual resin composition in pre-

sent curing state, a precise quantification of ef-

fective resin content in the final panel is feasible, 

which will prospectively be pointed out else-

where . 

Oxygen content via subtractive determination is 

considered as indirect result. Consequently, ac-

curacy depends on summed deviations of single 

analyses and particularly ash content determina-

tion. Thus, its dispersion is considered as sum of 

single variances under linear conditions, which is 

commonly described by Gaussian propagation 

of uncertainties. Nevertheless, as pointed out 

above, difference method is considered as more 

precise compared to direct determination proce-

dures. However, standard deviation of 𝜔(𝑎), in 

turn, is one order of magnitude below standard 

deviation of 𝜔(C) and 𝜔(O) (e. g. labMDF: 

0.009 % vs. 0.1479 % or 0.2055 %, respec-

tively). Hence, method related variations of ash 

content are comparatively negligible in relation 

to total elemental composition, but finally consid-

erable with respect to radiation attenuation (refer 

to Chapter IV–5.2.2). 

Regarding carbon content, potential impact of in-

complete combustion owing to poor oxygen feed 

caused by inappropriate device internal operat-

ing method was discussed earlier. Here, no fur-

ther exceptions were observed. The same ap-

plies to hydrogen content. 

Sample MC directly affects initially determined 

𝜔(H)𝑀𝐶 and, consequently, analysis results of 

further elements as mass fractions of weighed 

portion. Hence, elemental composition in stand-

ardised oven-dry state is obtained by MC correc-

tion of all values. In this regard, validity of applied 

𝑀𝐶 contributes to final accuracy of determina-

tion, in turn. Analyses were performed on 20/65 

conditioned material with corresponding EMCs 

(refer to Table IV-5). Notwithstanding sample 

preparation (weighing and pelletising) was car-

ried out in a lab without air-conditioning, consid-

erable MC variations are not expected owing to 

comparably typical ambient conditions (during 

not too hot summer and early autumn) and rapid 

processing. Thus, systematic adaptions of else-

where determined sample 𝑀𝐶 for correction 

were not required. Note, even though EMC ac-

commodates slowly, a variation of ±1 % EMC 

due to virtual ±5 % RH would result in (exempla-

rily for labMDF650-11.7) 

- 𝜔(H) = (5.9 ± 0.05) %, 

- 𝜔(C) = (49.2 ± 0.45) %, 

- 𝜔(N) = (3.4 ± 0.03) %, and  

- 𝜔(O) = (41.1 ± 0.43) %. 

Whereas H and N values are uncritical, the 

ranges of C and O are beyond 95 % confidence 

intervals of the mean. However, potential MC-

related error of EA performed on oven-dry mate-

rial would even be worse due to more rapid mois-

ture absorption during handling. Thus, the not 

precisely quantifiable impact of material re-con-

ditioning has to be accepted. Consequently, po-

tential systematic result deviations in the above 

estimated order of ±1 % (rel.) have to be consid-

ered at worst case. For UF resin EA data, no MC 

correction was carried out prior to subtractive 

𝜔(O) determination due to intended inherent el-

emental composition of both glue liquor and 

cured resin. In the latter case, only infinitesimal 

amount of crystalline bound water is assumed. 

However, required MC determination by oven-

dry method would cause falsifying mass chang-

ing modifications of macromolecular UF struc-

ture as pointed out earlier. Additionally, data of 

liquid resin samples was virtually dried by MC 

correction according to SCUF (see Table IV-3). 

The values (labelled (SC)* in Table IV-15) tend 

toward actual analysis results, but differ in the or-

der of 10 % MC corresponding to assumingly 

evaporated water amount during polycondensa-

tion reaction. 

Ultimately, investigated materials are organic 

compounds containing the elements H, C, and O 

in general, which are referred to as HCO-

material following SINGH et al. (1993). Since 

wood is predominantly composed out of the very 

same elements, the term was found to serve as 

a well-suited summary. Note, here, the acronym 

HCO referring to the described materials should 

not be confused with hydrogen carbonate HCO3
− 

or an aldehyde HCO- (functional group rather de-

noted as -CHO). Moreover, owing to fractional 

abundance of N in case of WBCs bonded with 
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UF-based adhesive resin, the term is respec-

tively extended to HCNO-materials, which 

clearly concludes the present matter composi-

tion. Here, sulphur is neglected. Beyond com-

bined data resulting in mean values per material 

type, more vivid empirical formulae with the re-

spective stoichiometric ratios of the predominant 

elements in the HCNO-compound are derived. 

Approximate calculations aiming at C = 1 yield 

the stoichiometric ratios H ∶ C ∶ N ∶ O =  

- 1.39 ∶ 1 ∶ 0.01 ∶ 0.62 (TMP), 

- 1.43 ∶ 1 ∶ 0.06 ∶ 0.63 (labMDF), 

- 1.42 ∶ 1 ∶ 0.05 ∶ 0.61 (Fmat), 

- 1.45 ∶ 1 ∶ 0.07 ∶ 0.61 (indMDF), and 

- 1.34 ∶ 1 ∶ 0.01 ∶ 0.58 (insulation). 

The TMP figures are in good agreement with 

common wood ratio (Table IV-14) H ∶ C ∶ N ∶ O = 

- 1.40 ∶ 1 ∶ n/s ∶ 0.66 (wood) 

with a slight shift of TMP ratio toward carbon due 

to increasing lignin share with comparably high 

𝜔(C) in consequence of thermal treatment dur-

ing defibration as likewise considered in Chapter 

IV–2.1.2. Regarding processed lab-made and in-

dustrial material, all particularly discussed find-

ings become obvious. To conclude in general: 

- type and amount of applied adhesive resin 

individually shift the elemental composition; 

- HCO-ratio remains more or less unchanged 

by adding UF resin; 

- nitrogen content enables to estimate UF 

resin content with knowledge of its composi-

tion, in turn; 

- additionally, ash content has to be taken into 

account; 

- indMDF composition can be distorted by fur-

ther additives whereat no particular 

knowledge is present. 

In the case of mean results of cured resin UF-C, 

computations toward O = 1 yield the stoichio-

metric ratio H ∶ C ∶ N ∶ O = 

- 3.2 ∶ 1.4 ∶ 1.4 ∶ 1 (UF-C), 

which evidently differs from the aforementioned 

linear molecule model with  

- 4 ∶ 2 ∶ 2 ∶ 1 (UF empirical) 

owing to initial molar ratio F U⁄ > 1 and obtained 

cross-linked macromolecular structure in de-

pendency of actual curing conditions. 

Finally, the elemental composition of the ana-

lysed HCNO-materials at any requested 𝑀𝐶 can 

be computed via MC correction procedure ac-

cording to eq. (IV-24) to eq. (IV-29), but vice 

versa. To this end, MC-related 𝑚(H)H2O as well 

as 𝑚(O)H2O are added and all 𝑚(𝑖)𝑀𝐶  are re-

ferred to 𝑚𝑀𝐶 yielding 𝜔(𝑖)𝑀𝐶. Alternatively, de-

sired MC is separately considered for theoretical 

radiation attenuation considerations in Chapter 

IV–5. However, respective values of the hence-

forth commonly applied summarised composi-

tions at EMC in consequence of 20/65 condition-

ing are exemplarily presented in Table IV-16. 

 

 

 

Figure IV-11: Results of elemental analysis (EA) as 

mass fractions 𝜔(𝑖) [%] on OD basis of the 𝑖 elements 

H, C, N, and S, MC correction acc. to eq. (IV-27), sub-

tractive 𝜔(O) determination acc. to eq. (IV-23), com-

plete with ash content 𝜔(𝑎) from Table IV-12; compi-

lation of mean values per representative material 

types. 
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OD 𝝎(𝒊) [%] 

material  𝐇𝟏   𝐂𝟔   𝐍𝟕   𝐎𝟖   𝐒𝟏𝟔   𝒂 

TMP fibres 5.9 51.0 0.4 42.3 0.007 0.309 

TMP-H 5.9 51.1 0.5 42.0 0.007 0.455 

TMP-H+UF1 5.8 50.2 4.0 39.8 0.012 0.300 

400-11.7 5.8 49.2 3.4 41.2 0.061 0.309 

400-19 5.8 49.4 3.4 41.0 0.028 0.309 

400-30.9 5.8 49.3 3.5 41.1 0.017 0.309 

650-11.7 5.9 49.2 3.4 41.1 0.029 0.309 

650-19 6.0 49.2 3.6 40.9 0.016 0.309 

650-30.9 5.9 49.1 3.6 41.0 0.010 0.309 

1056-11.7 6.0 49.5 #2.9 41.3 0.004 0.309 

1056-19 5.9 49.2 3.5 41.1 0.002 0.309 

1056-30.9 5.9 49.2 3.5 41.1 0.001 0.309 

labMDF 5.9 49.3 3.4 41.1 0.019 0.309 

  𝑪𝑽(𝐦𝐞𝐚𝐧) 1.0 % 0.2 % 6.3 % 0.3 % 102 % 0.9 % 

TMP-F 5.9 51.0 0.3 42.0 0.065 0.701 

TMP-F+UF2 6.1 48.6 2.9 42.1 0.0 0.300 

Fmat1 6.0 50.0 2.9 40.5 0.043 0.589 

Fmat2 5.9 49.6 3.2 40.8 0.031 0.448 

Fmat2 5.9 49.4 3.3 40.9 0.029 0.448 

Fmat 5.9 49.7 3.2 40.7 0.034 0.495 

  𝑪𝑽(𝐦𝐞𝐚𝐧) 0.5 % 0.6 % 6.4 % 0.5 % 22 % 16 % 

SL 5.9 50.2 1.0 42.4 0.050 0.497 

CL 5.9 50.0 0.5 43.1 0.095 0.359 

SLmat 6.0 48.8 3.0 41.9 0.028 0.300 

CLmat 6.0 48.9 2.6 42.2 0.037 0.300 

UF1-L 7.5 20.9 25.5 46.0 0.000 0.044 

UF2-L 7.5 21.7 23.7 47.0 0.005 0.044 

UF2-LH 7.7 20.5 22.7 49.0 0.093 0.044 

UF1-L(SC)* 6.3 27.6 33.7 32.3 0.000 0.044 

UF2-L(SC)* 6.3 28.9 31.6 33.1 0.006 0.044 

UF2-LH(SC)* 6.6 27.3 30.3 35.7 0.124 0.044 

UF1-C 5.7 29.8 35.6 28.8 0.007 0.044 

UF2-C 5.9 31.7 34.2 28.3 0.001 0.044 

UF2-CH** 6.5 22.5 25.1 45.7 0.126 0.044 

UF-L 7.5 21.3 24.6 46.5 0.002 0.044 

UF-C 5.8 30.7 34.9 28.5 0.004 0.044 

MDF-3 6.0 49.8 3.8 39.9 #0.166 0.337 

MDF-6 6.0 48.8 4.7 40.1 0.059 0.368 

MDF-8 6.0 49.4 3.7 40.5 0.057 0.340 

MDF-10 6.0 49.6 3.7 40.3 0.048 0.303 

MDF-12 6.0 49.7 3.5 40.5 0.040 0.291 

MDF-19 6.0 49.4 4.0 40.1 0.039 0.358 

MDF-25 6.0 48.7 4.4 40.5 0.023 0.336 

MDF-30 5.9 47.6 #6.1 40.0 0.027 0.419 

indMDF 6.0 49.1 4.2 40.2 0.042 0.344 

  𝑪𝑽(𝐦𝐞𝐚𝐧) 1.0 % 1.5 % 20 % 0.6 % 33 % 12 % 

insulation 5.9 52.5 0.5 40.8 0.003 0.274 

Table IV-15: Results of elemental analysis (EA) as 

mass fractions 𝜔(𝑖) [%] on OD basis of the 𝑖 elements 

H, C, N, and S for lab-made material (panels and fur-

nish mats), corresponding raw furnish, and adhesive 

resin as well as selected industrial panels (mean per 

set of samples, 𝑛 = 5 and 𝑛 = 8, respectively), MC 

correction acc. to eq. (IV-27), subtractive 𝜔(O) deter-

mination acc. to eq. (IV-23), complete with ash content 

𝜔(𝑎) from Table IV-12; mean per material type and 

CV of single sample mean values (bold figures); * vir-

tually dried by MC correction acc. to SCUF (Table IV-3); 

** erroneous; # outlier identified by Hampel’s test but 

not removed (except MDF-3). 

 

20/65 𝝎(𝒊) [%] 

material  𝐇𝟏   𝐂𝟔   𝐍𝟕   𝐎𝟖   𝐒𝟏𝟔   𝒂 

TMP fibres 6.5 46.0 0.4 46.9 0.006 0.278 

labMDF 6.4 45.0 3.1 45.2 0.017 0.282 

Fmat 6.4 45.4 2.9 44.8 0.031 0.453 

indMDF 6.4 45.4 3.9 43.9 0.038 0.318 

insulation 6.4 48.1 0.5 44.8 0.003 0.251 

Table IV-16: Elemental compositions at EMC (Table 

IV-5) in consequence of 20/65 conditioning computed 

via inverse MC correction acc. to eq. (IV-24) to 

eq. (IV-29) for selected material types. 

 

2.5 Concluding remarks 

All comprehensive investigations for material 

characterisation were performed exclusively on 

furnish-based WBCs (fibres and particles) and 

their corresponding raw materials with a particu-

lar focus on MDF because of its advantageous 

homogeneity and more uniform structural condi-

tions for basic examinations. A practice-oriented 

variety of sample types and conditions was uti-

lised whereas their origin was both lab-made 

with predefined compositions as well as custom-

ary industrial. The structural members, i. e., TMP 

fibres, of the lab-made mats and panels are dis-

tinguished regarding their morphological condi-

tions and reveal comparable distributions of their 

dimensions (width and length) on a volume-frac-

tion basis. Accordingly, the structural types com-

pact fibre bundles (FBc) as well as short single 

fibres (SFs) mainly dominate the present TMP 

furnish with 79 % and 21 %, respectively, as gen-

eralisation neglecting the further members. How-
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ever, any mechanical impact during WBC pro-

cessing (refer to Figure I-1), such as densifica-

tion, is considered to affect the fibre morphology, 

thus, the total porosity comprising intra- and in-

ter-cellular lumina and voids. Porosity was deter-

mined from both panels and raw material via true 

density (i. e. solid density) measurement by 

means of gas pycnometry. The results are found 

in more or less good agreement with well-known 

literature values, where the WBC constituents 

range in a comparable order of magnitude and 

allow a more or less comprehensively valid gen-

eralisation for oven-dry WBC matter with 

𝜌t,labMDF = 1515 kg m
3⁄ . At regular 𝑀𝐶, true den-

sity values are error-prone in determination. 

Moreover, direct computation, i. e., MC correc-

tion, is non-trivial, in turn, due to density incre-

ment of bound water. Hence, OD values are 

commonly applied. Notwithstanding that, true 

density of the WBC matter under investigation is 

considered not to be significantly affected by any 

typical WBC processing. Thus, solid matter of 

furnish mat and final panel remains accordingly 

equivalent during panel production and even in 

global comparison. 

This does not apply to the composition of WBCs. 

However, particularly the results from elemental 

analysis (EA) complete with ash content deter-

mination via combustion are of primary interest 

for subsequent computations in terms of theoret-

ical attenuation considerations. Regardless of 

particular differences between the investigated 

materials, a generalisation is deduced on basis 

of the manufactured labMDF with 10 % UF resin 

content at 𝑀𝐶 = 9.5 % in consequence of 20/65 

conditioning with mass fractions of H, C, N, O, 

and ash of 6.4 %, 45.0 %, 3.1 %, 45.2 %, and 

0.282 % (note, sulphur content is negligibly low). 

Moreover, elemental composition of wood (TMP) 

is dominated by C and O, i. e., 𝜔(C+O)TMP =

93 % (OD). During WBC processing, resination 

with 10 % UF (OD basis) causes slight shift to-

ward N resulting in 𝜔(C+O)labMDF = 90 % (OD). 

Eventually, 𝑀𝐶 = 9.5 % representing common 

MDF at standard ambient (20/65) conditions 

yields equivalent 𝜔(C+O)labMDF,9.5 % MC = 90 %, 

where the ratio is shifted toward O. The results 

are found in more or less good agreement with 

hitherto investigations of elemental composition 

(Table IV-14) and ash content (Table IV-11). 

Though well-established methods were applied 

and, however, partly modified, particular interde-

pendency of elemental analysis and ash content 

determination have to be discussed. The former 

with combustion at crucially high temperatures 

considers all non-metal atoms even in mineral 

matter. The latter results in ash as complete 

combustion residue, where metal and metalloid 

atoms supposedly appear as oxides arising from 

oxidation processes during cool-down period in 

furnace and desiccator. In comparison to estab-

lished and standardised methods for ash content 

determination, combustion temperature 

(𝜗f rnace = 900 ℃) was preferably increased to-

ward the very same of elemental analysis 

(𝜗t be = 1200 ℃) aiming at similar decomposi-

tion conditions. Hence, minerals (e. g. CaCO3) 

are cracked and actual O content is revealed. 

Regarding the performed subtractive oxygen de-

termination via eq. (IV-23), LASKE (1961) like-

wise points out that O is present in both organic 

and inorganic matter as well as water, where the 

latter is, however, considered via MC correction. 

Accordingly, an accurate difference method for O 

determination based on EA and ash content 

would require the actual mineral content of the 

sample excluding bound O. A clear specification 

of the individually present conditions along with 

particular mineral content determination is, how-

ever, not possible, since ash composition was 

not further analysed after sample combustion. 

Therefore, a corresponding but obviously minor 

potential error of oxygen content 𝜔(O) results 

has to be accepted. However, the present study 

is rather aiming at practical application than de-

tailed discussion of analysis results. Conse-

quently, ash is considered to be an oxide of met-

als and metalloids with a mean atomic number 

(refer to Chapter II–2.2) for further examinations 

based on elemental analysis. The distinction be-

tween ash and mineral matter content as well as 

their composition is henceforth dispensable. For 

generalisation, an effective atomic number was 

empirically determined as 𝑍eff(𝑎) ≈ 19…20 

based on available literature data for wood ash 

composition (Chapter IV–2.3.2), where calcium 

Ca20  as predominant element is found to repre-

sent the mean of all present metal and metalloid 
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constituents. Thus, Ca and corresponding data is 

henceforth generally utilised for any computation 

based on EA results unless otherwise specified. 

Notwithstanding that discussion, the relevance 

of such method-related variations of ash or min-

eral content for WBC processing, subsequent 

panel machining, and mechanical properties is 

neglectable. Regarding X-ray attenuation, in 

turn, a certain impact has to be considered with 

respect to radiation energy as to be pointed out 

in Chapter IV–5.2.2 based on comprehensive 

theoretical examinations. Finally, the considera-

tion of customary WBCs as HCNO-materials 

complete with a general ash content considered 

as Ca vividly concludes and simplifies the inves-

tigated matter in terms of transmission of ionising 

radiation. Beyond elemental composition, struc-

tural conditions of the inhomogeneous and po-

rous composites have to be taken into consider-

ation for holistic radiation transmission concepts 

on distinct scales, which can, however, not ex-

plicitly be characterised and quantified. 

 





 

3 Radiation transmission concept through porous composites

3.1 Introduction 

Notwithstanding manifold hitherto radiographic 

investigations of porous material by means of dif-

ferent kinds of radiation such as X-rays or neu-

trons, particular considerations of the very same 

porous body as impact on radiation attenuation 

is pending. Regardless of comparably young 

neutron radiography, practise-oriented investi-

gations of X-ray attenuation mechanisms re-

garding quantitative applications are found not 

as yet to consider porosity and inhomogeneity of 

the respective absorbers explicitly. The same 

applies to radiometric investigations of WBC. 

Hence, from the radiation beam’s point of view, 

an empirical model based on common 

knowledge as well as supported with actual data 

from sophisticated material characterisation 

(Chapters IV–2.1 to IV–2.4) on distinct levels of 

consideration for transmission and interaction of 

penetrating corpuscular radiation through po-

rous compound media such as WBCs is devel-

oped and illustrated in Figure IV-12. The pro-

posed radiation transmission concept aims at 

the objective to serve as simplified illustrative 

model but to explicitly consider generalised ma-

terial parameters, thus, to provide an abstraction 

of WBC characteristics to be taken into account 

regarding radiometric investigations. The struc-

tural considerations upon radiation propagation 

through resin bonded WBCs are, however, lim-

ited to schematic visualisation roughly true to 

scale and do not claim to conduce as precise ho-

listic modelling of neither wood-particle-resin-

matrices nor radiation-matter interaction within 

the very same. Furthermore, the provided two-

dimensional illustrations (Figure IV-12) as cross-

sectional views representing the plane of radia-

tion transmission are sufficient since interaction 

effects, particular scattering, appear rotationally 

symmetrical around primary beam axis. To some 

extent, the explanatory conceptual beam path 

model was published by SOLBRIG et al. (2015a) 

in advance. The concept is primarily developed 

for X-rays but is considered to be analogously 

applicable for neutrons, where, nonetheless, ex-

periments are required to verify the proposed 

model. Regarding radiation propagation and in-

teraction in this explanatory model and hence-

forth, X-rays are considered as photons. Thus, 

their corpuscular character is taken into account. 

However, while radiation corpuscles of particular 

energy, travel through WBCs, their interaction 

with matter and the related information content 

of measurement have to be considered on dis-

tinct scales. As a result in Figure IV-12, corre-

spondingly derived describing functions of the 

energy-dependent mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸) represents attenuation conditions with 

close respect to the individual level of consider-

ation. Purposing the description of irradiated 

WBC matter from a more or less divergent, pol-

ychromatic beam’s point of view, the concept as-

sumes each transmitted photon to be counted on 

detector of certain extent, where the origin of 

each detected radiation corpuscle has to be con-

sidered in the context of metrological, i. e., quan-

titative applications. Accordingly, structural lev-

els below visual perception have to be investi-

gated regarding radiation transmission and inter-

action. Consequently, the beam path model illus-

trated in Figure IV-12 follows the fundamentally 

present structure of resin-bonded WBCs and dis-

tinguishes between 

- macroscopic, 

- mesoscopic, 

- microscopic, and 

- sub-microscopic 

scale for evaluation. Note, idealised considera-

tions are initially focussed on but not necessarily 

restricted to MDF and are assumed to be trans-

ferable to further WBCs, where particular condi-

tions (e. g. particle size) have individually to be 

taken into account. 
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fibre mat (cold pre-pressed)  MDF (hot-pressed)  level of consideration 
     

 

 macroscopic scale [𝟏𝟎−𝟏 𝐦] 
𝜇

𝜌
(𝐸) =

∫ ∫ 𝜇(𝑡)𝑑𝑡𝑡 𝑑𝐸𝐸

�̅�
  

- apparently solid body with 
distinct densification 

- equilibrium MC 
- measuring information from 

transmitted intensity 𝐼T(𝜌A, 𝐸) 
of penetrated matter 

𝜌A = 𝜌 ∙ 𝑡  
𝜌MDF

�̅�ma 
=
650…𝟕𝟓𝟎…1100

125
=
𝟔

1
  

  

 mesoscopic scale [𝟏𝟎−𝟑 𝐦] 
𝜇

𝜌
(𝐸) = 𝜔WBC ∙

𝜇

𝜌
(𝐸)WBC  

              +𝜔voids ∙
𝜇

𝜌
(𝐸)voids  

- porous body as (densified) 
wood-particle-resin-matrix 

- MC distribution in furnish 
- WBC processing impact 

Φ̅mat = 92 %  

Φ̅MDF = 50 %  

SFs: 21 %, 44 × 850 µm2  
FBc: 79 %, 230 × 2020 µm2  

  

 microscopic scale [𝟏𝟎−𝟔 𝐦] 
𝜇

𝜌
(𝐸) = ∑ 𝜔(𝑗) ∙

𝜇

𝜌
(𝐸)𝑗𝑗   

- 𝑗 = dry wood matter, water, 
resin, additives, impurities 

- consistent cell-wall tissue & 
resin layers; (densified) lumina 

- bound water layers, free vapour 
- WBC composition 

𝜌t,TMP = 1516 kg m
3⁄   

𝜌t,UF-CH = 1501 kg m
3⁄   

𝜌t,H2O > 998.2 kg m
3⁄   

  

 sub-microscopic scale [𝟏 Å] 
𝜇

𝜌
(𝐸) = ∑ 𝜔(𝑖) ∙

𝜇

𝜌
(𝐸)𝑖𝑖   

- 𝑖 = H, C, N, O, Ca (ash), …  
- condensed matter with total 

elemental composition 𝜔(𝑖) 
independent from structure 

- bound or free water molecules 
as fraction of total composition 

- actual radiation-matter 
interaction with atoms,  

i. e. e− shell (X-rays) or  
core (neutrons) 

Figure IV-12: Schematic illustration of the empirical concept of radiation-matter interaction on distinct scales con-

sidering the actual beam path of ionising (corpuscular) radiation during transmission through WBCs as both (cold) 

pre-compressed furnish mat (left column) as well as consolidated final panel (right column) exemplarily for MDF; 

resulting attenuation 𝜇 𝜌⁄ (𝐸) as respective mathematical representation, complete with actual parameters from 

material characterisation (Chapters IV–2.1 to IV–2.4) relevant/representative for the respective scale. 
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3.2 Macroscopic level 

The irradiated specimen appears on macro-

scopic, i. e. visual, scale as a solid body featuring 

a certain raw density 𝜌 [kg m3⁄ ] with, in turn, a 

potentially three-dimensional distribution. The 

homogeneously formed initial fibre mat com-

monly results in MDF with a distinct raw density 

profile (RDP) along panel cross-section with 

𝜌max = 900…1200 kg m
3⁄  in SL and rather uni-

form 𝜌CL. The close-up position in the MDF sub-

image (Figure IV-12) with exemplary 𝜌 =

850 kg m3⁄  represents the transition area be-

tween 𝜌max and homogeneous CL. Fibre mat is 

considered to be cold-densified by pre-press 

with 𝑝max < 1 N mm
2⁄  resulting in 𝜌 ≈

125 kg m3⁄  (refer to Table IV-1) whereas previ-

ous bulk density after forming is in the common 

order of 𝜌 = 15…30 kg m3⁄  (cf. KRUG (2010)). 

Table IV-17 summarises macroscopic conditions 

for individual manufacturing, thus, densification 

states with nominal values, where reference is 

made to Table IV-5 in Chapter IV–1.5 for actual 

data of the employed material. Obviously, mac-

roscopic scale is characterised by densification 

ratios (dr), which, in turn, average in the order of 

factor 6 from pre-pressed TMP fibre mat to final 

MDF with particular variations along panel thick-

ness whereas a further factor of 5…6 is found in 

relation to the loosely formed mat. Relating to 

softwood as raw material, typical densification 

ratios are in the order �̅�MDF �̅�softwood⁄ ≈ 5 3⁄  on 

average. Nevertheless, this level of considera-

tion refers to the mat or panel in its actual repre-

sentation, i. e., as recorded after the beam has 

passed the specimen. In this regard, the cumu-

lated radiation transmission is governed by the 

amount of matter along the beam path, i. e., area 

density 𝜌A [kg m
2⁄ ]. This corresponds to the 

measuring scale whose resulting information 

content equals a line integral from radiation 

source to detector surface averaging the infor-

mation weighted along the travelled path. Inte-

gration of the linear attenuation along transmis-

sion is required in the case of inhomogeneous 

porous media, where the amount and composi-

tions of the penetrated substance alter along the 

beam path. 

 

𝝆𝐀   𝟏 𝐤𝐠 𝐦𝟐⁄   𝟒𝟎 𝐤𝐠 𝐦𝟐⁄  state dr 

𝝆 [kg m3⁄ ]  20…25 loosely  
formed mat 

 

𝒕 [mm]  40…50 1600…2000 
5 

𝝆 [kg m3⁄ ]  100…150 (cold) pre-
pressed mat 𝒕 [mm]  7…10 270…400 

6 
𝝆 [kg m3⁄ ]  600…850 hot-pressed 

final panel 𝒕 [mm]  1.25… …60  

Table IV-17: Potential radiation transmission condi-

tions on macroscopic scale at the respective densifi-

cation state exemplarily for MDF within industrially 

possible ranges of area density 𝜌A with corresponding 

mat height resp. panel thickness 𝑡 and raw density 𝜌, 

complete with rough densification ratios (dr) between 

the states; nominal figures as mean values of the total 

body based on common literature data and practical 

experience. 

 

3.3 Mesoscopic level 

Between the macroscopic and microscopic level, 

but still within the range of visual perception, 

WBCs require a mesoscopic scale for structural 

considerations to be characterised by a porous 

body as individually consolidated wood-particle-

resin-matrix including inter-cellular pores, i. e., 

voids, filled with moist air. In case of MDF and 

further flat-pressed WBC panels, furnish parti-

cles are typically flat but randomly aligned within 

panel plane. However, for simplification reasons, 

respective schematisations in Figure IV-12 were 

solely made of fibres aligned along one in-plane 

direction and all structural members are illus-

trated in their ideally straight appearance. Re-

lated to blending performance and parameters, 

fibres of the matrix are both covered incom-

pletely or totally by adhesive resin, where mani-

fold investigations are available elsewhere (cf. 

THÖMEN, VIEMEISTER (2015)). Subsequently, 

structural members touch each other either di-

rectly or with intermediate bond-line as intended. 

TMP fibres with the typically predominant struc-

tural types short single fibre (SFs) and compact 

fibre bundle (FBc) show varying morphology 

characteristics with dimensions within a range 

related to the pulping process and particular vol-

ume fractions, where FBc type commonly domi-

nates. However, consolidation ratio causes final 

porosity and resulting raw density. With esti-
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mated �̅�softwood ≈ 450 kg m
3⁄  for common soft-

wood assortments in MDF production, the 

formed mat with porosity Φmat = 92 % is volu-

metrically composed of 28 % TMP fibres with, in 

turn, Φsoftwood ≈ 70 % and 72 % air as voids in 

between where densification of individual fibres 

is assumed as negligible. Considerably de-

creased mean ΦMDF = 50 % originates from 

both compaction of voids (inter-cellular pores) 

and compression of TMP fibres, hence, reduced 

intra-cellular pores. The latter significantly de-

pends on the local densification ratio and the for-

mer causes almost eliminated voids in the con-

solidated wood-particle-resin-matrices. 

In consequence of porosity, radiation does not 

travel constantly through condensed matter but 

the beam path shows permanent alternations of 

resinated moist TMP fibres and intermediate air 

during transmission through WBCs. Depending 

on occurrence and void size, thus, densification 

ratio, (moist) air-filled voids enable comparably 

free radiation propagation off the initial beam 

axis after first interaction with any kind of WBC 

matter present. Slightly free beam path in be-

tween consolidated matter on account of com-

paratively low interaction probability with moist 

air, in turn, facilitates divergence of scattered ra-

diation. Hence, the transmitted share of scat-

tered radiation is related to WBC porosity along 

the beam path. 

Obviously, the coarse structure at the 

mesoscopic scale is denoted by fibre morphol-

ogy characteristics as well as densification ratio 

(global and local) and, therefore, resulting poros-

ity Φ (global and local), which comprises intra- 

and inter-cellular pores, where the former actu-

ally belongs to microscopic level as described 

hereafter. However, WBC processing impact re-

fers to whole production starting from fibre gen-

eration to resination, mat forming (fibre align-

ment), pre-pressing, and finally to hot-pressing 

followed by conditioning as well as individual MC 

variations. Already mentioned global figures for 

densification ratios (dr, Table IV-17) considera-

bly vary on this scale locally, since initial raw 

density of extracted single fibres and fibre bun-

dles, i. e., TMP, ranges around mean softwood 

raw density. Moreover, local cold as well as hot 

consolidation of the wood-particle-resin-matrix 

depends on multiple material- and process-re-

lated parameters such as 𝑀𝐶, cross-sectional 

position, and plasticisation and their actual char-

acteristic. Beyond performed empirical descrip-

tions, particular investigations with partly precise 

dimensional measurements and vivid presenta-

tions of WBC structures are reported and mani-

foldly available in literature. In this regard (repre-

sentative selection), 

- HEYDEN (2000) models a network of pure 

cellulose fibre fluff (dry-shaped) for mechani-

cal studies on theoretical basis, 

- FAESSEL et al. (2005) contribute a compre-

hensive study on low-density wood-based fi-

breboard (𝜌 = 45…250 kg m3⁄ ) with µXCT 

data acquisition and subsequent 3D model-

ling, 

- WALTHER (2006) investigates the microstruc-

ture of MDF from wood and further lignocel-

lulosic fibrous material by microscopic and 

µXCT methods with additional evaluation of 

adhesive resin distribution, 

- LUX et al. (2006) distinguish porosities on 

two spatial scales, i. e., air volume within 

and outside the fibres, 

- STANDFEST (2011) provides broad evalua-

tions of the microstructure of MDF, PB, and 

OSB with particular focus on the void struc-

ture mainly by means of µXCT, 

- SANABRIA et al. (2013) classify inter-particle 

porosity into flat voids between non-touching 

pressed particles and edge voids dominating 

during consolidation at particle-fragment-

ends in accordance with the concept of 

DROLET, DAI (2010) for their measurements 

and modelling of air-coupled ultrasound 

propagation through PB, and 

- SLISERIS et al. (2017) simulate fibre network 

microstructure with different densification ra-

tios calibrated by means of µXCT data from 

standard lab-made MDF for estimation of 

elasto-mechanical panel properties and con-

sequent optimisation of manufacturing tech-

nology. 

Note, commonly denoted microstructures of the 

investigated WBCs refer to fibre or particle struc-

tures, i. e., mesoscopic scale as defined in the 

present case. However, the present simplifica-

tion of WBC mats and panels as porous bodies 
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in terms of individually densified wood-particle-

resin-matrices appears sufficient for all conse-

quent radiation attenuation considerations. 

 

3.4 Microscopic level 

Wood is well-known not to be a homogeneous 

material. Thus, radiation interaction alternates 

on the microscopic scale representing the wood-

cell structure characterised by intra-cellular 

pores filled with moist air surrounded by con-

densed matter. In general, dimensions of soft-

wood tracheids (e. g. pine) range in the order of 

𝑤 = 14…46 µm and 𝑙 = 1800…4500 µm ac-

cording to TRENDELENBURG (1939). Solid cell-

wall substance comprises constituents (e. g. cel-

luloses and lignin) whose true density 𝜌t is inde-

pendent from the raw density 𝜌 of the porous 

body and solely varies within a natural range. In-

dependent from wood species, cell-wall sub-

stance averages an approximately equal dry true 

density 𝜌t ≈ 1500 kg m
3⁄  (Table IV-7). 

Considering resin-bonded WBCs, intermediate 

resin layers complete the solid structure with 

specific 𝜌t again. Regarding bond-line thickness 

of resin-blended fibres, WALTHER (2006) pro-

vides typical values between touching fibres of 

his lab-made MDF samples 𝑡UF =

0.05…0.186 µm in dependence of densification 

ratio (MDF800…MDF400) whereas the resin 

layer on fibres without contact to each other av-

erages 𝑡UF ≈ 0.08 µm. Furthermore, he de-

scribes a resin aggregation referred to as adhe-

sive resin meniscus in consequence of fibre con-

solidation. Beyond resin coating, XING et al. 

(2005) report an average distance of resin pen-

etration into tissue of 6.5 µm for their investi-

gated industrial MDF fibres, which mainly occurs 

towards the lumina. Besides basic adhesive 

resin, glue liquor possibly contains further addi-

tives (e. g. hydrophobic agents or fire retard-

ants), which likewise partly penetrate into the 

wood-cell structure and contribute to layer thick-

ness. 

Wood as a hygroscopic material contains water 

as vapour within air-filled intra-cellular lumina 

and, predominantly, adsorbed as bound water 

within surrounding cell-wall tissue in equilibrium 

with ambient conditions. In this regard and owing 

to both WBC processing and application condi-

tions, the relevant 𝑀𝐶 ranges below FSP with, 

as already in Chapter IV–2.2.1 sufficiently as-

sumed, 𝑀𝐶FSP = 27 %, where cell walls are fully 

saturated with water as vividly illustrated by 

SKAAR (1988). Initially designated as FSP by 

TIEMANN (1906), the saturated state, however, 

rather refers to a certain MC range than a partic-

ular value. Although water is expected to be ex-

clusively found in bound state below FSP, e. g., 

PASSARINI et al. (2015) actually discover liquid 

water entrapped within their investigated wood 

structures at EMC but only at moist ambient con-

ditions of 21 °C and 90 % RH. Eventually, free 

liquid water can occur in the WBC structure ac-

cordingly and owing to poor distribution of liquid 

glue liquor as well as potentially wetted surfaces 

in the case of formed furnish mats. 

However, at identical ambient conditions, de-

creased EMC is typically found in the case of 

WBCs compared to untreated wood due to man-

ifold material- and process-related influence pa-

rameters and their superimposition such as TMP 

generation, heat impact during drying, and resin-

ation, as commonly known and still explicitly in-

vestigated, e. g. by HOSSEINPOURPIA et al. 

(2016). Beyond EMC, further phenomena occur 

on the microscopic consideration level. As al-

ready pointed out in the context of true density 

result discussion in Chapter IV–2.1.2, particu-

larly during moisture uptake into WBC matter in 

early stages, the adsorbate water undergoes a 

volume contraction as bound to the surface of 

the adsorbent cell-wall tissue. Accordingly rea-

soned by SEIFERT (1972), with increasing 𝑀𝐶, 

true density of wood furnish, and eventually also 

of WBC matter, initially just infinitesimally dimin-

ishes up to 𝑀𝐶 ≈ 4 % and concavely decreases 

thereafter. Since volume contraction of adsorbed 

water layers evidently occurs, the provided (in-

creased) density values of adsorbed water have 

to be taken into account for theoretical beam 

path modelling. For water adsorbed on defibra-

tion fibres (TMP), SEIFERT (1972) reports densi-

ties in the order of 𝜌t,H2O = 1390 kg m
3⁄  at 𝑀𝐶 =

0…3 % decreasing, in turn, toward 𝑀𝐶 ≈ 13 %, 

whereupon its naturally free character with 
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𝜌𝐻2𝑂,20 = 998.2 kg m
3⁄  remains. Therefore, radi-

ation propagation ensues through both free va-

pour as well as compressed bound water pre-

dominating at standard conditions (20/65) with 

mean 𝑀𝐶labMDF = 9.5 % and 𝑀𝐶indMDF = 8.1 % 

(refer to Table IV-5 in Chapter IV–1.5). 

Cell-wall structure by itself is primarily character-

ised by microfibrillar structure within the dominat-

ing secondary wall S2-layer (cf. KOLLMANN 

(1951) p. 121), where the width of the interfibrillar 

micro-pores range in the order of 𝑤 ≈ 100 Å 

(perpendicular to the grain). The questionable 

dependency of 𝜌t on 𝜌OD associated with intra- 

and interfibrillar micro-pores as proposed by 

RACZKOWSKI, STEMPIEŃ (1967) was already dis-

cussed regarding true density determination in 

Chapter IV–2.1. Notwithstanding their presence 

but owing to infinitesimal short potentially free 

propagation within micro-pores in comparison to 

cell lumina (three orders of magnitude above) as 

well as inter-cellular voids on the scale beyond, 

the fibrillar structure is not further considered for 

conceptual beam path model, which moreover 

regards the cell wall as a consistent tissue. How-

ever, from a chemical point of view, BOSSHARD 

(1974) denotes the wood cell-wall as a mixed 

body. 

Finally, according to the mass fraction 𝜔(𝑗) of the 

structural constituents along the beam path, i. e., 

mainly cell-wall tissue, adhesive resin, and 

bound water, total attenuation equals the re-

spectively weighted sum of individual attenua-

tion contributions. Surrounding the cell lumina, 

the matter penetrated by radiation is considered 

to be more or less consistent owing to continu-

ously alternating composition along the beam 

path and varying alignment of the very same to-

ward wood grain. Accordingly, true density aver-

ages about 𝜌t,labMDF = 1515 kg m
3⁄  exemplarily 

for the employed labMDF (Table IV-6) with 

𝜔(UF)OD = 10 % at oven-dry conditions, which 

cannot directly be transferred to the actual MC 

level as discussed earlier. Despite condensed 

matter, the comparably free beam path through 

the lumina affects radiation propagation off the 

primary beam axis on the microscopic scale as 

well as on the mesoscopic level through inter-

cellular voids. 

3.5 Sub-microscopic level 

Finally, actual radiation-matter interaction occurs 

on the sub-microscopic, i. e. atomic, scale. De-

pending on the type, radiation interacts with elec-

tron (𝑒−) shells (X-ray photons) or atomic cores 

(neutrons). Regardless of molecular WBC con-

stituents, the explanatory model exclusively con-

siders the elemental composition which the pre-

sent matter is made of. Moreover, for simplifica-

tion purpose, a more or less homogeneous dis-

tribution of the predominant low-𝑍 elements is 

presumed on this level of consideration. Here, 

the elemental composition of the total matter is 

taken into account for subsequent attenuation-

related computations on this basis and no dis-

tinction between chemical constituents with 

comparable elemental contents (Table IV-14) is 

made, in turn. Furthermore, mineral components 

from wood itself, bark or process-related impuri-

ties (Table IV-11) with varying amounts due to 

WBC type contribute to radiation attenuation. 

Nonetheless, a general value of 𝜔(𝑎)MDF =

0.3…0.4 % is sufficient to be taken into account 

for MDF (Table IV-12), where a slight increase 

potentially occurs in the case of other WBCs with 

comparably less sophisticated raw material 

cleaning. Beyond highly-dispersed inorganic el-

ements, impurities, e. g., sand from bark, may 

occur as single particles spread within WBC mat-

ter, which are of particular interest regarding ra-

diographic and tomographic methods (e. g. 

causing artefacts) in dependence of the em-

ployed radiation type and properties. Further-

more, total elemental composition is considered 

to comprise water whether bound or free due to 

𝑀𝐶 as respective H and O fraction, where 𝜔(𝑖) of 

all components is adaptable to requested 𝑀𝐶 fol-

lowing inverse MC correction procedure accord-

ing to eq. (IV-24) to eq. (IV-29). This viable ad-

justment is contrary to true density, where re-

spective computations are non-trivial, moreover, 

not feasible. Apparently, MC variations directly 

contribute to respective alterations in radiation 

attenuation but actual impact considerably de-

pends on radiation type and properties, thus, at-

tenuation parameters, where X-ray attenuation 

corresponds to present atomic numbers within 

the mixture (refer to Chapter IV–5.1). 
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However, a closer consideration of the elemental 

composition of WBCs – as already denoted as 

HCNO-materials – enables the derivation of 

mass attenuation coefficients on a theoretical 

basis by means of tabulated data for X-ray appli-

cations (Chapter IV–5.2) with particular respect 

to radiation energy spectra. Accordingly per-

formed computations are respectively compared 

to measured attenuation data. Hence, WBCs are 

exclusively considered to be a mixture of HCNO-

elements inclusive of some minerals dominated 

by calcium (Ca) on this scale, which depicts the 

actual geometric level of radiation-matter inter-

action in contradiction to macroscopic scale, 

which provides measuring information of radio-

metric investigations. Subsequently, on ele-

mental composition basis, the effective atomic 

number 𝑍eff (cf. MURTY (1965)) is derived in 

Chapter IV–5.1 providing an illustrative figure, to 

compare the impact on X-ray attenuation. Finally 

and beyond elemental composition, there is no 

influence of any WBC production process-re-

lated structural variations such as consolidation 

on radiation-matter interaction on the sub-micro-

scopic scale. Hence, independent from material 

(coarse) structure, sub-microscopic level exclu-

sively involves elemental- and energy-related in-

teraction mechanisms of the respective radiation 

with the investigated matter. 

 

3.6 Conclusion 

With the objective to be introduced as an explan-

atory beam path model, the concept is not enti-

tled to claim precise quantitative description of 

three-dimensional WBC structures like afore-

mentioned models do (refer to Chapter IV–3.3). 

However, partly good agreement is found in 

comparison of relevant details. Moreover, a 

qualitative illustration of structural aspects on 

distinct scales relevant for radiation transmission 

and attenuation is intended considering both 

WBC composition and processing across the 

wide range from mat forming of resinated furnish 

to the cured final panel. 

Designated as a central issue, the WBC struc-

ture comprising inter- as well as intra-cellular 

pores, i. e., voids and cell lumina, respectively, is 

considered to directly affect transmitted radiation 

intensity. Since an equal amount of irradiated 

identical matter is expected to cause equal at-

tenuation, transmitted radiation intensity through 

WBCs considerably depends on consolidation of 

the porous matter. The densification ratio and re-

sulting total porosity affect radiation propagation 

off the primary beam axis. Moreover, the impact 

of the WBC structure on effective radiation atten-

uation is considered to be quantifiable regarding 

metrological applications. 

Based on practice-oriented objectives, the con-

ditions of radiation transmission through WBCs 

are both  

- simple to generalise regarding low-𝑍 ele-

mental composition embedded in virtually 

consistent solid matter with constituents of 

similar true density and 

- complex to model precisely regarding beam 

path geometry with respect to potential 

structural members as well as radiation-mat-

ter interaction considering actual inhomoge-

neity. 

Radiation-matter interaction and corresponding 

attenuation related to elemental composition, 

are subsequently computable, wherefore refer-

ence is made to Chapter IV–5.2. On the contrary, 

radiation propagation, thus, effective attenuation 

and resulting transmission, are considered to be 

attributed to structural conditions on the 

mesoscopic and microscopic scale, particularly 

porosity, owing to consistent true density of the 

condensed matter present. Hence, both compo-

sition and structure are relevant for radiation at-

tenuation on all considered scales below macro-

scopic appearance as solid body. 

To conclude in short with reference to Figure 

IV-12, radiometric density measuring results 

𝜌 [kg m3⁄ ] or 𝜌A [kg m
2⁄ ] based on transmission 

intensity detection represent the macroscopic 

conditions of irradiated WBC matter whether fur-

nish mat or final panel, whereas on the one hand 

their mesoscopic and microscopic structures af-

fect total effective radiation transmission and on 

the other hand actual radiation-matter interaction 

ensues on sub-microscopic (atomic) scale. Inde-

pendent from consolidation ratio of wood furnish, 
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the true densities of relevant constituents pre-

sent, i. e., cell-wall tissue, resin, additives, and 

water, remain constant. Thus, penetrated matter 

undergoes no alteration in relation to individual 

densification. Consequently and regardless of 

apparent structural impact, transmitted radiation 

is expected to primarily contain information 

about irradiated mass of matter, i. e., its area 

density 𝜌A, expecting, in turn, a homogeneous 

non-porous absorber. Accordingly, the com-

puted mean attenuation data via weighted sum 

of tabulated mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖  [m
2 kg⁄ ], which refer to atomic cross-

sections, exclusively yields valid 𝜌A results for 

consistent bodies and is not applicable for direct 

densitometry on porous media. Hence, radiation 

transmission-based raw density evaluation re-

quires effective 𝜇 𝜌⁄ (𝐸) values determined with 

a priori knowledge of the structural conditions. 

Though radiation-matter interaction ensues on 

atomic level, measuring information is attributed 

to macroscopic level of the inhomogeneous 

body with considerable impact of structural con-

ditions on mesoscopic and microscopic scales 

below. The latter are characterised by alterna-

tions along the beam path of (moist) air and var-

ious solid constituents, i. e., radiation is consid-

ered not to constantly travel through condensed 

matter, which facilitates potentially free radiation 

propagation off the primary beam axis, where ra-

diation photons or corpuscles undergo mini-

mised likelihood of interaction within pores and 

voids. 

Finally, the developed conceptual beam path 

model illustrates actual transmission conditions 

of WBC whether furnish mat or final panel obvi-

ously not fulfilling good-architecture conditions 

(i. e., monochromatic narrow-beam, refer to 

Chapter II–1.3). However, in an ideal case, radi-

ation attenuation is described by exponential in-

tensity diminution following the well-known 

Beer’s law according to eq. (II-10) and eq. (II-11), 

respectively, where initial intensity 𝐼0 [a. u.] is ex-

ponentially attenuated yielding transmitted inten-

sity 𝐼T [a. u.] in dependence of mass attenuation 

coefficient 𝜇 𝜌⁄ (𝐸) [m2 kg⁄ ], transmission dis-

tance 𝑡 [m], and raw density 𝜌 [kg m3⁄ ] or area 

density 𝜌A [kg m
2⁄ ], respectively. In applied radi-

ometric WBC investigations by means of X-rays 

or other forms of radiation, the conditions for full 

validity of Beer’s law cannot be reasonably met 

in any case leading to biased exponential con-

text. Subsequently, the explanatory beam path 

model is revisited and refined in Chapter IV–6.5, 

where particular consequences of WBC struc-

ture and composition as well as further related 

effects on quantitative measurements are dis-

cussed. 

 



 

4 X-ray measurements 

4.1 Sampling and sample 

preparation in general 

All performed X-ray measurements require a 

more or less similar specimen cutting and prep-

aration. The number of specimens, however, de-

pends on the respective measuring series. Note 

here, sample sizes are considered to be rather 

small due to the exploratory character of this 

study. However, material manufacturing and 

general specimen preparation were already de-

scribed in the respective sections in Chapter IV–

1 considering the individual material types lab-

made furnish mats and homogenous fibreboards 

as well as customary industrial panels. Before 

and after cutting, all material was stored at 

standard conditions 20 °C and 65 % RH (unless 

otherwise stated) as primarily applied for the 

X-ray measurements. Additionally, SL particles 

were stored at dry (OD) and moist (20/83) condi-

tions. The individual conditioning to constant 

mass was ensured prior to each measuring se-

ries. In the case of any transport to external 

measuring facilities, the material was vacuum-

sealed to avoid changes in EMC. The actual 𝑀𝐶 

is evaluated after conditioning and summarised 

in Table IV-5 complete with the further properties 

thickness 𝑡, raw density 𝜌, and area density 𝜌A, 

which are furthermore discussed with descrip-

tion of their determination in Chapter IV–1.5. For 

measurements with regard to area density 𝜌A de-

termination on furnish mats (Fmat, SLmat, and 

CLmat), not total real-size mats like in the indus-

trial production but sufficiently large specimens 

(174 mm diameter) are utilised as manufactured 

according to Chapter IV–1.1. The like applies to 

the lab-made and particularly the customary in-

dustrial panels (labMDF, Chapter IV–1.2 and 

indMDF, IV–1.3, respectively). All indMDF spec-

imens were randomly cut from the panels with 

the required dimensions. In due consideration of 

the individual X-ray beam geometries as well as 

detector sizes, it was verified that the respec-

tively employed specimens sufficiently cover the 

core beam and a relevant surrounding area in or-

der to obtain appropriate radiation transmission 

and scattering conditions like on real-size mate-

rial. Given the nondestructive nature of X-ray 

measurements, most of the sample sets could 

be employed for numerous measurements on 

the different devices and setups or as repetition 

for verification of observations before they were 

partly utilised for the destructive material analy-

ses (Chapter IV–2) or RDP determination via ref-

erence method in terms of the round robin test 

(Chapter IV–4.3.1). Eventually, specific details 

on sampling and sample preparation are pro-

vided at the beginning of each respective result 

presentation chapter. 

 

4.2 Methods 

4.2.1 Overview 

The following subchapters point out the em-

ployed methods for X-ray measurements with 

particular purposes. However, basically two 

X-ray devices with either Ag (Chapter IV–4.2.2) 

or W (Chapter IV–4.2.3) as tube-target material 

were utilised for manifold applications, where the 

latter was furthermore varied in its application-

oriented setup. Regardless of control and data 

acquisition software as well as sample manipu-

lation, descriptions rather focus on radiation-re-

lated components and their parameters to keep 

reproducibility of results and related implications. 

Note, some components cannot be further spec-

ified owing to their origin from a bilateral re-

search project and to keep proprietary data. Ac-

cordingly, brand and manufacturer names as 

well as detailed pictures are partly omitted. 

Notwithstanding basically similar transmission 

setups, Ag- and W-target device differ tremen-

dously from each other considering components 

and interconnection. Accordingly, the same ap-

plies to raw data processing and evaluation. 

However, equivalent output of measuring results 

is eventually obtained regardless of device-spe-

cific procedures. 
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Both devices were furthermore part of a round 

robin test (Chapter IV–4.2.5) with several cus-

tomary measuring devices involved for raw den-

sity profile (RDP) determination. Demanding ver-

ification of radiometric raw density measuring re-

sults in the case of RDP determination required 

the development of a gravimetric reference 

method as pointed out in Chapter IV–4.2.4. Be-

yond actual measurements, X-ray spectra deter-

mination (Chapter IV–4.2.6) was performed by 

means of simulation methods with explicit con-

sideration of the respective measuring parame-

ters. 

 

4.2.2 Ag-target device 

Notwithstanding particular modifications, the first 

of the two utilised X-ray devices is equivalent to 

the Itrax Multiscanner (without XRF unit) by Cox 

Analytical Systems, Mölndal, Sweden as de-

scribed by COX (2016) and hitherto likewise re-

ferred to as Itrax Woodscanner. Besides the 

aforementioned regular tree-ring analysis appli-

cations, this device was initially employed for 

WBC investigations by GRUCHOT (2009) with ad-

ditional specimen-modifying installations. How-

ever, SOLBRIG (2009) finalised, evaluated, and 

optimised his adaptions for RDP determination, 

which is likewise reported by SOLBRIG et al. 

(2010). For a detailed description with compre-

hensive focus on control and data acquisition 

software, reference is made to the very same. 

Hereinafter, the particularly adapted Itrax device 

was exclusively applied for investigations re-

garding vertical RDP determination on 

50 × 50 mm² specimens (as exemplarily shown 

in Figure IV-19 with the round robin test sam-

ples). Figure IV-13 shows the internal space with 

the main radiation-related components of the de-

vice and Table IV-18 compiles selected specifi-

cations. Here, a water-cooled glass diffraction 

X-ray tube with long fine focus on the Ag target 

serves as radiation source. Moreover, the Ag-tar-

get device particularly features capillary optics 

made of quartz glass for flat-beam collimation 

(refer to Chapter II–1.3). Detailed specifications 

of the actually involved polycapillary optics are, 

however, not available. Since device setup was 

initially not designed for variable pre-filter instal-

lation, a respective additional fastener was 

mounted directly after beam emission from capil-

lary optics. Subsequent impact on beam geom-

etry in terms of more distinct divergence can, 

however, not be excluded. Nevertheless, due to 

primary application for RDP measurement, the 

parallel alignment of the flat beam toward speci-

men plane was carefully maintained. To this end, 

the capillary optics gimbal mounting provides 

two translational and three rotational degrees of 

freedom as illustrated in Figure IV-13. The rota-

tion around the beam axis (Z via C) was further-

more horizontally aligned toward the detector slit 

aperture. Moreover, sophisticated beam align-

ment facilitates precise spatial resolution of the 

specimen in terms of measuring values true to 

thickness position. Therefore, poor beam align-

ment potentially causes non-parallel and layer-

crossing radiation transmission through the 

specimen, which obviously emerges as surface 

raw density decrement, where actually no dis-

tinct gradient is present. Beyond manipulation, 

stability is likewise considered. In dependence of 

temperature, thus also of operating time, varia-

tions in beam alignment were observed via the 

detector signal of radiation intensity. The regular 

variations are primarily not attributed to focal 

spot drift but are rather caused by thermal ex-

pansion of the tube housing with mounted capil-

lary optics and further related components. Con-

sequently, in addition to so-called tube warm-up 

in terms of gradually high-voltage and current in-

crement lasting up to 30 min, a two-hour device 

warm-up at regular high-voltage settings was 

consistently performed in advance of each 

measuring cycle. 

Notwithstanding preliminary trials with parame-

ter and setup variations, presented results will be 

limited to regular Itrax device settings referring to 

SOLBRIG (2009) at 𝑈a,nom = 55 kV and 𝐼a,nom =

40 mA without pre-filter unless otherwise stated. 

The utilised upper tube power limit enables max-

imum photon flux yield, which is required by the 

employed detector. For the purpose of at least 

one energetic variation, 1.5 mm Al was applied 

as additional pre-filter likewise shown in Figure 

IV-13 (e). For the two exclusive configurations of 

Ag-target device, the correspondingly derived 
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abbreviations and figure labels following the pat-

tern “setup-𝑈a,nom-add. pre-filter” are 

- “Ag-RDP-55-w/o” and  

- “Ag-RDP-55-w/”. 

Beyond the influence from capillary optics on the 

X-ray spectrum (Chapter II–1.3), no further in-

herent materials with pre-filter character need to 

be considered. The predominance of character-

istic Ag-target K lines within the utilised X-ray en-

ergy range as well as the energy-dependent 

transmission efficiency of the employed capillary 

optics, however, restrict further considerable in-

fluenceability of initial radiation properties, which 

will be discussed elsewhere. Therefore, the re-

sulting mean energy level proved itself to be suf-

ficient but by no means optimal for the specimen 

transmission distance 𝑠T = 50 mm. 

For data acquisition, detector integration time 

(intra-software exposure time) was empirically 

adapted to initial beam path conditions, e. g. pre-

filtering, ranging 50…250 ms but kept respec-

tively equal for repeated measuring series. 

Measuring data is basically stored in a 16 bit 

TIFF file per measured specimen. Here, the data 

array corresponds to the scanned ROI and can 

 

Figure IV-13: Internal space of the modified Itrax 

Woodscanner (COX (2016)), referred to as Ag-target 

device), with long fine focus X-ray tube with Ag target 

(a), capillary optics with gimbal mounting for beam ad-

justment (b and arrows with two translational and 

three rotational axes in upper picture), sample holder 

for < 24 specimens (c), detector unit comprising ad-

justable slit collimator and line camera (d), mounting 

for variable pre-filter installation (e), and high-voltage 

generator and sample-holder manipulation axes (x, y) 

in lower section; illustration partly following SOLBRIG 

(2009). 

 

device setup 𝐀𝐠-RDP 

X-ray tube 

target material  Ag47  

take-off angle 6° 

focal spot 0.4 × 12 mm² 

tube window 0.3 mm Be 

𝐸max  via 𝑈a,nom 55 kVp 

current 𝐼a,nom 40 mA 

max. power 2200 W 

cooling water 

beam geometry  

collimation capillary optics 

beam shape flat beam 

take-of size (w × h) 15…22 × 0.05…0.1 mm² 

𝑠X−S 263 mm 

𝑠T 50 mm 

𝑠S−D 48 mm 

photon detector  

collimation parallel slit, adjustable 

type line camera, 1024 pixel 

size (w × h) 25.6 × 2.5 mm² 

Table IV-18: Selected specifications of Ag-target de-

vice with one setup; radiation-related component pa-

rameters as specified by manufacturers or particularly 

determined, with distance from X-ray source (focal 

spot) to sample surface 𝑠X−S, transmission distance 

within sample 𝑠T (corresponding to specimen depth), 

and distance from sample backside to detector sur-

face 𝑠𝑆−𝐷. 
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be displayed as grey-scale image. Horizontal im-

age width of 21.375 mm originates from reason-

able detector collimation and further software 

masking of boundary pixels resulting in 855 used 

pixels of 25 µm width each. Vertical image height 

depends on specimen height (panel thickness) 

and applied scanning step size with 50 µm as a 

default value. Variations in the order of 

50…125 µm facilitated shortened measuring 

time particularly performed in the case of thick 

panels such as insulation whereas solely spatial 

resolution became coarser since the integration 

time per measuring step remained equal. Thus, 

vertical pixel height likewise varies where, how-

ever, each array row represents one scanning 

step and virtual specimen layer. Each pixel 

value, in turn, comprises the measuring infor-

mation of radiation transmission 𝑇 = 𝐼T 𝐼0⁄  fol-

lowing eq. (II-1) multiplied by a constant 

(> 30,000, here not further specified) to cover 

half 16 bit range. For further technical and soft-

ware details on the Itrax device, reference is 

made to SOLBRIG (2009). For subsequent meas-

uring data evaluation, the mean per horizontal 

image row is computed from raw data (𝑇 ∙

constant) and respective horizontal spatial reso-

lution not further considered.  

 

4.2.3 W-target devices 

Whereas the Ag-target device is considered as a 

complete setup with slight modifications toward 

the delivered system, the second of the two uti-

lised X-ray devices features particularly different 

and individually prepared setups. However, all 

setups share, in turn, radiation source and de-

tector type. A passively conduction-cooled 

metal-ceramic X-ray tube with conventional point 

focus on the W target serves as radiation source. 

Radiation detection is performed via photon 

counting without spatial resolution across a pre-

defined area by means of a scintillator with sub-

sequent photomultiplier (PM) tube and corre-

sponding read-out electronics. This principle of 

X-ray detection yields remarkably higher effi-

ciency in comparison to ionisation champers and 

semiconductor detectors. The applied detector 

units, nonetheless, vary in scintillator size and 

type, thus, energy efficiency, and further particu-

lar details, which were actually withheld by the 

detector manufacturer but correspond to the en-

ergy range of application. Beyond radiation 

source and detection, three setups of the W-tar-

get device are to be distinguished (and labelled) 

regarding their application for  

- vertical RDP determination on 50 × 50 mm² 

specimens (W-RDP), 

- measurement of horizontal area density dis-

tribution on furnish mats (W-mat-𝜌A), and 

- measurement of horizontal area density dis-

tribution on panels (W-panel-𝜌A), 

where Table IV-19 compiles selected specifica-

tions and Figure IV-14 exemplarily shows the 

W-mat-𝜌A setup. Accordingly, the setups mainly 

differ in beam geometry considering radiation 

transmission distances, beam shape with corre-

sponding apertures, and consequently irradiated 

specimen volumes. Beam alignment was initially 

performed as an individual part of the basic 

setup but not adjusted further during the respec-

tive measurements since the beam path is not as 

prone to drift as in the case of the Ag-target de-

vice. However, to maintain sufficient stability, the 

X-ray tube was consistently operated for at least 

one hour at the respective high-voltage settings 

in advance of each measuring cycle. Variable 

pre-filters were installed on demand of each ap-

plication directly after beam emission either from 

X-ray tube or subsequent aperture. Owing to the 

basically less tightly collimated and generally di-

vergent cone or fan beams, additional diver-

gence in consequent of pre-filtering was not fur-

ther considered and consequently neglected. 

Eventually, all applied setups of the W-target de-

vice appear more robust, and thus, practice-ori-

ented. 

Within the utilised energy range, the exclusive 

bremsstrahlung spectra without predominant 

characteristic lines of the W-target tube facilitate 

a variety of influences on the initial radiation 

properties by means of variation of tube potential 

𝑈a,nom in coordination with pre-filter application. 

Accordingly, resulting energy levels were specif-

ically predefined considering the particular mate-

rial conditions of the desired application – e. g., 
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in terms of sample area density 𝜌A and transmis-

sion distance 𝑠T. Respective tube current 𝐼a,nom 

adaption was performed aiming at appropriate 

photon flux for reasonable detector signal yield. 

Here, the applied parameter variations are 

based on prior practice-oriented experience with 

the experimental setups and particularly the ap-

plied detectors, where, however, specific values 

are not further pointed out. Table IV-20 compiles 

nominal X-ray tube potential settings and pre-fil-

ter variations for all W-target device setups. Cor-

responding abbreviations and figure labels were 

derived following the pattern “setup-𝑈a,nom-add. 

pre-filter”, e. g. “W-mat-25-w/”. Note, inherent 

materials within the beam path besides addi-

tional pre-filters are attributed to the setup itself 

and consequently taken into account in terms of 

all energetic considerations. A piece of forming 

belt (type EMB-12 EMCH, Habasit AG, Reinach, 

Switzerland) was required to carry the furnish 

material likewise in practise whereas the panel 

samples were freely mountable within the beam 

path. 

 

Figure IV-14: Exemplary W-mat-𝜌A setup of the W-tar-

get device with X-ray tube (a), aperture (b), any WBC 

specimen (c), and detector (d) as well as high-voltage 

generator (e), without installed pre-filters. 

 

device setup 𝐖-RDP 𝐖-mat-𝝆𝐀 𝐖-panel-𝝆𝐀 

X-ray tube 

target material  W74  

take-off angle 21° 

focal spot 0.2 × 0.2 mm² 

tube window 0.3 mm Be 

𝐸max  via 𝑈a,nom < 50 kVp 

current 𝐼a,nom < 0.3 mA 

max. power 40 W 

cooling passive via conduction 

beam geometry 

collimation hole slit slit 

beam shape cone fan fan 

take-of size [mm²] Ø 6 mm 6 × 14 8 × 40 

𝑠X−S [mm] 60 150 1661…1688 

𝑠T [mm] 50 < 400 3…30 

𝑠S−D [mm] 53 70…470 36 

photon detector 

collimation slit, 50 µm none none 

type scintillator with PMT 

(energy range) (high) (low-mid) (low-mid) 

size (w × h) [mm²] 25.4 × 25.4 25.4 × 101.6  25.4 × 101.6  

Table IV-19: Selected specifications of W-target de-

vice with three setups; radiation-related component 

parameters as specified by manufacturers or particu-

larly determined, with distance from X-ray source (fo-

cal spot) to sample surface 𝑠X−S, transmission dis-

tance within sample 𝑠T (corresponding to specimen 

thickness or depth), and distance from sample back-

side to detector surface 𝑠𝑆−𝐷. 

 

𝐖-device  𝑼𝐚,𝐧𝐨𝐦                      pre-filter 

setup  [kV] inherent additional 

RDP 35 w/o 1.96 mm Al 

 50 w/o 1.96 mm Al 

mat-𝝆𝐀 16 belt + 1.0 mm CFRP w/o 

 20 belt + 1.0 mm CFRP w/o 

 25 belt + 1.0 mm CFRP 1.5 mm Al 

panel-𝝆𝐀 16 1.2 mm CFRP w/o 

 20 1.2 mm CFRP w/o 

 25 1.2 mm CFRP 1.5 mm Al 

 35 2.0 mm Al 0.05 mm Cu 

Table IV-20: Nominal X-ray tube potential settings and 

pre-filter variations of the three W-target device set-

ups; inherent pre-filters are attributed to basic setup 

and respectively always present; ‘belt’ corresponds to 

EMB-12 EMCH by Habasit; derived abbreviations and 

figure labels “setup-𝑈a,nom-add. pre-filter”, e. g. 

“W-mat-25-w/”. 
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X-ray signal acquisition per measuring position 

was performed as a directly integrated signal 

without spatial distinction across the respectively 

sensitive area owing to the detector type (in con-

trast to Ag-RDP device line camera). Intra-detec-

tor integration time (gate time) was consistently 

set to 100 ms. Further intra-software integration 

time of commonly 1000 ms ensured noise reduc-

tion and thus provided more reliable mean meas-

uring signals. In the case of transmission meas-

urements by means of W-𝜌A setups, the dis-

played recording of detector count rates per time 

period [cpp] represent impinging radiation inten-

sity from initial 𝐼0 or transmitted 𝐼T beam. Subse-

quently computed transmission data 𝑇 = 𝐼T 𝐼0⁄  

following eq. (II-1) was stored independently 

from X-ray device and utilised for consequent 

measuring data evaluation. The same applies to 

W-RDP setup, which furthermore features auto-

mated data recording. To this end, specimens 

move continuously through the beam with an ad-

justable step size along the height (panel thick-

ness) governed by manipulation velocity (varia-

ble) and detector integration time (constant). The 

parameter was, nevertheless, consistently set to 

mid-level velocity resulting in 0.044 mm step size 

as a reasonable compromise between measur-

ing speed and result quality in terms of signal 

noise, which is diminished with decreasing ma-

nipulation velocity, thus, increasing integration 

time per virtual measuring step. 

 

4.2.4 Gravimetric reference method 

4.2.4.1 Background and general remarks 

Since radiometric methods solely provide indi-

rect raw density results based on respective data 

evaluation, the fundamental demand for a refer-

ence method to be independent from any cali-

bration is obvious. Hence, the verification of rel-

ative X-ray measurements requires an absolute 

value determination method. In the case of in-

vestigations on in-plane distribution within a 

panel, sampling and subsequent gravimetric 

area density determination appear rather con-

venient, where commonly 100 × 100 mm² speci-

mens are successively cut. Thus, the henceforth 

discussed methods exclusively focus on vertical 

RDP determination. 

To this end, former non-radiometric and prefera-

bly gravimetric RDP determination methods 

(Table IV-21) were evaluated, particularly opti-

mised, and an appropriate reference method 

was developed based on the well-known princi-

ple as described in Chapter IV–4.2.4.2. Here, 

thin layers are cut parallel to the panel plane to 

measure their mass and volume for direct raw 

density determination per layer. Hitherto meth-

ods fundamentally differ regarding layer removal 

processing whereas raw density per layer is 

commonly determined by differential mass and 

volume measurement with one exception (saw-

ing in Table IV-21). However, SOLBRIG et al. 

(2011) report on first experiences with the here-

inafter adapted microtome. Regarding data pro-

cessing, they already perform a smoothing of the 

results per layer via mean calculation with pre-

decessor and successor. Attributed to the ap-

plied procedure, they finally conclude erroneous 

mass determination of potentially incomplete 

layers as the reason for the blurred RDP slope, 

whereas sufficient correlation between radio-

metric and gravimetric data was found. 

However, the literature review (Table IV-21) un-

veils certain insufficiencies in the destructive 

RDP determination methods. WINISTORFER et al. 

(1986) found crucial RDP data variability and 

conclude the gravimetric method as erroneous 

due to numerously repeated specimen position-

ing and mechanical measurement. PLATH, 

SCHNITZLER (1974) likewise state the propaga-

tion of measuring uncertainties in consequence 

of frequently consecutive determination of differ-

ential mass and thickness as considerable. In 

the case of sawing method, low number of data 

points with consequently rather coarse spatial 

resolution and certain loss of information due to 

saw blade thickness is pointed out. According to 

MAY (1977), measuring uncertainties increase 

with decreasing layer thickness. Nevertheless, 

the actual RDP shape is falsified particularly 

within the surface area due to excessive layer 

thickness. Eventually, STEVENS (1978) regards 

the surface structure after slicing as limiting for 

thickness measuring accuracy and further con-

siders particle tear-outs to cause errors in the 

mass of removed layers. For 0.25 mm slicing of 
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material with �̅� = 800 kg m3⁄  he states a maxi-

mum error of ±11 % for layer raw density, where 

a major portion is attributed to thickness meas-

urement. 

Beyond layer-removing methods, Table IV-21 is 

completed by further non-radiometric possibili-

ties for RDP determination, which, on the con-

trary, solely yield relative results. In the case of 

drilling resistance, own exploratory studies by 

means of a handheld device (a rather old model 

with only a profile print-out) confirmed the 

method to be inappropriate as absolute refer-

ence. For exemplary results, reference is made 

to Appendix VII–3. Hence, all listed non-gravi-

metric methods are considered not viable as ref-

erence methods due to likewise required calibra-

tion to obtain absolute density values beyond the 

relative profile. 

 

4.2.4.2 Setup and procedure 

The developed device for non-radiometric RDP 

determination is fundamentally based on evalu-

ated and consequently enhanced former meth-

ods with the main focus on a repeatable cutting 

process for gravimetric raw density determina-

tion per predefined layer. Preliminary examina-

tions unveiled face milling to be an advanta-

geous cutting method. Contrary to peripheral 

method characterisation applied or described by 

gravimetric, direct   

milling or sanding - more or less defined removal (chips and dust) of thin layers of the 
specimen 

- differential mass and thickness determination via residual mass 
and thickness measurement of the specimen for raw density 
calculation per removed layer 

HENKEL (1969), 
POLGE, LUTZ (1969), 

PLATH, SCHNITZLER (1974), 
MAY (1977), 

WINISTORFER et al. (1986) 

sawing - cutting of intact layers (slices of approx. 2 mm) by precision 
circular saw 

- direct raw density determination of removed layer by mass and 
dimension determination of the intact slice 

- interpolation of saw cut gap 

POLGE, LUTZ (1969), 
PLATH, SCHNITZLER (1974) 

slicing (thick) - cutting of slices as thin as 0.25 mm (MDF) or 1.0 mm (PB) by 
knife of slicing apparatus 

- specimen positioning against reference surface 
- differential mass and thickness determination via residual mass 

and thickness measurement of the specimen for raw density 
calculation per removed layer 

STEVENS (1978) 

slicing (thin) - removal (slicing by regular microtome knife) of thin layers (nom. 
50 µm) of the specimen 

- collection and mass determination of removed slices per layer 
- assumption of constant layer thickness 
- raw density calculation per removed layer 

SOLBRIG et al. (2011) 

non-gravimetric, relative  

drilling resistance - vertical drilling (predefined needle or bit) through the panel by 
means of a respective device 

- relation between density and cutting force, determined via 
required torque or motor power 

- result: relative profile over drilling distance 

PAULITSCH, MEHLHORN (1973); 
WINISTORFER et al. (1995), 

HELMS, NIEMZ (1993), 
Appendix VII–3 

acoustic emission - recording of acoustic emission (AE) during panel processing by a 
tool along its thickness 

- two principles: 
rotating specimen, fixed tool with AE transducer; 
rotating tool, fixed specimen with AE sensor 

- relation between density and signal intensity (AE level) 
- calibration via mean signal level and mean specimen raw density 

LEMASTER, DORNFELD (1990), 
LEMASTER, GREEN (1992) 

Table IV-21: Compilation of non-radiometric and partly destructive laboratory methods for vertical raw density profile 

(RDP) determination on WBCs, distinction regarding density determination per layer. 
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milling (cf. RIEGEL (1997)), face milling facilitates 

to achieve appropriate surface quality with little 

microstructural damage and waviness. Beyond 

milling, conventional sanding may furthermore 

cause surface densification particularly in the 

low-density core layer of MDF and undefined 

dust residues within the pores and voids. Sand-

ing was examined and found insufficient regard-

ing predefined layer removal by means of cus-

tomary machine equipment.  

However, for face milling, a hand router (Festool 

OF 1000) equipped with a Ø 30 mm cutter (two 

edges) was run at 𝑛 = 21700 min−1. Since face 

cutting edges are concavely angled, only their 

outer corners process the final surface. The 

router was mounted on a sliding microtome 

(Modell K, R. Jung AG, Heidelberg, Germany) in-

stead of the regularly fixed knife block as shown 

in Figure IV-15. The microtome was further mod-

ified to obtain a rapid and repeatable sample fix-

ing by means of a well-designed specimen 

holder clamped on the original slide. The milling 

plane was aligned parallel to the specimen 

plane. In addition, specific equipment and details 

are presented in Appendix VII–3. Constant and 

sufficiently repeatable thickness of layer removal 

was achieved by the present elevating mecha-

nism of the microtome’s slide. To this end, face 

milling of each intended 50 µm layer was per-

formed in two stages due to the built-in maximum 

elevation around 30 µm. The effective layer 

thickness of 50 µm was predefined following 

common X-ray RDP measuring devices consid-

ering their average step size. For equivalent mill-

ing, the variable feed speed of the microtome 

slide was adjusted at 𝑣𝑓 = 53.3 mm s⁄ , hence, 

generating 𝑓𝑧 = 0.074 mm tooth feed rate. 

Ordinary RDP samples were processed as fol-

lows. The specimens of originally 50 × 50 mm² 

(w × l) and nominal panel thickness were sepa-

rated in the middle by sawing in the direction of 

the passing X-ray beam with regard to the maxi-

mum cutting diameter < 30 mm. Left halves of 

the specimens were fixed on an aluminium 

baseplate by PVA glue providing appropriate 

strength and allowing subsequent easy removal 

(not water resistant). The panel surface for 

measurement was individually selected regard-

ing interesting characteristics along the RDP and 

radiometric data was accordingly matched. Con-

sequently, the reference method is limited to one 

half of the specimen thickness (≈ 10 mm in case 

of usual 19 mm panels) as restricted by the sam-

ple holder and potential glue penetration into the 

lower surface. Width and length as mean along 

panel thickness of each specimen half were 

measured prior to gluing via digital calliper. Initial 

mass of the fixed specimens was determined af-

ter repeated conditioning at 20/65 to constant 

mass. 

After each 50 µm layer milling with aforemen-

tioned parameters and gentle pneumatic dust re-

moval, residual mass and thickness (mean of 

three points) of the fixed specimen were meas-

ured including the baseplate. Subsequently, raw 

density per layer was computed from differential 

values. The particular equipment is shown in Ap-

pendix VII–3. The elaborate performance of this 

destructive procedure with 200 iterations lasting 

6 h per 10 mm thickness is only of interest for 

special purposes. Gravimetric RDP reference 

 

Figure IV-15: Setup of the gravimetric reference 

method with slide of the modified microtome (a), sam-

ple holder with specimen (b), hand router Festool OF 

1000 (c) incl. face milling cutter (Ø 30 mm), and 

baseplate (d) to fasten router instead of knife block. 
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measurements were exclusively performed on 

common 19 mm panels, i. e., total set of samples 

from the round robin test (Chapter IV–4.2.5) and 

further 19 mm labMDF specimens for method 

evaluation (Chapter IV–4.2.4.3). During applica-

tion, the method was continuously improved 

considering practicability of the procedure aim-

ing at enhanced convenience and repeatability 

with more uniform results and reduced disturb-

ances. 

Note, the second (right) halves of all specimens 

were kept for result verification on demand but 

not further required. Finally, to visualise the inner 

structure, photographs were acquired from every 

layer after milling on selected specimens of both 

MDF and PB. For exemplary image sequences, 

reference is made to Appendix VII–3. 

 

4.2.4.3 Method evaluation 

As part of continuous improvement, gravimetric 

reference method was finally evaluated by 

means of labMDF of 19 mm nominal thickness 

including all three raw density levels (refer to Ta-

ble IV-2). Beyond advantageous structural ho-

mogeneity and smaller particle size, lab panels 

were applied due to their homogeneous RDP 

without distinct gradients. Results of reference 

method evaluation are presented in Figure IV-16 

(raw data plots), which obviously show partly 

considerable variations between adjacent meas-

uring points notwithstanding all improvements of 

the procedure. Note, all presented reference 

RDPs solely comprise the upper half of the panel 

thickness due to aforementioned limitations. 

Potential sources of errors and their effect on the 

results are attributed to the layer processing 

method itself. In this regard, an obvious pattern 

of value scattering along processing direction 

(surface to core) is characterised by repetitions 

of immediate raw density increments followed by 

equivalently decreasing values until the data 

reach their mean slope again. Owing to compa-

rably stable thickness values, the crucial varia-

tions are caused by respectively apparent mass 

                                                      

30  In case of labMDF400-19 for 𝑡 > 5 mm, layer thickness was empirically doubled because of observed considerably fibrous 
milling surface. 

differences. The observed phenomenon is con-

sidered to correspond to irregular particle tear-

out from the following layer(s) in the geometrical 

order of fibre bundles considering MDF. In the 

case of PB, likewise separated fibre bundles but 

especially total particles are withdrawn, where 

 

Figure IV-16: Gravimetric RDP of 19 mm labMDF30 for 

method evaluation purpose as raw data and filtered 

via Gaussian smoothing by convolution kernel 𝜎 =

4, 𝑤K = 10, with mean gravimetric raw density of the 

specimen (dashed line). 
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rather loose fine fractions with inappropriate 

bond as well as dust and residues of bark are 

considered. For exemplary image series of the 

layers after milling, reference is made to Appen-

dix VII–3. In addition to general plane tear-out 

and particularly in the case of PB, edge chipping 

and loss of total chips occur on the boundaries 

due to horizontal cutting forces. Embedment in 

respective material likewise common for micro-

tome thin section cutting would minimise the 

problem but has an impact on the results owing 

to mass infiltration. However, the fluctuations in-

crease in core layer with commonly decreasing 

local internal bond and increasing porosity. Nev-

ertheless, both effects are not directly quantifia-

ble. Beyond methodical reasons, typical uncer-

tainties of thickness measurement and weighing 

process additionally occur. 

Nevertheless, the effects from milling cause a 

form of value noise for the gravimetric raw den-

sity results, which obviously superimposes the 

actual RDP. Though there is no strict regularity 

observable, the values alter with extreme extent 

around the mean slope of the profile. The phe-

nomenon was found to be comparable to statis-

tical noise in digital imaging or signal processing. 

Hence, respective filtering methods for noise re-

duction were considered. In contrast to simple 

median filtering, Gaussian smoothing was found 

to provide sufficiently effective filtering yielding a 

more consistent slope of the profile. Beyond 

Gaussian filtering, utilisation of more sophisti-

cated methods such as Kalman filter, which, 

practically spoken, enables information to be re-

stored, requires a priori knowledge, which is not 

available for this short data set of 201 values. 

However, data processing for Gaussian smooth-

ing was performed by means of MATLAB® where 

a 1D Gaussian convolution filter was built. 

Smoothing character of the filter is adjustable via 

width of the kernel 𝑤K and standard deviation 𝜎 

of its Gaussian distribution in terms of the num-

ber of considered values. The strength of noise 

reduction was empirically counterbalanced to-

ward keeping the character of the actual RDP. 

Therefore, half the width of the Gaussian window 

𝑤K 2⁄  follows the size of potentially torn out fi-

bres. As shown in Table IV-9, labMDF fibre as-

sortment is dominated in the order of 𝜑(FBc) =

79 % by compact fibre bundles (FBc) with 𝑤 =

230 µm mean width. Hence, the applied kernel 

was defined by 𝜎 = 4 and 𝑤K = 10 with regard to 

nominally 50 µm distance between the data 

points. Accordingly, Figure IV-17 shows the 

gravimetric RDP of labMDF650-19 as raw data 

with the respective filter variations around the fi-

nally applied one. The wide kernel with 𝜎 = 4 

and 𝑤K = 40 causes smoother slope but a con-

siderably rounded boundary edge (𝑡 = 0 mm) 

whereas (1, 10)-filter yields still too noisy results. 

Eventually, filtering was carefully applied in order 

 

Figure IV-17: Gravimetric RDP of labMDF650-19 as 

exemplary raw data with filter variations around the 

applied (4, 10) convolution kernel (𝜎, 𝑤K). 
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to avoid biased reference data. The same ap-

plies to PB results. However, beyond basic sta-

tistical noise, raw data is superimposed by few 

points of paired outliers with more extreme val-

ues compared to MDF. The immediately consec-

utive and considerably distinct measuring values 

with Δ𝜌 ≈ 500…800 kg m3⁄  are attributed the to 

sudden loss of huge particles in size and mass. 

Notwithstanding crucially different particle geom-

etry, equivalent filtering was applied to PB data 

since appropriate results were obtained. Accord-

ingly, Figure IV-18 exemplarily presents suc-

cessfully smoothed reference profiles in compar-

ison to the respective raw data of both a MDF 

and PB specimen. All final results are shown as 

part of round robin test in Chapter IV–4.3.1. 

Though filtered data still comprises fluctuations 

related to the reference method itself, the actual 

RDP shape becomes obvious between the local 

peaks of the plot. 

Beyond noisy raw data caused by random influ-

ences, a potential systematic impact is attributed 

to the considered specimen area. Whereas 

X-ray measurements cover the middle of the of 

the 50 × 50 mm² specimens with certain extent 

depending on the beam geometry of the meas-

uring device, the divided reference specimens 

take only one respective half into account. In 

cases of crucial structural inhomogeneities such 

as resin agglomerations, these specimen area 

conditions may cause deviations between gravi-

metric and radiometric results beyond insuffi-

ciency reasons of the latter. Further methodical 

reasons are local or global changes in equilib-

rium moisture content (EMC) during long-lasting 

layer milling and measurement. Accordingly, fric-

tional heat at the face milling cutter or varying 

surrounding conditions, respectively, conse-

quently cause mass and volume changes as well 

as swelling and/or shrinkage. Potential friction 

heat was quantified with specimen surface tem-

perature increment of Δ𝑇 ≈ 2.5 K determined af-

ter milling whereas warming directly within cut-

ting zone was supposedly higher. Actual dehy-

dration from heat impact was not quantifiable. In 

consequence of rather warm and dry surround-

ing conditions, a mass loss was determined per 

total specimen in the order of 0.1 g, hence, re-

 

Figure IV-18: Exemplary gravimetric RDPs of MDF-19 

(top) and PB-19 (bottom) from round robin test as raw 

data and filtered via Gaussian smoothing by convolu-

tion kernel 𝜎 = 4, 𝑤K = 10; note, selected specimens 

respectively represent found raw data noise of ex-

treme extent. 
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sulting in a negligible share per layer. Further-

more, data evaluation unveiled an apparent op-

erator impact since extent of noise varies. De-

spite all standardisations, no particular reasons 

could clearly be identified. Eventually, the ap-

plied Gaussian filter was, however, able to 

smooth even the most distinct noise as exempla-

rily shown in Figure IV-18. For further charts, ref-

erence is made to Appendix VII–3. 

Notwithstanding the discussed insufficiencies 

caused by milling and the elaborate total method 

itself, the performed procedure with subsequent 

data smoothing was eventually found to yield ap-

propriate reference results for vertical RDP de-

termination on 50 × 50 mm² specimens. How-

ever, no alternative reference method is consid-

ered to be available, which is comparably practi-

cal and provides respective spatial resolution. 

For future applications, the reference method is 

preferably suggested for RDP measurements on 

MDF due to its rather homogeneous structure 

and smaller particle size. 

 

4.2.5 Round robin test 

Since generally observed insufficiencies in radi-

ometric RDP determination were, amongst oth-

ers, the central motivation for this thesis, the pre-

sent situation needed to be investigated to pro-

vide an explicit overview considering common 

measuring devices in current laboratory applica-

tions. To this end, an exploratory round robin test 

was carried out within a small group of partici-

pants to compare the results of different RDP 

gauges. Note, the device selection excluded in-

line gauges, which basically differ from lab 

gauges regarding their measuring principle. 

However, all utilised devices follow the well-

known measuring principle based on attenuation 

of transmitted radiation as schematically shown 

in Figure II-12. Nondestructive measurements 

were carried out in an interlaboratory trial on one 

and the same set of MDF and PB samples (𝑛 =

5 each, Figure IV-19) involving eight gauges 

from five manufactures in seven laboratories of 

                                                      

31  Note, the measurements were successively performed in 2013 by a skilled worker of the respective lab or the author himself. 
The contribution of all industry and institute partners, which made the round robin test possible at all, is highly appreciated. 

different European institutions and WBC produc-

ers as well as one measuring device manufac-

turer. A compilation of the employed RDP meas-

uring devices is given in Table IV-22 in alpha-

betic order with technical data as specified at this 

time by the manufacturers.  

The measurements were performed31 according 

to the regular procedure with typical settings of 

the respective lab, whereby the identical X-ray 

penetration direction through the specimens and 

upper/lower surface alignment was ensured. 

The device-specific data output was converted 

into a uniform manufacturer-neutral representa-

tion in random order (devices A…H) for compa-

rability and anonymisation. In addition to radio-

metric measurements and to quantify their accu-

racy, the aforementioned (Chapter IV–4.2.4) 

gravimetric reference method was the final and 

destructive member of the round robin test. 

 

 

Figure IV-19: Set of MDF-19 and PB-19 samples (𝑛 =

5 each) of the round robin test during measurement 

by Itrax Woodscanner. 
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manufacturer Cox EWS GreCon IMAL raytest 

device Itrax DENSE-LAB DAX DPX Dichteprofil- 

models (qty.) Woodscanner (1) Mark2 (1) 
Mark3 (1) 

DA-X (2) 
5000 (1) 

200 (1) messgerät (1) 

radiation source X-ray tube 
(Ag target) 

X-ray tube 
(W target) 

X-ray tube 
(W target) 

X-ray tube 
(n/s) 

radioisotope 

( Am241 ) 

𝑼𝐚  ≤60 kV ≤50 kV 33 kV 25 kV 𝐸𝛾 = 59.5 keV  

𝑰𝐚  ≤40 mA <1 mA <1 mA 0.25 mA  𝐴0 = 1.66 GBq  

detector type line camera scintillator semi-conductor scintillator scintillator 

measuring range < 1500 kg/m³ < 1500 kg/m³ < 1500 kg/m³ < 1500 kg/m³ n/s 

accuracy 0.5 % ±1 % of  
measuring range 

±0.5…1 % of 
measuring range 

±0.1 %  
repeating accuracy 

1 % 

step size ≥ 5 μm 10…100 μm 20 μm 10…50 μm ≥ 75 µm 

measuring time ≥ 0.025 s/step 0.03…1 mm/s 0.1…1 mm/s 0.01…0.5 mm/s 12.2 s/step 

Table IV-22: Selected radiometric laboratory devices for raw density profile (RDP) measurement on 50 ×50 mm² 

specimens employed for round robin test, with technical data as specified at this time by the manufacturers. 

 

4.2.6 Radiation spectra 

4.2.6.1 Measurement 

As already pointed out in Chapter II–1.2, the 

character of the employed X-ray spectra is rele-

vant for occurring radiation-physical effects and, 

moreover, alters during radiation transmission. 

Regardless of the alike performed convenient 

spectra simulations (Chapter IV–4.2.6.2), explicit 

knowledge of the actual conditions requires ver-

ification via measurements. To this end, the 

X-ray NaI(Tl) spectrometer digiBASE 905-3 with 

MAESTRO-32 MCA emulation software, 

ORTEC, Oak Ridge, USA, was applied32. The 

detector consists of a 2’’ × 2’’ thallium-activated 

sodium iodide NaI(Tl) scintillator, a subsequent 

photomultiplier (PM) tube, and a digital multi-

channel analyser (MCA, 1024 channels) con-

nected via USB to a PC, where the software is 

running and for power supply. The aluminium 

(Al) lid of the NaI(Tl) detector with 0.635 mm 

(0.025’’) thickness was henceforth considered 

for all employed filter materials, with reduced 

thickness accordingly. Via MAESTRO, the fol-

lowing acquisition parameters were set for all 

spectra measurements: 

- high voltage 1100 V, 

- amplifier gain 1.0, 

                                                      

32  Long-term provision of the equipment by Division 8.3: Non-destructive Testing, Radiological Methods, BAM Federal Institute 
for Materials Research and Testing, Berlin, Germany is gratefully acknowledged. 

- shaping time 2 µs, and 

- lower level discriminator (LLD) of the ana-

logue-to-digital converter (ADC) at channel 

35 to crop low-energy noise peaks. 

To obtain dead-time losses < 10 % during data 

acquisition as well as appropriate counting sta-

tistics, total count rates were typically kept to 

around 10,000 cps. Consequently, the measur-

ing setup was individually adapted to the respec-

tive conditions, i. e., especially photon flux emit-

ted by radiation source, which, however, had to 

be kept rather low via appropriately diminished 

tube current 𝐼a as well as additional detector ap-

ertures individually adapted by means of lead 

material. Furthermore, both distance (due to in-

verse-square law of intensity 𝐼 ∝ 1 𝑟2⁄ ) and ap-

erture size of the particular source and detector 

collimation were adjusted. Subsequently, acqui-

sition time was chosen typically between 

10…20 min and in special cases up to 60 min 

aiming at ‘good statistics’. However, maintained 

conditions per level of energy and pre-filter vari-

ation as pointed out below facilitate approximate 

intensity comparison within one set of varied ab-

sorbers. Figure IV-20 exemplarily shows the 

most elaborate spectra acquisition setup by 

means of the partly dismantled Ag-target device 
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(refer to Chapter IV–4.2.2). Due to time-consum-

ing data acquisition, the material and measuring 

conditions and their combination were carefully 

considered and specifically varied in practice-ori-

ented ranges; i. e., 

- 𝐸max [kVp] via 𝑈a,nom [kV], 

- with/without pre-filtering additionally to 

0.635 mm Al detector lid, and 

- with/without specimen labMDF (400, 650, 

and 1056 respectively) as predefined ab-

sorbers (𝑧nom = 50 mm). 

Accordingly, spectra measurements were per-

formed by means of both X-ray devices compris-

ing Ag- and W-target tubes, respectively (Chap-

ters IV–4.2.2 and IV–4.2.3), where the initial de-

tector was generally substituted by the spec-

trometer. For the Ag-target device, the original 

setup was further dismantled to enable data ac-

quisition without capillary optics to evaluate their 

impact on radiation spectrum of the parallelly fo-

cused beam. On the contrary, simple beam col-

limation of W-target devices by apertures are, 

however, not expected to influence the energy 

distribution. Filters were installed directly behind 

the radiation exit of the source and specimens at 

the original sample position to maintain radiation 

transmission conditions with respect to regular 

measuring application. Due to the employed de-

vices referring to RDP measurement, corre-

sponding specimens with radiation penetration 

lengths 𝑧nom = 50 mm in direction of the panel 

plane were utilised as additional absorbers to 

likewise evaluate their spectra interference. To 

this end, the individual specimen was moved 

±5 mm around the middle of panel thickness in 

steps of 1 mm during acquisition time, where raw 

density of homogenous labMDF is most uniform 

(for local mean values refer to Table IV-23) to 

avoid particular structural influence. As usual, 

20/65 conditioning was performed previously to 

the measurements resulting in 𝑀𝐶 = 9.5 % 

(Table IV-5). Due to rather warm and dry unreg-

ulated ambient conditions, the common slight 

specimen dehydration was observed via mass 

loss, which is, however, negligible regarding dis-

tinct impact on evaluated spectra. 

Despite hardware pre-configuration of digiBASE 

MCA for an energy range < 70 keV, individual 

energy calibration via evaluation software, which 

is valid for all measurements with the same pa-

rameters, needs to be performed by means of a 

radiation source of known energy. Hence, Amer-

icium Am241  (𝑡1 2⁄ = 432.2 y) with its most intense 

characteristic gamma-energy 𝐸peak = 59.54 keV 

was utilised. Intensity calibration was omitted. 

Figure IV-21 shows an acquired spectrum of 

Am241 , where the intensity peak at channel no. 

784 corresponds to 59.54 keV. Though the ac-

tual energy spectra of radioisotopes are ex-

pected to show discrete line(s), blurred discreti-

sation of the energy spectrum by the MCA be-

comes obvious. In this regard, the parameter ‘full 

width at half maximum’ (FWHM), which generally 

 

Figure IV-20: Exemplary measuring setup for radiation 

spectra determination with Ag-target tube (a), capillary 

optics w/o additional pre-filtering (b), spectrometer 

digiBASE 905-3 (c) behind Pb-collimator (d) with ap-

erture ∅ 1.5 mm, 𝑟 = 2000 mm, free beam path with-

out specimen; bar for alignment. 

 

labMDF total panel 
thickness  

 𝒕 [mm] 

mean raw 
density in ROI 

�̅� [kg m3⁄ ] 

penetration 
length 

 𝒛 [mm] 

400 19.27 420.07 50.61 

650 19.12 655.54 50.61 

1056 19.10 1007.25 50.00 

Table IV-23: Particular properties of the labMDF spec-

imens for spectra measurements within the ROI sec-

tion ±5 mm around the middle of panel thickness. 
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describes the extent of distributions by the differ-

ence between two extremes around a peak, is 

applied to evaluate the spectrometer resolution. 

Let the measured intensity 𝐼(𝐸) at the intensity 

peak energy 𝐸peak (radiation energy of highest 

intensity) be the considered maximum; then 

FWHM [keV] is determined via 

FWHM = |𝐸1 − 𝐸2| (IV-30) 

with the extreme energies 𝐸𝑖 fulfilling the condi-

tion 

𝐼(𝐸1) = 𝐼(𝐸2) =
1

2
∙ 𝐼(𝐸peak) (IV-31). 

Accordingly, the characteristic Am241  line of the 

exemplary calibration spectrum in Figure IV-21 

yields FWHMAm = 7.1 keV. Since energy resolu-

tion in terms of FWHM commonly approximates 

10 % of the spectrometer energy range (here 

Δ𝐸 = 70 keV), the achieved resolution is found in 

an appropriate order and the obtained spectral 

distributions represent a usual shape. The same 

applies to X-ray spectra including characteristic 

energies within the considered range, where the 

evaluated Ag spectra yield at the best 

FWHMAg = 4.5 keV, which, apparently, reveals 

enhanced energy discrimination potential in the 

mainly applied low-energy range. However, data 

acquisition and evaluation yield energy spectra 

𝑆(𝐸) in general and the initially emitted 𝑆0(𝐸) or 

through an absorber transmitted 𝑆T(𝐸) spectrum 

particularly as distribution of intensities 𝐼(𝐸) over 

the considered energy range 𝐸. Although the 

measured spectra represent the actual impact of 

the respective attenuating object, they are fur-

thermore biased by an energy-dependent char-

acteristic detector output considered as detector 

response function 𝐷(𝐸) of the spectrometer, 

which is different from the individually applied 

regular measuring device detectors. Thus, all 

measured spectra have to be considered as de-

tector-influenced spectra 𝑆D(𝐸) according to 

𝑆D,0(𝐸) = 𝑆0(𝐸) ∙ 𝐷(𝐸) (IV-32) 

for emitted spectra and 

𝑆D,T(𝐸, 𝜌A) = 𝑆T(𝐸, 𝜌A) ∙ 𝐷(𝐸) (IV-33) 

for transmitted spectra, which furthermore de-

pend on type and area density 𝜌A of the respec-

tive absorber. 

Beyond energy-related detector influence 𝐷(𝐸), 

acquired spectra 𝑆D(𝐸) comprise further distor-

tion owing to both MCA energy resolution as well 

as inherent detector noise. Whereas the latter is 

attributed to Compton blur within the scintillator 

leading to respective background intensity, the 

former corresponds to spectrometer capability 

and set parameters causing fussy spectra repre-

sentation particularly in case of characteristic 

lines as obvious from Figure IV-21. The smooth 

slope toward limit values if furthermore attributed 

to pile-up, where detector is unable to discrimi-

nate rather coincident events. Consequently, 

maximum energy 𝐸max of the acquired X-ray 

spectra and further particular energies are less 

distinctly definable. However, 𝐸max determina-

tion is carried out by common procedure follow-

ing the suggestions of ZSCHERPEL (2015) and the 

regulations of DIN EN 12544-3 (1999), where the 

latter describes the spectrometric method for 

measurement and evaluation of X-ray tube volt-

age. Accordingly, the threshold energy 𝐸max of 

energy-calibrated measuring results by means 

of an appropriate energy-dispersive photon de-

tector is defined, where the linearly falling slope 

of the spectral plot intersects the abscissa as il-

lustrated by the blue dashed line in Figure IV-22. 

As easily can be seen from the exemplarily 

shown raw-spectrum evaluation, determined 

 

Figure IV-21: Calibration spectrum of Am241  with 

𝐸peak = 59.54 keV and FWHM = 7.1 keV acquired by 

spectrometer digiBASE 905-3 with 3,600 s real meas-

uring time incl. 9.07 % dead time, and mean 

12885 cps; GUI of MAESTRO-32 MCA software. 
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𝐸max = 35.4 kVp (right grey dashed line) ex-

ceeds nominal tube voltage 𝑈a,nom = 35.0 kV 

(dash-dotted line). Regardless of the individual 

performance for each acquired raw spectrum, 

threshold energies were summarised and 

equally defined per energy level. Eventually, 

measured intensities 𝐼(𝐸) above the determined 

upper threshold 𝐸max are not directly attributed to 

the investigated beam and, hence, not further 

considered. Analogously, lower threshold en-

ergy is required to adjust biased low-energy 

spectrum whereas its determination is not 

pointed out in DIN EN 12544-3 (1999). There-

fore, lower limit value is obviously defined, where 

the downward slope toward low energies is 

heading for its vertex (left grey dashed line in 

Figure IV-22) at 𝐸min = 7.5 keV. Regardless of 

                                                      

33  The software was gratefully provided by Division 8.3: Non-destructive Testing, Radiological Methods, BAM Federal Institute 
for Materials Research and Testing, Berlin, Germany and their support is highly appreciated. 

the potentially erroneous estimations, slight var-

iations were found to be negligible regarding the 

finally evaluated spectra and their characteristic 

parameters. Measuring data below the lower 

threshold 𝐸min is not further considered, where, 

subsequently, Compton peak (CP) is eliminated. 

Note, the CP with 𝐸CP ≈ 4 keV does evidently not 

correspond to the characteristic L lines of a W 

target with the most intense 𝐸L𝛼1 = 8.40 keV and 

𝐸L𝛽1 = 9.67 keV (cf. KORTRIGHT, THOMPSON 

(2009)) and furthermore likewise occurs in the 

acquired Ag spectra. Finally, the intensity of 

Compton background 𝐼CB (CB, dotted line in Fig-

ure IV-22) is individually defined via 𝐼(𝐸max) =

𝐼CB and subtracted from measuring values; i. e., 

𝐼(𝐸) = 𝐼(𝐸)raw − 𝐼CB (IV-34) 

where, e. g., 𝐼CB = 2936 counts. Consequently, 

exclusively 𝐼(𝐸), thus, 𝑆D,0(𝐸) and 𝑆D,T(𝐸), within 

the energy limits is henceforth taken into account 

for further spectra-based considerations. 

 

4.2.6.2 Simulation 

Computer-aided modelling of X-ray spectra with 

explicit consideration of both actually present 

and virtually varied transmission setups provides 

a convenient possibility to gain knowledge about 

radiation energy distribution emitted by X-ray 

tubes and, furthermore, the energy-dependent 

attenuation by varying absorbers with subse-

quently transmitted spectra. To this end, the soft-

ware XRayTools for spectrum modelling and vis-

ualization with its graphical frontend XRayGUI 

Version 1.3.7.0 by BAM was employed33. Exem-

plarily shown in Figure IV-23 by the GUI, the pro-

gram suite features the generation of both con-

tinuous and characteristic radiation from X-ray 

tubes with nearly arbitrary target material. Re-

gardless of certain restrictions, XRayTools soft-

ware comprises valuable subroutines facilitating 

to model particular radiation-physical phenom-

ena during subsequent radiation transmission 

through predefinable absorbers. For detailed re-

marks on the fundamental background, refer-

ence is made to DERESCH et al. (2010), where, in 

 

Figure IV-22: Exemplary X-ray spectrum of a W-target 

tube at 𝑈a,nom = 35 kV (dash-dotted line), without ad-

ditional pre-filter (except 0.635 mm Al detector lid) as 

energy-calibrated raw data; illustrated evaluation with 

tangential auxiliary line (blue dashed line) downward 

to 𝐸max = 35.4 kVp (right grey dashed line) as ab-

scissa intersection and obviously defined 𝐸min =

7.5 keV (left grey dashed line) for upper and lower en-

ergy threshold determination as well as subsequent 

detector Compton blur reduction comprising total 

Compton background (CB, blue dotted line) 𝐼CB =

2936 counts and a low-energy Compton peak (CP); in-

set: detail around 𝐸max. 
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addition, performance details are pointed in the 

correspondingly delivered software manual. 

Regarding the present application, modelling of 

initial, pre-filtered, and transmitted (through 

specimen) spectra was comprehensively carried 

out considering manifold radiation and material 

parameters owing to the convenient perfor-

mance. Nonetheless, for the purpose of result 

comparison, simulations were particularly fo-

cussed on specifically varied conditions of actual 

spectra measurements (Chapter IV–4.2.6.1). All 

component properties were set in the closest 

agreement with available data. Amongst the 

comprehensive parameters, the following were 

basically required for modelling of sources by 

means of 

- target material via 𝑍, 

- target angles of incident electrons and emit-

ted X-rays, 

- 𝐸max [kVp] equivalent to 𝑈a,nom [kV], 

- energy resolution [keV], and 

- (constant) inclusion of both bremsstrahlung 

and characteristic energies 

as well of filters or absorbers, respectively, by 

- composition via 𝜔(𝑖) of 𝑍𝑖, 

- density, 

- thickness of vertical transmission, and 

- inclusion of scattered radiation 

with individual variations due to virtually investi-

gated transmission setup. Further adjustable pa-

rameters such as 𝐼a [mA] rather result in radia-

tion intensity variations and were, accordingly, 

maintained aiming at spectra in a comparable or-

der. The same applies to typical default values. 

For precise labMDF absorber modelling, actually 

corresponding elemental compositions including 

ash content (Table IV-15) at 𝑀𝐶 = 9.5 % (Table 

IV-5) due to common 20/65 conditioning previ-

ous to measurement as well as mean raw den-

sity and penetration length in accordance with 

spectra measuring specimens (Table IV-23) 

were taken into account. Moreover, detector 

modelling was omitted owing to a lack of explicit 

information about the required complex parame-

ters. Thus, simulation yields initial 𝑆0(𝐸) or trans-

mitted 𝑆T(𝐸) spectra, respectively, without ex-

plicit consideration of detector response function 

𝐷(𝐸) according to eq. (IV-32). However, energy-

dependent transmission through labMDF ab-

sorbers 𝑆T(𝐸, 𝜌A) is thoroughly evaluated. Fur-

thermore, the sophisticated impact of capillary 

optics beyond beam alignment was unfeasible to 

be validly modelled by XRayTools. However, 

simulations were performed inherently including 

0.635 mm Al detector lid from the applied spec-

trometer (Chapter IV-4.2.6.1), where additional 

simulations provide actually emitted spectrum 

from the respective tube without any absorber on 

theoretical basis. Finally, all data was saved with 

predefined energy resolution as a text file for 

subsequent processing.  

In contrast to the measuring data evaluation, 

modelled spectra did not require elaborate 

threshold energy determination owing to non-

consideration of detector effects such as pile-up 

and energy resolution and the consequent ab-

sence of detector Compton background and fur-

ther distortion. Nonetheless, simulated raw da-

tasets exceed predefined energy limits and 

range downward to 𝐸 > 0 keV with 𝐼(𝐸) ≈ 0, 

hence, require adjustment. Thus, the upper limit 

value was ideally set as 𝐸max ≡ 𝑈a,nom likewise 

predefined. However, the lower limit is attributed 

to beam hardening and was individually defined 

at 𝐼(𝐸min) ≥ 1 cps corresponding to the energy 

𝐸min with at least one countable event per sec-

ond. 

 

Figure IV-23: Exemplary Ag-target spectra modelled 

by XRayTools on the frontend XRayGUI, with lists of 

sources, filters, and resulting spectra (left). 
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4.3 Results 

4.3.1 Round robin test 

A manufacturer-neutral representation in ran-

dom order (devices A…H) shows the round robin 

test results per panel type MDF in Figure IV-27 

and PB in Figure IV-28 (page 152 et seq.). Here, 

the RDP measurements per chart were nonde-

structively performed on one and the same spec-

imen. Both result overviews with RDP plots from 

all devices are completed by corresponding data 

from reference method. Due to the reference 

method range, all charts are limited to the RDP 

of half panel cross-section (𝑡 = 0…10 mm) of 

the specimens. Data evaluation was done con-

sidering the assignment of panel top (labelling) 

as position 𝑡 = 0 mm because this context differs 

from one device to another. Note, in the case of 

the measurements on MDF2 by device A, the 

fundamentally biased results owing to the failed 

performance in an external laboratory were re-

jected (n/a in Table IV-24). However, Figure 

IV-27 comprises the biased chart with parallel 

shifted plot for comparison. Supposedly, incor-

rect specimen mass input falsified the gauge-in-

ternal data evaluation. From device H as an ad-

ditional member during the round robin test, 

measurements were limited to the specimens 

four and five of both MDF and PB. Variations in 

MC, hence specimen mass, were avoided by 

vacuum-sealed transport and in the meantime 

re-conditioning at 20/65 to constant mass. In the 

case of supposedly critical transport by mail, 

slight dehydration was observed in the order of 

0.1…0.2 % specimen mass and found to be neg-

ligible, in turn. Thus, results can be considered 

free of further method-related disturbances. 

In addition to the presentation of RDP charts and 

visual comparison, characteristic values were 

evaluated following common practice extended 

by own approaches and adapted to RDP condi-

tions present. To this end, Figure IV-24 illus-

trates the determination of selected characteris-

tic RDP values on an RDP from the round robin 

test (half panel cross-section). Accordingly, de-

termination of mean values within a predefined 

region of interest (ROI) per panel layer serves as 

preferred evaluation tool. Owing to the rather un-

even CL slope of both utilised panel types with 

slightly decreasing raw density toward panel 

core, ROI for CL mean value calculation was 

kept comparatively narrow at 𝑡 = 7.8… 9.8 mm 

representing an even section. Since boundary 

effects occur in both cases, i. e., radiometric as 

well as gravimetric determination, the section for 

SL mean value calculation starts below the sur-

face at 𝑡 = 0.5 mm. To focus, nevertheless, on 

the outer SL area, where raw density maximum 

is supposed particularly in case of MDF, compu-

tation ROI ends at 𝑡 = 1.0 mm. To further evalu-

ate SL data, the point of intersection (iSL mean 

[mm]) of increment surface edge and SL mean 

value was found to appropriately quantify the ob-

vious differences in RDP plots of the particular 

devices and to provide a characteristic value de-

scribing the surface edge steepness. Notwith-

standing the different SL RDP shapes, the de-

scribed ROIs for mean value computation were 

applied to both MDF and PB. Additionally, ex-

tremes were determined considering the respec-

tive cross-section half with core-layer minimum 

(CL min) and surface-layer maximum (SL max) 

raw density as well as the position of the latter 

from surface [mm]. Moreover, gravimetric mean 

 

Figure IV-24: Exemplary raw density profile (RDP, 

solid black line, half panel cross-section) as result of 

round robin test (MDF-19, random specimen and de-

vice) with representation of selected characteristic val-

ues (refer to Table IV-24 and Table IV-25); inset with 

magnification of intersection of increment surface 

edge and SL mean value. 
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raw density determined via specimen mass and 

dimensions serves as fundamental input param-

eter for common self-calibration of the applied la-

boratory X-ray devices (refer to Figure II-14). 

Eventually, distinctness of RDP is not only con-

siderable in terms of particular mechanical panel 

properties, this profile characteristic introduced 

as raw density contrast directly affects RDP eval-

uation from X-ray measuring data as discussed 

elsewhere. In the present case with respect to 

the particular devices as well as reference data, 

raw density extremes (SL max and CL min) are 

partly blurred. Hence, for the surface to core 

layer ratio (SL/CL ratio [-]) computation as figure 

for the raw density contrast, respective mean 

values (SL mean and CL mean) are taken into 

account. Table IV-24 and Table IV-25 compile all 

characteristic RDP values for MDF and PB, re-

spectively, with actual raw density values 

𝜌 [kg m3⁄ ] from gravimetric reference method. In 

case of radiometric results (devices A…H), char-

acteristic figures were computed as raw density 

difference Δ𝜌 [kg m3⁄ ] toward respective refer-

ence values for comparison purposes.  

In comparison between all X-ray devices, their 

results differ in varying extent from each other. 

No radiometrically determined RDP shape 

equals another. Beyond summarising charts, 

Figure IV-26 provides a more detailed view on 

the RDP of two exemplary specimens MDF4 and 

PB5, respectively. Considering the obvious RDP 

shape, the gradient from the panel surface to 

SL max differs considerably between the gauge 

results. The introduced characteristic value 

iSL mean (Table IV-24, Table IV-25) quantifies 

the surface edge steepness, where low values 

represent a steep surface edge gradient. The in-

sets in Figure IV-26 with magnification of SL re-

gion illustrate the differing slopes toward SL max 

of all devices. Accordingly, in the case of MDF, 

devices C, E, and H provide the most inappropri-

ate surface edge steepness with iSL mean aver-

aging around 𝑡 ≈ 0.43 mm whereas device F 

features the steepest gradient with close position 

of iSL mean to panel surface around 𝑡 ≈

0.11 mm. Regarding PB, devices C and E show 

poor steepness again, where, however, less 

clear tendencies between the devices and more 

variations between specimens with generally 

higher iSL mean can be observed.  

Methodical reasons for distinct iSL mean figures 

can be found in geometrical misalignment of the 

respective X-ray beam axis, aperture, and spec-

imen within device setup. Consequently, RDP 

slope starting from 𝜌 = 0 kg m3⁄  or with respec-

tive low values beyond, as commonly known, is 

usually not existent. A raw density drop toward 

the panel surface is limited to an extent corre-

sponding to typical sanding allowance owing to 

mellow surface areas; thus, cannot come close 

to zero. However, customary sanded panels 

were utilised for the round robin test. Hence, dis-

tinct mellow areas were already removed and 

can, in turn, be excluded. Therefore, the extent 

of apparently well-known surface edge gradients 

is actually attributed to geometrical conditions 

regarding radiation transmission through the 

specimens and corresponding gauge setup, i. e., 

parallel alignment of relevant components, spec-

imen plane, and X-ray beam axis. Eventually, 

iSL mean is more convincing for RDP measuring 

result comparison than commonly used SL max 

position, which instead corresponds to panel 

processing. However, the iSL mean is affected 

by both panel conditions and measuring device 

performance whereas the latter plays a greater 

role than commonly supposed. Beyond geomet-

rical conditions, a horizontal shift of total raw 

density values on the x-axis depends in addition 

on the evaluation software, which commonly de-

termines the panel surface through a threshold 

for the surrounding air. 

The extreme values CL min and SL max as well 

as the position of the latter are primarily consid-

ered as panel-typical characteristic. Their meas-

ured occurrence is, nonetheless, particularly su-

perimposed by device-specific measuring signal 

quality. Unsteady but slender variations within 

the profile per device (A, C, E, G, and H) are not 

caused by panel structures but rather result from 

measuring signal or count rate fluctuations, i. e., 

signal noise. Typical structural inhomogeneities 

in the scale of particles or possible inclusions are 

partly visible only within PB RDPs (Figure IV-26 

bottom and Figure IV-28). Since X-rays are 

transmitted through a specimen depth of 50 mm 
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with subsequent radiation acquisition by the de-

tector, fine variations along the beam path are 

finally homogenised in terms of averaging signal 

integration (refer to macroscopic scale in Figure 

IV-12 as well as Chapter–3.2). Hence, solely 

heavy impurities, i. e., high-density objects ex-

ceeding mean layer raw density as well as with 

distinct extension in beam direction, result in sig-

nificant variations of RDP slope, which are 

clearly attributed to panel structure. Accordingly, 

RDP plots measured on, e. g., OSB reveal 

coarse structural variations, since full size raw 

particles (strands 𝑙 > 50 mm, 𝑡 < 2 mm, acc. to 

DIN EN 300 (2006), up to 25 × 150 × 0.7 mm³, cf. 

THOEMEN et al. (2010)) may cover total specimen 

plane and, thus, govern raw density of the con-

sidered layer. However, a more detailed view on 

the RDPs of exemplary specimens in Figure 

IV-26 unveils respective differences between 

MDF and PB plots. The well-known shape of 

MDF RDPs due to inappropriate second densifi-

cation during hot-pressing (cf. MEYER (2007) or 

GRUCHOT (2009)) with local peaks in the pas-

sage slope between SL and CL is obvious from 

all MDF specimens in Figure IV-27. In the case 

of MDF4 (Figure IV-26), the REF chart reveals a 

narrow local peak around 𝑡 = 4.75 mm, which is 

attributed to the reference method and its insuf-

ficiencies as discussed elsewhere. Contrary to 

this, a more or less distinct local peak around 𝑡 =

5.0 mm occurs in all PB5 charts in Figure IV-27. 

This variation is considered to correspond to a 

high-density impurity on the beam path through 

the specimen. Distinctly varying slopes around 

the peak are attributed to individual irradiation 

geometry in terms of lateral beam dimensions 

and effective spatial resolution of measurement; 

i. e., not solely step size but, moreover,  

- aperture size in front of the detector,  

- effective projection extension on the very 

same, and 

- parallel alignment of beam axis and panel 

plane with perpendicular impingement on 

the detector. 

Eventually, measuring value resolution of each 

device fundamentally limits reliable distinguisha-

bility between raw density variations. Conse-

quently, the impurity in PB5, appears with vary-

ingly clear contrast, e. g., not visible in the plots 

from the devices C and G and with blurred shape 

from the devices A and E. Regardless of upward 

shift of device B data, it provides most distinct 

indication of the impurity. Finally, the reference 

plot shows the peak with a slight lateral shift. 

Moreover, the visualisation in Figure IV-25 with 

an X-ray image acquired by the Ag-target device 

(Chapter IV–4.2.2) as well as images per layer 

of the reference method (Chapter IV–4.2.4.2, for 

further image series, refer to Appendix VII–3) un-

veils the local raw density peak to actually com-

prise two impurities more or less within the same 

panel layer. 

 

Figure IV-25: Visualisation of the impurities in the 

round robin test specimen PB5 with two objects in the 

X-ray image (bottom, acquired by Ag-target device, 

Chapter IV–4.2.2) superimposed by the RDP, likewise 

visible in corresponding layer images (top, acquired in 

terms of face milling per 50 µm layer by reference 

method (Chapter IV–4.2.4.2) separately for left and 

right half of the specimen, further image series in Ap-

pendix VII–3). 
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The magnitude of the differences between 

measuring results of the X-ray gauges depends 

on the cross-section position. Core layer values 

are in the same range considering both panel 

types – except device E, which exceeds the oth-

ers. By tendency, devices C and F come slightly 

below the other with differences in CL mean 

around Δ𝜌 = −20 kg m3⁄ . On the contrary, max-

imum deviations between radiometric results 

can be observed within SL section regarding 

both SL mean and SL max. Again, device E re-

sults drop far below all other plots. The majority 

of RDPs is, however, in a comparative order in 

SL, where the values of device F and particularly 

device C exceed the remaining plots, in turn. The 

maximum total distance of SL mean is found be-

tween device C and E with Δ𝜌 = 62 kg m3⁄  for 

MDF and with Δ𝜌 = 109 kg m3⁄  for PB deter-

mined on one and the same respective speci-

men. Obviously, all device B plots are systemat-

ically beyond the others, where distance in-

creases with increasing specimen number 

(equals measuring order). Therefore, signal drift 

during measurement is considered as apparent 

reason with tremendous impact in case of PB 

measured subsequent to MDF.  

In comparison toward the reference RDPs, dif-

ferences of all X-ray devices in similarly varying 

extent like between each other can be observed 

whereas certain tendencies are found. Notwith-

standing data enhancement of reference method 

via Gaussian smoothing, slight insufficiencies re-

main in measuring results as discussed in Chap-

ter IV–4.2.4.3. However, the real RDP shape be-

comes obvious between local peaks of the refer-

ence plot. A comparison of the radiometric and 

reference plots reveals minor differences in the 

CL section likewise between each other with cru-

cial deviations of device E results, in turn. Ac-

cording to the ΔCL mean in Table IV-24 and Ta-

ble IV-25, CL raw density consistently exceeds 

reference values regardless of particular excep-

tions, which are considered to be attributed to 

partly remaining noise in reference data. Here, 

devices C and F for MDF and devices C, D, F, 

and H for PB yield the lowest deviation from the 

reference data averaging Δ𝜌 < +10 kg m3⁄ . De-

vices B and E, in turn, feature the highest differ-

ences from the reference for both panel types. 

On the contrary, deviation of all radiometric 

RDPs from the gravimetric reference is consid-

erable regarding the SL section. As quantified by 

the ΔSL mean in Table IV-24 and Table IV-25, 

SL raw density measured by all X-ray devices 

except device C can be summarised to generally 

fall below the reference despite particular excep-

tions, which are, in turn, attributed to partly re-

maining noise in reference data. Maximum dif-

ferences from reference can be found for device 

E with Δ𝜌 ≈ −45 kg m3⁄  (MDF) and Δ𝜌 ≈

−68 kg m3⁄  (PB). The differential results of all re-

maining devices range around Δ𝜌 ≈ −30…−

20 kg m3⁄  for both panel types, where PB RDPs 

tend to yield higher deviations. Devices F and H, 

however, feature the comparatively lowest 

ΔSL mean and closest slope toward the refer-

ence plot. The aforementioned obvious upward 

shift of device B plots results in apparently dimin-

ished deviations from the reference. Nonethe-

less, the considered signal drift has increased 

impact on evaluated measuring data in the case 

of high-density, thus more attenuating, panel SL. 

Since device C plots feature certain signal noise 

with spatially coarse fluctuations, their ΔSL mean 

characteristic is complex with both negative and 

positive deviations from the reference. The SL 

RDP slope of device C can, nevertheless, be 

concluded as close to and slightly beyond the 

reference plot. 

A comparison between MDF and PB results 

eventually confirms the proposed theory of in-

creasing deviations with a fundamentally more 

distinct RDP shape, since SL/CL ratio of PB with 

SL CL⁄ (REF) = 1.84 (Table IV-25) exceeds MDF 

values with SL CL⁄ (REF) = 1.41. (Table IV-24). 

Furthermore, the considered values for raw den-

sity contrast fall below the reference data for all 

radiometric RDPs. Device E again shows the 

highest deviations with SL CL⁄ (E) = 1.59 (PB) 

and SL CL⁄ (E) = 1.29 (MDF) in consequence of 

its previously discussed differences to the refer-

ence plots. To conclude in general, all radio-

metric RDP shapes appear flattened toward the 

reference profile; i. e., increased CL, decreased 

SL, and diminished extreme values. Hence, the 

actual raw density contrast along the vertical 

cross-section of the panel is diminished. Regard-

ing customary WBC panels, inherent impact of 
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falsification of total RDP increases with increas-

ing SL/CL ratio. The like applies to particular 

points on RDP, where validity of their raw density 

values decreases with increasing distance from 

gravimetric mean raw density. Hence, mean ra-

diometric raw density is more or less equal to the 

gravimetric value. Eventually, sample heteroge-

neity itself biases its radiometric determination 

likewise MOSCHLER JR, WINISTORFER (1990) and 

RAUTKARI et al. (2011) point out. Moreover and 

owing to the state of employed RDP measuring 

devices, round robin test results illustrate metro-

logical consequences of radiation-physical ef-

fects from interaction of polychromatic X-rays 

with inhomogeneous porous low-𝑍 material, 

which is clarified hereafter in Chapter IV–6 with 

particular respect to Figure IV-76 illustrating the 

context of diminished accuracy in RDP measure-

ment. 
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Figure IV-26: Results of round robin test (all devices A…H, coloured lines) and reference method (REF, black line) 

of one and the same exemplary specimen MDF4 (top) resp. PB5 (bottom) as RDP of half panel cross-section 

(0…10 mm) of the specimen due to reference method limits; insets with magnification of SL region. 
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Figure IV-27: Results of round robin test as overview of all devices (A…H, coloured lines) and reference method 

(REF, black line) of all MDF specimens (one and the same each) as RDP of half panel cross-section (0…10 mm) 

of the specimen due to reference method limits; caption with selected characteristic RDP values from Table IV-24. 
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  grav. device 

char. spec. reference A B C D E F G H 

value #  𝝆 [kg m3⁄ ] 𝚫𝝆 [kg m3⁄ ] (toward reference) 

SL max 1 933 -41 -20 +14 -44 -50 -31 -52 n/a 

 2 927 n/a -3 +19 -27 -36 -13 -37 n/a 

 3 971 -40 -34 -10 -50 -62 -48 -60 n/a 

 4 906 +3 +12 +29 -8 -31 +5 -20 +2 

 5 935 -4 +12 +30 -8 -11 +1 -14 -2 

 mean  -21 -7 +16 -28 -38 -17 -37 +0 

SL mean 1 902 -42 +4 +15 -20 -47 -21 -32 n/a 

(0.5…1  2 911 n/a +0 +14 -21 -46 -12 -32 n/a 

mm) 3 941 -43 -27 -8 -30 -60 -32 -39 n/a 

 4 901 -21 -8 +1 -14 -41 -10 -23 -2 

 5 914 -1 +16 +29 +2 -31 +11 -10 +1 

 mean  -27 -3 +10 -17 -45 -13 -27 -0 

CL min 1 622 +21 +49 +8 +32 +30 +24 +29 n/a 

 2 606 n/a +56 +11 +48 +45 +33 +39 n/a 

 3 598 +50 +70 +38 +58 +47 +52 +54 n/a 

 4 585 +50 +63 +16 +50 +40 +40 +50 +46 

 5 565 +88 +101 +54 +88 +83 +78 +84 +80 

 mean  +52 +68 +25 +55 +49 +45 +51 +63 

CL mean 1 666 -7 +10 -7 -7 +11 -13 -4 n/a 

(7.8…9.8  2 654 n/a +17 -3 +4 +20 -3 +3 n/a 

mm) 3 650 +15 +27 +6 +15 +32 +9 +15 n/a 

 4 628 +25 +29 +3 +17 +34 +8 +17 +15 

 5 636 +32 +39 +24 +26 +41 +17 +24 +23 

 mean  +16 +24 +5 +11 +28 +4 +11 +19 

SL mean/ 1 1.35 1.31 1.34 1.39 1.34 1.26 1.35 1.31 n/a 

CL mean 2 1.39 n/a 1.36 1.42 1.35 1.28 1.38 1.34 n/a 

ratio 3 1.45 1.35 1.35 1.42 1.37 1.29 1.38 1.36 n/a 

[–] 4 1.44 1.35 1.36 1.43 1.38 1.30 1.40 1.36 1.40 

 5 1.44 1.37 1.38 1.43 1.38 1.30 1.42 1.37 1.39 

 mean 1.41 1.34 1.36 1.42 1.36 1.29 1.39 1.35 1.39 

  position from surface [mm] 

SL max 1 0.45 0.17 0.20 0.96 0.27 0.70 0.15 0.20 n/a 

 2 0.13 n/a 0.40 0.98 0.18 0.84 0.37 0.26 n/a 

 3 0.74 0.30 0.55 0.57 0.29 0.48 0.59 0.68 n/a 

 4 0.83 0.47 0.65 0.90 0.43 0.52 0.64 0.42 0.56 

 5 0.25 0.39 0.35 1.07 0.43 0.46 0.42 0.32 0.68 

iSL mean 1 0.26 0.10 0.10 0.43 0.16 0.48 0.07 0.14 n/a 

intersec- 2 0.07 n/a 0.30 0.45 0.09 0.32 0.15 0.12 n/a 

tion with 3 0.58 0.04 0.10 0.42 0.18 0.32 0.07 0.20 n/a 

SL mean 4 0.48 0.21 0.10 0.45 0.19 0.34 0.15 0.22 0.46 

 5 0.20 0.30 0.20 0.92 0.26 0.30 0.11 0.24 0.30 

Table IV-24: Results of round robin test for MDF specimens (#1…5) as comparison of characteristic RDP values 

computed as raw density difference Δ𝜌 [kg m3⁄ ] toward gravimetric reference values 𝜌 [kg m3⁄ ] with position [mm] 

of characteristic SL points; mean of 𝑛 = 5 specimens (bold line) per device (only of relative values Δ𝜌, since allo-

cation of specimen’s upper and lower surface varied). 
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Figure IV-28: Results of round robin test as overview of all devices (A…H, coloured lines) and reference method 

(REF, black line) of all PB specimens (one and the same each) as RDP of half panel cross-section (0…10 mm) of 

the specimen due to reference method limits; caption with selected characteristic RDP values from Table IV-25. 
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  grav. device 

char. spec. reference A B C D E F G H 

value #  𝝆 [kg m3⁄ ] 𝚫𝝆 [kg m3⁄ ] (toward reference) 

SL max 1 976 -29 +28 -22 -37 -68 -13 -39 n/a 

 2 996 -58 -9 -34 -71 -109 -51 -73 n/a 

 3 951 -8 +34 +4 -14 -41 -12 -24 n/a 

 4 946 -10 +58 +27 -13 -43 +4 -13 +3 

 5 960 -10 +35 +33 -25 -38 +2 -24 -9 

 mean  -23 +29 +2 -32 -60 -14 -35 -3 

SL mean 1 943 -20 +47 -11 -14 -61 -2 -20 n/a 

(0.5…1  2 976 -77 -4 -58 -61 -105 -49 -69 n/a 

mm) 3 932 -14 +41 -5 -6 -59 -7 -21 n/a 

 4 940 -22 +8 +10 -14 -65 -3 -21 -11 

 5 913 -9 +9 +56 -11 -52 +10 -19 -6 

 mean  -28 +20 -1 -21 -68 -10 -30 -8 

CL min 1 437 +79 +115 +51 +74 +87 +50 +76 n/a 

 2 480 +11 +27 -25 +2 +19 -17 +11 n/a 

 3 449 +47 +84 +32 +43 +58 +33 +51 n/a 

 4 460 +47 +74 +14 +30 +57 +36 +41 +27 

 5 453 +51 +95 +18 +45 +67 +40 +59 +41 

 mean  +47 +79 +18 +39 +58 +28 +48 +34 

CL mean 1 506 +30 +54 +19 +17 +49 +14 +32 n/a 

(7.8…9.8  2 537 -12 +13 -30 -21 +16 -29 -12 n/a 

mm) 3 503 +18 +52 +21 +9 +41 +5 +18 n/a 

 4 505 +19 +49 +7 -2 +39 +5 +6 -4 

 5 501 +28 +61 +6 +14 +49 +11 +26 +14 

 mean  +17 +46 +4 +3 +39 +1 +14 +5 

SL mean/ 1 1.86 1.72 1.77 1.78 1.78 1.59 1.81 1.72 n/a 

CL mean 2 1.82 1.71 1.77 1.81 1.77 1.58 1.83 1.73 n/a 

ratio 3 1.85 1.76 1.75 1.77 1.81 1.60 1.82 1.75 n/a 

[–] 4 1.86 1.75 1.71 1.86 1.84 1.61 1.84 1.80 1.86 

 5 1.82 1.71 1.64 1.91 1.75 1.56 1.80 1.70 1.76 

 mean 1.84 1.73 1.73 1.83 1.79 1.59 1.82 1.74 1.81 

  position from surface [mm] 

SL max 1 1.24 0.86 1.15 0.83 1.01 0.98 0.95 0.86 n/a 

 2 0.91 1.35 1.60 1.18 1.55 1.16 0.90 1.28 n/a 

 3 0.84 1.24 0.85 1.42 0.80 1.36 0.73 0.78 n/a 

 4 0.98 0.81 1.40 1.08 0.69 0.86 1.03 0.78 1.66 

 5 1.15 1.16 1.50 0.93 1.25 1.46 1.25 1.34 1.20 

iSL mean 1 0.44 0.84 0.55 0.61 0.73 0.64 0.81 0.74 n/a 

intersec- 2 0.81 1.09 0.75 0.95 0.85 0.86 0.81 1.00 n/a 

tion with 3 0.54 0.60 0.65 1.27 0.67 0.68 0.59 0.64 n/a 

SL mean 4 0.77 0.46 0.60 0.63 0.54 0.64 0.64 0.72 0.60 

 5 0.80 0.76 0.65 0.78 0.43 0.80 0.81 0.66 0.52 

Table IV-25: Results of round robin test for PB specimens (#1…5) as comparison of characteristic RDP values 

computed as raw density difference Δ𝜌 [kg m3⁄ ] toward gravimetric reference values 𝜌 [kg m3⁄ ] with position [mm] 

of characteristic SL points; mean of 𝑛 = 5 specimens (bold line) per device (only of relative values Δ𝜌, since allo-

cation of specimen’s upper and lower surface varied). 
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4.3.2 Transmission measurements 

4.3.2.1 General remarks on performance 

and results 

Aiming at qualification of X-ray transmission con-

ditions as well as quantification of radiation at-

tenuation in dependence of material and radia-

tion parameters, the presented transmission 

measuring results serve as basis for consequent 

theoretical attenuation considerations in Chapter 

IV–5.  

The results presented in Chapter IV–4.3.2.2 

(Figure IV-30 to Figure IV-36) are attributed to 

measuring applications for the determination of 

area density distribution across furnish mats or 

panels. Therefore, measurements were per-

formed on stacked layers of cured furnish (Chap-

ter IV–1.1) and panel material (Chapter IV–1.3) 

as well as cumulatively formed particle mats 

(Chapter IV–1.1). Accordingly, material with re-

spectively equivalent raw density was utilised 

whereas thickness, thus, radiation transmission 

distance 𝑠T [mm] within the sample increased 

per measuring step. Hence, the results are pre-

sented as charts in dependence of area density 

𝜌A [kg m
2⁄ ] with expectably equivalent raw den-

sity.  

Contrary to this, the results shown in Chapter IV–

4.3.2.3 (Figure IV-44 to Figure IV-50) corre-

spond to RDP determination perpendicular to 

the panel plane. For that purpose, measure-

ments were performed on specimens with nomi-

nally equal depth, thus, radiation transmission 

distance 𝑠T = 50 mm but increasing raw density 

of the employed panels type labMDF (Chapter 

IV–1.2). Owing to the lab-made material, varia-

tions are limited to the three available raw den-

sity steps (Table IV-2). However, results are ac-

cordingly plotted in dependence of raw density 

𝜌 [kg m3⁄ ] corresponding to area density de-

pendent attenuation since 𝜌A [kg m
2⁄ ] equiva-

lently varies at nominally constant transmission 

distance 𝑠T. Hence, actually varied raw density, 

thus, material structure, is consequently consid-

ered an impact on effective transmission as to be 

concluded in consequence of the measurements 

(Chapter IV–4.3.2.4) and further pointed out in 

Chapter IV–6. Beyond result plots, attenuation is 

quantified via computed mean mass attenuation 

coefficients 𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] in Table IV-27, where 

measuring results from labMDF are completed 

by respective mean values from indMDF. 

Measuring data was acquired via transmission 

measurements by means of the devices de-

scribed in Chapter IV–4.2.2 and Chapter IV–

4.2.3. Beyond the stated methods, data evalua-

tion comprises the following interdependent pa-

rameters: 

- 𝜌A [kg m
2⁄ ] as well as 𝜌 [kg m3⁄ ], respec-

tively, from individually performed gravimet-

ric measurements (refer to Chapter IV–1.5, 

- ratio of measured transmission and initial ra-

diation intensity 𝐼T 𝐼0⁄ = 𝑇 [– ] following 

eq. (II-1) as relative transmission provided 

by all devices after respective raw data eval-

uation, 

- therefrom calculated logarithmic of recipro-

cal transmission ln 𝑇−1 = ln(𝐼0 𝐼T⁄ ) [−] 

henceforth referred to as measured attenua-

tion, 

- and consequently per measuring point com-

puted quotient of attenuation ln 𝑇−1 divided 

by corresponding area density 𝜌A  yields 

mass attenuation coefficient 𝜇 𝜌⁄  [m2 kg⁄ ] 

following Beer’s law of attenuation 

eq. (II-11). 

Figure IV-29 comprises all aforementioned data 

evaluations as exemplary template for all re-

spective charts below. To this end, theoretically 

expected transmission measuring results were 

exemplarily computed via Beer’s law of attenua-

tion eq. (II-11) as illustrated in Figure II-5 for a 

virtual measuring device at medium energy level 

under ideal conditions; i. e., good-architecture 

conditions according to the discussions in Chap-

ter II–1.3 (cf. LIU et al. (1988)) with 

- monoenergetic radiation, 

- narrow-beam transmission setup without 

scattered radiation impinging on the detec-

tor, 

- no further bias from components like detec-

tor non-linearity, and 

- homogeneous non-porous material. 

Accordingly, the computed attenuation ln 𝑇−1 

represents the linear transformation of exponen-

tially decreasing measured transmission 𝑇, 
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where ideal measuring results fulfil the mathe-

matical context. The relation of attenuation and 

transmission becomes further obvious in the in-

tersection of both plots in Figure IV-29 (top) at 

𝑇 = 𝑒−1 and ln 𝑇−1 = 1. This level of transmis-

sion and attenuation, respectively, is also con-

sidered as appropriate measuring conditions, 

where reference is made to Chapter II–2.1. 

Since mass attenuation coefficients show equal 

values per material and energy, 𝜇 𝜌⁄  in Figure 

IV-29 (bottom) is constant over the total range of 

area density 𝜌A. At the point of intersection of 𝑇 

and ln 𝑇−1, in turn, area density equals reciprocal 

mass attenuation coefficient 𝜌A = (𝜇 𝜌⁄ )
−1. 

The radiation parameters already stated in the 

figure caption respectively correspond to the ini-

tial X-ray spectrum emitted from the complete ra-

diation source including inherent and potentially 

additional pre-filters of the setup. Besides nomi-

nal X-ray tube potential 𝑈a,nom[kV], the actual ra-

diation properties maximum 𝐸max [kVp] and 

mean energy �̅� [keV] originate from radiation 

spectra measurements (Chapter IV–4.2.6.1), 

where reference is made to Chapter IV–4.3.3.1 

for comprehensive results and particular discus-

sions. 

 

4.3.2.2 Results from area density 

measuring applications 

All measurements for the results presented in 

this chapter were performed by exclusive appli-

cation of the W-target device 𝜌A setups (Table 

IV-19). To evaluate both effects from radiation 

properties and WBC structure impact, the meas-

urements comprise three series with WBC mate-

rial variation considering fibre mats (Fmat, Fig-

ure IV-30 to Figure IV-32), conventional MDF 

(indMDF, Figure IV-33 to Figure IV-35), and fur-

nish mats from surface (SLmat, Figure IV-38) as 

well as core layer particles (CLmat, Figure IV-39 

and Figure IV-40). Each material series covers 

again three radiation energy conditions (Table 

IV-20). Consequently, W-mat-𝜌A setup (Table 

IV-19) was employed for measurements on both 

furnish mat types as well as W-panel-𝜌A setup 

on panels. Beyond those variations, MC impact 

was evaluated utilising loosely formed SL parti-

cle mats conditioned to constant mass on three 

predefined moisture levels (Figure IV-41 to Fig-

ure IV-43). Notwithstanding that, exclusively the 

standard conditions 20/65 were applied to the 

material of all other measurements in the present 

chapter. Eventually, resulting mass attenuation 

coefficients of all measurements are compiled in 

Table IV-26 for comparison purpose. Note, 

measurements were not performed on total real-

size furnish mats or panels but utilising appropri-

ately small specimens covering the detector and 

actually exceeding the divergent beam path. 

Specimen dimensions were, however, evidently 

wide enough not to bias the measuring results, 

thus, to cause identical radiation-physical effects 

like respective real-size WBC material. 

 

Figure IV-29: Theoretically expected transmission 

measuring results under ideal conditions in depend-

ence of area density 𝜌A [kg m
2⁄ ], with measured rela-

tive transmission 𝑇, therefrom calculated attenuation 

ln 𝑇−1 with its expected linear slope (dashed line esti-

mation via 𝜇 𝜌⁄
max

) and consequently computed mass 

attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; determined by 

means of an exemplarily assumed medium-energy 

device at 𝐸max = �̅� (monoenergetic) on stacked spec-

imens of homogeneous non-porous low-𝑍 material. 
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The first measuring series presented in Figure 

IV-30 to Figure IV-32 was determined on stacks 

of lab-made cured fibre mats (Fmat, Chapter IV–

1.1). To this end, both nominal 1 kg/m² as well as 

2 kg/m² samples (Table IV-1) were utilised re-

sulting in respective measuring steps, where the 

actual area densities 𝜌A (Table IV-5) are in good 

agreement with the target values. Mean raw den-

sity of the fibre mats was 𝜌1 = 122 kg m
3⁄  and 

𝜌2 = 120 kg m
3⁄ , respectively, at 𝑀𝐶1 = 9.7 % 

as well as 𝑀𝐶2 = 9.0 % (𝑀𝐶̅̅̅̅̅ = 9.4 %) as likewise 

shown in Table IV-5 and discussed in Chapter 

IV–1.5. For the Fmat measuring series, W-mat-

𝜌A setup (Table IV-19) was employed with pre-

defined tube potential and pre-filter variation as 

pointed out in Table IV-20. On all three energy 

levels of the series, Fmat transmission measure-

ments were performed across a respectively 

wide 𝜌A range. Thus, result charts in Figure 

IV-30 to Figure IV-32 feature certain overlap-

pings. 

However, transmission 𝑇 plots of all three energy 

levels respectively reveal a continuously de-

creasing slope of the measuring results along in-

creasing area density 𝜌A with apparently expo-

nential character. Contrary to theoretical expec-

tation (Figure IV-29), backward-extrapolated 

trend of the transmission data yields no ordinate 

intercept at 𝑇 = 1 but more or less distinctly be-

low, whilst, however, the actual point of intersec-

tion varies between the three energy conditions 

and also the slope of the plots. Here, minimum 

deviation can be found for 25 kV level with pre-

filter application (Figure IV-32) with 𝑇 = 0.98 

whereas 16 kV (Figure IV-30) and 20 kV level 

(Figure IV-31) plots (both without pre-filter) inter-

sect ordinary axis at 𝑇 = 0.90 and 𝑇 = 0.82, re-

spectively. Hence, the 20 kV level transmission 

plot reveals maximum deviation from the ex-

pected exponential character. Based on empiri-

cal observations as part of experiment prepara-

tions, it was found that the detector non-linearity 

starts to considerably increase for 𝑇 < 0.15, 

which, in turn, biases the slope in the upper 𝜌A 

range. Nevertheless, no distinct outliers can be 

identified in all three 𝑇 plots. 

The like applies to attenuation ln 𝑇−1 result plots. 

On all three energy levels, a continuously in-

creasing slope can be found unveiling, however, 

an obviously non-linear context. For comparison 

purpose, an expected linear plot of ln 𝑇−1 was 

accordingly drawn in each figure (dashed line), 

which was respectively computed as estimation 

with (0; 0) intersection via 𝜇 𝜌⁄
max

 as theoreti-

cally constant mass attenuation coefficient. 

Here, a degressive increment of the measured 

attenuation varies between the applied energy 

conditions. However, the downward deviation 

from the expected linear slope respectively in-

creases with increasing 𝜌A, hence, decreasing 

radiation transmission 𝑇 through the stacked 

Fmat specimens. Particularly, minimum devia-

tion can be found for 25 kV level, where setup 

comprises an additional 1.5 mm Al pre-filter. In 

comparison to 16 kV, the 20 kV level reveals a 

more distinct (actual maximum) non-linear ln 𝑇−1 

slope, where this energy level was actually ob-

tained by solely increment of 𝑈a,nom without fur-

ther pre-filter addition. 

The plots of mass attenuation coefficients 𝜇 𝜌⁄  

correspond to the observed non-linear ln 𝑇−1 

characters and unveil no constant values across 

the measuring range in no performed case. 

Along increasing 𝜌A, 𝜇 𝜌⁄  reveals a fundamen-

tally decreasing slope whilst difference from con-

stancy varies in comparison between the three 

energy conditions. To this end, Figure IV-36 

summarises 𝜇 𝜌⁄  results from all 𝜌A measure-

ments. Particularly the upper chart, where its rel-

ative variation was computed toward 𝜇 𝜌⁄
max

 at 

𝜌A,min, unveils the differences. Note that, 𝜇 𝜌⁄  at 

25 kV level is more or less close to constancy 

across the lower area density range and starts to 

decline at 𝜌A > 21 kg m
2⁄  (refer also to Figure 

IV-32). On the contrary, 16 kV as well as 20 kV 

level plots (Figure IV-30 and Figure IV-31) con-

sistently show distinctly decreasing 𝜇 𝜌⁄  values 

along the total 𝜌A measuring range with a relative 

slope in a comparable order as obvious from Fig-

ure IV-36 (top). However, in comparison to 𝑇 and 

ln 𝑇−1, 𝜇 𝜌⁄  plots generally reveal less straight 

slopes with particular outliers such as 𝜌A =

2.1 kg m2⁄  value in Figure IV-30. The observed 
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deviations are attributed to material inhomoge-

neity rather than to X-ray measuring issues. 

Therefore, the gravimetrically determined area 

density as mean value per fibre mat specimen 

does not ultimately represent the actual 𝜌A value 

at the particular radiation transmission position.  

 

 

Figure IV-31: As Figure IV-30; determined by means 

of W-mat-𝜌A device (Table IV-19) at 𝑈a,nom = 20 kV 

(measured 𝐸max = 21.2 kVp, �̅� = 15.5 keV) on stacked 

fibre mat specimens (Fmat) with 𝑀𝐶̅̅̅̅̅ = 9.4 %. 

 

 

Figure IV-32: As Figure IV-30; determined by means 

of W-mat-𝜌A device (Table IV-19) at 𝑈a,nom = 25 kV 

(𝐸max, �̅� not measured) on stacked fibre mat speci-

mens (Fmat) with 𝑀𝐶̅̅̅̅̅ = 9.4 %. 
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Figure IV-30: Transmission measuring results in de-

pendence of area density 𝜌A [kg m
2⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-mat-𝜌A device (Table IV-19) at 

𝑈a,nom = 16 kV (measured 𝐸max = 16.9 kVp, �̅� =

12.7 keV) on stacked fibre mat specimens (Fmat) with 

𝑀𝐶̅̅̅̅̅ = 9.4 %. 
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Analogous character of measuring result plots 

can be observed for the indMDF series pre-

sented in Figure IV-33 to Figure IV-35, which 

were determined by means of the W-panel-𝜌A 

setup, where energy conditions were, in turn, 

varied according to Table IV-20. Note, less over-

lapping of the 𝜌A ranges per energy level was 

obtained, since measurements by means W-

panel-𝜌A setup were performed in connection 

with its practice-oriented application in an indus-

trial context. Particularly in the case of 20 kV and 

25 kV series, measurements do not cover the 

complete transmission range 0 < 𝑇 < 1. How-

ever, measurements were consequently focused 

on application-oriented 𝜌A ranges per energy 

level according to experience. Therefore, trans-

mission results are roughly limited to 0.1 < 𝑇 <

𝑒−1. Eventually, measurements were performed 

on customary MDF (indMDF, Chapter IV–1.3), 

where various measuring steps in terms of 𝜌A 

are attributed to respective panel thickness and 

were further obtained by predefined combination 

(stacking) of the very same. To this end, the 

aforementioned WBC material (Chapter IV–1.3) 

MDF-6, MDF-8, MDF-10, MDF-12, MDF-19, 

MDF-25, and MDF-30 (likewise applied for e. g. 

EA, Chapter IV–2.4) as well as additionally 

MDF-2 (not yet present for further analyses) was 

utilised. For the determined material properties 

𝑀𝐶, 𝑡, 𝜌, and 𝜌A at 20/65 conditioning, reference 

is made to Table IV-5. 

The result charts in Figure IV-33 to Figure IV-35 

reveal, in turn, 

- apparently exponential transmission 𝑇 plots, 

- non-linear slope of attenuation ln 𝑇−1, and 

- consistently decreasing mass attenuation 

coefficients 𝜇 𝜌⁄  along increasing area den-

sity 𝜌A 

whilst distinctness again varies in comparison 

between the three energy levels. Notwithstand-

ing the above, differences of the indMDF results 

can be observed toward the transmission meas-

urements on Fmat stacks regardless of congru-

ent 𝜌A ranges and energy levels as well as equiv-

alent material composition (where reference is 

made to EA, Chapter IV–2.4). 

For 𝑇 plot of 25 kV level (Figure IV-35), ordinate 

intercept is close to expectation at 𝑇 = 0.99. In 

case of 16 kV (Figure IV-33) and 20 kV level 

(Figure IV-34), plots intersect ordinary axis at 

𝑇 = 0.95 and 𝑇 = 0.83, respectively; i. e., above 

corresponding values from W-mat-𝜌A measure-

ments. In comparison to Fmat results, only par-

ticular measuring points in case of 20 kV series 

fall below the considerable detector non-linearity 

threshold around 𝑇 = 0.15. Hence, indMDF 

transmission measuring results appear less dif-

ferent from theoretical expectation, which is fur-

ther supposed to be attributed to the lower num-

ber of measuring points and respectively poor 

estimation in comparison to Fmat data. Never-

theless, 20 kV level transmission plot reveals 

maximum deviation from expected exponential 

character again. 

The like applies to indMDF attenuation ln 𝑇−1 

plots in Figure IV-33 to Figure IV-35 with mini-

mum deviation from linear estimation in the case 

of 25 kV level data and maximum non-linearity of 

attenuation at 20 kV energy conditions. In direct 

comparison to Fmat ln 𝑇−1 plots from W-mat-𝜌A 

measurements (Figure IV-30 to Figure IV-32), 

the slope of indMDF plots apparently reveals 

slightly lower distance toward respective linear 

estimation along increasing area density 𝜌A 

Consistently lower 𝜇 𝜌⁄  values are found for 

indMDF in comparison to Fmat likewise obvious 

from the summary in Table IV-26 and Figure 

IV-36 (bottom), where all panel values fall below 

respective fibre mat data. The relative compari-

son of computed 𝜇 𝜌⁄  at 𝑇 = 𝑒−1 per energy level 

yields indMDF is 86 % that of Fmat at 16 kV, 

84 % at 20 kV, and 91 % at 25 kV level. However, 

steadily decreasing slope along increasing 𝜌A 

with minimum deviation from constancy in the 

case of 25 kV level (Figure IV-35) can again be 

observed. In comparison to Fmat plots with par-

ticular reference to Figure IV-36 (top), indMDF 

𝜇 𝜌⁄  decrement appears relatively flatter along 

increasing 𝜌A on all energy levels, where only 

16 kV level data appears indistinguishable. 

Eventually, a similar situation regarding outliers 

can be concluded as already pointed out in the 

case of Fmat data. Furthermore and particularly 

in the case of the 25 kV level plot in Figure IV-35, 

deviations between consequently computed 𝜇 𝜌⁄  

values on the same nominal 𝜌A measuring step 
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become obvious. Note, the data was acquired on 

redundant specimens, hence, differences are 

again attributed to material inhomogeneity. 

To briefly summarise comparison results, trans-

mission measurements on pre-densified fibre 

mats and ready-pressed panels yield compara-

ble results regarding transmission and attenua-

tion characteristic, respectively, whereas actual 

mass attenuation differs. Moreover, the results 

unveil that structural conditions have an impact 

on radiation-physical effects from interaction of 

polychromatic X-rays with inhomogeneous po-

rous low-𝑍 material, which is clarified hereafter 

in Chapter IV–6. 

 

Figure IV-34: As Figure IV-33; determined by means 

of W-panel-𝜌A device (Table IV-19) at 𝑈a,nom = 20 kV 

(measured 𝐸max = 21.2 kVp, �̅� = 15.5 keV) on stacked 

MDF specimens (indMDF) with 𝑀𝐶̅̅̅̅̅ = 8.1 %. 

 

 

Figure IV-35: As Figure IV-33; determined by means 

of W-panel-𝜌A device (Table IV-19) at 𝑈a,nom = 25 kV 

(𝐸max, �̅� not measured) on stacked MDF specimens 

(indMDF) with 𝑀𝐶̅̅̅̅̅ = 8.1 %. 

0.0

0.5

1.0

1.5

2.0

2.5

0.00

0.18

0.37

0.55

0.74

0.92

-
-

-
●

at
te

nu
at

io
n 

ln
(I

0
/I

T
) 

[-
]

■
tr

an
sm

is
si

on
 T

 =
 I

T
/I

0
[-

]

1.00 2.7

0.090

0.110

0.130

0.150

0.170

0 4 8 12 16 20 24
♦

µ
/ρ

[m
²/

k
g]

area density ρA [kg/m²]

indMDF

-panel-20-w/o

0.0

0.5

1.0

1.5

2.0

2.5

0.00

0.18

0.37

0.55

0.74

0.92

-
-

-
●

at
te

nu
at

io
n 

ln
(I

0
/I

T
) 

[-
]

■
tr

an
sm

is
si

on
 T

 =
 I

T
/I

0
[-

]

1.00 2.7

0.049

0.052

0.055

0.058

0.061

0 7 14 21 28 35 42

♦
µ

/ρ
[m

²/
k

g]

area density ρA [kg/m²]

indMDF

-panel-25-w/

 

Figure IV-33: Transmission measuring results in de-

pendence of area density 𝜌A [kg m
2⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-panel-𝜌A device (Table IV-19) 

at 𝑈a,nom = 16 kV (measured 𝐸max = 16.9 kVp, �̅� =

12.7 keV) on stacked industrial MDF specimens 

(indMDF) with 𝑀𝐶̅̅̅̅̅ = 8.1 %. 
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Contrary to the consistent energy settings above 

(see also Table IV-20), a further W-panel-𝜌A 

setup was employed with 50 µm Cu pre-filter af-

ter X-ray tube and additional 2.0 mm Al as me-

chanical covering of the detector likewise serv-

ing as inherent pre-filter of the setup. Note, the 

nominal tube potential was set to 𝑈a,nom = 35 kV, 

yielding measured 𝐸max = 35.1 kVp, �̅� =

27.3 keV. X-ray measurements were performed 

on customary MDF (indMDF, Chapter IV–1.3), 

where the measuring steps in terms of 𝜌A are 

again attributed to the respective panel thick-

ness, whereas stacking was omitted. However, 

the employed set of samples is equivalent to the 

aforementioned W-panel-𝜌A device measure-

ments comprising MDF-3, MDF-6, MDF-8, 

MDF-10, MDF-12, MDF-19, MDF-25, and 

MDF-30 (Chapter IV–1.3). 

Obviously, the result charts in Figure IV-37 un-

veil distinctly differing attenuation conditions in 

comparison to low- and medium-energy results 

(Figure IV-33 to Figure IV-35). The higher energy 

level causes higher penetration potential, hence, 

high transmission 𝑇 and low attenuation ln 𝑇−1. 

A rather wide but too low area density range of 

the presented measuring series fails to obtain 

appropriately high attenuation, however, result-

ing in a limited transmission range 𝑒−1 < 𝑇 < 1. 

Notwithstanding that, high sensitivity is expected 

at around 𝑇 = 𝑒−1, which will be discussed else-

where.  

Transmission 𝑇 plot at this energy level appears 

almost linear, since the range does not fall below 

𝑇 < 𝑒−1. Nevertheless, the expected exponential 

character can be observed. Backward-extrapo-

lated data yields ordinate intercept at 𝑇 = 1.002, 

setup: 𝐖-mat (except indMDF: W-panel) 

𝑬𝐦𝐚𝐱  [kVp] via 𝑼𝐚,𝐧𝐨𝐦 16 20 25 

𝐀𝐥 pre-filter 𝒕 = 𝟏. 𝟓 𝐦𝐦 w/o w/o w/ 

�̅� [keV]  12.7 15.5 n/a 

material 𝝁 𝝆⁄  [m2 kg⁄ ] @ 𝑇 = 𝑒−1 

 𝝆𝐀 [kg m
2⁄ ] @ 𝑇 = 𝑒−1 

indMDF (𝐖-panel) 0.1749 0.1154 0.0508 

 5.7 8.7 19.7 

Fmat 0.2039 0.1369 0.0559 

 4.9 7.3 17.9 

SL-/CLmat 0.2189 0.1384 0.0591 

 4.6 7.2 16.9 

SL, OD 0.1989   

 5.0   

SL, 20/65 0.2047   

 4.9   

SL, 20/83 0.2064   

 4.8   

Table IV-26: Summary of transmission measuring re-

sults by W-panel (only indMDF) and W-mat device in 

varying configuration, with 𝜇 𝜌⁄  [m2 kg⁄ ] and 

𝜌A [kg m
2⁄ ] at 𝑇 = 𝑒−1 (appropriate measuring condi-

tions) computed via interpolation of measuring data. 

 

 

Figure IV-36: Summary of transmission measuring re-

sults by area density devices (W-mat and W-panel) as 

mass attenuation coefficient 𝜇 𝜌⁄  [m2 kg⁄ ] (bottom) in 

dependence of area density 𝜌A [kg m
2⁄ ] and its rela-

tive variation (top) computed toward 𝜌A,min from W-

mat device measurements (plots normalised to unity 

with 
𝜇 𝜌⁄ (𝜌A)

𝜇 𝜌⁄ (𝜌A,min,ma )
= 1), with linear regression (dashed 

lines, top) indicating the trend. 
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which is considered to be equivalent to theoreti-

cal expectation. Accordingly, the 35 kV attenua-

tion ln 𝑇−1 results in Figure IV-37 with continu-

ously increasing slope do not unveil any obvi-

ously non-linear context. Moreover, the slope is 

apparently congruent to linear expectation 

(dashed line) within the considered range. Both 

𝑇 and ln 𝑇−1 plots are again free of any outliers. 

Eventually, the plots of mass attenuation coeffi-

cients 𝜇 𝜌⁄  correspond to the observed linear 

ln 𝑇−1 character. Data in Figure IV-37 (bottom) 

reveal no downward trend and remain, moreo-

ver, constant over the measuring range with 

mean 𝜇 𝜌⁄̅̅ ̅̅ ̅ = 0.0317 m2 kg⁄  regardless of slight 

variations of Δ 𝜇 𝜌⁄ = ±0.0002 m2 kg⁄  (±0.7 %). 

The latter are rather attributed to insufficiencies 

in gravimetric 𝜌A determination as mean value 

across the specimen not considering, in turn, lo-

cal inhomogeneities as already discussed 

above. However, lower 𝜇 𝜌⁄  values in compari-

son to all W-panel-𝜌A measurements above cor-

respond to increased energy of this particular 

setup. 

To summarise the additional measuring series 

results for indMDF in short, higher energy level 

causes increased penetration potential. Compa-

rably distinct pre-filter application with respective 

layers of Cu and Al yields linear attenuation in 

good accordance with expectation and more or 

less constant mass attenuation coefficients 𝜇 𝜌⁄  

along the measured 𝜌A range. Moreover, devia-

tions from linearity are considered to occur as a 

results of extended measuring ranges with 𝑇 <

𝑒−1 and ln 𝑇−1 > 1, respectively. 

Beyond the comparison between pre-com-

pressed furnish mats and consolidated panels 

made of resin-blended fibres, an additional 

measuring series (Figure IV-38 to Figure IV-40) 

was performed utilising both surface (SL) and 

core layer (CL) particles. Aiming at variations in 

furnish structure, i. e., fibres and particles, rather 

than composition and consolidation, investiga-

tions were focused, in turn, on pre-compressed 

particle mats to be compared with fibre mat re-

sults. Again, both nominal 1 kg/m² (SLmat) as 

well as 2 kg/m² (CLmat) samples (Table IV-1) 

made of cured particle mats (Chapter IV–1.1) 

were utilised as stacks with consequent measur-

ing steps. Here, the actual area densities 𝜌A 

(Table IV-5) are again in more or less good 

agreement with the target values. The mean raw 

density of the particle mats, however, was 

𝜌1,SL = 217 kg m
3⁄  and 𝜌2,CL = 197 kg m

3⁄ , re-

spectively, at 𝑀𝐶1,SL = 10.5 % as well as 

𝑀𝐶2,CL = 11.3% as shown in Table IV-5 and dis-

cussed in Chapter IV–1.5. The employed W-mat-

𝜌A setup (Table IV-19) was identical to the re-

spective measurements on fibre mats (Fmat, 

Figure IV-30 to Figure IV-32), likewise radiation 

energy and pre-filter conditions (Table IV-20). 

Particle mat measurements cover a comparable 

but slightly limited 𝜌A range particularly in the 

case of 16 kV and 25 kV energy level owing to 

limited availability of the fragile specimens. 

 

Figure IV-37: Transmission measuring results in de-

pendence of area density 𝜌A [kg m
2⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-panel-𝜌A device (Table IV-19) 

with 50 µm Cu pre-filter (X-ray tube) and additional 

2.0 mm Al (detector covering) at 𝑈a,nom = 35 kV 

(measured 𝐸max = 35.1 kVp, �̅� = 27.3 keV) on single 

panels of industrial MDF specimens (indMDF) with 

𝑀𝐶̅̅̅̅̅ = 8.1 %. 
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Figure IV-38: Transmission measuring results in de-

pendence of area density 𝜌A [kg m
2⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-mat-𝜌A device (Table IV-19) at 

𝑈a,nom = 16 kV (measured 𝐸max = 16.9 kVp, �̅� =

12.7 keV) on stacked SL particle mat specimens 

(SLmat) with 𝑀𝐶̅̅̅̅̅ = 10.5 %. 

 

 

Figure IV-39: As Figure IV-38; determined by means 

of W-mat-𝜌A device (Table IV-19) at 𝑈a,nom = 20 kV 

(measured 𝐸max = 21.2 kVp, �̅� = 15.5 keV) on stacked 

CL particle mat specimens (CLmat) with 𝑀𝐶̅̅̅̅̅ = 11.3 %. 

 

 

Figure IV-40: As Figure IV-38; determined by means 

of W-mat-𝜌A device (Table IV-19) at 𝑈a,nom = 25 kV 

(𝐸max, �̅� not measured) on stacked CL particle mat 

specimens (CLmat) with 𝑀𝐶̅̅̅̅̅ = 11.3 %. 
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In general, SLmat and CLmat result charts in 

Figure IV-38 to Figure IV-40 reveal analogous 

characteristics in comparison to Fmat charts 

(Figure IV-30 to Figure IV-32) but at the same 

time certain peculiarities. Transmission 𝑇 plots 

again reveal continuously decreasing slope, 

where the exponential character can be ob-

served. Regardless of 16 kV level with slightly 

limited transmission range 0.25 < 𝑇 < 1, the 

data from all measurements appropriately falls 

below 𝑇 < 𝑒−1. Backward-extrapolation of the 

transmission consistently yields ordinate inter-

cepts below 𝑇 = 1, particularly with rather low 

deviation of 𝑇 = 0.98 at 25 kV and 𝑇 = 0.99 at 

16 kV level as well as the most distinct intersec-

tion 𝑇 = 0.83 at 20 kV. Except 16 kV level, the 

points of intersection correspond to aforemen-

tioned Fmat data of the respective energy level. 

Thus, 20 kV level transmission plots reveal again 

maximum deviation from expectation, i. e., sim-

ple exponential slope. The apparently low devia-

tion from 𝑇 = 1 in comparison to the 16 kV Fmat 

chart (𝑇 = 0.90) is considered to be attributed to 

the limited measuring data range toward 𝜌A >

7 kg m2⁄ , where the transmission plot regularly 

starts to converge. Hence, no significant differ-

ences in transmission characteristics can be ob-

served in comparison of fibre and particle mats 

with similar composition and pre-densification 

whereas the latter actually varies in a nominal 

raw density range of 𝜌nom =

125…200…300 kg m3⁄  (fibres, CL, SL) as sum-

marised in Table IV-1. However, the like applies 

to attenuation ln 𝑇−1 plots, where comparable 

deviations from theoretically expected linearity 

can be found. 

Mass attenuation coefficients 𝜇 𝜌⁄  of particle 

mats, in turn, slightly exceed the respective val-

ues determined on fibre mats. The summary in 

Table IV-26 unveils maximum difference of 

16 kV values 9 % above Fmat results, 5 % at 

25 kV level, and negligible 1 % at 20 kV. How-

ever, their slope is likewise characterised by de-

creasing 𝜇 𝜌⁄  values along increasing 𝜌A with 

varying distinctness between the energy levels, 

in turn. Whilst again no considerable outliers are 

apparent in the case of 𝑇 as well as ln 𝑇−1 plots, 

they are obviously present in the 𝜇 𝜌⁄  charts par-

ticularly in the case of 16 kV and 25 kV level 

measurements. Beyond specimen inhomogene-

ity, there were worse conditions compared to fi-

bre mats for gravimetrical area density determi-

nation owing to coarse and more fragile structure 

of both particle mats, which tended to loose par-

ticles during handling.  

Whilst the above presented results were deter-

mined on material within an equivalent MC range 

in consequence of identical conditioning at nom-

inal standard conditions 20/65, the following 

measuring series (Figure IV-41 to Figure IV-43) 

takes varying equilibrium moisture conditions on 

three levels into account. To this end, resin-un-

blended pure SL particles (Figure IV-9 in Chap-

ter IV–2.2) were conditioned to constant mass at 

oven-dry (OD), standard (20/65), and moist 

(20/83) level; note in case of OD state, moisture 

uptake of hygroscopic particles could not be 

avoided during handling and measurement de-

spite rapid performance and sealed storage in 

desiccated bags. Consequently, mean MC at the 

three conditioning levels was 𝑀𝐶SL,OD = 2.0%, 

𝑀𝐶SL,20/65 = 10.8% as well as 𝑀𝐶SL,20/83 =

13.8% as shown in Table IV-5 and discussed in 

Chapter IV–1.5. To obtain, in turn, furnish struc-

ture equivalent to industrial process conditions, 

particle mats from the conditioned material were 

manually formed and pre-densified immediately 

before X-ray measurements (Figure IV-1 in 

Chapter IV–1.1). The resulting mean bulk den-

sity of the growing particle mats was 𝜌SL,OD =

233 kg m3⁄ , 𝜌SL,20/65 = 238 kg m
3⁄ , and 

𝜌SL,20/83 = 245 kg m
3⁄ , respectively (Table IV-5, 

Chapter IV–1.5). The accordingly employed W-

mat-𝜌A setup (Table IV-19) was identical to the 

respective measurements on cured fibre and 

particle mats whereas radiation energy and pre-

filter conditions were limited to low energy level 

with exclusive measurements at 16 kV (Table 

IV-20). 
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Figure IV-41: Transmission measuring results in de-

pendence of area density 𝜌A [kg m
2⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-mat-𝜌A device (Table IV-19) at 

𝑈a,nom = 16 kV (measured 𝐸max = 16.9 kVp, �̅� =

12.7 keV) on a loosely formed and growing particle 

mat (Figure IV-1) made of resin-unblended SL parti-

cles with 𝑀𝐶̅̅̅̅̅ = 2.0 % representing oven-dry condi-

tions (OD). 

 

 

Figure IV-42: As Figure IV-41; with 𝑀𝐶̅̅̅̅̅ = 10.8 % rep-

resenting standard conditions (20/65). 

 

 
 

 

Figure IV-43: As Figure IV-41; with 𝑀𝐶̅̅̅̅̅ = 13.8 % rep-

resenting moist conditions (20/83). 
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In general, all result charts (Figure IV-41 to Fig-

ure IV-43) on the three MC levels reveal the al-

ready well-known characteristics on 16 kV radia-

tion energy level with particular differences be-

tween the EMC conditions. In the transmission 𝑇 

plots, however, no obvious differences between 

OD, 20/65, and 20/83 charts can be found. Re-

garding obtained transmission range 0.25 < 𝑇 <

1, data of all measurements appropriately falls 

below 𝑇 < 𝑒−1. Backward-extrapolation yields 

again ordinate intercepts below 𝑇 = 1, with 𝑇 =

0.94 at OD, 𝑇 = 0.93 at standard (20/65), and 

𝑇 = 0.95 at moist (20/83) conditions; i. e., all 

slopes unveil more or less equivalent differences 

from theoretical expectation. The attenuation 

ln 𝑇−1 plots, in turn, reveal particular differences 

between the MC levels. Here, the increment de-

viation from expected linear slope with increas-

ing 𝑀𝐶 from OD to 20/65 state can be observed. 

Eventually, the mass attenuation coefficients 

𝜇 𝜌⁄  of the varyingly conditioned SL particles are 

in a comparable order of magnitude. Neverthe-

less, particular consideration of the summarised 

figures in Table IV-26 unveils more or less in-

creasing values with increasing 𝑀𝐶; i. e., 

𝜇 𝜌⁄
20 65⁄

 is 2.9 % higher than 𝜇 𝜌⁄
OD

 and 

𝜇 𝜌⁄
20 83⁄

 is 3.8 % beyond OD level. Hence, there 

is just a slight increment between standard and 

moist conditions of 0.9 % of the 𝜇 𝜌⁄  values, 

where their respective 𝑀𝐶 is closer to each other 

than toward OD level. Considering single values 

of all MC dependent results, outliers are again 

rather apparent in 𝜇 𝜌⁄  plots particularly owing to 

repeated manual particle mat forming. 

Eventually, observed MC dependency in the 

charts as well as the summary in Table IV-26 

had to be verified. Therefore, data was com-

pared by means of statistical hypothesis testing. 

Since X-ray measuring data was acquired in 

equivalent 𝜌A steps obtained by respectively pre-

cise individual material dosing, the three data 

sets of this series at predefined moisture condi-

tions can mathematically be understood as de-

pendent samples. Taking 𝜇 𝜌⁄ (𝜌A)condition data 

accordingly into account, Wilcoxon matched 

pairs signed rank test was performed which is 

furthermore robust against non-Gaussian distrib-

uted data. The test enables to compare paired 

observations by assessing whether within-pair 

differences are symmetrically distributed around 

their median, which equals zero. In this regard, 

the comparison between standard and moist 

conditions with the null hypothesis 

𝐻0: 𝐹(𝜇 𝜌⁄ (𝜌A)20 65⁄ ) = 𝐹(𝜇 𝜌⁄ (𝜌A)20 83⁄ ) vs. 

𝐻1: 𝐹(𝜇 𝜌⁄ (𝜌A)20 65⁄ ) ≠ 𝐹(𝜇 𝜌⁄ (𝜌A)20 83⁄ ) reveals 

no significant differences between the 𝜇 𝜌⁄ (𝜌A) 

series since it fails to reject 𝐻0 on all significance 

levels 𝛼. On the contrary, both 

𝐻0: 𝐹(𝜇 𝜌⁄ (𝜌A)OD) = 𝐹(𝜇 𝜌⁄ (𝜌A)20 65⁄ ) vs. 

𝐻1: 𝐹(𝜇 𝜌⁄ (𝜌A) ) ≠ 𝐹(𝜇 𝜌⁄ (𝜌A)20 65⁄ ) as well as 

𝐻0: 𝐹(𝜇 𝜌⁄ (𝜌A)OD) = 𝐹(𝜇 𝜌⁄ (𝜌A)20 83⁄ ) vs. 

𝐻1: 𝐹(𝜇 𝜌⁄ (𝜌A) ) ≠ 𝐹(𝜇 𝜌⁄ (𝜌A)20 83⁄ ) are re-

jected at 𝛼 = 0.001 (two-tailed); hence, in keep-

ing with obvious perception, equivalent 𝜇 𝜌⁄ (𝜌A) 

series at standard (20/65) and moist (20/83) con-

ditions, respectively, are distinctly different from 

the very same at OD state considering the meas-

urements at 16 kVp energy level. 

 

4.3.2.3 Results from raw density profile 

measuring applications 

Beyond the different versions for area density 𝜌A 

measurements presented in Chapter IV–4.3.2.2, 

further setups of the W-target device (W-RDP 

setup, Table IV-19) were employed for X-ray 

transmission measurements in terms of conven-

tional raw density profile (RDP) determination on 

small specimens. To this end, two energy levels 

𝑈a,nom = 35 kV and 𝑈a,nom = 50 kV with and with-

out 1.96 mm Al pre-filter were applied (Table 

IV-20). Likewise, the Ag-target device was uti-

lised with its exclusive setup (Ag-RDP, Table 

IV-18) regularly operated at 𝑈a,nom = 55 kV with-

out pre-filter and with additional 1.5 mm Al as 

variation. The setup configurations of both de-

vices and the respectively applied energy levels 

of all measurements correspond, however, to 

X-ray spectra determination described in Chap-

ter IV–4.2.6.1 with the results presented in Chap-

ter IV–4.3.3.1 

According to the common application and in con-

trast to the aforementioned 𝜌A results, all result 

charts in Figure IV-44 to Figure IV-50 are pre-

sented as plots over the raw density 𝜌 [kg m3⁄ ] 

as gravimetrically determined mean value per 
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specimen. Eventually, Table IV-27 summarises 

the measurements by means of consequently 

computed mean mass attenuation coefficients 

𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] per specimen type and configura-

tion (energy level and pre-filter). All measure-

ments were exclusively performed on small 

specimens with nominal transmission distance 

𝑠T = 50 mm parallel to the panel plane cut into 

squares. The measuring process was carried out 

as stepwise scan across the respective panel 

thickness. To this end, labMDF with predefined 

densification steps (Table IV-2) was utilised aim-

ing at transmission plots corresponding to 𝜌A re-

sults (Chapter IV–4.3.2.2) and to likewise evalu-

ate raw density dependency of radiation trans-

mission and attenuation, respectively, as well as 

mass attenuation coefficients. The applied setup 

configuration and material variations purpose 

again to evaluate both effects from radiation 

properties as well as WBC structure impact. Be-

yond these comprehensive measuring series on 

lab-made WBC material with homogeneous 

RDP, further measurements on customary in-

dustrial panels (indMDF) as well as insulation 

board (both utilised for elemental analysis, refer 

to Chapter IV–2.3 and IV–2.4) were performed 

to evaluate and compare their 𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] 

(Table IV-27) complete with the samples (MDF 

and PB, 𝑡nom = 19 mm) from round robin test. 

Nevertheless, exclusively standard conditions 

20/65 were applied to the material of all measur-

ing series in the present chapter. For the deter-

mined material properties 𝑀𝐶, 𝑡, 𝜌, and 𝜌A, ref-

erence is made to Table IV-5. 

The first of the labMDF measuring series pre-

sented in Figure IV-44 and Figure IV-45 was de-

termined by means of the Ag-target device with-

out (Ag-RDP-55-w/o) and with (Ag-RDP-55-w/) 

additional pre-filter. Owing to the limited raw den-

sity steps of the lab-made panels compared to 

finely graduated furnish mat and panel stacks 

known from area density measurements in 

Chapter IV–4.3.2.2, the plots respectively com-

prise solely three distinct data points. However, 

corresponding character of the measurements 

becomes obvious. Moreover, in case of larger 

sample sizes such as in Figure IV-44, densifica-

tion variations between the specimens support 

the slope of the plot. 

Notwithstanding some limitations, RDP meas-

urements reveal in general analogous results 

and transmission as well as attenuation charac-

teristics in comparison to 𝜌A results in Chapter 

IV–4.3.2.2. In particular, Ag-RDP transmission 𝑇 

plots show continuously decreasing slope with 

obviously exponential character. Considering 

backward-extrapolated trend of the data, only in 

case of the series without pre-filter, ordinate in-

tercept drops below theoretically expected 𝑇 = 1 

with 𝑇w/o  = 0.90 (Figure IV-44) whereas pre-fil-

tering yields point of intersection actually at 

𝑇w/  = 1.0 (Figure IV-45). Hence, Ag-RDP-55-w/ 

setup and configuration appear to more or less 

meet ideal conditions (Figure IV-29) regarding 

transmission plot. However, all presented RDP 

measurements do not cover the complete trans-

mission range 0 < 𝑇 < 1 but take a comparable 

section limited around 𝑇 ≤ 𝑒−1 into considera-

tions; i. e., 0.11 < 𝑇w/o < 0.39 in case of Ag-RDP-

55-w/o and 0.18 < 𝑇w/ < 0.49 for the additional 

measurements with pre-filter (Ag-RDP-55-w/). 

The like applies to attenuation ln 𝑇−1 plots with 

continuously increasing slope. In the case of Ag-

RDP-55-w/o, i. e., without pre-filter, an obviously 

non-linear slope, in turn, can be observed with 

deviation from linear estimation (dashed line in 

Figure IV-44) particularly in the higher raw den-

sity range. Contrary to this, attenuation of pre-

filtered radiation from Ag-RDP-55-w/ by labMDF 

in the applied raw density range yields results 

close to linearity. 

The plots of mass attenuation coefficients 𝜇 𝜌⁄  

correspond, in turn, to observed 𝑇 as well as 

ln 𝑇−1 characters and the present peculiarities. 

In case of the results in Figure IV-44 (Ag-RDP-

55-w/o), 𝜇 𝜌⁄  plot unveils no constant values 

across the measuring range with a fundamen-

tally decreasing slope along increasing 𝜌. Partic-

ular outliers primarily within the 𝜌nom =

400 kg m3⁄  samples are mainly attributed to 

gravimetrical raw density determination, which is 

more error prone on light fibrous specimens. The 

tendency becomes, however, clearly obvious. 

On the contrary, Ag-RDP-55-w/ results reveal 

𝜇 𝜌⁄  values more or less close to constancy 

across the measured 𝜌 range. For a more direct 

comparison, reference is made to Figure IV-50, 
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which summarises 𝜇 𝜌⁄  results from all RDP de-

vices and their respective relative variation in de-

pendency of 𝜌. Here, a continuous downward 

trend of measured 𝜇 𝜌⁄  from all setups can be 

found except Ag-RDP-55-w/ with apparently in-

creasing values, however, in the absence of any 

clear trend. Since there is no reasonable expla-

nation for increasing 𝜇 𝜌⁄ (𝜌A = 𝜌 ∙ 𝑡) under the 

present radiation-physical conditions, the deter-

mined values are considered not to increase but 

rather vary around an equivalent mean value 

over the present raw density range. The low-

density value can further be understood as out-

lier again affected by fundamental insufficiencies 

of gravimetric raw density determination on com-

pressible fibrous specimens. Regarding 

Ag-RDP-55-w/o, relative variation of 𝜇 𝜌⁄  [– ] de-

creases, in turn, about Δ𝜇 𝜌⁄
rel
= −5.4 % along 

the utilised nominal raw density range 𝜌nom =

400…1056 kg m3⁄ . 

Eventually, the configuration of Ag-target setup 

with additional pre-filter (Ag-RDP-55-w/) appar-

ently facilitates to meet ideal conditions (Figure 

IV-29) with respect to the obtained measuring re-

sults. This might apply to the present radiation 

properties, since capillary optics and collimators 

diminish the occurrence of scattered radiation. 

Furthermore, a more or less narrow-band energy 

distribution was obtained as to be pointed out in 

Chapter IV–4.3.3. The material, nevertheless, 

remains inhomogeneous and porous. Moreover, 

 

Figure IV-44: Transmission measuring results in de-

pendence of raw density 𝜌 [kg m3⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of Ag-RDP device (Table IV-18) with-

out pre-filter at 𝑈a,nom = 55 kV (measured 𝐸max =

51.3 kVp, �̅� = 21.1 keV) on single labMDF specimens 

(nominal transmission distance 𝑠T = 50 mm) with 

𝑀𝐶̅̅̅̅̅ = 9.5 %. 

 

 

Figure IV-45: Transmission measuring results in de-

pendence of raw density 𝜌 [kg m3⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of Ag-RDP device (Table IV-18) with 

additional 1.5 mm Al pre-filter at 𝑈a,nom = 55 kV 

(measured 𝐸max = 51.3 kVp, �̅� = 21.5 keV) on single 

labMDF specimens (nominal transmission distance 

𝑠T = 50 mm) with 𝑀𝐶̅̅̅̅̅ = 9.5 %. 
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further bias from measuring components partic-

ularly the detector of this setup causing non-lin-

earity was diminished by parameter setting but 

can, however, not totally be excluded. 

The result charts of the W-target device measur-

ing series on labMDF in Figure IV-46 to Figure 

IV-49 reveal, in turn, 

- apparently exponential transmission 𝑇 plots, 

- non-linear slope of attenuation ln 𝑇−1, and 

- consistently decreasing mass attenuation 

coefficients 𝜇 𝜌⁄  along increasing raw den-

sity 𝜌 

whilst distinctness varies in comparison between 

the two energy levels and pre-filter variations, 

which are consequently presented and evalu-

ated at once.  

Considering transmission 𝑇 plots, all W-RDP 

measurements cover comparable transmission 

ranges around 𝑇 ≤ 𝑒−1, particularly, 

- 0.10 < 𝑇 < 0.36 (W-RDP-35-w/o), 

- 0.17 < 𝑇 < 0.46 (W-RDP-50-w/o), 

- 0.16 < 𝑇 < 0.47 (W-RDP-35-w/), and 

- 0.23 < 𝑇 < 0.55 (W-RDP-50-w/). 

Note here, the increasing transmission potential 

of the applied X-ray spectra becomes obvious in 

consequence of increasing energy level and pre-

filter application. The continuously decreasing 

slope of the transmission 𝑇 plots may partly ap-

pear linear owing to the limited measuring steps 

whereas their exponential character is, however, 

a priori presumed. The actual slope is, in turn, at-

tributed to the respective measuring data and is 

considered to correspondingly differ from the 

ideal expectation (Figure IV-29). Consequently, 

the backward-extrapolated trend of the data 

yields no ordinate intercept at theoretically ex-

pected 𝑇 = 1 in all cases of the W-target device 

measuring series whilst the plots actually inter-

sect the ordinary axis at 

- 𝑇 = 0.83 (W-RDP-35-w/o), 

- 𝑇 = 0.88 (W-RDP-50-w/o), 

- 𝑇 = 0.94 (W-RDP-35-w/), and 

- 𝑇 = 0.96 (W-RDP-50-w/), 

hence, consistently but varyingly distinct below 

𝑇 = 1. Compared to the aforementioned Ag-RDP 

plots, the respective series without additional 

pre-filter (Ag-RDP-55-w/o) yields the point of in-

tersection 𝑇 = 0.90 more or less directly be-

tween the W-RDP series without and with pre-

filter. Moreover, Ag-RDP-55-w/ achieves the 

closest fit to the theoretical expectation with 𝑇 =

1. However, 𝑇 plots from W-RDP measurements 

under application of an additional pre-filter (W-

RDP-35-w/ and W-RDP-50-w/) yield lower devi-

ation from expectation than the very same with-

out pre-filter (W-RDP-35-w/o and W-RDP-50-

w/o). Beyond that, comparison of the applied ra-

diation energies reveals ordinate intercepts 

closer to 𝑇 = 1 in case of the respectively higher 

energy level (𝑈a,nom = 50 kV) whereas 35 kV 

level values considerably drop below.  

Analogous observations can be found regarding 

attenuation ln 𝑇−1 plots with again continuously 

increasing but obviously non-linear slope. Here, 

the highest deviation from expected linear esti-

mation (dashed lines), i. e., W-RDP-35-w/o, cor-

responds to minimum 𝑇 intercept value and vice 

versa, i. e., W-RDP-50-w/. The same context ap-

plies to the series in between. 

Moreover, observations from measuring charts 

are reflected in the plots of consequently com-

puted mass attenuation coefficients 𝜇 𝜌⁄ , which 

consistently decrease with increasing raw den-

sity. The downward slope, in turn, differs be-

tween the configurations with its steepest char-

acteristic in the case of W-RDP-35-w/o and com-

parably the lowest decrement for W-RDP-50-w/. 

The plots of relative variation of 𝜇 𝜌⁄  in Figure 

IV-50 (top) unveil no crucial differences in slope 

between the energy levels but, however, be-

tween the series with and without pre-filter where 

the pre-filter yields less strongly decreasing val-

ues. Potential but less obvious outliers are again 

considered to be attributed to gravimetrical raw 

density determination. Since identical 𝜌 values 

were utilised for immediately consecutive meas-

uring series, a congruent pattern can be found in 

Figure IV-48 and Figure IV-49 whilst the slope 

differs due to present radiation-physical condi-

tions. Eventually, none of the W-RDP results is 

as close to theoretically expected transmission 

measuring results under ideal conditions (Figure 

IV-29) as the Ag-RDP-55-w/ plot featuring more 

or less constant 𝜇 𝜌⁄  over the 𝜌 range. Notwith-

standing that, W-RDP-50-w/ results reveal the 
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highest similarity with the ideal expectation. Note 

with reference to Figure IV-50, relative variation 

of 𝜇 𝜌⁄  [– ] decreases just slightly about 

Δ 𝜇 𝜌⁄
rel
= −2.9 % along the utilised nominal raw 

density range 𝜌nom = 400…1056 kg m
3⁄ . The 

like applies to W-RDP-35-w/ with Δ𝜇 𝜌⁄
rel
=

−3.7 %. On the contrary, 𝜇 𝜌⁄  results from trans-

mission measurements without additional pre-fil-

ter reveal on both energy levels much steeper 

decrement along increasing 𝜌 with Δ 𝜇 𝜌⁄
rel
=

−8.2 % (W-RDP-50-w/o) and Δ 𝜇 𝜌⁄
rel
= −9.0 % 

(W-RDP-35-w/o), respectively. 

                                                      

34  Note, measured values correspond to spectra determination on open X-ray beam without additional pre-filter but including 
0.635 mm Al detector lid. 

Finally, Table IV-27 summarises all computed 

mass attenuation coefficients as mean value 

𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] per labMDF specimen type and 

configuration (energy level and pre-filter), which 

verify the obvious perception in Figure IV-44 to 

Figure IV-50. Corresponding to maximum en-

ergy 𝐸max [kVp] and pre-filter application, the 

mean radiation energy �̅� [keV] of the applied 

X-ray spectrum (refer to Chapter IV–4.2.6 and 

IV–4.3.3) increases in the presented order of col-

umns. Accordingly, 𝜇 𝜌⁄̅̅ ̅̅ ̅ decreases with increas-

ing �̅� within the respective device series. Even-

tually, the labMDF results reveal both raw den-

sity and energy dependency of mass attenuation 

coefficient where 𝜇 𝜌⁄̅̅ ̅̅ ̅ generally decreases with 

increasing 𝜌 and 𝐸. Considering density, the ob-

servation applies to both raw and area density 

which are equivalent in consequence of equal 

nominal transmission distance 𝑠T = 50 mm. 

 

Figure IV-46: Transmission measuring results in de-

pendence of raw density 𝜌 [kg m3⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-RDP device (Table IV-19) with-

out pre-filter at 𝑈a,nom = 35 kV (measured 𝐸max =

35.4 kVp, �̅� = 21.5 keV)34 on single labMDF speci-

mens (nominal transmission distance 𝑠T = 50 mm) 

with 𝑀𝐶̅̅̅̅̅ = 9.5 %. 

 

 

Figure IV-47: As Figure IV-46; determined by means 

of W-RDP device (Table IV-19) without pre-filter at 

𝑈a,nom = 50 kV (measured 𝐸max = 50.9 kVp, �̅� =

26.3 keV)34 on single labMDF specimens (nominal 

transmission distance 𝑠T = 50 mm) with 𝑀𝐶̅̅̅̅̅ = 9.5 %. 
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Nevertheless, there is furthermore a structural 

impact along the raw density steps to be dis-

cussed elsewhere. 

Analogous observations considering energy de-

pendency of 𝜇 𝜌⁄̅̅ ̅̅ ̅ can be found in the case of data 

from customary panels indMDF as well as round 

robin test samples (MDF and PB), which com-

plete the compilation in Table IV-27 (all condi-

tioned at 20/65, Table IV-5). On the contrary, raw 

density dependency becomes not clearly obvi-

ous, since the present range is comparably small 

and further effects from panel structure and com-

position as well as uncertainty of the measure-

ment itself are considered to predominate. Whilst 

results from W-RDP device reveal only slight 

variations between the indMDF samples with 

𝐶𝑉 = 0.6… 0.9 %, the results from Ag-RDP de-

vice vary more considerably with 𝐶𝑉 = 2.7 % and 

𝐶𝑉 = 4.9 %, respectively, which is considered to 

be caused by insufficient repeatability and radia-

tion energy drift between the measurements. 

For comparison of 𝜇 𝜌⁄̅̅ ̅̅ ̅ of labMDF and indMDF, 

in turn, virtual labMDF values were computed by 

linear interpolation for �̅� = 765 kg m3⁄  of the 

indMDF samples. The resulting differences ap-

parently depend on the device. In the case of Ag-

RDP, indMDF values are approximately 95 % 

that of labMDF. On the contrary, indMDF results 

from all W-RDP setups exceed (virtual) labMDF 

𝜇 𝜌⁄̅̅ ̅̅ ̅ values about 1…2 %. There is apparently no 

consistent tendency comparing lab-made and 

customary panels. The latter, however, feature a 

slightly higher ash content (refer to Table IV-12), 

which can be considered to cause this insignifi-

cant 𝜇 𝜌⁄̅̅ ̅̅ ̅ increment at equivalent raw densities 

in the case of W-RDP results. The actual impact 

of elemental composition including ash content 

will comprehensively be discussed in Chapter 

 

Figure IV-48: Transmission measuring results in de-

pendence of raw density 𝜌 [kg m3⁄ ], with measured 

relative transmission 𝑇, therefrom calculated attenua-

tion ln 𝑇−1 with its expected linear slope (dashed line 

estimation via 𝜇 𝜌⁄
max

) and consequently computed 

mass attenuation coefficients 𝜇 𝜌⁄  [m2 kg⁄ ]; deter-

mined by means of W-RDP device (Table IV-19) with 

1.96 mm Al pre-filter at 𝑈a,nom = 35 kV (measured 

𝐸max = 35.4 kVp, �̅� = 24.2 keV) on single labMDF 

specimens (nominal transmission distance 𝑠T =

50 mm) with 𝑀𝐶̅̅̅̅̅ = 9.5 %. 

 

 

Figure IV-49: As Figure IV-48; determined by means 

of W-RDP device (Table IV-19) with 1.96 mm Al pre-

filter at 𝑈a,nom = 50 kV (measured 𝐸max = 50.9 kVp, 

�̅� = 29.2 keV) on single labMDF specimens (nominal 

transmission distance 𝑠T = 50 mm) with 𝑀𝐶̅̅̅̅̅ = 9.5 %. 
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IV–5.1 and IV–5.2. Nevertheless, Ag-RDP 𝜇 𝜌⁄̅̅ ̅̅ ̅ 

variations are attributed to the aforementioned 

methodical insufficiencies rather than to particu-

lar material conditions. Beyond that, the samples 

from the round robin test facilitate a direct com-

parison between 𝜇 𝜌⁄̅̅ ̅̅ ̅ of customary MDF and PB 

in general. Accordingly, exemplary PB mass at-

tenuation coefficients are 5…8 % higher than 

MDF values depending on the device. The con-

sistent differences are, however, primarily at-

tributed to correspondingly lower raw density 

and respective structural material conditions 

whereas potential variations in adhesive resin 

and additive content are considered to have mi-

nor impact as to be pointed out elsewhere. 

Besides WBC panels on common densification 

levels, additionally investigated low-density insu-

lation board reveals increased 𝜇 𝜌⁄̅̅ ̅̅ ̅ compared to 

labMDF as well as indMDF. With respect to the 

W-RDP device, insulation 𝜇 𝜌⁄̅̅ ̅̅ ̅ exceed indMDF 

values about 10…12 % in case of configuration 

without pre-filter and about 4…5 % with pre-fil-

tered beam on both energy levels, respectively, 

whilst insulation raw density is 28 % that of 

indMDF. The magnitude of insulation 𝜇 𝜌⁄̅̅ ̅̅ ̅ devia-

tion was found to be in an analogous order com-

paring labMDF400 toward labMDF1056; i. e., 

about 9…10 % (without pre-filter) and about 

3…4 % (with pre-filter) on both energy levels be-

yond, respectively, at corresponding 58 % raw 

density decrement of the specimens. Hence, 

𝜇 𝜌⁄̅̅ ̅̅ ̅ obviously increases with decreasing raw 

density at equal composition. The like applies to 

Ag-RDP device measurements (without pre-fil-

ter). The elemental composition (refer to Table 

IV-15) of the investigated MDI-bonded insulation 

boards differs, in turn, from all applied UF-

bonded MDF. The 𝜇 𝜌⁄̅̅ ̅̅ ̅ differences are, however, 

considered not to be an issue of material compo-

sition, which will be comprehensively discussed 

in Chapter IV–5.1 and IV–5.2 again. Considering 

insulation vs. indMDF and likewise labMDF400 

vs. labMDF1056, the corresponding raw density 

and 𝜇 𝜌⁄̅̅ ̅̅ ̅ differences are in a comparable order 

per X-ray setup, hence, attributed to structural 

material conditions. Accordingly, it is rather an 

issue of radiation spectra, scattering, and propa-

gation, which will comprehensively be discussed 

in Chapter IV–6.  

 

 

Figure IV-50: Summary of RDP devices transmission 

measuring results as mass attenuation coefficient 

𝜇 𝜌⁄  [m2 kg⁄ ] in dependence of raw density 𝜌 [kg m3⁄ ] 

and its relative variation computed toward minimum 

𝜌nom = 400 kg m
3⁄  (plots normalised to unity with 

𝜇 𝜌⁄ (𝜌)

𝜇 𝜌⁄ (400)
= 1), with linear regression (dashed lines) in-

dicating the trend; for labels and data refer to Table 

IV-27. 
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device   𝐀𝐠-RDP 𝐀𝐠-RDP 𝐖-RDP 𝐖-RDP 𝐖-RDP 𝐖-RDP 

𝑬𝐦𝐚𝐱  [kVp] via 𝑼𝐚,𝐧𝐨𝐦   55 55 35 35 50 50 

𝐀𝐥 pre-filter thickness [mm]   w/o 1.5 w/o 1.96 w/o 1.96 

�̅� [keV]    21.1 21.5 21.5 24.2 26.3 29.2 

material 
(specimen type) 

 �̅�  
 [kg m3⁄ ] 

 �̅�𝐀  
 [kg m2⁄ ] 

 𝝁 𝝆⁄̅̅ ̅̅ ̅̅   
 [m2 kg⁄ ] 

400 403 20.3 0.0499 0.0346 0.0488 0.0392 0.0376 0.0305 

650 628 31.7 0.0485 0.0359 0.0466 0.0384 0.0360 0.0300 

1056 961 47.9 0.0472 0.0357 0.0444 0.0378 0.0345 0.0296 

labMDF 664 33.3 0.0485 0.0354 0.0466 0.0385 0.0360 0.0300 

labMDF virtually @ �̅�𝐢𝐧𝐝𝐌𝐃𝐅 765 38.2 0.0480 0.0358 0.0457 0.0381 0.0353 0.0298 

MDF-3 785 39.3 0.0443 0.0346 0.0454 0.0380 0.0357 0.0300 

MDF-8 802 40.1 0.0453 0.0327 0.0455 0.0383 0.0355 0.0300 

MDF-10 757 37.9 0.0482 n/a 0.0459 0.0384 0.0359 0.0302 

MDF-12 758 37.9 0.0451 0.0321 0.0460 0.0387 0.0361 0.0304 

MDF-19 741 37.1 0.0454 0.0322 0.0462 0.0387 0.0360 0.0303 

MDF-25 745 37.3 0.0457 0.0358 0.0465 0.0389 0.0363 0.0305 

MDF-30 766 38.3 0.0455 n/a 0.0463 0.0389 0.0361 0.0305 

indMDF 765 38.2 0.0457 0.0335 0.0460 0.0385 0.0359 0.0303 

MDF round robin test 725 36.2 0.0463 0.0388 0.0454 0.0383 0.0343 0.0299 

PB round robin test 665 33.2 0.0485 0.0407 0.0491 0.0413 0.0367 0.0319 

insulation 218 10.9 0.0468 n/a 0.0514 0.0403 0.0394 0.0314 

Table IV-27: Summary of transmission measuring results by both RDP devices Ag-RDP and W-RDP in varying 

configuration, with 𝜇 𝜌⁄̅̅ ̅̅ ̅  [m2 kg⁄ ] determined as mean mass attenuation coefficient via eq. (II-52) at nominal trans-

mission distance 𝑠T = 50 mm of the specimens cut from lab-made (labMDF) and customary (indMDF, round robin 

test, and insulation) panels, all conditioned at 20/65 with EMC acc. to Table IV-5; for �̅� [keV] refer to Chapter IV–

4.2.6 and IV–4.3.3. 

 

4.3.2.4 Practical implications 

X-ray transmission measurements serve as ba-

sis for radiometric determination of area density 

𝜌A [kg m
2⁄ ] as well as raw density 𝜌 [kg m3⁄ ], 

which, in turn, correspond to the radiation atten-

uation within the considered material. The re-

sults of the performed transmission measure-

ments, however, unveil characteristics, which 

are considered to be attributed to both X-ray 

measuring and WBC material conditions. X-ray 

densitometry for 𝜌 and 𝜌A determination by 

means of the employed transmission measuring 

setups eventually follows Beer’s law of attenua-

tion as defined in eq. (II-10) as well as eq. (II-11) 

and their solution for 𝜌 and 𝜌A, respectively, 

𝜌 =
ln
𝐼0
𝐼T

𝜇
𝜌
(𝐸) ∙ 𝑡

 (IV-35) 

and with 𝜌A = 𝜌 ∙ 𝑡 it becomes 

𝜌A =
ln
𝐼0
𝐼T

𝜇
𝜌
(𝐸)

 (IV-36). 

Accordingly, density results are basically propor-

tional to attenuation ln 𝑇−1 determined by X-ray 

transmission measurement as logarithmic ratio 

of initial to transmitted intensity with 𝐼T 𝐼0⁄ = 𝑇, 

where the energy-dependent reciprocal mass at-

tenuation coefficient 𝜇 𝜌⁄ (𝐸)−1 serves as con-

stant of proportionality.  

Contrary to the theoretical expectation as illus-

trated in Figure IV-29, it is found that 𝜇 𝜌⁄  at the 

individually applied energy level is not constant 

along the observed measuring range of 𝜌A and 

𝜌, respectively. Consequently, the direct influ-

ence of 𝜇 𝜌⁄  variations in the bottom of the frac-

tion in eq. (IV-35) and eq. (IV-36) on the desired 
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evaluation result becomes obvious. The ob-

served deviations from constant 𝜇 𝜌⁄  expectation 

along increasing 𝜌A or 𝜌, respectively, would 

consequently be reflected on the very same 

evaluation results (𝜌A or 𝜌) in the respective or-

der of magnitude of the relative deviation 

Δ 𝜇 𝜌⁄
rel

 from expected constancy. Accordingly, 

relative error Δ𝜇 𝜌⁄
rel

 of an applied mass attenu-

ation coefficient yields final error approximation 

Δ𝜌A of area density or Δ𝜌 of raw density determi-

nation by means of a respective X-ray measuring 

and evaluation setup. Moreover, the application 

of one single or mean mass attenuation coeffi-

cient for attenuation evaluation of X-ray measur-

ing series on inhomogeneous WBC material is 

no appropriate means of choice. In this regard, 

the errors of density determination would in-

crease with increasing distance of the actual 

measuring point in terms of 𝜌A or 𝜌, respectively, 

from the corresponding density value, where the 

applied 𝜇 𝜌⁄  is valid. Eventually, X-ray densitom-

etry on WBCs by means of attenuation measure-

ments generally features no linear slope of ln 𝑇−1 

and no constant 𝜇 𝜌⁄  as theoretically expected 

under ideal conditions (refer to Figure IV-29). Alt-

hough the character of deviations depends on 

the actual conditions including, e. g., WBC mate-

rial structure, transmission setup, and radiation 

energy, appropriate X-ray measurements on fur-

nish mats and panels require the explicit consid-

eration of the individual 𝜇 𝜌⁄  slope along the 

measuring range. 

The findings facilitate to deduce the characteris-

tic values for the deviation from ideal conditions 

of the individually applied X-ray transmission 

measuring setup, hence, to qualify the setup and 

its capability for X-ray densitometry. The evalua-

tion comprises 

- transmission ranging around 𝑇 ≈ 𝑒−1, i. e., 

𝑇range [– ] (𝑇 ∈ ℚ
+;  𝑇 ≲ 𝑒−1), 

- ordinate intercept of the exponential trans-

mission 𝑇 plots at 𝑇 < 1 in comparison to 

theoretically expected 𝑇 = 1, i. e., 

𝑇intercept [– ] (𝑇 ∈ ℚ
+;  𝑇 ≤ 1), which further 

reflects deviation of attenuation ln 𝑇−1 plots 

from linear slope, and 

- relative variation of mass attenuation coeffi-

cient 𝜇 𝜌⁄  [m2 kg⁄ ] computed toward 𝜇 𝜌⁄
max

 

at 𝜌A,min or 𝜌min, respectively, of the consid-

ered density range, i. e., 

Δ 𝜇 𝜌⁄
rel
 [– ] (Δ 𝜇 𝜌⁄

rel
∈ ℚ+;  Δ 𝜇 𝜌⁄

rel
≤ 1). 

Table IV-28 compiles the respective values of all 

transmission measurements from both area den-

sity (Chapter IV–4.3.2.2) and raw density profile 

(Chapter IV–4.3.2.3) applications. 

Beyond fundamental observations regarding 

measurements of one material type on the cor-

responding setup comprising non-linear attenu-

ation and varying 𝜇 𝜌⁄  along the application 

range, differences of 𝜇 𝜌⁄  values are found re-

material 
device 

 𝑻𝐫𝐚𝐧𝐠𝐞  

 [– ] 

 𝑻𝐢𝐧𝐭𝐞𝐫𝐜𝐞𝐩𝐭  

 [– ] 

 𝚫𝝁 𝝆⁄
𝐫𝐞𝐥
  

 [– ] 

ideal conditions  𝒆−𝟏 1.00 1.00 

Fmat    

W-mat-16-w/o 0.06…0.80 0.90 0.84 

W-mat-20-w/o 0.07…0.63 0.82 0.77 

W-mat-25-w/ 0.10…0.79 0.98 0.96 

indMDF    

W-panel-16-w/o 0.21…0.73 0.95 0.90 

W-panel-20-w/o 0.10…0.35 0.83 0.88 

W-panel-25-w/ 0.15…0.31 0.99 0.99 

W-panel-35-w/ 0.47…0.93 1.00 1.01 

SLmat, CLmat, CLmat 

W-mat-16-w/o 0.25…0.78 0.99 0.94 

W-mat-20-w/o 0.07…0.61 0.83 0.80 

W-mat-25-w/ 0.20…0.82 0.98 0.96 

labMDF    

Ag-RDP-55-w/o 0.11…0.39 0.90 0.95 

Ag-RDP-55-w/ 0.18…0.49 1.00 1.03 

W-RDP-35-w/o 0.10…0.36 0.83 0.91 

W-RDP-35-w/ 0.16…0.47 0.94 0.96 

W-RDP-50-w/o 0.17…0.46 0.88 0.92 

W-RDP-50-w/ 0.23…0.55 0.96 0.97 

Table IV-28: Summary of the determined characteris-

tic values for the deviation from ideal conditions of the 

individually applied X-ray transmission measuring 

setup, with the values of all transmission measure-

ments from both area density (Chapter IV–4.3.2.2) 

and raw density profile (Chapter IV–4.3.2.3) applica-

tions; note, Δ𝜇 𝜌⁄
rel

 was not extrapolated and corre-

sponds to actual 𝑇range. 
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garding equivalent setup and comparable mate-

rial composition but varying material structure. 

Therefore, ready-pressed panels feature differ-

ent 𝜇 𝜌⁄  compared to pre-compressed furnish 

mats, i. e., indMDF 𝜇 𝜌⁄  is roughly 85…90 % that 

of Fmat considering the present investigations. 

With respect to RDP determination on panels 

with distinct raw density gradients, which are 

represented by the set of lab-made MDF, lab-

MDF1056 𝜇 𝜌⁄  is about 91…97 % that of lab-

MDF400. In both cases, the summarised range 

is attributed to respective energy and pre-filter 

conditions of the individual measuring setup. To 

conclude, decreasing raw density causes in-

creasing mass attenuation coefficients, or vice 

versa, which will be explained with regard to ra-

diation scattering and spectra elsewhere (Chap-

ter IV–6). 

Transferring the findings to common applications 

of X-ray measuring devices on WBCs in industry 

and science unveils potential measuring errors 

on a theoretical level. In the case of radiometric 

raw density profile determination by means of, 

e. g., W-RDP-35-w/o setup, the transmission 

measuring results in Figure IV-46 reveal maxi-

mum deviation from linear attenuation slope and 

theoretically constant 𝜇 𝜌⁄  of Δ𝜇 𝜌⁄
rel
= −9.0 % 

along the utilised raw density range 𝜌nom =

400…1056 kg m3⁄  (Figure IV-50). Hence, the 

application of a mean mass attenuation coeffi-

cient 𝜇 𝜌⁄̅̅ ̅̅ ̅ for a conventional, e. g., MDF-19 spec-

imen with a corresponding mean raw density 

about �̅� = 750 kg m3⁄  would approximately yield 

measuring errors for SL 𝜌𝑚𝑎𝑥 of Δ𝜌 =

−40…30 kg m3⁄ , i. e., about −4 % raw density 

deviation in the exemplary case of MDF-19 from 

round robin test compared to actual 𝜌 ≈

910 kg m3⁄  SL mean (refer to Table IV-24). The 

like applies to X-ray measurements for 𝜌A deter-

mination on furnish mats. Here, in-plane 𝜌A vari-

ations within a typical measuring period on one 

produced product are rather small compared to 

the vertical gradient of panel RDP. But the total 

application range of the measuring system may 

be wide with 𝜌A = 0.8…30 kg m
2⁄  considering a 

modern MDF production line. Here, the applica-

tion of, e. g., W-mat-20-w/o device with 𝜇 𝜌⁄ =

0.1238m2 kg⁄  at 𝜌A = 14.6 kg m
2⁄  in the middle 

of application range (in contrast to the actual 

range 𝜇 𝜌⁄ = 0.1827…0.1124m2 kg⁄ ) would, in 

turn, cause measuring errors in the order Δ𝜌A =

−47…+ 9 % for the limits of the application 

range. Let, furthermore, the calibration have 

been carried out by means of a panel instead of 

furnish material in the middle of the range (𝜌A =

14.6 kg m2⁄ ) corresponding to a customary 

MDF-19 yielding 𝜇 𝜌⁄ = 0.1084m2 kg⁄ , the con-

sequently determined area weight on the very 

same fibre mat were 𝜌A = 16.7 kg m
2⁄ , i. e., 

about +14 % above the actual mat area density. 

Beyond structural conditions, material composi-

tion may generally affect X-ray attenuation. A 

particular impact of MC on apparent radiation at-

tenuation is found in Figure IV-41 to Figure IV-43 

and Table IV-26. Here, the non-linearity of atten-

uation ln 𝑇−1 slope and 𝜇 𝜌⁄  values vary from OD 

to standard and moist conditions. Moistening is, 

nevertheless, just considered as an increase of 

material mass with comparable elemental com-

position in terms of mean atomic numbers, which 

will comprehensively be pointed out in Chapter 

IV–5.1. Subsequently, more hydrogen (H) is, 

however, present, where X-ray attenuation is 

predominated by (incoherent) scattering already 

in the low-energy range with mass attenuation 

coefficient for incoherent scattering mechanism 

𝜇incoh 𝜌⁄ (12.7 keV)H = 0.03630 m
2 kg⁄  com-

pared to the total one 𝜇tot 𝜌⁄ (12.7 keV)H =

0.03801 m2 kg⁄ , which corresponds to 96 % (in-

coherent) scattering share of total mass attenu-

ation process (refer to Figure VII-29, Table VII-3 

in Appendix VII–4). Hence, transmission meas-

uring results and consequently 𝜇 𝜌⁄ (𝜌A) are ra-

ther affected by increased scattering share in 

transmitted radiation with increasing MC. In ad-

dition to this practice-oriented observation, the 

theoretical MC impact will be evaluated in Chap-

ter IV–5.1 and IV–5.2. At more or less constant 

MC levels, no distinct impact of customary mate-

rial composition is found with particular respect 

to indMDF, where 𝜇 𝜌⁄  values just slightly vary in 

an equivalent order of magnitude. Nevertheless, 

further not clearly suppressible influence factors, 

e. g., material structure, superimpose potential 

differences between the sample types. Hence, 

the potential impact of elemental composition on 

𝜇 𝜌⁄  variations will be theoretically pointed out 

and discussed in Chapter IV–5.2. 
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Finally, obviously non-ideal conditions of the pre-

sent X-ray measurements and material-related 

radiation-physical effects cause deviations from 

ideal results, hence, yielding neither linear atten-

uation ln 𝑇−1 slope nor constant mass attenua-

tion coefficient 𝜇 𝜌⁄  along the respective density 

(𝜌A and 𝜌) range. The transmission measuring 

results, however, indicate regarding X-ray densi-

tometry on WBCs that 

- measuring setup and parameter require rea-

sonable adaption to the individual applica-

tion range, which is not unlimited, in turn, 

and  

- an approach is required to meet the compre-

hensive WBC material and X-ray measuring 

conditions. 

 

4.3.3 Radiation spectra 

4.3.3.1 Measurement 

Result presentation of evaluated spectra from 

measurement by means of the spectrometer 

digiBASE 905-3 is limited to the exclusively ap-

plied energy level of Ag- and two representative 

tube potentials of W-target device, respectively. 

Note, results always comprise the impact of the 

0.635 mm Al detector lid. Figure IV-51 provides 

an overview of the selected X-ray spectra, where 

analogously varied pre-filters and absorbers rep-

resent the comprehensively investigated meas-

uring conditions regarding RDP determination. 

Vertical lines indicate mean energy �̅� (dashed) 

following eq. (II-4) and intensity peak energy 

𝐸peak (dash-dotted), which facilitate spectra com-

parison beyond the shape of the plot. Comple-

mentarily, Table IV-29 compiles characteristic 

parameters from evaluation of all considered 

variations. Furthermore, Figure IV-52 exempla-

rily illustrates the impact of pre-filtering and var-

ying absorbers, where the pre-filtered W spectra 

at two energy levels with predefined labMDF 

(𝜌nom = 400, 650, 1056 kg m
3⁄ , 𝑧nom = 50 mm) 

as absorbers are compared toward likewise de-

termined spectra without additional Al filter. 

However, all spectra plots are normalised to 

unity with 𝐼(𝐸)max = 1 for comparison purpose of 

shifted spectra in consequence of beam harden-

ing as pointed out below. Additionally, in Figure 

IV-52 (bottom), spectra are referenced to the re-

spective initial intensity 𝐼0 without absorber for 

normalisation such that 𝐼(𝐸) = 𝐼(𝐸)T ∑𝐼(𝐸)0⁄ , 

thus, ∑ 𝐼(𝐸)0 = 1 for initial (no absorber) 𝐼0 spec-

trum 𝑆D,0(𝐸). 

As easily can be seen from the presented figures 

and the data in Table IV-29, all attenuating mem-

bers within the X-ray beam, regardless of 

whether pre-filters or specimens as absorbers, 

affect the transmitted X-ray spectrum 𝑆D,T(𝐸) in 

comparison to the initially emitted 𝑆D,0(𝐸). In this 

regard, the more or less distinct upward shift of 

the spectrum and its �̅� as well as 𝐸peak corre-

sponding to low-energy absorption potential of ir-

radiated matter is commonly known as beam 

hardening (refer to Chapter II–2.4) whereas 𝐸max 

corresponding to tube potential remains unal-

tered. The effect considerably occurs in the case 

of low- to medium-energy continuous brems-

strahlung spectra without superimposed charac-

teristic energies such as the applied W spectra. 

To this end, Figure IV-52 provides direct compar-

ison of the transmitted spectra 𝑆D,T(𝐸, 𝜌A) 

through labMDF (400, 650, and 1056) toward the 

corresponding initial spectrum 𝑆D,0(𝐸) (‘no ab-

sorber’). Furthermore, numerical evaluation of 

the upward shifted spectra via Δ�̅� [keV] and 

Δ𝐸peak [keV] (refer to Table IV-29) facilitates to 

comparatively quantify beam hardening in con-

sequence of increasing area density 𝜌A = 𝜌 ∙ 𝑧 of 

respective absorbers. Here, beam hardening ap-

pears strongest in case of ‘open’ spectra on both 

energy levels already with respect to low-density 

absorber (labMDF400) with Δ�̅�35kVp = 2.3 keV 

and Δ�̅�50kVp = 2.9 keV, respectively. Pre-filtering 

with consequent pre-hardening of the initial 

spectrum, i. e., Δ�̅�35kVp = 2.7 keV and Δ�̅�50kVp =

2.9 keV, reduces the beam hardening effect of 

the specimen (again labMDF) to Δ�̅�35kVp+Al =

1.2 keV and Δ�̅�50kVp+Al = 0.8 keV, respectively. 

The effect is well-known to be amplified with in-

creasing absorber 𝜌A. However, beam harden-

ing still occurs in case of pre-filtered radiation, 

but appears less distinct between the speci-

mens, thus, with increasing 𝜌A of the absorber. 

Analogous observations are to be found consid-

ering Δ𝐸peak. Beyond evaluation of spectrometer 
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energy resolution, FWHM [keV] according to 

eq. (IV-30) is here applied to quantify the impact 

of beam hardening on bandwidth of the transmit-

ted spectra. Table IV-29 lists the respective val-

ues supporting the obvious impression from Fig-

ure IV-51. Considering the evaluated continuous 

bremsstrahlung spectra regardless of AgK𝛼-

lines, pre-filtered 35 kVp W-target tube provides 

most narrow-band energy distribution of the ex-

emplarily evaluated spectra with 

FWHM35kVp+Al = 13.1 keV. Subsequently, lab-

MDF absorbers cause more narrow-band en-

ergy spectra with decreasing FWHM in conse-

quence of increasing absorber 𝜌A. Pre-filtered 

spectra reveal, in turn, less FWHM variations. In 

addition to evaluation of beam hardening via hor-

izontal shift of the spectra, thus, �̅� and 𝐸peak up-

ward variation, as well as analogously decreas-

ing FWHM, 𝐼0-referenced spectra in Figure IV-52 

(bottom) facilitate to qualify energy-dependent 

attenuation by the absorbers, which is likewise 

quantified by 𝐼T 𝐼0⁄  in Table IV-29, regardless of 

uncalibrated intensities from spectrometer. Ac-

cordingly, both open and pre-filtered 50 kVp 

spectra reveal poor intensity contrast between 

the three absorbers. Furthermore, a pre-hard-

ened spectrum leads to worse attenuation con-

trast already toward initial intensity. On the con-

trary, 35 kVp spectra with/without additional pre-

filter yield more distinct energy-related radiation 

attenuation. Here, radiation attenuation occurs 

consistently over the total energy range whereas 

particularly pre-filtered 50 kVp spectra rather re-

veal unaltered 𝐼(𝐸) beyond 𝐸peak. Apparently, 

appropriate application of the latter requires in-

creased absorber 𝜌A. Eventually, amongst W 

spectra, the pre-hardened 35 kVp spectrum ap-

pears to be most sufficient with respect to dimin-

ished beam hardening and enhanced energy-

dependent radiation attenuation. 
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Figure IV-51: X-ray spectra (solid line) as normalised intensity with 𝐼(𝐸)max = 1 over calibrated radiation energy 𝐸 

determined by spectrometer digiBASE 905-3 of the employed Ag- or W-target tube at varying 𝑈a,nom directly emitted 

(open), collimated via capillary optics (capo) or with additional absorbers as pre-filter (Al) and labMDF (𝑧nom =

50 mm) but always including 0.635 mm Al detector lid, complete with �̅� (dashed line) and 𝐸peak (dash-dotted line). 
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Figure IV-52: Comparison of X-ray spectra (solid lines) as normalised intensity with 𝐼(𝐸)max = 1 (top) or toward 𝐼0 

(bottom) over calibrated radiation energy 𝐸 determined by spectrometer digiBASE 905-3 of the W-target tube at 

𝑈a,nom = 35 kV (left) or 50 kV (right) without (open) and with additional pre-filter (1.9 mm Al), respectively, but always 

incl. 0.635 mm Al detector lid, with additional absorbers labMDF (𝑧nom = 50 mm), complete with �̅� (dashed lines). 
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X-ray 𝑼𝐚,𝐧𝐨𝐦  pre-filter absorber  𝑬𝐦𝐚𝐱  �̅�  𝚫�̅�  𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐩𝐞𝐚𝐤  𝑬𝐦𝐢𝐧  𝐅𝐖𝐇𝐌  𝑰 = ∑ 𝑰(𝑬)  𝑰𝐓 𝑰𝟎⁄  

tube [kV]   𝒕 [mm] labMDF  [kVp]  [keV]  [keV]  [keV]  [keV]  [keV]  [keV]  [cps]  [-] 

target   Al    ref. to 𝐼0  ref. to 𝐼0     = 𝑻 

𝐀𝐠  55 0.635 – 57.8 28.5 – 22.4 – 10.0 5.9 4223 – 

    + capo 0.635 – 51.3 21.1 *-7.4 22.2 *-0.3 7.0 5.3 8477  𝑰𝟎 

 0.635 400 51.3 21.5 0.4 21.3 -0.9 8.0 4.6 2433 0.29 

 0.635 650 51.3 22.1 1.0 21.1 -1.1 8.0 4.6 1285 0.15 

 0.635 1056 51.3 22.9 1.8 21.1 -1.1 8.0 4.5 628 0.07 

 1.635 – 51.3 21.5 0.5 21.6 -0.6 8.0 4.6 3730 – 

𝐖  35 0.635 – 35.4 21.5 – 20.7 – 7.5 15.1 9874  𝑰𝟎 

  0.635 400 35.4 23.8 2.3 23.7 3.0 12.0 12.9 3536 0.36 

  0.635 650 35.4 24.4 2.9 24.8 4.1 12.0 12.4 2285 0.23 

  0.635 1056 35.4 25.0 3.4 25.6 4.9 12.0 11.5 1315 0.13 

  1.9 – 35.4 24.2 *2.7 24.2 *3.5 12.5 13.1 11410  𝑰𝟎 

  1.9 400 35.4 25.4 1.2 25.4 1.2 14.5 11.9 4627 0.41 

  1.9 650 35.4 25.9 1.7 26.4 2.2 14.5 11.3 2980 0.26 

  1.9 1056 35.4 26.4 2.1 26.4 2.3 14.5 10.7 1624 0.14 

𝐖  50 0.635 – 50.9 26.3 – 23.2 – 8.0 19.7 15146  𝑰𝟎 

  0.635 400 50.9 29.2 2.9 28.5 5.3 12.0 15.9 5774 0.38 

  0.635 650 50.9 29.5 3.3 29.7 6.5 12.0 14.7 5056 0.33 

  0.635 1056 50.9 29.8 3.5 30.1 7.0 12.0 13.9 4344 0.29 

  1.9 – 50.9 29.2 *2.9 28.3 *5.1 12.0 17.5 5271  𝑰𝟎 

  1.9 400 50.9 30.0 0.8 30.7 2.4 13.0 15.0 4155 0.79 

  1.9 650 50.9 30.1 1.0 29.9 1.7 13.0 14.0 3835 0.73 

  1.9 1056 50.9 30.1 0.9 30.4 2.1 13.0 13.4 3515 0.67 

Table IV-29: Compilation of characteristic parameters for X-ray spectra determined by spectrometer digi-

BASE 905-3 of a Ag- or W-target tube at varying 𝑈a,nom considering variations of pre-filtering by Al (always including 

0.635 mm Al detector lid) or beam collimation by capillary optics (capo, only Ag tube) and additional absorbers 

labMDF (𝑧nom = 50 mm); *reference to open value (𝐼0 measurement, resp. first row). 

 

The intended X-ray spectra acquisition within 

original measuring device setup was only partly 

obtained. Whereas W-target spectra were ac-

quired by simple replacement of the original de-

tector and additional collimation of the spectrom-

eter maintaining alignment and distances, the 

Ag-target device required a more elaborate 

setup modification. Therefore, the representa-

tiveness of the latter in comparison to regular 

measuring alignment is worth discussing. The 

acquisition of Ag spectra was characterised by 

crucially increased source-detector (open) and 

sample-detector distance as well as tight (pin-

hole) detector collimation (refer to Figure IV-20). 

Consequently, the measured spectra of trans-

mitted radiation (with specimen) rather consist 

more or less exclusively of primary intensity 𝐼P 

with minor scattered radiation 𝐼s share due long 

specimen-detector distance according to as-

sumptions (refer to Chapter II–2.5). Contrary to 

this, verifying measurements (short distance, no 

collimation) were not feasible owing to already 

mentioned spectrometer restrictions (Chapter 

IV–4.2.6.1). In the case of W-target device, the 

position and alignment of the spectrometer sur-

face were equivalent to the original detector con-

ditions but an additional lead aperture with 

< 1…1.5 mm was also required. Thus, a slightly 

increased scattering share is expected but again 

not further quantifiable by the spectrometer 

setup itself. Prospectively, another type of spec-

trometer allowing higher intensities facilitates to 

precisely quantify the contribution of scattered 

radiation to the transmitted spectrum by means 

of the aforementioned measures with regard to 

variations of collimation and travelling distance. 
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Eventually, the acquired transmission spectra 

𝑆D,T(𝐸, 𝜌A) as in the present case are considered 

to comprise considerably diminished scattered 

radiation, thus, more or less exclusively 𝐼P, owing 

to employed setup with long specimen-detector 

distance (Ag) and pinhole-like collimation (both). 

Contrary to this, the actual measuring signal of 

the regular application is superimposed by re-

spective scattering intensity 𝐼S.  

Beyond scattering considerations, the Ag-target 

device features capillary optics as quasi-parallel 

beam collimator, which are found to reveal a sig-

nificant impact on the emitted spectra as obvious 

in Figure IV-51. On the other hand, the simplistic 

beam apertures of the W-target devices evi-

dently have no influence on energy distribution. 

However, in contradiction to beam hardening, 

applied capillary optics diminish high-energy 

spectral share, actually K𝛽 line, yielding Δ�̅� =

−7.4 keV (Table IV-29) in comparison of ‘capo’ 

toward ‘open’ spectrum. Note, local peak at 

32 keV occurred from another phenomenon, 

e. g., potential fluorescence, and does not corre-

spond to any characteristic Ag-line whereas 

𝐸K𝛽1 = 24.94 keV (cf. KORTRIGHT, THOMPSON 

(2009)). Nevertheless, applied capillary optics 

cause apparent amplification of low-energy 

share below K𝛼 line in consequence of increased 

low-energy transmission efficiency (cf. GAO, 

JANSSENS (2004)) as pointed out in Chapter II–

1.3. Therefore, suppressed transmission of radi-

ation with energies beyond 𝐸(𝜃c) corresponding 

to the critical angle 𝜃c for total reflection accord-

ing to eq. (II-7) occurs. However, actual band-

pass properties cannot explicitly be presented, 

since particular optics design is not further spec-

ified by the device manufacturer and not obvi-

ously identifiable. Regardless of beam collima-

tion, the diminished high-energy share beyond 

AgK𝛽-line, thus, the K-edge at 𝐸 = 25.51 keV (cf. 

HUBBELL, SELTZER (2004)), is to some extent fur-

thermore attributed to the considerably flat radi-

ation take-off angle (6°) from Ag target of the ap-

plied long-fine-focus tube, which emphasises the 

inherent filtering in terms of self-absorption 

within the target. Furthermore, the apparent im-

pact on 𝐸max is likewise observed. Whilst in-

creased 𝐸max = 57.8 kVp is found to remarkably 

exceed 𝑈a,nom = 55 kV the in the case of freely 

emitted radiation (open), the applied capillary 

optics yield decreased 𝐸max = 51.3 kVp (capo, 

Table IV-29). In the latter case, however, flat 

slope of diminished intensity plot toward the up-

per threshold made accurate 𝐸max determination 

according to Figure IV-22 difficult. With particular 

respect to W-target devices, no special compo-

nent-related conditions are observed.  

The applied spectrometer is obviously found to 

inherently bias its results. During detector dead-

time, coincident events on the detector remain 

uncounted and cause detector pile-up. However, 

dead-time was maintained reasonably low at ap-

propriate total counting statistics. Thus, potential 

bias on the obtained results commonly corre-

sponds to the method itself. Beyond that, 

TSOULFANIDIS (1995) considers dead-time as 

counting loss and suggests its correction via sim-

ple computation of the true counting rate. None-

theless, he disregards energy-related origin of 

the counting loss to be corrected.  

Furthermore, energy determination is fundamen-

tally based on individual and repeated calibration 

by means of a known emitter, therefore, worthy 

of discussion. According to ZSCHERPEL (2015), 

deviations potentially originate from channel drift 

during and between temporally separated meas-

urements owing to unstable parameters of PM 

tube and MCA. The phenomenon particularly be-

comes obvious from Ag-target results in Table 

IV-29, where 𝐸peak corresponding to characteris-

tic energy 𝐸K𝛼1 = 22.16 keV (cf. KORTRIGHT, 

THOMPSON (2009)) differs between the measur-

ing series more or less considerably. The like is 

observed in terms of 𝐸max determination, which 

is, notwithstanding that, consistently defined per 

energy level. However, apparently shifted char-

acteristic parameters are likewise furthermore 

attributed to peak identification considering en-

ergy resolution of the spectrometer. Again with 

regard to energy resolution and holistic result 

quality, the applied spectrometer settings follow 

well-tested parameters. Note, e. g., maximum 

shaping time (2 µs) yields improved energy res-

olution but coincidently causes increased dead-

time. The applied detector inherently affects its 
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measuring results in consequence of energy-re-

lated scintillator efficiency as well as PM tube 

and MCA characteristics. Here, the actual detec-

tor response function 𝐷(𝐸) is unknown but ex-

pected to appear rather linear.  

Beyond photon counting, 0.635 mm Al detector 

lid serves as permanent pre-filter with consider-

able impact on the acquired spectra in terms of 

consequent beam hardening owing to low-en-

ergy radiation absorption. Particularly 𝐸 <

10…15 keV, are found to be almost totally ab-

sorbed by the lid, thus, uncounted, which be-

comes obvious from the open spectra in Figure 

IV-51 (upper row) and all Ag spectra with infini-

tesimal low-energy intensities. Accordingly, a 

lower threshold 𝐸min was defined (values in Ta-

ble IV-29) to enhance subsequent spectral data 

processing, which was otherwise blurred by 

Compton background. In the case of further 

measured, but not yet presented, spectra em-

ploying W-target tube with 𝑈a,nom < 20 kV, appli-

cation of the utilised spectrometer is found to be 

questionable. The inherently filtered low-energy 

radiation also causes information loss. For fur-

ther comparative discussions, reference is made 

to Chapter IV–4.3.3.3. Nevertheless, additional 

pre-filter for W-target tube with final thickness of 

1.9 mm (incl. detector lid) represents an actual 

device setup. Hence, despite 𝐷(𝐸), W spectra 

are close to real RDP measuring conditions. Fur-

thermore, 1.5 mm Al filter was henceforth utilised 

for Ag-target device, where reference is made to 

complementary Ag-target results with 1.635 mm 

pre-filter in Table IV-29. In the end, however, no 

further spectrometer was available to verify the 

obtained results, which is prospectively sug-

gested with particular regard to energy calibra-

tion and inherent filtering of the detector. 

 

4.3.3.2 Simulation 

Application of the sophisticated but coincidently 

also convenient XRayTools software facilitated 

comprehensive spectra modelling with particular 

consideration of labMDF specimens as prede-

fined absorbers. However, a limited result 

presentation with corresponding figure and table 

content is selected in accordance with more 

time-consuming spectra measurements (Chap-

ter IV–4.3.3.1). Analogously prepared plots 

again consistently comprise the impact of the 

similarly modelled 0.635 mm Al detector lid. In 

this regard, Figure IV-54 provides an overview of 

the selected Ag and W spectra, which were ob-

tained considering both pre-filter and absorber 

(labMDF) variation at the respective energy lev-

els. With particular focus on W-target tubes, Fig-

ure IV-56 compares spectra with predefined lab-

MDF absorbers to illustrate the impact of in-

creasing raw density at constant transmission 

distance on energy-dependent radiation attenu-

ation and consequent beam hardening in de-

pendence of pre-filtering. Regarding both fig-

ures, Table IV-30 summarises characteristic val-

ues to numerically evaluate transmission condi-

tions. With respect to Figure IV-51 and Figure 

IV-52 as well as Table IV-29, all spectra plots are 

normalised to unity with 𝐼(𝐸)max = 1. In addition, 

referencing toward corresponding initial intensity 

via 𝐼(𝐸) = 𝐼(𝐸)T ∑ 𝐼(𝐸)0⁄  is performed in Figure 

IV-56 (bottom). Moreover, by default of the sim-

ulation software, spectra are modelled without 

explicit recording of scattered radiation, which 

likewise serves as preferential mode here. Ac-

cording to DERESCH (2013), inclusion of both co-

herent and incoherent scattering was initially im-

plemented as a special case for particular appli-

cations with gamma-isotopes and is considered 

to be error-prone for general spectra modelling. 

Notwithstanding that, modelling of transmitted 

spectra 𝑆T(𝐸, 𝜌A) comprising both coherently 

and incoherently scattered radiation of the re-

spective labMDF absorbers was likewise per-

formed and evaluated for comparative purposes. 

In analogous representation, Figure IV-55 and 

Figure IV-57 show all modelled spectra addition-

ally with total recording of scattered radiation. 

Furthermore, Table IV-30 is extended by respec-

tive parameters to characterise the spectra nu-

merically and to enable convenient comparison. 

Beyond that, Figure IV-53 exemplarily provides 

an initial 𝑊-target spectrum without any pre-fil-

tering except 0.2 mm Be tube window at 𝐸max =

35 kVp, which is obviously dominated by charac-

teristic energies at L level with 𝐸L𝛼1 = 8.40 keV 

and 𝐸L𝛽1 = 9.67 keV (cf. KORTRIGHT, THOMPSON 

(2009)). Owing to consistent pre-filtering in the 
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practical applications, the lines are considerably 

diminished already in the case of the ‘open’ 

spectrum with 0.635 mm Al and totally attenu-

ated by additional absorbers (Figure IV-54). Ac-

cordingly, the application of pre-filtered W-target 

tubes at respectively low energy levels 𝐸max <

70 kVp, where K lines are not yet excited, exclu-

sively exploits continuous bremsstrahlung radia-

tion and allows certain adjustment of lower 

threshold by means of well-chosen pre-filters. 

Comparing evaluation of transmitted spectra 

𝑆T(𝐸, 𝜌A) without scattering recording (default by 

software) toward the corresponding initial spec-

trum 𝑆0(𝐸) reveals a consistent impact from pre-

filters and labMDF absorbers on the shape of the 

plot (Figure IV-54 and Figure IV-56), which re-

sults in the consequently computed characteris-

tic parameters (Table IV-30). In this regard, mod-

elled spectra fundamentally resemble corre-

sponding measuring results, where, however, for 

comprehensive comparison reference is made 

to Chapter IV–4.3.3.3. A fundamental descrip-

tion of spectra appearance regarding applied 

conditions was already given for the measuring 

results in Chapter IV–4.3.3.1. Moreover, simu-

lated spectra considering various target materi-

als, tube potentials, pre-filters, and absorbers, 

correspondingly unveil ideal energy distributions 

modelled on basis of physical laws, which are 

implemented in the applied XRayTools software. 

However, a particularly distinct upward shift of 

the spectra in consequence of beam hardening 

becomes again obvious from alteration of mean 

energy �̅� (dashed lines) following eq. (II-4) and 

intensity peak energy 𝐸peak (dash-dotted lines) in 

Figure IV-54 whereby related values are listed in 

Table IV-30. The distance between those lines in 

the figures – particularly in the case of the exclu-

sively continuous W bremsstrahlung spectra 

without characteristic energies within the applied 

range – serves furthermore as an estimation of 

spectra width; i. e., short distance or actually 

congruence between �̅� and 𝐸peak indicates com-

paratively more narrow-band and generally ad-

vantageous spectra, where mean energy and 

maximum intensity coincide. Particularly, 

FWHM [keV] following eq. (IV-30) in Table IV-30 

provides the respective numerical evaluation fa-

cilitating precise comparison of energy distribu-

tion width by means of an established figure. The 

aforementioned indication for beam hardening 

unveils the strongest effect in the case of ’open’ 

spectra (without additional pre-filter but inher-

ently including 0.635 mm Al detector lid) for all 

source types, where distinctness increases with 

increasing 𝜌A = 𝜌 ∙ 𝑧 of respective absorbers. 

Here, beam hardening already considerably oc-

curs in consequence of radiation attenuation by 

low-density absorber (labMDF400) and reaches 

maximum for high-density absorber (lab-

MDF1056) with Δ�̅�55kVp = 6.8 keV (Ag), 

Δ�̅�35kVp = 4.8 keV, and Δ�̅�50kVp = 6.2 keV, re-

spectively. Moreover, pre-filtering causes in-

tended pre-hardening and reduces, in turn, 

beam hardening in the same specimen to 

Δ�̅�35kVp+Al = 2.6 keV and Δ�̅�50kVp+Al = 3.7 keV, 

respectively, in the case of the W spectra. The 

effect, however, cannot be eliminated at all. The 

like respectively applies to Δ𝐸peak results. 

Beyond evaluation of regularly modelled spectra 

without scattering, the simulation results with re-

cording of both coherently and incoherently scat-

tered radiation reveal comparable beam harden-

ing characteristics (refer to ‘+S’ in Figure IV-55 

and Table IV-30 as well as total Figure IV-57), 

 

Figure IV-53: Exemplary X-ray spectrum simulated by 

XRayTools software of a W-target tube at 𝐸max ≡

𝑈a,nom = 35 kV without any additional pre-filter (except 

0.2 mm Be tube window), complete with most domi-

nant L energies and inset with respective close-up, 

without (default by software) recording of scattered ra-

diation. 
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where, nonetheless, slight but remarkable differ-

ences occur. Here, a decreased spectra shift in 

consequences of apparently diminished beam 

hardening is observable. The above considered 

high-density absorber (labMDF1056) yields 

Δ�̅�55kVp+S = 5.6 keV (Ag), Δ�̅�35kVp+S = 4.3 keV, 

and Δ�̅�50kVp+S = 5.3 keV, respectively. Regard-

ing pre-filtered W-target spectra with recording of 

absorber scattering again, evaluation results in 

Δ�̅�35kVp+Al+S = 2.1 keV and Δ�̅�50kVp+Al+S =

2.8 keV, respectively. Eventually, the recording 

of scattering causes individually decreased �̅� 

(for all considered X-ray sources) and likewise 

downward shifted 𝐸peak (except in case of Ag 

spectra). However, scattering intensities 𝐼S su-

perimpose transmitted primary intensities 𝐼P be-

hind the absorber. Due to incoherent (inelastic) 

scattering along with energy transition beyond 

coherent (elastic) interaction, total distribution of 

scattered radiation is rather shifted toward lower 

energies, which, in turn, potentially undergoes 

further attenuation processes. Consequently, 

scattered radiation from labMDF absorbers is 

considered to cause medium-energy apparent 

intensity increment. The effects become obvious 

from comparison of the lower spectra in Figure 

IV-56 (without) and Figure IV-57 (with scatter-

ing), respectively, which are normalised by refer-

encing to corresponding 𝐼(𝐸)0, where 𝑆T(𝐸, 𝜌A) 

with scattering recording reveal considerably 

higher intensities in dependence of the virtually 

penetrated absorber. Table IV-30 provides par-

ticular intensity values 𝐼 = ∑ 𝐼(𝐸). Furthermore, 

computed total transmission 𝑇 = 𝐼T 𝐼0⁄  facilitates 

evaluation of energy-related attenuation on ba-

sis of simulation data (last column in Table 

IV-30) to theoretically determine the most appro-

priate intensity contrast conditions for the in-

tended transmission application. 
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Figure IV-54: X-ray spectra (solid line) as normalised intensity with 𝐼(𝐸)max = 1 over radiation energy 𝐸 simulated 

by XRayTools software of a Ag- or W-target tube at varying 𝑈a,nom directly emitted (open) or with additional absorb-

ers as pre-filter (Al) and labMDF (𝑧nom = 50 mm) but always including 0.635 mm Al (corresponding to spectrometer 

lid), complete with �̅� (dashed line) and 𝐸peak (dash-dotted line), without (default by software) recording of scattered 

radiation (in contrast to Figure IV-55). 
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Figure IV-55: X-ray spectra (solid line) as normalised intensity with 𝐼(𝐸)max = 1 over radiation energy 𝐸 simulated 

by XRayTools software of a Ag- or W-target tube at varying 𝑈a,nom directly emitted (open) or with additional absorb-

ers as pre-filter (Al) and labMDF (𝑧nom = 50 mm) but always including 0.635 mm Al (corresponding to spectrometer 

lid), complete with �̅� (dashed line) and 𝐸peak (dash-dotted line), with (+S) recording of scattered radiation (in contrast 

to Figure IV-54). 

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 
labMDF

400+S

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 
labMDF

650+S

0.0

0.2

0.4

0.6

0.8

1.0

0 10 20 30 40 50 60

no
rm

al
.  

in
te

ns
ity

 I
(E

)
[-

]

radiation energy E [keV]

1.9 mm 
labMDF
1056+S

tube, 

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 
labMDF

400+S

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] 1.9 mm 
labMDF

650+S

0.0

0.2

0.4

0.6

0.8

1.0

0 10 20 30 40 50 60

no
rm

al
.  

in
te

ns
ity

 I
(E

)
[-

]

radiation energy E [keV]

1.9 mm 
labMDF
1056+S

tube, 

0.0

0.2

0.4

0.6

0.8

1.0
no

rm
al

. i
nt

en
si

ty
 I

(E
)

[-
] open

(0.635 mm )

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] open
labMDF

400+S

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
. i

nt
en

si
ty

 I
(E

)
[-

] open
labMDF

650+S

0.0

0.2

0.4

0.6

0.8

1.0

0 10 20 30 40 50 60

no
rm

al
.  

in
te

ns
ity

 I
(E

)
[-

]

radiation energy E [keV]

open
labMDF
1056+S

tube, 



188 4   X-ray measurements Section IV 

 

Figure IV-56: Comparison of X-ray spectra (solid lines) as normalised intensity with 𝐼(𝐸)max = 1 (top) or to 𝐼0 (bot-

tom) over radiation energy 𝐸 simulated by XRayTools software of a W-target tube at 𝑈a,nom = 35 kV (left) or 50 kV 

(right) without (open) and with additional pre-filter (1.9 mm Al), respectively, but always incl. 0.635 mm Al (corresp. 

to spectrometer lid), with additional absorbers labMDF (𝑧nom = 50 mm), complete with �̅� (dashed lines), without 

(default by software) recording of scattered radiation (in contrast to Figure IV-57). 
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Figure IV-57: Comparison of X-ray spectra (solid lines) as normalised intensity with 𝐼(𝐸)max = 1 (top) or to 𝐼0 (bot-

tom) over radiation energy 𝐸 simulated by XRayTools software of a W-target tube at 𝑈a,nom = 35 kV (left) or 50 kV 

(right) without (open) and with additional pre-filter (1.9 mm Al), respectively, but always incl. 0.635 mm Al (corresp. 

to spectrometer lid), with additional absorbers labMDF (𝑧nom = 50 mm), complete with �̅� (dashed lines), with (+S) 

recording of scattered radiation (in contrast to Figure IV-56). 
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X-ray 𝑼𝐚,𝐧𝐨𝐦  pre-filter absorber  𝑬𝐦𝐚𝐱  �̅�  𝚫�̅�  𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐩𝐞𝐚𝐤  𝑬𝐦𝐢𝐧  𝐅𝐖𝐇𝐌  𝑰 = ∑ 𝑰(𝑬)  𝑰𝐓 𝑰𝟎⁄  

tube [kV]   𝒕 [mm] labMDF  [kVp]  [keV]  [keV]  [keV]  [keV]  [keV]  [keV]  [cps]  [-] 

target   Al    ref. to 𝐼0  ref. to 𝐼0     = 𝑻 

𝐀𝐠  55 0.635 – 55 26.4 – 22.2 – 6.4 < 1 8.558E+09  𝑰𝟎 

  0.635 400 55 29.8 3.4 22.2 0.0 9.2 < 1 3.183E+09 0.37 

  0.635 650 55 31.3 4.9 22.2 0.0 10.2 < 1 1.984E+09 0.23 

  0.635 1056 55 33.1 6.8 22.2 0.0 11.4 < 1 1.063E+09 0.12 

  0.635 400+S 55 29.3 3.0 22.2 0.0 9.0 < 1 4.273E+09 0.50 

  0.635 650+S 55 30.5 4.2 22.2 0.0 9.9 < 1 3.124E+09 0.37 

  0.635 1056+S 55 32.0 5.6 22.2 0.0 10.9 < 1 2.099E+09 0.25 

  1.635 – 55 29.4 3.0 22.2 0.0 8.7 < 1 4.852E+09 – 

𝐖  35 0.635 – 35 21.3 – 19.9 – 7.5 14.8 1.060E+06  𝑰𝟎 

  0.635 400 35 24.3 3.0 24.1 4.2 11.0 12.8 2.860E+05 0.27 

  0.635 650 35 25.2 3.9 25.4 5.5 12.4 11.9 1.580E+05 0.15 

  0.635 1056 35 26.1 4.8 26.7 6.8 14.0 10.9 7.226E+04 0.07 

  0.635 400+S 35 24.1 2.7 23.8 3.9 10.8 12.7 3.933E+05 0.37 

  0.635 650+S 35 24.8 3.5 24.8 4.9 12.0 11.8 2.587E+05 0.24 

  0.635 1056+S 35 25.6 4.3 25.7 5.8 13.3 10.8 1.522E+05 0.14 

  1.9 – 35 24.4 *3.1 24.4 *4.5 11.0 12.7 3.822E+05  𝑰𝟎 

  1.9 400 35 25.8 1.4 26.3 1.9 13.3 11.2 1.384E+05 0.36 

  1.9 650 35 26.4 2.0 27.0 2.6 14.3 10.6 8.212E+04 0.21 

  1.9 1056 35 27.1 2.6 27.8 3.4 15.6 9.8 4.016E+04 0.11 

  1.9 400+S 35 25.6 1.2 25.7 1.3 13.0 11.1 1.879E+05 0.49 

  1.9 650+S 35 26.1 1.6 26.7 2.3 13.8 10.6 1.324E+05 0.35 

  1.9 1056+S 35 26.6 2.1 27.5 3.1 14.9 9.8 8.309E+04 0.22 

𝐖  50 0.635 – 50 26.6 – 22.2 – 7.5 21.6 2.661E+06  𝑰𝟎 

  0.635 400 50 30.3 3.7 27.6 5.4 11.0 21.1 1.005E+06 0.38 

  0.635 650 50 31.5 4.9 29.5 7.3 12.4 20.6 6.423E+05 0.24 

  0.635 1056 50 32.8 6.2 31.5 9.3 13.9 19.9 3.547E+05 0.13 

  0.635 400+S 50 29.9 3.3 27.5 5.3 10.8 20.7 1.343E+06 0.50 

  0.635 650+S 50 30.8 4.3 28.4 6.2 11.9 20.2 1.004E+06 0.38 

  0.635 1056+S 50 31.9 5.3 30.0 7.8 13.2 19.3 6.950E+05 0.26 

  1.9 – 50 30.4 *3.8 27.9 *5.7 11.0 21.0 1.369E+06  𝑰𝟎 

  1.9 400 50 32.3 1.9 30.8 2.9 13.2 20.0 6.343E+05 0.46 

  1.9 650 50 33.1 2.7 32.1 4.2 14.2 19.6 4.264E+05 0.31 

  1.9 1056 50 34.1 3.7 33.5 5.6 15.5 18.9 2.471E+05 0.18 

  1.9 400+S 50 32.0 1.5 30.0 2.1 12.9 19.9 8.381E+05 0.61 

  1.9 650+S 50 32.6 2.1 31.5 3.6 13.7 19.3 6.578E+05 0.48 

  1.9 1056+S 50 33.2 2.8 32.2 4.3 14.7 18.5 4.765E+05 0.35 

Table IV-30: Compilation of characteristic parameters for X-ray spectra simulated by XRayTools software of a Ag- 

or W-target tube at varying 𝑈a,nom considering variations of pre-filtering by Al (always including 0.635 mm Al corre-

sponding to spectrometer lid) and additional absorbers labMDF (𝑧nom = 50 mm), without (default by software) and 

with (+S) recording of scattered radiation; *reference to open value (𝐼0 measurement, resp. first row). 
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Regarding simulation of the Ag-target spectra, 

the special setup modification required for spec-

tra measurement were not explicitly modelled in 

terms of, e. g., distances and aperture diameters 

as described and discussed in Chapter IV–

4.2.6.1 and Chapter IV–4.3.3.1, respectively. 

However, regarding modelling, geometric condi-

tions are more a matter of eventually resulting 

intensities than of spectra shape or potential 

scattering impact. The same applies to model-

ling of the W-target device. Nonetheless, Ag 

spectra are dominated by the K lines within the 

lower third of the energy distribution. Moreover, 

energy resolution of the modelling software and 

a more detailed close-up on the plots facilitate to 

distinguish between K𝛼 and K𝛽 characteristic en-

ergies (refer to inset in Figure IV-59). From the 

increasing flat peak beyond the K lines of the 

plots around 𝐸 ≈ 35 keV in Figure IV-54 and Fig-

ure IV-55, related diminution of low-energy inten-

sities 𝐼(𝐸) becomes obvious clarifying beam 

hardening again. Hence, owing to intensity nor-

malised to unity via 𝐼(𝐸)max = 1, share of higher 

energies in attenuated spectra increases while 

lower are absorbed. The increment of Δ�̅� values 

in Table IV-30 supports this conclusion whereas 

constant Δ𝐸peak = 0 are attributed to 𝐸peak =

𝐸K𝛼1 = 22.16 keV (cf. KORTRIGHT, THOMPSON 

(2009)). On the contrary, no explicit considera-

tion of capillary optics was possible by the per-

formed spectra modelling, hence, their impact 

cannot further be theoretically discussed beyond 

the measuring considerations above (Chapter 

IV–4.3.3.1). 

To revisit the aforementioned impact of scat-

tered radiation, which is recorded by spectra 

modelling in additional simulations, result validity 

requires critical discussion but can, ultimately, 

not be reliably verified. However, the results with 

scattering recording appear reasonable and fa-

cilitate an estimating evaluation of scattering im-

pact from low-𝑍 absorbers such as applied lab-

MDF. Particularly, a comparison between analo-

gously created Figure IV-56 (without) and Figure 

IV-57 (with scattering) reveals qualitative impli-

cations and Table IV-30 provides respective 

characteristic parameters. Accordingly, scat-

tered radiation causes 

- actually increased transmitted intensity 𝐼T in 

terms of computed transmission 𝑇 = 𝐼T 𝐼0⁄ , 

which is consistently beyond scattering-free 

spectra, and  

- apparently diminished beam hardening with 

less distinct spectra upward shift according 

to decreased Δ�̅� and Δ𝐸peak 

to summarise the observed impact with individ-

ual characteristic regarding the transmitted 

spectra. Furthermore, FWHM is more or less 

equivalent to the respective scattering-free spec-

tra in consequence of an intensity increment 

again, which, in turn, primarily occurs within the 

mid-level energy range from scattered radiation 

behind the absorber. Nevertheless, modelled 

spectra including scattering serve as first theo-

retical approximation with convenient results 

whereas corresponding experimental determina-

tions are elaborate and require careful consider-

ation of result quality owing to setup (distance 

and collimation) and spectrometer impact. Ac-

cording to DERESCH (2013), default settings of 

XRayTools software without recording of scat-

tered radiation rather yield reliable results 

whereas inclusion of both coherent and incoher-

ent scattering was initially implemented as spe-

cial case. Thus, scattering-free spectra have to 

be considered as more valid. However, beyond 

labMDF absorbers, the applied filters (including 

detector lid) were consistently modelled without 

scattering recording, where likewise potential flu-

orescence was omitted. Hence, particular varia-

tions within the final spectra with scattering re-

cording are attributed to the impact of the lab-

MDF specimens, where both coherent and inco-

herent scattering as attenuation mechanisms 

play a major role owing to the range of effective 

atomic numbers 𝑍eff and radiation energy. 

Finally, the simulation results obtained using 

XRayTools software are considered to be free of 

methodical errors due to the established spectra 

modelling based on physical laws, where output 

reliability corresponds to input quality and proper 

operation. The set properties of the applied and 

likewise modelled components follow, as far as 

possible, manufacturer specifications and addi-

tional information. Filter material is simplified as 

pure Al. Absorber composition and physical 
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properties are based on comprehensive charac-

terisations (Chapter IV–1.5) and analyses 

(Chapter IV–2, with all subsections). With re-

spect to spectra measurements (refer to Chapter 

IV–4.3.3.1), 0.635 mm Al spectrometer lid was 

consistently taken into account leading to corre-

sponding pre-hardening and causes, however, 

loss of low-energy information, which, in turn, be-

comes obvious from exemplarily modelled initial 

𝑊 spectrum in Figure IV-53 directly from the 

tube. On the contrary, practical applications with-

out any pre-filter are rare and rather technically 

restricted. However, potential systematic result 

falsification is exclusively attributed to non-con-

sideration of detectors for lack of particular infor-

mation and potentially corresponding distorting 

effects by the respective detector response func-

tion 𝐷(𝐸) whereas following discussions in 

Chapter IV–4.3.3.3 partly reveal remarkable sim-

ilarities to measurements. With further regard to 

the method, appropriately chosen energy resolu-

tion (0.1 keV) could actually be enhanced (by 

one power to ten) but yields already sufficient 

discretisation with clear distinguishability be-

tween K𝛼 and K𝛽 lines in coordination with con-

venient software performance. The validity of the 

modelled spectra with scattering recording from 

absorbers has generally not yet been verified but 

still provides, however, viable data for explora-

tory studies on energy-related scattering impact. 

Notwithstanding particular but minor insufficien-

cies, spectra simulation by means of XRayTools 

software serves as a convenient method for the 

estimation of radiation energy distributions 

based on precisely known or empirically varied 

component parameters in further dependency of 

transmission through likewise modelled filters 

and absorbers with actually analysed or virtually 

defined properties. 

To eventually revisit the absorber conditions, 

labMDF was modelled using mechanically deter-

mined properties (refer to Table IV-23) of the 

measured specimens. In this regard, the simula-

tion software assumingly considers the material 

to be a solid, homogenous, and non-porous body 

with the respectively predefined density and 

evenly distributed chemical elements along 

beam path. Such solid-body considerations fun-

damentally contradict the conceptual beam path 

model through WBCs, which is developed in 

Chapter IV–3 and summarised in Figure IV-12, 

on mesoscopic, microscopic, and sub-micro-

scopic scale. However, the conditions on the 

macroscopic level are met. Hence, the obtained 

simulation results are not able to viably reflect 

structural absorber conditions particularly re-

garding the transmission of scattered radiation. 

Neglecting scattered radiation, in turn, which po-

tentially undergoes secondary or multiple atten-

uation processes, simulated spectra without re-

cording of scattering, where exclusively primary 

intensities 𝐼P are transmitted through the respec-

tive absorber, are considered not to be affected 

by actual absorber structures. Further empiri-

cally inferred, spectra with scattering recording 

solely represent the actual energy distribution to 

a limited extent because beyond radiation ab-

sorption, the likelihood of interaction and propa-

gation of scattered photons considerably de-

pends on structural conditions, such as porosity 

of the total body and true density of the con-

densed matter, along the beam path as well as 

its geometry. WBC structures as described in 

Chapter IV–3 are not considered, and actually 

not even known, by the modelling algorithms. 

Chapter IV–6 deepens this discussion with final 

implications regarding radiation propagation 

through WBCs. 

 

4.3.3.3 Comparison 

Figure IV-59 (Ag target) Figure IV-58 (W target) 

illustrate and compare the obtained results from 

spectra measurement and simulation exempla-

rily as transmitted spectra with 𝑆D,T(𝐸, 𝜌A) and 

without detector impact 𝑆T(𝐸, 𝜌A), respectively, 

through the medium-mass absorber labMDF650 

and the applied pre-filter (1.9 mm Al only in case 

of W spectra). Note again, all plots and data in-

herently comprise the impact of the 0.635 mm Al 

spectrometer lid. In the case of Ag tube compar-

ison (Figure IV-59), spectra plots with normalisa-

tion to respective 𝐼0 was omitted owing to the 

dominance of the K𝛼 line impeding any benefit 

from this method of presentation. Eventually, Ta-

ble IV-31 provides a re-compilation of selected 

characteristic parameters from Table IV-29 and 

Table IV-30 for comparison in numbers.  
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Figure IV-58: Comparison of X-ray spectra (solid lines) as normalised intensity with 𝐼(𝐸)max = 1 (top) or to respec-

tive 𝐼0 (bottom) over radiation energy 𝐸 of a W-target tube at 𝑈a,nom = 35 kV (left) or 50 kV (right) with pre-filter 

(1.9 mm Al incl. 0.635 mm Al spectrometer lid) and with absorber labMDF650 (𝑧nom = 50 mm), measured by spec-

trometer digiBASE 905-3 (meas.) or simulated by XRayTools software (sim.) without (default by software) as well 

as with (+S) recording of scattered radiation, complete with �̅� (dashed lines). 

 

X-ray 𝑼𝐚,𝐧𝐨𝐦  pre-filter method  𝑬𝐦𝐚𝐱  �̅�  𝚫�̅�  𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐩𝐞𝐚𝐤  𝑬𝐦𝐢𝐧  𝐅𝐖𝐇𝐌  𝑰 = ∑ 𝑰(𝑬)  𝑰𝐓 𝑰𝟎⁄  

tube [kV]   𝒕 [mm] (spectra)  [kVp]  [keV]  [keV]  [keV]  [keV]  [keV]  [keV]  [cps]  [-] 

target   Al    to meas.  to meas.     = 𝑻 

𝐀𝐠  55 0.635 meas. 51.3 22.1 – 21.1 – 8 4.6 1.285E+03 0.15 

𝐀𝐠  55 0.635 sim. 55 31.3 9.2 22.2 1.0 10.2 < 1 1.984E+09 0.23 

𝐀𝐠  55 0.635 sim.+S 55 30.5 8.5 22.2 1.0 9.9 < 1 3.124E+09 0.37 

𝐖  35 1.9 meas. 35.4 25.9 – 26.4 – 14.5 11.3 2.980E+03 0.26 

𝐖  35 1.9 sim. 35 26.4 0.5 27.0 0.6 14.3 10.6 8.212E+04 0.21 

𝐖  35 1.9 sim.+S 35 26.1 0.2 26.7 0.3 13.8 10.6 1.324E+05 0.35 

𝐖  50 1.9 meas. 50.9 30.1 – 29.9 – 13 14.0 3.835E+03 0.73 

𝐖  50 1.9 sim. 50 33.1 3.0 32.1 2.1 14.2 19.6 4.264E+05 0.31 

𝐖  50 1.9 sim.+S 50 32.6 2.5 31.5 1.5 13.7 19.3 6.578E+05 0.48 

Table IV-31: Comparison of characteristic parameters for X-ray spectra of a Ag- or W-target tube at varying 𝑈a,nom 

partly with pre-filter (1.9 mm Al incl. 0.635 mm Al spectrometer lid) or capillary optics (meas., only Ag tube) and with 

absorber labMDF650 (𝑧nom = 50 mm), measured by spectrometer digiBASE 905-3 (meas.) or simulated by XRay-

Tools software (sim.) without (default by software) as well as with (+S) recording of scattered radiation; re-compila-

tion from Table IV-29 and Table IV-30 and re-evaluation of Δ�̅� and Δ𝐸peak (to meas.). 
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Figure IV-59: Comparison of X-ray spectra (solid 

lines) as normalised intensity with 𝐼(𝐸)max = 1 over 

radiation energy 𝐸 of a Ag-target tube at  

𝑈a,nom = 55 kV without pre-filter (but incl. 0.635 mm Al 

spectrometer lid) and with absorber labMDF650 

(𝑧nom = 50 mm), measured by spectrometer digi-

BASE 905-3 incl. capillary optics (meas.+capo) or 

simulated by XRayTools software (sim.) without (de-

fault by software) as well as with (+S) recording of 

scattered radiation, complete with �̅� (dashed lines) 

and initial spectrum 𝑆D,0(𝐸) (meas. open); inset with 

close-up around the K lines with 𝐸K𝛼1 = 22.16 keV and 

𝐸K𝛽1 = 24.94 keV. 

 

In general, partly remarkable similarities be-

tween measurement and simulation are observ-

able. Accordingly, both a limited impact of the 

detector behaviour 𝐷(𝐸) of the spectrometer as 

well as reliably modelled spectra are empirically 

to be concluded. Although, measuring results 

were generally considered to be biased due to 

methodical insufficiencies (Chapter IV–4.3.3.1). 

Obviously, the latter occurs, however, solely to 

some extent. Regardless of non-consideration of 

detector response 𝐷(𝐸), 0.635 mm Al spectrom-

eter lid was consistently taken into account by 

both methods, which enhances comparability. 

Beyond that, simulation was performed neglect-

ing detector impact, thus, inherently results in 

unbiased linear characteristic along the total en-

ergy range. Contrary to this, spectrometer data 

fundamentally comprise particular detector re-

sponse function 𝐷(𝐸), which could not be pre-

cisely qualified but assumingly reveals, however, 

a rather linear characteristic as well without ob-

vious amplification of particular energies. Never-

theless, acquired spectra are particularly biased 

with respect to low-energy range 𝐸 < 15 keV, 

where the characteristic W-target L-lines are to-

tally eliminated by the spectrometer Al lid, which 

was likewise modelled. Further impact of the ap-

plied NaI(Tl) detector with subsequent PM and 

MCA from the very same components is far be-

yond regularly possible operator influence and 

only more or less variable in terms of replace-

ment by another spectra acquisition method. 

Despite all efforts to keep both methods system-

atically comparable, certain differences occur 

between spectra measuring and simulation re-

sults. General discrepancies potentially occur-

ring between ideal expectation by simulation and 

actually measured spectra are attributed to both 

simulation as well as measuring aspects and 

their consequent combination such as 

- inherent filtering of spectrometer lid (but ad-

ditionally modelled) and scintillator with re-

sulting lower energy threshold, 

- disregarded and actually unknown 𝐷(𝐸) of 

spectrometer, 

- energy resolution of spectrometer, 

- slight inaccuracy in component modelling 

owing to missing parameters, 

- scattering consideration, and, 

- transmission setup with restricted distances 

and aperture dimensions. 

Contrary to common insufficiencies, particular 

results of measurement and modelling are found 

to be in good agreement with and almost congru-

ent to each other in the case of W-target tube at 

𝑈a,nom = 35 kV whereas considerable differ-

ences occur in the case of 50 kVp-spectra (W 

target). Furthermore, Ag-spectra comparison ap-

parently unveils more discrepancies, which re-

quire further discussion. The measured spectra 

do not allow differentiation to be made between 

the K𝛼 and K𝛽 line, where the latter is included in 

the downward slope along increasing energy of 

the ‘open’ plot in Figure IV-51 in contrast to the 

steeper decline of the ‘capo’ plots. Complemen-

tarily, Figure IV-59 presents a direct comparison 

of the discussed spectra, where the applied ca-

pillary optics apparently diminish the K𝛽 line like 
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also the energies beyond. Moreover, the meas-

urement yields comparatively lower intensities of 

the K lines owing to the actual energy resolution, 

where the obtained FWHMAg,meas. = 4.6 keV is 

more than appropriate at all. Subsequently, e. g., 

K𝛼 photons are, however, not precisely assigned 

to 𝐸K𝛼 resulting in widened energy distribution 

around the intensity peak and decrement of the 

very same. Despite this, 𝐸peak = 22.16 keV re-

mains equivalent for all obtained Ag spectra 

whereas observed Δ𝐸peak = 1 keV is attributed to 

the aforementioned channel drift during meas-

urement according to ZSCHERPEL (2015). Further 

detailed evaluation regarding the K lines sur-

roundings (inset in Figure IV-59) unveils slightly 

increased intensity of the continuous energy dis-

tribution directly below each K line of the simu-

lated spectrum with scattering recording toward 

the scattering-free one. The phenomenon is as-

sumingly attributed to methodical insufficiencies 

of scattering recording by the modelling algo-

rithm and henceforth neglected. Beyond peak in-

tensity, total transmission 𝑇 = 𝐼T 𝐼0⁄  corresponds 

to the respective conditions. Here, the differ-

ences between both simulations with 𝑇sim. =

0.23 and 𝑇sim.+S = 0.37 are attributed to scatter-

ing recording whereas the considerably de-

creased measuring value 𝑇meas. = 0.15 clearly in-

dicates impact of transmission setup with long 

distances and tight apertures, thus, diminished 

scattering recording, as well as capillary optics 

with energy-related radiation collimation charac-

teristics. The latter furthermore causes 𝐸max =

51.3 keV distinctly below 𝑈a,nom = 55 kV. Never-

theless, the impact of capillary optics with crucial 

attenuation of high-energy radiation beyond the 

K lines corresponding to the sophisticated prop-

erties (e. g. critical angle 𝜃c and intensity gain) of 

the very same could not be simulated by the ap-

plied version of the simulation software, since 

actual transmission efficiency as a function of ra-

diation energy was not available. Obviously, en-

hanced low-energy transmission through capil-

lary optics appears as a contrasting phenome-

non to beam hardening, where low energies are 

absorbed by pre-filters of the specimens them-

selves. 

Contrary to the Ag-spectra discussion above, the 

W-spectra comparison unveils less considerable 

discrepancies and has significant material-re-

lated implications. The observed differences be-

tween measured and simulated 50 kVp-spectra 

with labMDF absorbers as obvious from Figure 

IV-58 are attributed to actually recorded scat-

tered radiation, which reaches the detector de-

spite tight collimation and occurs from predomi-

nant Compton scattering as attenuation process 

within WBCs for 𝐸 > 25 keV. Scattering record-

ing, in turn, results in a remarkably apparent in-

tensity increment at medium and lower energy 

level yielding increased radiation transmission 

𝑇50kVp,meas. = 𝐼T 𝐼0⁄ = 0.73 and the obviously ir-

regular concave slope toward 𝐸max of the nor-

malised intensity distribution. Coincidently, scat-

tering causes correspondingly decreased mean 

radiation energy again in consequence of inco-

herent (inelastic) Compton interaction with dis-

tinctly lower �̅�50kVp,meas. = 30.1 keV and respec-

tive Δ�̅�50kVp,sim. = 3.0 keV as well as 

Δ�̅�50kVp,sim.+S = 2.5 keV compared to the meas-

urement. Regarding simulation results, the ob-

served phenomenon does not occur in the case 

of modelling with scattering recording, where, 

contrary to measurement, intensities are uni-

formly increased. Moreover, the observed con-

cave slope toward 𝐸max is commonly attributed 

to the effect of extrafocal radiation on spectra, 

where backscattered electrons within the X-ray 

tube cause emission of rather soft radiation be-

yond the focal spot (cf. NAGEL (2003)). The phe-

nomena can, however, not be distinguished in 

the present case. As easily can be concluded re-

gardless of extrafocal radiation, the findings are 

attributed to the structural material conditions of 

the investigated labMDF and consequently 

WBCs in general. In the case of spectra acquisi-

tion subsequent to actual radiation transmission 

through labMDF, scattered radiation previously 

undergoes secondary or multiple interaction pro-

cesses within the specimen primarily with further 

incoherent scattering, which finally reaches the 

detector. Consequently, the additionally de-

tected scattering intensity 𝐼S superimposes the 

primary beam 𝐼P on detector causing the remark-

able downward shift of the observed energy dis-
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tribution. On the contrary, equivalence of meas-

ured and both simulated 35 kVp-spectra (nor-

malised to unity, top in Figure IV-58) is attributed 

to the energy range 𝐸 < 25 keV with minor oc-

currence of Compton scattering and rather elas-

tic photon scattering interaction beyond predom-

inant photoelectric absorption. Hence, subse-

quently apparent intensity increment consist-

ently occurs over the total energy range and cor-

responds, however, to the initial intensity 𝐼(𝐸)0. 

The intensity-related intensity increase becomes 

obvious in Figure IV-58 (bottom, normalised to 

𝐼0) comparing simulation results without and with 

scattering recording. Here, the simulation with 

scattering recording (sim.+S) indicates distinctly 

higher intensities with 𝑇35kVp,sim.+S = 0.35 toward 

𝑇35kVp,sim. = 0.21 and 𝑇35kVp,meas. = 0.26, be-

cause of the absence of any collimation in the 

modelling, whereas spectra measuring setup is 

characterised by pinhole-like detector collima-

tion, which reduces the share of scattered radia-

tion from the specimen (meas.) but does not 

eliminate its presence. Beyond the observed al-

most congruent energy distributions of the 

35 kVp-spectra, respective mean energies �̅� ≈

26 keV (Table IV-31 and dashed lines in Figure 

IV-58) are approximately equal. Ultimately, 

spectra simulation results beyond common ap-

plications with homogenous absorbers always 

require critical evaluation and preferably metro-

logical verification. Particularly in the case of 

X-ray transmission through inhomogeneous, po-

rous low-𝑍 composites such as WBCs, a remark-

able structural impact on radiation attenuation, 

thus, transmitted spectra is found with subse-

quent detector influence. 

 

4.3.3.4 Practical implications 

As easily can be concluded from the performed 

spectra determination, the applied methods indi-

cate different information content with respect to 

the actual X-ray measuring setup. Firstly, meas-

ured spectra represent both initially emitted as 

well transmitted radiation energy distributions 

behind a source, pre-filter or specimen but in 

front of the actual device detector. Since the lat-

ter was replaced by a spectrometer, actual de-

tector behaviour is not taken into account by the 

acquired spectra, which, in turn, comprise the re-

sponse function 𝐷(𝐸) of the spectrometer. De-

spite pre-hardening by 0.635 mm Al spectrome-

ter lid, results are considered to show unbiased 

energy distributions, which are either responsi-

ble for or caused by radiation interaction within 

specimen. However, measurements by an addi-

tional detector yield initial 𝑆D,0(𝐸) and transmit-

ted 𝑆D,T(𝐸, 𝜌A) X-ray spectra rather influenced by 

spectrometer than device detector. Beyond de-

tection, spectra distortion by geometrical condi-

tions occurs for reasons of spectrometer setup. 

Owing to the pinhole-like detector aperture and 

partly long specimen-detector distance required 

by the acquisition method, spectra measure-

ments fail to record application-related scattered 

radiation commonly resulting in diminished scat-

tering share. Secondly, spectra simulation yields 

results according to predefinitions and underly-

ing physical conditions with potential considera-

tion of all X-ray transmission setup members 

from source over pre-filters and absorbers to de-

tector on demand. Hence, spectra modelling by 

means of a capable software (like the present) 

can, however, only provide as valuable results 

as the input parameters are comprehensively 

considered. Since the detector was omitted for 

reasons of simplification, simulation results rep-

resent initial 𝑆0(𝐸) or transmitted 𝑆T(𝐸, 𝜌A) X-ray 

spectra without the influence of a detector and 

consideration of actual geometrical conditions. 

Beyond methodical conclusions, obtained re-

sults from spectra determination under consider-

ation of varying labMDF absorbers indicate ma-

terial-related beam hardening and facilitate 

quantifying its distinctness via spectra shift as a 

first approximation. For detailed WBC-related 

implications with further respect to quantified at-

tenuation conditions, reference is made to Chap-

ter IV–6. However, in the case of measurement 

as well as simulation with scattering recording, 

upward spectra shift with Δ�̅� and Δ𝐸peak in con-

sequence of beam hardening by low-energy ab-

sorption is superimposed by rather low- and me-

dium-energy scattered radiation emitted from the 

specimens in dependence of the very same, in 

turn. 
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To revisit the scattering discussion, the impact of 

scattering intensity 𝐼S on actual spectra under 

regular measuring conditions has to be taken 

into account. In this regard, the effective energy 

distribution of scattered radiation 𝑆T,S(𝐸, 𝜌A) is 

unknown from measurement and not directly 

provided by simulation. However, comparison of 

respective sets of simulation data facilitates a 

quantification as first approximation, where the 

approach is explored in Chapter IV–6.3. Suppos-

edly, evaluation will yield a similarly hardened 

continuous energy distribution ranging with its 

peak at rather low energy levels. Expected scat-

tering spectrum is considered to correspond to 

energy range and predominant attenuation 

mechanisms (refer to Figure II-3 and Appendix 

VII–4), where consequently equivalent interac-

tion effects with potentially multiple coherent and 

incoherent scattering as well as low-energy ab-

sorption occur. Prospectively, a verification by 

measurements via spectra acquisition with beam 

alignment closer to the real setup conditions, 

i. e., with particular respect to distances and de-

tector collimation, is hardly realisable owing to 

the sensitive spectrometer detector with event 

limitation to approximately 10,000 cps. 

Moreover, the findings from spectra investiga-

tions indicate that X-ray tube target and pre-filter 

material can be utilised to manipulate radiation 

energy distribution beyond the definition of 𝐸max 

via 𝑈a,nom. Below their dominant characteristic 

energy 𝐸K𝛼1 = 59.32 keV (cf. KORTRIGHT, 

THOMPSON (2009)), spectra from a W-target tube 

are found to enable rather free shaping of the 

employed energy distribution by means of ap-

propriate pre-filter application. In this regard, 

e. g., the rather low 𝐸max and excessive pre-fil-

tering yields narrow-band continuous spectra 

with FWHM ≈ 10 keV, which is, however, not mo-

noenergetic. Contrary to this, target materials 

with characteristic energies within the regularly 

applied energy range such as Ag limit the de-

scribed flexibility but yield in combination with ca-

pillary optics, which rather absorb high- energy 

radiation, quasi-monoenergetic X-ray spectra 

with dominating characteristic lines. Accordingly, 

the high-𝑍 target material W, which is wide-

spread in NDT applications, provides maximum 

flexibility within low-energy range. Ag and further 

medium-Z target materials such as Cr, Fe, Co, Cu, 

and Mo, which are common in analytical applica-

tions, concentrate energy distribution to the re-

spective K𝛼 energy with dominant intensity. Re-

spective free selection of materials for an in-

tended energy (cf. KORTRIGHT, THOMPSON 

(2009)) theoretically appears viable but is practi-

cally not applicable, since X-ray tube targets are 

restricted due to required durability and further 

physical properties. Beyond target material, ge-

ometrical aspects influence especially low-en-

ergy distribution of the spectra, where particu-

larly flat anode angles cause increased inherent 

filtering with consequent pre-hardening. While 

W-target tubes provide comprehensive flexibility, 

devices for particular applications employing ex-

plicitly one energy level rather prefer appropriate 

narrow-band spectra with superimposed high-in-

tensity characteristic line from corresponding 

material. Considering pre-filter material, Al is 

preferable to Cu because of an unfavourable ab-

sorption edge of the latter at 𝐸 = 8.98 keV (cf. 

HUBBELL, SELTZER (2004)) whereas Al comes 

without absorption edges in the considered en-

ergy range and consequently provides steady 

low-energy absorption without attenuation 

jumps. Regardless of this, absorption edges are 

specifically applied to cut out K𝛽 radiation for par-

ticular purposes in analytical investigations. To 

this end, the pre-filter material is chosen follow-

ing the rule 𝑍filter = 𝑍target − 1 resulting, e. g., in 

the inconvenient and rare metal Pd46  in case of 

Ag47 -target. Pre-filter thickness, as easily can be 

seen from Figure IV-52 and Table IV-29, is ap-

propriately chosen aiming at consequent pre-

hardening in the order of open-beam hardening 

considering the raw density range of investi-

gated specimens by the intended application. 

Nevertheless, beam hardening in consequence 

of radiation transmission through specimens 

cannot be eliminated but sufficiently diminished 

by material- and energy-adapted radiation pre-

filtering as already discussed in Chapter II–2.4.2. 

Eventually, spectra simulation is a valuable 

method for providing an estimation regarding en-

ergy-related X-ray transmission conditions 

through WBCs. It conveniently facilitates also vir-

tual variations. Nevertheless, exclusively spectra 
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measurements make it possible to actually con-

sider the impact of structural conditions with sig-

nificant impact on spectra characteristic in the 

case of the present inhomogeneous porous 

WBC matter. However, spectra acquisition pro-

cedures have to be considered to potentially be 

biased by themselves with respect to inherent 

beam hardening and detector response 𝐷(𝐸). 

Henceforth, conclusions made on the basis of 

the findings from spectra investigations and fur-

ther experimental and theoretical considerations 

are purposefully applied in Chapter IV–6.4 for 

practice-oriented energy choice and spectra 

modelling. To this end, as pointed out above, 

XRayTools software serves as convenient 

method for the estimation of radiation energy dis-

tributions in dependence of adjustable parame-

ters of radiation generation, virtually variable 

pre-filters, and further absorbers representing 

the specimens, which cause radiation attenua-

tion. Consequently, simulation is a rapid tool for 

theoretical pre-selection of process parameters 

in terms of X-ray energy choice and spectra 

shape but requires individual experimental veri-

fication. Finally, the most appropriate spectra are 

characterised by pre-filtered, rather narrow-band 

energy distributions evaluated by FWHM and 

𝐸max corresponding to the maximum material 

amount in terms of area density 𝜌A to be pene-

trated aiming at sufficient transmission condi-

tions indicated by total transmission 𝑇 = 𝐼T 𝐼0⁄ . In 

this regard, intensity loss from pre-filter absorp-

tion is to be compensated by respective tube cur-

rent 𝐼a increment, which, in turn, is restricted by 

maximum power and heat generation. Well-cho-

sen predefined filters consequently cause more 

or less equivalent beam hardening like the max-

imum area density of the considered measuring 

range, where beam hardening is, in turn, not to-

tally eliminated but diminished at best within the 

area density range under investigation. How-

ever, distinct gradients of 𝜌 and 𝜌A within the in-

vestigated cross-section or area of the speci-

mens cause correspondingly varying beam 

hardening characteristic. The same applies to 

scattered radiation superimposing the spectra. 

Both effects become obvious from Figure IV-51 

to Figure IV-52 and Figure IV-54 to Figure IV-57 

as well as Table IV-29 and Table IV-30, where 

comparison of the three investigated nominal 

raw density levels reveals consistently increas-

ing Δ�̅� and Δ𝐸peak with increasing raw density of 

the labMDF absorbers. Furthermore, a dimin-

ished energy shift is observed in the case of 

spectra with scattering recording. Eventually, 

X-ray measurements on WBCs fundamentally 

feature raw density dependent beam hardening 

and scattering superimposition of the transmitted 

radiation. Moreover, the spectra characteristic 

consequently alters along the actual beam path. 

Beyond the performed spectra measurements 

and simulations, a fundamentally different ap-

proach is explored and consequently proposed 

as a complementary practice-oriented method 

as well as for prospective verification of the ob-

tained results. Since measured spectra contain 

the spectrometer characteristics (Chapter IV–

4.2.6.1) and detector behaviour is not explicitly 

considered in simulations (Chapter IV–4.2.6.2), 

comprehensive description of the actual setup 

conditions is still pending and more or less at-

tributed to applied methods. The like applies to 

structural conditions of WBC absorbers, where 

their impact is not consistently considered so far 

owing to detector collimation and distance re-

strictions from spectrometer and unfeasible 

modelling in first convenient attempt. Hence, the 

appropriate approach introduced by SILBERSTEIN 

(1932) as pointed out in Chapter II–1.2 was ex-

plored as follows. Notwithstanding the latest 

highly sophisticated methods for spectra simula-

tion and metrological determination by means of 

energy-discriminating detectors, which require 

respective equipment, X-ray spectra are accord-

ingly estimated, in turn, by means of acquired fil-

tration curves; i. e., spectra are deduced from 

simple transmission measurements. Regardless 

of rigorous enhancement by SILBERSTEIN (1933), 

the initial approximate solution of integral equa-

tion by SILBERSTEIN (1932), however, is hence-

forth examined for simplicity. The approach pro-

vides rather rough estimations but involves non-

demanding and affordable data acquisition, 

which inherently comprises characteristics of all 

setup components, i. e., even the applied detec-

tor, and beam geometry.  
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Owing to consistently performed energy-related 

transmission considerations in this thesis, the  

 

 

wavelength-based historic approaches accord-

ing to eq. (II-5) and (II-6) were respectively trans-

formed and linear attenuation 𝜇 ∙ 𝑡 was further re-

placed by equivalent mass attenuation 𝜇 𝜌⁄ ∙ 𝜌A 

accomplishing the system of linear equations 

 𝑓(𝐸1) + 𝑓(𝐸2) + ⋯+ 𝑓(𝐸5) = 1

𝑒
−𝜇𝜌(𝐸1)∙𝜌A,2 ∙ 𝑓(𝐸1) + 𝑒

−𝜇𝜌(𝐸2)∙𝜌A,2 ∙ 𝑓(𝐸2) + ⋯+ 𝑒
−𝜇𝜌(𝐸5)∙𝜌A,2 ∙ 𝑓(𝐸5) = 𝑇2

…      …

𝑒
−𝜇𝜌(𝐸1)∙𝜌A,5 ∙ 𝑓(𝐸1) + 𝑒

−𝜇𝜌(𝐸2)∙𝜌A,5 ∙ 𝑓(𝐸2) + ⋯+ 𝑒
−𝜇𝜌(𝐸5)∙𝜌A,5 ∙ 𝑓(𝐸5) = 𝑇5

 (IV-37) 

 

with 𝜌A,i = 𝜌 ∙ 𝑡𝑖 representing single layer filter 

thickness in terms of area density. For the per-

formed measurements, the number of equations 

and unknowns 𝑛 = 5 is particularly attributed to 

applied 𝑛 − 1 = 4 layers of filters and free trans-

mission through air (𝑖 = 1). Filters as predefined 

absorbers of 𝑡nom = 1.0 mm Al were specified 

following SILBERSTEIN (1933) with respect to pre-

sent radiation penetration potential, sufficiently 

low first-layer thickness 𝑡2, and, however, coinci-

dently reduced effort. Regardless of not further 

specified Al alloy, common 𝜌Al = 2.7 g cm
3⁄  was 

taken into account. Exploratory measurements 

were performed by means of a W-target tube at 

𝑈a,nom = 50 kV resulting in simple transmission 

data 𝑇(𝜌A,𝑖) = 𝐼T 𝐼0⁄  for each sequentially 

stacked filter layer. For evaluation, the system of 

linear equations of eq. (IV-37) was solved com-

puter aided yielding 𝑓(𝐸𝑖). The obtained 𝑛 = 5 

data points correspond to discrete energy steps 

of Δ𝐸 = (𝐸max − 𝐸min) 𝑛⁄ = 10 keV, where 

𝑓(𝐸𝑖) ≡ 𝐼(𝐸𝑖) represent the intensities at prede-

fined 𝐸𝑖. Exemplary results for measurements 

without (open) and with initial pre-filter (1.9 mm 

Al) are plotted in Figure IV-60, where the W-tar-

get device for RDP measurement with its actual 

operating setup and conditions as described in 

Chapter IV–4.2.3 was employed. Regarding pre-

cise solution of eq. (IV-37), the method was 

found to be crucially sensible toward accurate 

𝜇 𝜌⁄ (𝐸𝑖) for the energy steps of the calculation 

matrix, where inappropriate values bias particu-

lary 𝐼(𝐸𝑖) and peak position of the computed 

spectrum; hence, 𝜇 𝜌⁄ (𝐸𝑖) [m
2 kg⁄ ] values were 

specifically determined by means of XCOM 

(2010) facilitating intermediate energies beyond 

standard grid of common tables (cf. HUBBELL, 

SELTZER (2004) or MUPLOT (2006)), which ena-

bles to avoid data interpolation. Nevertheless, 

for the purpose of plotting the final energy distri-

bution, intermediate intensities were interpolated 

aiming at continuous slope in Figure IV-60. 

Lower threshold energy was not further limited 

and consistently defined at 𝐸min = 0 kVp. Conse-

quently, 𝜇 𝜌⁄ (𝐸1) = 19.34 m
2 kg⁄  at 𝐸1 = 5 keV 

exceeds low-energy Al absorption edge at 𝐸 =

1.56 keV (cf. HUBBELL, SELTZER (2004)), which is 

considered to bias the solution of the equation 

system owing to preferentially continuous decre-

ment of 𝜇 𝜌⁄ (𝐸). Regarding the upper limit, 𝐸max 

was determined via 𝑈a [kVp], where plot data 

was extended toward 𝐸max = 50 kVp, since the 

last data point was computed at 𝐸 = 45 keV. 

However, Figure IV-60 illustrates convenient 

shapes of free and pre-filtered, respectively, 

bremsstrahlung spectra. Comparison to respec-

tive spectra measuring results by spectrometer 

in Figure IV-52 (top right) reveals rough similari-

ties toward both corresponding plots (‘open’ and 

‘pre-filter 1.9 mm Al’ without absorber). Obvi-

ously, beam hardening in consequence of pre-

filter application causes comparable effects, 

where position and shift of 𝐸peak are in appropri-

ate agreement. The same applies to low-energy 

downward slope. Note, ‘open’ spectra in Figure 

IV-52 inherently comprise 0.635 mm Al detector 

lid of the spectrometer. On the contrary, high-en-

ergy intensities of pre-filtered spectrum (black 

line) appear overestimated and further slight me-

thodical insufficiencies were found. However, 

the explored historic approach by means of filtra-

tion curves facilitates to maintain regular meas-

uring parameters, which are likewise set for typ-

ical applications of the evaluated setup, i. e., 

X-ray tube current and detector integration time 
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as well as aperture width and distances consid-

ering beam geometry. Contrary to advantageous 

direct application of actual device setup, 

SILBERSTEIN (1932) approach initially presumes 

narrow-beam conditions; hence, future work re-

quires evaluation of the very same beam geom-

etry impact. Beyond the performed experiments, 

a supposed optimisation toward WBC applica-

tions, where metal filters are to be replaced by 

wood- or WBC-related material in terms of 𝑍eff to 

obtain comparable attenuation conditions, are 

considered to be misleading regarding the inten-

tion to apply low-𝑍 material. Moreover, material 

with predominant photoelectric absorption within 

the considered energy range in absence of sec-

ondary radiation transmission such as scattering 

is required. Hence, absorber material for filter 

stacks features monotonically and rather rapidly 

decreasing mass attenuation coefficient 𝜇 𝜌⁄ (𝐸) 

along increasing energy likewise pointed out by 

DELGADO (2007). Finally, the performed first ex-

ploratory but not further detailed studies reveal 

the viability of the SILBERSTEIN (1932) approach 

with respect to the considered setup and energy 

range of bremsstrahlung. Solving the system of 

linear equations in combination with increment 

data points 𝑓(𝐸𝑖) ≡ 𝐼(𝐸𝑖) eventually requires en-

hancement considering hitherto research with 

corresponding mathematical as well as physical 

concepts regarding the ill-conditioned problem. 

 

 

Figure IV-60: Exemplary X-ray spectra in first approx-

imation determined via filter curves following the esti-

mation approach of SILBERSTEIN (1932), interpolated 

plot as normalised intensity with 𝐼(𝐸)max = 1 over ra-

diation energy 𝐸 of a W-target tube at 𝑈a,nom = 50 kV, 

with 𝑛 = 5 data points at 𝐸 = 5…45 keV. 
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5 X-ray attenuation computations 

5.1 Effective atomic number 

5.1.1 General remarks on the 

performance 

As already pointed out in Chapter II–2.2, the de-

termination of an effective atomic number 𝑍eff 

conduces as a vivid measure to compare radia-

tion attenuation potential of composite materials 

and the effect of varying mixtures. Thus, the con-

cepts are comprehensively applied with the aim 

to directly quantify the effective attenuation po-

tential of WBCs considered as a mixture of com-

pounds and the impact of fractional abundance 

of the actually present constituents as well as to 

evaluate effective X-ray interaction with WBC 

matter on sub-microscopic scale. To this end, 

- simple and common, but limited power law 

method with 𝑚 = 2.94 according to 

MAYNEORD (1937) and SPIERS (1946) yield-

ing �̅�eff and 

- robust and more sophisticated Auto-𝑍eff soft-

ware introduced by TAYLOR et al. (2012) with 

energy-related results 𝑍eff(𝐸) 

are utilised for computations on the basis of both 

actual analysis data as elemental mass fraction 

𝜔(𝑖) from Chapters IV–2.3 and IV–2.4 as well as 

virtual variation referring to the very same in an 

extreme but practice-oriented range. Moreover, 

the latter is particularly performed to virtually 

evaluate the impact of resin and moisture con-

tent as well as ash content and its composition 

on the radiation attenuation potential of WBCs. 

However, both applied methods are further eval-

uated regarding their practicability with focus on 

less elaborate procedures with few precondi-

tions such as mass attenuation data. 

The power law method is applied free from ex-

plicit energy dependence but, as aforemen-

tioned, rather valid at low energy levels. How-

ever, the actual range falls below 𝐸max < 55 kVp. 

With 𝑚 = 2.94, eq. (II-24) is applied and turns 

into 

�̅�eff = √∑𝜖(𝑖) ∙ 𝑍𝑖
2.94

𝑘

𝑖=1

2.94

 (IV-38) 

taking the electron fraction 𝜖(𝑖)  according to 

eq. (II-25) of all 𝑘 elements of the mixture respec-

tively into account. The choice of the value of 𝑚 

as exponent, however, can obviously be consid-

ered as 𝑍-weighting, where increasing 𝑚 amplify 

�̅�eff toward the high 𝑍𝑖 in the present mixture. 

Data input for individual computations solely re-

quires 𝜔(𝑖) from elemental analysis or theory as 

well as commonly available 𝐴𝑖 and 𝑍𝑖. Notwith-

standing the well-known insufficiency of this sin-

gle-valued expression of 𝑍eff as stated by HINE 

(1952) and elsewhere, the simplistic power law 

method is applied considering counterbalanced 

limitation and practicability. 

Auto-𝑍eff software Version 1.7 by TAYLOR et al. 

(2012) is employed, where 𝑍eff(𝐸) computation 

again solely requires predefinition of considered 

𝜔(𝑖) and, for the purpose of 𝑍eff(�̅�) determina-

tion, 𝑆(𝐸). The latter is performed via eq. (II-30) 

apart from Auto-𝑍eff software. Though brems-

strahlung spectra from X-ray tubes are inherently 

continuous with potentially superimposed dis-

crete characteristic energies, eq. (II-30) is ap-

plied owing to discrete character of the data from 

spectra measurement as well as simulation (for 

results, refer to Chapter IV–4.3.2.4) and due to 

subsequently simplified computation. Advanta-

geously, the method facilitates to explicitly take 

particular X-ray spectra into account, where lack-

ing knowledge of the very same and subsequent 

assumptions potentially cause biased results. 

Here, the power law method via eq. (IV-38) con-

duces for the evaluation of elemental composi-

tions whereas complementary Auto-𝑍eff software 

provides energy related results. For comparison 

between determination methods (Auto-𝑍eff vs. 

power law), investigated matter (TMP, labMDF 

etc.), and virtual variations of the conditions of 

the very same, the simple difference 

Δ𝑍eff = 𝑍eff,𝑗 − 𝑍eff,ref (IV-39) 
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or ratio as quotient 

𝑄𝑍eff =
𝑍eff,𝑗

𝑍eff,ref
 (IV-40) 

is calculated, where 𝑍eff may refer to �̅�eff, 𝑍eff(𝐸) 

or 𝑍eff(�̅�) and subscript 𝑗 denotes the considered 

and ref the reference quantity. 

 

5.1.2 Results and discussion 

Table IV-32 summarises the results of atomic 

number computations by means of both meth-

ods, i. e., determination via power law (�̅�eff) and 

Auto-𝑍eff software (𝑍eff(𝐸)), for the applied 

WBCs and respective constituents based on ac-

tual elemental analysis data or common com-

pound values as well as generalised elemental 

compositions from past literature according to 

Table IV-14. To facilitate a convenient overview, 

result presentation is limited to selected but rep-

resentative materials. In general, �̅�eff of all WBC 

members is in the order of around nitrogen 𝑍N =

7 with a total (unweighted) mean �̅�eff,mean = 6.94. 

Total range covers �̅�eff = 6.53…7.42 with Δ�̅�eff =

0.89 and 𝑄�̅�eff = 1.14 as comparison between 

the extremes, where maximum and minimum is 

attributed to water and lignin, respectively, re-

vealing slightly more distinct deviations. How-

ever, the results differ < 7.2 % from �̅�eff,TMP. 

Though the relative ratio appears high, all values 

are in the range of one atomic number, i. e., 

Δ�̅�eff,mean < ±0.5. Further comparisons are 

pointed out later. 

Auto-𝑍eff software facilitates particular energy 

consideration and provides discrete 𝑍eff(𝐸) data 

in steps of 10 keV (15 keV additionally), where, 

however, intermediate values can sufficiently be 

interpolated. The results are presented as en-

ergy-dependent line plots of 𝑍eff(𝐸) in Figure 

IV-61 covering a practice-relevant range of radi-

ation energy 𝐸 = 10…100 keV. Note, the charts 

focus on labMDF and its respective constituents 

with actual elemental analysis data as basis as 

well as the results calculated therefrom for lab-

MDF at common conditions with 𝑀𝐶 = 9.5 %. 

Additionally, Table IV-32 summarises the corre-

sponding 𝑍eff(𝐸) results by means of particular 

consideration of both an exemplary single en-

ergy 𝐸 = 10 keV and a spectral-weighted mean 

single-valued 𝑍eff(�̅�) via eq. (II-30). Whereas the 

former is attributed to the energy minimum of 

Auto-𝑍eff software, the latter refers to a selected 

pre-filtered tungsten X-ray spectrum with 

𝑈a,nom = 50 kV, i. e., W-RDP-50-w/ with meas-

ured 𝐸max = 50.9 kVp and �̅� = 29.2 keV (Chapter 

IV–4.3.3.1), and is henceforth denoted 

as 𝑍eff(�̅�, 50 kVp). At the lower energy limit, the 

total result range covers 𝑍eff(10 keV) =

5.83…6.18 with Δ𝑍eff(10 keV) = 0.35 and 

𝑄𝑍eff(10 keV) = 1.06 as comparison between 

the extremes, which is actually narrower com-

pared to �̅�eff. Analogously, for all materials, in 

turn, spectral-weighted mean values yield 

𝑍eff(�̅�, 50 kVp) = 5.21…5.57 where comparison 

within the range reveals slightly the same rela-

tions with Δ𝑍eff(�̅�, 50 kVp) = 0.37 and 

𝑄𝑍eff(�̅�, 50 kVp) = 1.07. Obviously, the best 

agreement of �̅�eff with 𝑍eff(𝐸) is found at 𝐸 =

10 keV. Here, the 𝑍eff(10 keV) results of all ma-

terials taken into account differ toward �̅�eff, nev-

ertheless, with Δ𝑍eff = −0.83 and 𝑄𝑍eff = 0.88. 

For a detailed comparison, reference is made to 

Table IV-32 and Figure IV-61, where the latter 

additionally shows �̅�eff as respective single val-

ues drawn at the ordinate (♦). Accordingly, differ-

ence between the methods increases with incre-

ment radiation energy owing to coincidently de-

creasing 𝑍eff(𝐸). Likewise, MARASHDEH et al. 

(2015) imply in their results, that a maximum 

𝑍eff(𝐸) is found at low energies due to the pre-

dominant interaction mechanism of photoelectric 

absorption. Hence, an increasing share of scat-

tering interactions on the total attenuation with 

increasing energy causes decreasing 𝑍eff(𝐸). 

Nonetheless, a similar slope can generally be 

observed for the considered materials in the 

lower energy range. More detailed, Figure IV-62 

and Figure IV-61 unveil significant divergence of 

the water slope with increasing energy owing to 

approximately double 𝜔(H) in water compared to 

dry WBC constituents and a corresponding high 

scattering share at higher energy levels. With 

particular focus on labMDF (dashed line), 𝑍eff(𝐸) 

slope is compared to its main components TMP, 

UF resin, and water in Figure IV-62. Obviously, 

the resulting labMDF at common 𝑀𝐶 = 9.5 % 

(dotted line) is undistinguishable from its constit-

uents   at   lower   energies   whereas   the   plots 
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material, substance  �̅�𝐞𝐟𝐟  𝚫�̅�𝐞𝐟𝐟  𝑸�̅�𝐞𝐟𝐟  𝒁𝐞𝐟𝐟(𝑬)  𝚫𝒁𝐞𝐟𝐟(𝑬)  𝑸𝒁𝐞𝐟𝐟(𝑬)  𝒁𝐞𝐟𝐟(�̅�)  𝚫𝒁𝐞𝐟𝐟(�̅�)  𝑸𝒁𝐞𝐟𝐟(�̅�) 

  ref.: TMP ref.: TMP  10 keV ref.: �̅�eff ref.: �̅�eff  50 kVp ref.: �̅�eff ref.: �̅�eff 

TMP 6.92   6.12 -0.80 0.884 5.50 -1.42 0.795 

labMDF 6.93 0.01 1.001 6.13 -0.80 0.885 5.51 -1.41 0.796 

labMDF 9.5 % MC 6.97 0.05 1.008 6.13 -0.85 0.879 5.48 -1.49 0.786 

Fmat 7.01 0.09 1.013 6.17 -0.84 0.880 5.57 -1.44 0.794 

UF-C 6.82 -0.10 0.985 6.07 -0.75 0.890 5.45 -1.37 0.799 

indMDF 6.94 0.02 1.002 6.12 -0.82 0.883 5.50 -1.44 0.793 

insulation 6.88 -0.05 0.993 6.09 -0.78 0.887 5.47 -1.41 0.796 

WBC (UF, mean) 7.06 0.14 1.020 6.18 -0.87 0.876 5.57 -1.48 0.790 

WBC (other, mean) 7.03 0.11 1.016 6.17 -0.86 0.878 5.55 -1.48 0.790 

water 7.42 0.50 1.072 6.14 -1.28 0.827 5.21 -2.21 0.702 

wood (simplistic) 6.79 -0.13 0.982 6.05 -0.74 0.890 5.40 -1.39 0.795 

wood (total mean) 6.98 0.06 1.009 6.15 -0.84 0.880 5.52 -1.46 0.791 

cellulose (mean) 6.89 -0.03 0.996 6.10 -0.79 0.885 5.45 -1.44 0.791 

hemicelluloses 
(mean) 

6.89 -0.03 0.996 6.11 -0.78 0.887 5.48 -1.41 0.795 

lignin (mean) 6.53 -0.39 0.943 5.83 -0.69 0.894 5.22 -1.31 0.799 

breast tissue 7.01 +0.09 1.013 5.80 -1.21 0.827 4.87 -2.14 0.695 

Table IV-32: Effective atomic numbers determined via power law (�̅�eff) or by Auto-𝑍eff software (𝑍eff(𝐸)) for single 

energy 𝐸 = 10 keV and as spectral-weighted mean via eq. (II-30) for a pre-filtered 50 kVp W spectrum (see Chapter 

IV–4.3.2.4) of applied WBCs and respective constituents based on actual elemental analysis data (upper rows) as 

well as common compound values and generalised literature figures, complete with comparison via Δ𝑍eff eq. (IV-39) 

and Q𝑍eff eq. (IV-40) toward respective reference. 

 

 

Figure IV-61: Effective atomic numbers 𝑍eff(𝐸) over a practice-relevant range of radiation energy 𝐸 determined by 

Auto-𝑍eff software (solid lines) of selected WBC and respective constituents based on actual elemental analysis 

data, complete with �̅�eff (♦) via power law method independent from 𝐸 for comparison, for summarised single values 

refer to Table IV-32. 
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slightly diverge with increasing radiation energy. 

Despite the distant water plot, low 𝑀𝐶 in a prac-

tice-relevant order is of minor impact on 𝑍eff(𝐸) 

due to the non-dominant contribution of 𝑀𝐶 to 

total WBC mass, particularly of H from H2O to 

WBC elemental composition at 𝑀𝐶. Moreover, 

considerable moisture influence arises far be-

yond FSP as exploratory studies with more ex-

treme virtually varied 𝑀𝐶 unveiled. However, re-

garding adhesive resin, UF-C plot reveals negli-

gible difference from 𝑍eff(𝐸)labMDF. Furthermore, 

discussions on impact independent from energy 

of varying WBC constituents are continued later 

by means of �̅�eff. In further comparison of 𝑍eff(𝐸) 

toward �̅�eff it can be generalised that both single 

values for particular energy and consequently 

spectral-weighted mean 𝑍eff(�̅�) consistently fall 

below �̅�eff with, e. g., Δ𝑍eff(10 keV) = −0.80 up 

to Δ𝑍eff(100 keV) = −2.70 in the case of labMDF 

or Δ𝑍eff(10 keV) = −1.28 to Δ𝑍eff(100 keV) =

−3.99 for water. Notwithstanding the range of dif-

ference values, the ratio on prevailing rather low 

energy level approximates 𝑄𝑍eff ≈ 0.8…0.9, 

thus, 𝑍eff(𝐸) is about 85 % that of �̅�eff. Eventu-

ally, as also expected, the observed result differ-

ences between the methods are attributed to ex-

plicit consideration of all energy-related attenua-

tion mechanisms by the methodical approach 

behind Auto-𝑍eff software. Contrary to this, �̅�eff 

results rather correspond to actual radiation ab-

sorption omitting scattering interactions. Regard-

ing intended evaluation of varying elemental 

compositions impact on attenuation potential at 

low energy levels, both methods are comparably 

conclusive. Beyond that, energy-dependent 

𝑍eff(𝐸) determination requires a comprehensive 

data basis, which is inherently included in Auto-

𝑍eff software. Consequently, both applied meth-

ods require, in turn, the same input, i. e., ele-

mental composition, resulting in comparably 

convenient applicability. The complementary 

consideration of the applied radiation spectra is 

more elaborate owing to the determination of the 

very same (refer to Chapter IV–4.2.6.1). 

To evaluate the impact of actually present and 

virtually varied elemental composition, result 

presentation and consequent discussion is 

henceforth focused on �̅�eff via eq. (IV-38). In this 

regard, �̅�eff results are compared to each other 

with �̅�eff,TMP = 6.92 as the fundamental refer-

ence for comparisons following eq. (IV-39) and 

eq. (IV-40) to clarify expected infinitesimal and 

particularly negligible influence of variations of 

resin content 𝜔(UF)OD, 𝑀𝐶, and 𝜔(𝑎). To this 

end, Table IV-32 compares �̅�eff results of all ma-

terials toward TMP, as aforementioned, where, 

regardless of lignin and water values, analysis-

based results range Δ�̅�eff = ±0.14 around 

�̅�eff,TMP in general. Beyond computations by 

means of analysis data from Chapter IV–2.4.2 

complete with determined ash content in Chap-

ter IV–2.3.2, Figure IV-63 illustrates virtual vari-

ation of �̅�eff,labMDF within an extreme but practice-

oriented range of resin content via nitrogen con-

tent 𝜔(N), moisture content 𝑀𝐶, ash content 

𝜔(𝑎), and effective atomic number of ash 

 �̅�eff,ash, where Table IV-33 summarises the up-

per and lower limit values around actual figures. 

As easily can be seen, the total range of virtual 

variation falls roughly below Δ�̅�eff = −0.15…+

0.3 around �̅�eff,TMP and is particularly caused by 

 

Figure IV-62: Effective atomic numbers 𝑍eff(𝐸) over a 

practice-relevant range of radiation energy 𝐸 deter-

mined by Auto-𝑍eff software of labMDF and respective 

constituents based on actual elemental analysis data, 

inset with magnified 𝑍eff(𝐸) plots between 𝐸 =

15…25 keV, for summarised single values refer to Ta-

ble IV-32; note undistinguishable charts of TMP, lab-

MDF (OD), and labMDF 9.5 % MC. 
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potential 𝜔(𝑎) variation. Nevertheless, detailed 

considerations reveal the following findings and 

consequent implications. 

In comparison to clean wood (simplistic), ele-

mental composition of UF adhesive resin is gov-

erned by fractional abundance of nitrogen (see 

UF-types in Table IV-15) independently from cur-

ing state. Here, UF-C roughly reveals a counter-

balanced ratio C ∶ N ∶ O and �̅�eff,UF-C = 6.82. Fig-

uratively, TMP resination adds N with 𝑍 = 7 to 

the elemental composition in between C (𝑍 = 6) 

and O (𝑍 = 8) where �̅�eff,labMDF = 6.93 finally ap-

proximates in the order of N, which becomes ob-

vious from the computational �̅�eff results likewise 

aforementioned. Here, a negligible variation to-

ward TMP of Δ�̅�eff = 0.01 and 𝑄�̅�eff = 1.001 is 

found to exist. The like applies to MDI-bonded 

insulation boards, where increased 𝜔(C) merely 

decreases �̅�eff,ins lation = 6.88, i. e., infinitesimal 

variation toward TMP of Δ�̅�eff = −0.05 and 

𝑄�̅�eff = 0.993. However, as illustrated by Figure 

IV-63 (upper plot), virtual variations of resin con-

tent 𝜔(UF)ODin terms of total nitrogen fraction 

around labMDF value in the range 𝜔(N)labMDF =

(3.4 ± 3) % yields potential variations of Δ�̅�eff =

±0.002 and 𝑄�̅�eff = 1.000; hence, �̅�eff,labMDF =

6.93 remains unaffected by varying UF resin 

content in a practice-oriented extreme range. 

Moreover, transferred conclusions on industrial 

WBCs bonded with conventional types of or-

ganic adhesive resins with potential organic ad-

ditives such as hydrophobic agents appear suffi-

cient in general since �̅�eff,indMDF = 6.94 ranges in 

the equal order. Finally, �̅�eff is totally unaffected 

by resination regarding the considered cases. 

Regularly applied 𝑀𝐶labMDF = 9.5 % correspond-

ing to 20/65 conditioning (refer to Table IV-5 in 

 

Figure IV-63: Effective atomic numbers �̅�eff of labMDF 

(oven-dry) based on virtual variation (solid lines) of ac-

tual elemental analysis data (♦) within an extreme but 

practice-oriented range of resin content via nitrogen 

content 𝜔(N) [%], moisture content 𝑀𝐶 [%], ash con-

tent 𝜔(𝑎) [%], and effective atomic number of ash 

 �̅�eff,ash. 

 

parameter variation (abs.)  �̅�𝐞𝐟𝐟  𝚫�̅�𝐞𝐟𝐟  𝑸�̅�𝐞𝐟𝐟 

+ 6.4 6.929 +0.002 1.000 

𝝎(𝐍) [%] 3.4 6.927   

−  0.4 6.925 -0.002 1.000 

FSP 27 7.04 +0.11 1.016 

+ 14.5 7.00 +0.02 1.003 

𝑴𝑪 [%] 9.5 6.97 +0.05 1.007 

−  4.5 6.95 -0.02 0.997 

OD 0.0 6.93   

+ 0.9 7.21 +0.28 1.040 

𝝎(𝒂) [%] 0.309 6.93   

−  0.0 6.78 -0.15 0.979 

+ 26 (Fe) 7.08 +0.15 1.022 

 �̅�𝐞𝐟𝐟,𝐚𝐬𝐡 20 (Ca) 6.93   

−  11 (Na) 6.80 -0.13 0.981 

Table IV-33: Effective atomic numbers �̅�eff of labMDF 

(oven-dry) based on virtual variation with upper (+) 

and lower (−) limit value around actual elemental 

analysis data with comparison via Δ�̅�eff eq. (IV-39) 

and 𝑄�̅�eff eq. (IV-40) toward the respective actual 

value. 
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Chapter IV–1.5) represents roughly the order of 

EMC of customary MDF in consequence of com-

mon ambient conditions. Accordingly computed 

�̅�eff,labMDF9.5%MC = 6.97 reveals negligible varia-

tion toward oven-dry labMDF of Δ�̅�eff = +0.04 

and 𝑄�̅�eff = 1.007. Likewise summarised in Ta-

ble IV-33, virtual variations of 𝑀𝐶labMDF =

(9.5 ± 5.0) % result in Δ�̅�eff = ±0.02 and 𝑄�̅�eff =

0.997…1.003 in comparison to the mean. Obvi-

ously, as illustrated by the almost horizontal plot 

in Figure IV-63 (second from top), the practice-

relevant MC range causes a slight but not sub-

stantial impact of EMC on �̅�eff. Moreover, further 

MC increment up to 𝑀𝐶FSP = 27 % (fibre satura-

tion point) solely yields marginally increase of 

�̅�eff in comparison to oven-dry state of Δ�̅�eff =

+0.11 and 𝑄�̅�eff = 1.016 owing to �̅�eff,water =

7.42 close to oven-dry labMDF. Contrary to the 

present findings, KULLENBERG et al. (2010) state 

a dependence of 𝑍eff of a mixture of elements on 

the amount of water. However, the absence of a 

report on their likewise according to eq. (IV-38) 

computed �̅�eff inhibits further evaluation of their 

findings. Nevertheless, their discovered context 

belongs to 𝑀𝐶 = 33…142 % ranging beyond 

FSP and appears sufficient, in turn. In this re-

gard, e. g., the energy-dependent 𝑍eff(�̅�, 50 kVp) 

of labMDF with virtual 𝑀𝐶 = 100 % is about 0.92 

times that of oven-dry material, i. e., actually in 

the middle compared to water with a factor of 

0.85 toward oven-dry labMDF. Apparently, dif-

ferences between dry wood or WBC matter and 

water arise with increasing radiation energy as 

aforementioned and obvious from Figure IV-62. 

Whereas 𝑍eff(𝐸 > 15 keV) of moist matter fall 

below dry state values, virtual �̅�eff,labMDF100%MC =

7.19 exceeds the dry state with Δ�̅�eff = +0.26 

and 𝑄�̅�eff = 1.037 but less distinctly. Eventually, 

the dual-energy X-ray application of KULLENBERG 

et al. (2010) for MC measurement and, however, 

the topic in general claims fundamental discus-

sions regarding issues below FSP and WBCs in 

general to be reported elsewhere. 

Variations in WBC ash content are generally at-

tributed to several material- and process-related 

parameters but commonly expected not to ex-

ceed 𝜔(𝑎) ≈ 1 % according to Table IV-11 and 

Table IV-12 in case of customary European 

WBCs. Subsequently, ash constituents with 𝑍𝑖 

beyond organic wood matter are fundamentally 

expected to raise �̅�eff. However, virtually tripling 

𝜔(𝑎)labMDF as the upper limit value in Table 

IV-33 causes 1.04 times higher �̅�eff with Δ�̅�eff =

+0.28 and 𝑄�̅�eff = 1.040 compared to the actu-

ally present composition of labMDF. Further-

more, labMDF virtually free of inorganic compo-

nents, i. e., 𝜔(𝑎)labMDF = 0 %, yields downward 

�̅�eff shift of Δ�̅�eff = −0.15 and 𝑄�̅�eff = 0.979 with 

potential �̅�eff = 6.78 in good agreement with 

�̅�eff,wood(sim) = 6.79 for simplistically considered 

wood as listed in Table IV-32. Figure IV-63 (sec-

ond from bottom) illustrates the minor but unde-

niable �̅�eff increment with increasing 𝜔(𝑎). Re-

gardless of missing actual analysis data of ash 

composition, virtual alteration of mineral abun-

dance in ash in terms of its analogously com-

puted �̅�eff,ash from �̅�eff,ash = 11 (corresponding to 

Na) up to �̅�eff,ash = 26 (Fe) cause Δ�̅�eff =

−0.13…+ 0.15 and 𝑄�̅�eff = 0.981…1.040. Obvi-

ously from the plot in Figure IV-63 (bottom) with 

remarkable non-linear slope, virtual variations of 

ash composition are comparable but less mark-

edly than in the case of 𝜔(𝑎). 

To summarise, the impact of variations in WBC 

composition within a conventional range on �̅�eff 

of the very same substance considered as mix-

ture of chemical elements is rather negligible. 

The same applies to energy-related data as viv-

idly illustrated by Figure IV-62, where, despite di-

vergent 𝑍eff(𝐸)water slope along increment 𝐸 and 

marginal difference of 𝑍eff(𝐸)UF-C plot at low-en-

ergy level, the line graphs of TMP as well as lab-

MDF at oven-dry and 𝑀𝐶 = 9.5 % state are con-

gruent and start to slightly diverge above 𝐸 <

40 keV. 

Beyond virtual variation, further comparison of 

results based on elemental analysis with compu-

tations based on elemental composition data 

from both literature and empirical determination 

unveils no crucial differences as summarised in 

Table IV-32. The deviations are less distinct than 

the virtual range presented in Table IV-33 and 

discussed above considering the example of 

�̅�eff, where the findings analogously apply to 

𝑍eff(𝐸). More detailed, �̅�eff of WBCs (mean) 

bonded with UF as well as by other means differ 
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from each other in a negligible order and slightly 

exceed TMP with Δ�̅�eff = +0.11…0.14 and 

𝑄�̅�eff ≈ 1.02 owing to higher mean ash content 

𝜔(𝑎) ≈ 0.5 % (see Table IV-14). Pure cell-wall 

constituents comprise inherently no minerals re-

sulting in marginally lower �̅�eff compared to TMP 

with Δ�̅�eff = −0.03 and 𝑄�̅�eff = 0.996 for all cel-

luloses and aforementioned more obvious differ-

ence of �̅�eff,lignin corresponding to increased 

𝜔(C) ≈ 63.4 % (see Table IV-14). The same ap-

plies to clean wood (simplistic) with assumed 

ideal elemental composition (6/50/44 %), which 

consequently falls below all other values (except 

lignin). 

Owing to underrepresented 𝑍eff investigations 

on wood and WBC in a technological context, 

comparison of the present computational results 

to data from further research is minimised. How-

ever, HUSSEIN et al. (1997) report �̿�eff,maple =

6.66 as comparison to their investigated narcot-

ics. Corresponding to computation following 

eq. (II-26), the single value appears dispropor-

tionally low whereas applied elemental composi-

tion is not further specified. Notwithstanding that 

MACEDO et al. (2002) performed actually no ele-

mental analysis and subsequent 𝑍eff computa-

tion, they point out an influence of chemical com-

position on linear attenuation coefficient even at 

equal density and consider corresponding de-

pendence on atomic number at low radiation en-

ergies. Complementary to rare wood data, 

MARASHDEH et al. (2015) summarise the results 

of almost all of their mangrove wood (Rhi-

zophora spp.) samples in the range 

𝑍eff(𝐸)mangrove = 3.5…7.5 over the energy range 

𝐸 = 10…60 keV, which is, accordingly, in good 

agreement with �̅�eff,mangrove = 7.09 calculated by 

BANJADE et al. (2001), in turn. However, a closer 

review of their findings (refer to Chapter II–2.2) 

partly unveils fundamental discrepancies in the 

work of MARASHDEH et al. (2015) due to obvi-

ously invalid elemental analysis data. Note, the 

studies of both BANJADE et al. (2001) and 

MARASHDEH et al. (2015) were, however, per-

formed in a medical context, where mangrove 

wood potentially serves as tissue equivalent 

phantom for dosimetric purposes. Primarily, 𝑍eff 

considerations commonly occur from medico-

physical application and research issues. 

Hence, relating comparisons of the present re-

sults are obvious, where breast tissue appears 

most suitable amongst human tissues regarding 

both its comparable elemental composition (cf. 

TAYLOR et al. (2012)) and aforementioned me-

thodical investigation problems (e. g. mammog-

raphy, refer to Chapter II–3.3). Here, breast tis-

sue with �̅�eff,breast = 7.01 is in good agreement 

with (moist) labMDF as well as common WBCs 

(from literature), where the difference toward 

TMP of Δ�̅�eff = +0.09 and 𝑄�̅�eff = 1.013 is like-

wise in the same order. On the contrary with re-

spect to radiation energy, 𝑍eff(𝐸)breast yields 

downward shifted computation results with al-

most congruent slope in comparison to WBC 

plots in Figure IV-61 owing to higher 𝜔(H)breast.  

 

5.1.3 Concluding remarks 

The concept of condensing the elemental com-

position of an actually present or virtually esti-

mated composite into one value, i. e., computing 

the effective atomic number weighted by elec-

tron fraction following the simplistic approach via 

eq. (IV-38), serves as viable measure for com-

parative evaluation of WBCs regarding their ra-

diation attenuation potential. Regardless of 𝑍eff 

determination method, both applied computation 

procedures facilitate rapid estimation of the 

X-ray attenuation potential of varying WBC com-

positions. Moreover, 𝑍eff highlights the elemental 

composition by a single number. Consequent 

quantification of effective radiation attenuation 

depends, however, on matter condensation of 

the constituent elements. In this regard, e. g., 

�̅�eff,air = 7.70 (cf. MAYNEORD (1937)) is in the 

neighbourhood of water with �̅�eff,H2O = 7.42 but, 

obviously, its effective attenuation is related to 

the present amount of matter. Hence, direct �̅�eff 

comparison is advantageous in the case of mat-

ter with similar true density 𝜌t, which is, to some 

extent, given with respect to WBC constituents 

(see Table IV-6 and Table IV-7). However, radi-

ation attenuation corresponds to the mass of 

penetrated matter, thus, its area density 𝜌A. 

Eventually, 𝑍eff based attenuation considera-

tions are fundamentally enabled by the smooth 
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correlation between atomic number 𝑍 and inter-

action cross-sections 𝜎 for X-rays (refer to Chap-

ter II–2.1, Table II-1). Note here, the 𝑍 depend-

ence of the linear attenuation coefficient 𝜇lin with 

individual consideration of the single attenuation 

processes photoelectric absorption and incoher-

ent scattering as pointed out in Chapter II–2.1 

(refer to eq. (II-18) to eq. (II-21)) allows to com-

pute a mean mass attenuation coefficient of the 

compound or mixture by means of 𝑍eff. However, 

the approach is, on the contrary, inexpedient for 

neutrons owing to the lack of a clear context be-

tween atomic number and radiation attenuation, 

which rather occurs vice versa and reveals indi-

vidual characterisations for particular chemical 

elements. 

Referring to both applied computation proce-

dures, i. e., power law method eq. (IV-38) and 

Auto-𝑍eff software, differences in resulting 𝑍eff, 

i. e., between �̅�eff and 𝑍eff(𝐸), respectively, are 

found as summarised in Table IV-32. Conse-

quently, comparison is reserved to the same 

method to be chosen according to particular pur-

pose and potential restrictions. At this, regarding 

power law method, exponent was defined with 

𝑚 = 2.94 according to historically prevalent ap-

plication but rather low compared to all hitherto 

extents. Nonetheless, increasing 𝑚 amplifies 

high-𝑍 constituents (likewise a weighted mean in 

general or the Lehmer mean, eq. (IV-21), partic-

ularly); thus, chosen 𝑚 is found to be appropriate 

for composition comparison purpose at low en-

ergy levels. As aforementioned, �̅�eff results via 

power law method are generally considered to 

overestimate the effective atomic number 𝑍eff of 

the investigated mixture with respect to energy-

related 𝑍eff(𝐸). Here, �̅�eff consistently falls below 

𝑍eff(𝐸), where minimum differences, thus, maxi-

mum 𝑍eff(𝐸), are found at the lowest considered 

energy. The marked downward slope of the 

𝑍eff(𝐸) plots in Figure IV-62 and Figure IV-61 

with increasing energy is particularly attributed to 

constituent hydrogen and correspondingly pre-

dominant scattering interactions within the con-

sidered energy range since X-ray attenuation 

depends on radiation energy and photoelectric 

absorption gains reduced dominance along with 

increment energy. 

Referring to the investigated actually measured 

and virtually varied elemental compositions, 

non-distinctive alteration of �̅�eff with minor extent 

is found in consequence of variations in ele-

mental composition as comprehensively dis-

cussed above and summarised in Figure IV-63 

and Table IV-33. Consequently, regular raw-ma-

terial- and process-related variations in general 

are, in turn, claimed to be negligible for effective 

mass attenuation as analogously investigated in 

Chapter IV–5.2. Considering organic binders for 

WBC, �̅�eff is found to be independent from adhe-

sive resin content and even type (refer to results 

for MDI-bonded insulation boards), where re-

sults reveal no relevant differences. Moreover, 

pure UF-C resin is in a comparable order to TMP 

and WBCs. Furthermore, upward MC variations 

below FSP cause infinitesimal increment of �̅�eff. 

Nonetheless, computed �̅�eff,labMDF9.5%MC repre-

senting mean moisture conditions is in good 

agreement with the value from oven-dry state 

�̅�eff,labMDF. Slightly more markedly but not tre-

mendously, ash content affects �̅�eff due to its 

constituent elements with Δ�̅�eff > 13 on average 

compared to clean wood (simplistic). Eventually, 

the same applies to 𝑍eff(𝐸) over total relevant 

energy range regarding all considered WBC 

constituents. 

Finally, no crucial differences in 𝑍eff are found to 

computationally result from varying elemental 

compositions of WBCs, where Δ𝑍eff between 

variously (organic) resin-bonded WBCs remains 

equally negligible within relevant radiation en-

ergy range. Consequently, according to compre-

hensive computations based on actual analysis 

data, reported elemental compositions, and vir-

tual variation of the very same as well as in com-

parison to rare literature values, all customary 

WBCs bonded with organic resins (without inor-

ganic additives) at EMC due to common environ-

mental conditions are more or less equal in 

terms of effective atomic numbers considering 

low radiation energy level with �̅�eff,WBC,EMC ≈ 7. 

Likewise, water equivalence is a requirement for 

phantom materials or dosimeters for medical ap-

plications and commonly evaluated via 𝑍eff com-

putations (cf. TAYLOR (2011)), equivalence of 

varying WBC compositions to common wood 
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values facilitates generalisation of X-ray attenu-

ation consideration. Obviously, with respect to 

power law values (�̅�eff), infinitesimal deviations 

from equality of the ratio of all virtually investi-

gated WBC compositions (see Figure IV-63 and 

Table IV-33) in the total order of 𝑄�̅�eff =

0.98…1.04 (particularly attributed to ash varia-

tions) unveil the wood equivalence of WBCs con-

sidering practice-relevant extremes of resin, ash, 

and moisture content. Furthermore, wood equiv-

alence is also found for 𝑍eff(𝐸) over the consid-

ered energy range, where values marginally di-

verge at high energies. Beyond this, increasing 

𝑀𝐶 starts to distort this consistency distinctly be-

yond FSP. 

 

5.2 Mass attenuation coefficient 

5.2.1 General remarks on the 

performance 

As already pointed out in Chapter II–2.3, the 

computation of mass-fraction-weighted total 

mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix 

via mixture rule serves as a clear quantification 

of radiation attenuation within a compound or 

mixture. In addition to attenuation potential esti-

mation of WBCs via 𝑍eff calculations in Chapter 

IV–5.1, application of the mixture rule for 

𝜇 𝜌⁄ (𝐸)mix computation is considered to provide 

enhanced quantification of potential impact of 

varying WBC elemental composition on effective 

radiation attenuation of the material under inves-

tigation.  

To this end, the mixture rule following eq. (II-31) 

is utilised according to basic explanations in 

Chapter II–2.3.2 for computations on the basis of 

both actual analysis data as elemental mass 

fractions 𝜔(𝑖) from Chapters IV–2.3 and IV–2.4 

as well as virtual variation referring to the very 

same in an extreme but practice-oriented range. 

Analogously to 𝑍eff determination in Chapter IV–

5.1, particularly the latter provides virtual evalu-

ation of resin, moisture, and ash content impact 

on radiation attenuation potential of WBCs. Vir-

tually each material with (empirically) known el-

emental composition can theoretically be inves-

tigated regarding the impact of its composition 

variation on radiation attenuation potential of the 

material in terms of 𝜇 𝜌⁄ (𝐸)mix for all considered 

energies. However, material selection for com-

putation and result presentation in Chapter IV–

5.2.2 basically corresponds to the available anal-

ysis data (Table IV-15) as well as some reported 

and empirically determined compositions (Table 

IV-14), where respectively summarised mean 

values are taken into account. Nevertheless, el-

emental analysis leaves ash composition un-

specified. The literature review (Chapter IV–

2.3.2) shows, however, that non-combustible 

residues are dominated by CaO. Moreover, 

�̅�eff,ash variations in Chapter IV–5.1.2 yield no 

considerable impact on WBC �̅�eff in a certain 

range. Therefore and for simplification purpose, 

mass fraction 𝜔(𝑎) values from ash content de-

termination are henceforth attributed to the 

chemical element Ca20  and the respective single 

mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)Ca unless 

otherwise stated like in the case of virtual varia-

tion of �̅�eff,ash (refer to Figure IV-70 and Table 

IV-37). Nevertheless, the considered material 

range is more or less congruent to the 𝑍eff eval-

uation, where reference is made to Table IV-32. 

Here, the charts and data compilations particu-

larly focus on labMDF and its respective constit-

uents with actual elemental analysis data at 

oven-dry (OD) conditions as basis as well as the 

results calculated therefrom for moist labMDF at 

standard 20/65 conditions with 𝑀𝐶 = 9.5 %, 

henceforth referred to as labMDF 9.5 % MC. 

As already justified in Chapter II–2.1, tabulated 

data for 𝜇 𝜌⁄ (𝐸)𝑖 from XCOM (2010) is utilised, 

which is equivalent to HUBBELL, SELTZER (2004), 

but allows, moreover, to enter additional ener-

gies beyond standard grid. For reasons of repro-

ducibility, all applied single values 𝜇 𝜌⁄ (𝐸)𝑖 of the 

chemical elements H1 , C6 , N7 , O8 , S16 , and 

Ca20  are comprehensively listed in Appendix  

VII–4 Table VII-3 to Table VII-9. Accordingly, vir-

tual variation of energy ranging 𝐸 = 5…100 keV 

in increments of Δ𝐸 = 1 keV (likewise for 𝑍eff(𝐸)) 

serves to more or less continuously illustrate the 

energy impact on radiation attenuation over a 

practice-oriented range. Beyond this, additional 

values (bold values in energy grid) are included 

exemplarily representing applied single mean 

energies �̅�; i. e., four particular energies �̅� on 
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three levels with corresponding devices are com-

piled in Table IV-34 including the radioisotope 

Am241 , which was commonly applied for RDP 

determination and in further previous investiga-

tions on wood (refer to Chapter II–2.3.3 and Ta-

ble II-3). Here, �̅� from spectra measurements 

(Chapter IV–4.3.3.1, no simulation data) employ-

ing respective initial beams (partly incl. pre-fil-

ters) was taken into account not the energy 

spectra after transmission through the individual 

specimens, which are also listed in Table IV-29. 

For further available values of �̅� and 𝐸max from 

the spectra evaluation of all device setups, refer-

ence is made to Table VII-2.  

For comparison between investigated materials 

(TMP, labMDF etc.) and virtual variation of the 

conditions of the very same matter, simple mass 

attenuation coefficient difference [m2 kg⁄ ] 

Δ
𝜇

𝜌
(𝐸)mix =

𝜇

𝜌
(𝐸)mix,𝑗 −

𝜇

𝜌
(𝐸)mix,ref (IV-41) 

or ratio as nondimensional quotient [−] 

𝑄
𝜇

𝜌
(𝐸)mix =

𝜇
𝜌
(𝐸)mix,𝑗

𝜇
𝜌
(𝐸)mix,ref

 (IV-42) 

is calculated, where 𝜇 𝜌⁄ (𝐸)mix refers to the total 

mean mass attenuation coefficient of the consid-

ered (subscript 𝑗) and the reference (ref) material 

or quantity, respectively. Furthermore, particu-

larly the evaluated virtual composition variations 

facilitate to deduce generalisations. To accord-

ingly evaluate fundamental trends within the uti-

lised practice-oriented range by means of a clear 

measure per variable constituent and energy 

level, the differential mass attenuation coefficient 

of the mixture 

𝛿
𝜇

𝜌
(𝐸)mix =

𝑄
𝜇
𝜌
(𝐸)mix+ − 𝑄

𝜇
𝜌
(𝐸)mix−

𝜔(𝑖 +) − 𝜔(𝑖 −)
∙ 100 

 (IV-43) 

is introduced with 𝑄 𝜇 𝜌⁄ (𝐸)mix [−] from 

eq. (IV-42) and 𝜔(𝑖) [%] as percentage abun-

dance of the considered constituent 𝑖, where + 

and − denote the upper and lower limit of varia-

tion range. The computation of 𝛿 𝜇 𝜌⁄ (𝐸)mix 

yields percent per percentage parameter varia-

tion [% %Δ𝜔(𝑖)⁄ ], where the fractional content 

𝜔(𝑖) may also refer to 𝑀𝐶 [%] or other particular 

compound concentrations within the mixture be-

yond elemental mass fraction as well as to, 

moreover, absolute variation of quantities such 

as �̅�eff of trace elements. 

Computational 𝜇 𝜌⁄ (𝐸)mix estimations according 

to eq. (II-31) considering a single (mean) energy 

cannot comprehensively represent actual atten-

uation conditions of polychromatic radiation in 

terms of X-ray transmission measurements. 

X-ray spectra data explicitly considering the em-

ployed measuring setup is rarely available in 

common practice and further affected by detec-

tion and the investigated material itself. How-

ever, measured spectra 𝑆(𝐸) (Chapter IV–

4.3.3.1) are taken into account for additional 

computation of spectral-weighted total mean 

mass attenuation coefficient 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 via 

eq. (II-35), where discrete data 𝑆(𝐸𝑗) is adapted 

to 𝜇 𝜌⁄ (𝐸)𝑖 raw data energy grid (Appendix  

VII–4) with Δ𝐸 = 1 keV such that individual 

∑ 𝑆(𝐸𝑗)𝑛 = 1. Spectra parameters such as �̅� and 

𝐸max (Table IV-29), remain, however, un-

changed. The results from integration over the 

measured spectral distributions are compared to 

𝜇 𝜌⁄ (𝐸)mix for 𝐸 = �̅� of the respective initial 

spectrum 𝑆D,0(𝐸). 

As commonly known and basically pointed out in 

Chapter II–2.1, total (tot) radiation attenuation 

during transmission through material comprises 

the single mechanisms photoelectric absorption 

(photo) as well as coherent (coh) and incoherent 

Energy type device label 

level 𝑬 [keV]    

low 12.7 �̅�  

�̅�  

W-mat-16-w/o 

W-panel-16-w/o 

medium 21.5 �̅�  

�̅�  

Ag-RDP-55-w/ 
W-RDP-35-w/o 

 29.2 �̅�  W-RDP-50-w/ 

high 59.5 𝐸𝛾   Am241  

Table IV-34: Radiation energies (classified on three 

levels) with corresponding X-ray device and setup la-

bels (Chapter IV–4.2.2 and IV–4.2.3) utilised for 

𝜇 𝜌⁄ (𝐸)mix computation following eq. (II-31), individu-

ally measured mean energy �̅� by means of X-ray 

spectrometry (Chapter IV–4.2.6.1 and IV–4.3.3.1), 

complete with radioisotope Am241 ; extract from Table 

VII-2. 
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(incoh) scattering within the considered energy 

range 𝐸 ≤ 100 keV. Single attenuation mecha-

nisms are strictly additive according to eq. (II-14) 

resulting in total mass attenuation coefficient 

𝜇tot 𝜌⁄ (𝐸) = 𝜇 𝜌⁄ (𝐸). Therefore, 𝜇 𝜌⁄ (𝐸)mix 

computation is extended to single attenuation 

process consideration by mixture rule applica-

tion via eq. (II-31) on the basis of already utilised 

elemental compositions. The applied elemental 

raw data for standard Δ𝐸 = 1 keV grid (with addi-

tional device-specific energies) from XCOM 

(2010) provides also single mechanism values, 

which are likewise compiled in Table VII-3 to Ta-

ble VII-9. Note, basic XCOM (2010) energy grid 

was used in terms of data determination, where 

no occurrence of absorption edges is found in 

the considered range 𝐸 = 5…100 keV for the 

HCNOS-elements and calcium, which is con-

firmed by the tables available from HUBBELL, 

SELTZER (2004). However, single process atten-

uation data further facilitates to evaluate individ-

ual contribution to total attenuation via computa-

tion of attenuation fraction 𝜉(𝑖) following 

eq. (II-15).  

Finally, computation results from Chapter IV–

5.2.2 by means of both single mean energies 

𝜇 𝜌⁄ (�̅�)mix as well measured X-ray spectra 

𝜇 𝜌⁄ (𝑆(𝐸))
mix

 are compared toward mean mass 

attenuation coefficient 𝜇 𝜌⁄̅̅ ̅̅ ̅ data from X-ray 

transmission measurements (Chapter IV–4.3.2). 

Corresponding values individually consider the 

respective device setup regarding measuring 

conditions, mean radiation energy �̅� or X-ray 

spectrum 𝑆(𝐸). All computations are, in turn, per-

formed on the basis of actually determined ele-

mental compositions corresponding to the very 

same measured material. Comparison results 

are presented in Chapter IV–5.2.3.  

 

5.2.2 Results and discussion 

Mass-fraction-weighted total mean mass attenu-

ation coefficients 𝜇 𝜌⁄ (𝐸)mix were computed for 

single energies within the range 𝐸 = 5…100 keV 

for selected materials with the abundances 𝜔(𝑖) 

based on both elemental analyses (TMP, lab-

MDF, Fmat, UF-C, indMDF, and insulation) as 

well as empirical and reviewed data (water, 

wood (simplistic), wood (total mean), cellulose 

(mean), hemicelluloses (mean), and lignin 

(mean)). In addition to oven-dry material, lab-

MDF at 𝑀𝐶 = 9.5 % is taken into account and 

henceforth referred to as labMDF 9.5 % MC, 

where its elemental composition is computed fol-

lowing inverse moisture correction as described 

in Chapter IV–2.4.2. The moisture state is con-

sidered to correspond to standard conditions (re-

fer to Chapter IV–1.5), i. e., virtual conditioning at 

20/65, with consequent 𝑀𝐶 = 9.5 % likewise 

measured for labMDF (refer to Table IV-5 in 

Chapter IV–1.5). 

For comprehensive result presentation, refer-

ence is made to Appendix VII–4 complete with 

single 𝜇 𝜌⁄ (𝐸)𝑖 of the constituent elements as 

raw data. However, Figure IV-64 summarises 

computation results via compilation of selected 

attenuation plots in one chart over radiation en-

ergy 𝐸. Additionally, Figure IV-65 individually 

presents the same plots (and indMDF) with su-

perimposed data points at low 𝐸 = 12.7 keV (♦), 

medium 𝐸 = 21.5 keV (■) and 𝐸 = 29.2 keV (▲), 

as well as high 𝐸 = 59.5 keV (●) energy level 

analogously to the selection in Table IV-34. Cor-

responding 𝜇 𝜌⁄ (𝐸)mix values for the very same 

energies are compiled in Table IV-35, where fur-

ther materials come in addition. All graphs on 

logarithmic vertical axis fundamentally reveal the 

typical slope for mass attenuation coefficient 

plots over radiation energy, here, with steep dec-

rement up to the region of 𝐸 = 25 keV and with 

comparably slight diminution beyond.  

All results can obviously be found in a compara-

ble order without distinct differences, as ex-

pected, since elemental compositions and effec-

tive atomic numbers (�̅�eff computation results, 

Chapter IV–5.1.2) are similarly close. Only water 

exceeds the other plots and cured adhesive 

resin (UF-C) slightly falls below, in both cases 

with decreasing distance along increasing en-

ergy, which is highlighted by means of the inset 

in Figure IV-64. Here, common composition of 

WBCs and the influence of present constituents 

on 𝜇 𝜌⁄ (𝐸)mix become obvious. Adhesive resin 

results summarised in UF-C with mean compo-

sition of both resin types (Table IV-3) as ther-

mally cured structure without additional hardener 
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(Table IV-4) reveal lowest 𝜇 𝜌⁄ (𝐸)mix values 

along the energy. Regardless of considerably 

higher nitrogen fraction 𝜔(N) (Figure IV-11) of 

UF-C, the observed difference in its 𝜇 𝜌⁄ (𝐸)mix 

is attributed to negligibly low ash content 𝜔(𝑎) <

0.1 %, where comparative calculations by means 

of TMP 𝜔(𝑎) = 0.309 % would reveal 𝜇 𝜌⁄ (𝐸)mix 

equivalent to TMP along total energy range. The 

composition of lab-made panels with a resin con-

tent of 𝜔UF,OD = 10 % (Chapter IV–1.2) yields, 

however, congruent plots of oven-dry (OD) lab-

MDF (dashed line in Figure IV-64) and its raw 

material TMP (solid grey line). Thus, well-dis-

persed UF adhesive resin in cured state and 

common concentration is found not to signifi-

cantly affect 𝜇 𝜌⁄ (𝐸)mix of the final panel. There-

fore, likewise indMDF plot in Figure IV-65 is 

more or less undistinguishable from labMDF 

(both OD). Computed water values are, in turn, 

higher than all others. Eventually, lab-

MDF 9.5 % MC results (dotted line in Figure 

IV-64) are affected by the moisture but can be 

found, however, not far beyond OD labMDF. 

So far, the result evaluation refers to visible per-

ception at an axis scale of the magnified inset in 

Figure IV-64 of ±0.021 m2 kg⁄ , i. e., ±34 %, 

around the vertical midpoint within this limited 

energy range 𝐸 = 20…25 keV. Actual difference 

between labMDF at OD state and 𝑀𝐶 = 9.5 % 

can, moreover, be quantified with Δ𝜇 𝜌⁄ (𝐸)mix =

+0.0011 m2 kg⁄ , where moist panels, therefore, 

exceed OD raw material values about 2 % at 𝐸 =

21.5 keV. To this end and beyond particular 

𝜇 𝜌⁄ (𝐸)mix results, Table IV-35 furthermore pre-

sents corresponding comparative figures 

Δ 𝜇 𝜌⁄ (𝐸)mix and Q𝜇 𝜌⁄ (𝐸)mix according to 

eq. (IV-41) and eq. (IV-42), respectively, on the 

four considered energy levels. Here, TMP data 

applies as reference representing clean wood. 

Accordingly and with equivalent extremes on all 

energy levels, 𝜇 𝜌⁄ (𝐸)mix ranges between maxi-

mum (water) and minimum (lignin) with differ-

ences toward TMP of Δ𝜇 𝜌⁄ (12.5 keV)mix =

−0.0343…+ 0.0607 m2 kg⁄  at the lowest  

and of Δ𝜇 𝜌⁄ (59.5 keV)mix = −0.0004… 

+0.0014 m2 kg⁄  at the highest considered  

energy, i. e., basically decreasing Δ𝜇 𝜌⁄ (𝐸)mix 

toward TMP along increasing 𝐸. The like applies 

to relative consideration with the ratios 

Q𝜇 𝜌⁄ (12.7 keV)mix = 0.833…1.296 and 

Q𝜇 𝜌⁄ (59.5 keV)mix = 0.981…1.071, respec-

tively. Whilst the clean wood constituents cellu-

lose as well as hemicelluloses are more or less 

equal and reveal no considerable differences to-

ward TMP, lignin as further component drops be-

low. Consequently, wood with the simplistic com-

position 𝜔(H) = 6 %, 𝜔(C) = 50 %, and 𝜔(O) =

44 % falls between. It is, moreover, ash content 

𝜔(𝑎), which causes individual 𝜇 𝜌⁄ (𝐸)mix differ-

ences between comparable materials apart from 

that. Considering WBC composition, cured ad-

hesive resin UF-C 𝜇 𝜌⁄ (𝐸)mix is 94.6 %, 95.5 %, 

96.9 %, and 99.3 % that of TMP depending on 

the energy level (𝐸 = 12.7, 21.5, 29.2, 59.5 keV). 

Analogously, pure water exceeds TMP values 

about 29.6 %, 21.9 %, 15.8 %, and 7.1 %. The 

value characteristics prove the already observed 

decreasing distance between the plots with in-

creasing energy, thus, mass attenuation coeffi-

cients of the investigated materials converge 

with   increasing   energy.  The   like   applies   to  

 

Figure IV-64: Total mean mass attenuation coeffi-

cients 𝜇 𝜌⁄ (𝐸)mix over a practice-relevant range of ra-

diation energy 𝐸 computed via eq. (II-31) for labMDF 

and respective constituents based on actual ele-

mental analysis data, inset with magnified 𝜇 𝜌⁄ (𝐸)mix 

plot between 𝐸 = 20…25 keV, for summarised single 

values refer to Table IV-35; note undistinguishable 

charts of TMP, labMDF (OD), and labMDF 9.5 % MC. 
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𝝁

𝝆
(𝑬)𝐦𝐢𝐱 

 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 

energy 𝑬 [keV] 12.7   21.5   29.2   59.5   

material, substance             

TMP 0.2050    0.0565    0.0338    0.0193    

labMDF 0.2055  +0.0004 1.002 0.0566  +0.0001 1.001 0.0338  0.0000 1.001 0.0193  0.0000 1.000 

labMDF 9.5 % MC 0.2107  +0.0057 1.028 0.0576  +0.0011 1.020 0.0342  +0.0005 1.014 0.0194  +0.0001 1.006 

Fmat 0.2136  +0.0086 1.042 0.0584  +0.0019 1.033 0.0345  +0.0008 1.023 0.0194  +0.0001 1.005 

UF-C 0.1940  -0.0111 0.946 0.0540  -0.0025 0.955 0.0327  -0.0010 0.969 0.0192  -0.0001 0.993 

indMDF 0.2067  +0.0017 1.008 0.0569  +0.0004 1.007 0.0339  +0.0002 1.005 0.0193  0.0000 1.001 

insulation 0.2009  -0.0042 0.980 0.0556  -0.0009 0.985 0.0334  -0.0003 0.990 0.0193  0.0000 0.998 

WBC (UF, mean) 0.2182  +0.0132 1.064 0.0593  +0.0028 1.050 0.0349  +0.0011 1.034 0.0194  +0.0001 1.008 

WBC (other, mean) 0.2157  +0.0107 1.052 0.0588  +0.0023 1.041 0.0347  +0.0009 1.028 0.0194  +0.0001 1.007 

water 0.2657  +0.0607 1.296 0.0689  +0.0124 1.219 0.0391  +0.0053 1.158 0.0207  +0.0014 1.071 

wood (simplistic) 0.1931  -0.0119 0.942 0.0538  -0.0027 0.953 0.0327  -0.0011 0.968 0.0192  -0.0001 0.994 

wood (total mean) 0.2115  +0.0064 1.031 0.0579  +0.0014 1.025 0.0343  +0.0006 1.017 0.0194  +0.0001 1.005 

cellulose (mean) 0.2022  -0.0028 0.986 0.0557  -0.0008 0.985 0.0334  -0.0004 0.990 0.0193  0.0000 1.000 

hemicellu. (mean) 0.2017  -0.0033 0.984 0.0555  -0.0010 0.983 0.0333  -0.0004 0.987 0.0193  0.0000 0.998 

lignin (mean) 0.1707  -0.0343 0.833 0.0494  -0.0071 0.874 0.0309  -0.0028 0.916 0.0189  -0.0004 0.981 

Table IV-35: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix at four energy levels 𝐸 (corresponding to �̅� of W-

mat-16-w/o, W-RDP-35-w/o, and W-RDP-50-w/ device (Table IV-29) as well as Am241 ) computed via eq. (II-31) of 

applied WBCs and respective constituents based on actual elemental analysis data (upper rows) as well as common 

compound values and generalised literature figures (lower rows), complete with comparison via Δ𝜇 𝜌⁄ (𝐸)mix 

eq. (IV-41) and Q𝜇 𝜌⁄ (𝐸)mix eq. (IV-42) toward respective TMP data as reference.  

 

 

Figure IV-65: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix over a practice-relevant range of radiation energy 

𝐸 (solid lines) computed via eq. (II-31) of applied WBCs and respective constituents based on actual elemental 

analysis data, complete with superimposed data points at low 𝐸 = 12.7 keV (♦), medium 𝐸 = 21.5 keV (■) and 𝐸 =

29.2 keV (▲), as well as high 𝐸 = 59.5 keV (●) energy level, for summarised single values refer to Table IV-35. 
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actually moist material including adhesive resin, 

i. e., labMDF 9.5 % MC, but with considerably 

decreased extent, hence, computed 𝜇 𝜌⁄ (𝐸)mix 

exceed TMP reference values by about 2.8 %, 

2.0 %, 1.4 %, and 0.6 % (again at 𝐸 =

12.7, 21.5, 29.2, 59.5 keV). On the contrary, exclu-

sive resin addition resulting in labMDF causes no 

significant 𝜇 𝜌⁄ (𝐸)mix variations with negligible 

𝑄 𝜇 𝜌⁄ (𝐸)mix = 1.0…1.002 at OD conditions. 

The like applies to PMDI-bonded insulation, 

where slight differences are only observed 

around the low energy level and are considered 

to be rather attributed to lower 𝜔(𝑎) of the per-

formed analysis. 

To conclude computed total mean mass attenu-

ation coefficients 𝜇 𝜌⁄ (𝐸)mix, 

- a negligible impact of adhesive resin is 

proven, 

- low-energy 𝜇 𝜌⁄ (𝐸)mix reveal individual vari-

ations up to 3 % above clean TMP depend-

ing on 𝑀𝐶 and ash content 𝜔(𝑎), 

- whereas all computed values except water 

are roughly equal at 59.5 keV level with 

𝜇 𝜌⁄ (𝐸)mix ≈ 0.0193m
2 kg⁄ . 

The latter, in turn, is in good agreement with 

some of the reviewed values compiled in Table 

II-3. However, for comparison with underrepre-

sented literature values and particularly meas-

ured 𝜇 𝜌⁄̅̅ ̅̅ ̅, reference is made to Chapter IV–

5.2.3. 

Beyond fundamental 𝜇 𝜌⁄ (𝐸)mix results, the 

mass-fraction-weighted attenuation contribution 

𝜂(𝑖) is computed following eq. (II-33) again at the 

four energy levels. The result presentation is, 

however, focused on similar material selection 

like in Figure IV-64 and Figure IV-65, i. e., ap-

plied OD WBCs (labMDF, indMDF, and insula-

tion) and the respective raw material (TMP, UF-

C, and Fmat) as well as water and, conse-

quently, moist labMDF 9.5 % MC. Figure IV-66 

presents 𝜂(𝑖) results as stacked horizontal bar 

charts transferred to 100 % scale. For corre-

sponding values reference is made to Table 

IV-36.  

material mass-fraction-weighted  
attenuation contribution 

 𝜼(𝒊) [%] 

  𝐇𝟏   𝐂𝟔   𝐍𝟕   𝐎𝟖   𝐒𝟏𝟔   𝒂 

energy 𝑬 12.7 keV 

TMP 1.1 30.5 0.4 60.7 0.1 7.2 

labMDF 1.1 29.4 3.2 58.9 0.2 7.2 

labMDF 9.5 % MC 1.1 26.2 2.9 63.2 0.2 6.4 

Fmat 1.1 28.5 2.9 56.1 0.4 11.1 

UF-C 1.1 19.4 35.0 43.3 0.0 1.1 

indMDF 1.1 29.1 4.0 57.3 0.5 8.0 

insulation 1.1 32.0 0.5 59.8 0.0 6.5 

water 1.6 0.0 0.0 98.4 0.0 0.0 

energy 𝑬 21.5 keV 

TMP 3.9 35.3 0.4 54.6 0.1 5.8 

labMDF 3.8 34.0 3.2 53.0 0.2 5.8 

labMDF 9.5 % MC 4.1 30.5 2.9 57.2 0.2 5.2 

Fmat 3.7 33.2 2.9 50.8 0.3 9.0 

UF-C 3.9 22.2 34.3 38.6 0.0 0.9 

indMDF 3.9 33.8 4.0 51.6 0.4 6.4 

insulation 3.9 36.9 0.5 53.5 0.0 5.2 

water 6.0 0.0 0.0 94.0 0.0 0.0 

energy 𝑬 29.2 keV 

TMP 6.3 39.8 0.4 49.5 0.0 4.0 

labMDF 6.2 38.3 3.2 48.0 0.1 4.0 

labMDF 9.5 % MC 6.6 34.5 2.9 52.2 0.1 3.6 

Fmat 6.2 37.8 2.9 46.6 0.2 6.3 

UF-C 6.3 24.7 33.9 34.5 0.0 0.6 

indMDF 6.3 38.1 4.0 46.9 0.3 4.5 

insulation 6.3 41.3 0.5 48.2 0.0 3.6 

water 10.2 0.0 0.0 89.8 0.0 0.0 

energy 𝑬 59.5 keV 

TMP 10.1 46.5 0.4 42.0 0.0 1.1 

labMDF 10.0 44.9 3.2 40.8 0.0 1.1 

labMDF 9.5 % MC 10.7 40.7 2.9 44.6 0.0 1.0 

Fmat 10.0 45.0 3.0 40.2 0.1 1.7 

UF-C 9.9 28.2 33.2 28.6 0.0 0.2 

indMDF 10.1 44.7 4.0 39.9 0.1 1.2 

insulation 10.0 47.9 0.5 40.6 0.0 1.0 

water 17.7 0.0 0.0 82.3 0.0 0.0 

Table IV-36: Mass-fraction-weighted attenuation con-

tribution 𝜂(𝑖) [%] following eq. (II-33) of constituent el-

ements and ash (𝑎 = Ca20 ) for applied WBCs and re-

spective raw material based on actual elemental anal-

ysis data, at four energy levels 𝐸 (corresponding to �̅� 

of W-mat-16-w/o, W-RDP-35-w/o, and W-RDP-50-w/ 

device (Table IV-29) as well as Am241 ); note, all ma-

terials oven-dry except labMDF 9.5 % MC (virtually 

conditioned at 20/65) and water. 
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Figure IV-66: Mass-fraction-weighted attenuation contribution 𝜂(𝑖) [%] following eq. (II-33) of constituent elements 

and ash (𝑎 = Ca20 ) for applied WBCs and respective raw material based on actual elemental analysis data, at four 

energy levels 𝐸 (corresponding to �̅� of W-mat-16-w/o, W-RDP-35-w/o, and W-RDP-50-w/ device (Table IV-29) as 

well as Am241 ); note, all materials oven-dry except labMDF 9.5 % MC (virtually conditioned at 20/65) and water; for 

detailed values refer to Table IV-36. 
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The charts and values of 𝜂(𝑖) obviously differ 

from 𝜔(𝑖) (refer to Figure IV-11) since 𝑖th mass 

fraction is combined with actual attenuation po-

tential of the single constituent. Accordingly, bar 

widths are weighted by 𝜇 𝜌⁄ (𝐸)𝑖 (additionally 

presented in Figure IV-69), hence radiation en-

ergy dependency comes in addition. With in-

creasing energy, major attenuation contribution 

is generally found to be shifted from right to left 

in the shown order of chemical elements, i. e., 

from high-𝑍 to low-𝑍 constituents. Increasing 

contribution of hydrogen H with increasing en-

ergy 𝐸 becomes particularly obvious from water 

charts and data. The like applies to the other ma-

terials. Contrary to this, considerably decreasing 

𝜂(𝑖) values with increasing 𝐸 particularly toward 

high energy level can be observed for ash 𝑎 con-

tribution, which is considered as elemental Ca as 

already pointed out elsewhere. Again, sulphur is 

negligible with 𝜂(S) ≤ 1 %, where already 𝜔(S) 

was rather close to detection limit of elemtal 

analysis as pointed out in Chapter IV–2.4.2. 

Beyond the result presentation in Figure IV-66, 

Pareto charts are further utilised to illustrate 

mass-fraction-weighted contribution character of 

the investigated mixtures and particular differ-

ence between the four energy levels. To this 

end, Figure IV-67 and Figure IV-68 show both 

𝜂(𝑖) [−] in descending order (bars) and its cumu-

lation ∑𝜂(𝑖)  [%]  (■ line plot) for applied WBCs 

and raw TMP fibres. Obviously, all charts reveal 

a common situation of Pareto analysis, where 

few members govern the overall result. The ele-

ments O and C significantly dominate the total at-

tenuation of all materials on every energy level 

and yield, e. g. for labMDF 9.5 % MC, a cumu-

lated contribution of ∑𝜂(𝑖) = 89 %, 88 %, 87 %, 

and 85 % at 𝐸 = 12.7, 21.5, 29.2, and 59.5 keV, 

respectively. Here, both constituents are consist-

ently found in the same descending order 𝜂(O) >

𝜂(C) where, however, 𝜂(O) decreases with in-

creasing energy in support of 𝜂(C). Moreover, 

different 𝜇 𝜌⁄ (𝐸)𝑖, slopes in Figure IV-69, where 

initially distant CNO-element plots converge with 

increasing energy, enable understanding of en-

ergy-dependent attenuation contribution within 

the considered WBC materials. Therefore, low-

energy 𝜂(𝑖) Pareto chart results are amplified by 

𝜇 𝜌⁄ (𝐸)𝑖 diversity whereas high-energy figures 

more or less represent elemental composition. 

Accordingly, 59.5 keV chart in Figure IV-66 ap-

pears equivalent to stacked horizontal bar charts 

of 𝜔(𝑖) in Figure IV-11. Likewise, the contribution 

and order of the other elements H, N, (and S) and 

ash 𝑎 varies not only depending on material, 

thus, composition, but also due to energy level. 

With further respect to Figure IV-69, hydrogen H 

attenuation reveals different behaviour toward 

CNO-elements as well as Ca. Accordingly, H plot 

and data unveil low 𝜇 𝜌⁄ (𝐸) at low and low-me-

dium energy level with considerably lower dimi-

nution about 25 % along the considered energy 

range, and values beyond CNO-elements from 

medium energy level about 𝐸 = 27 keV (refer to 

Table VII-3 and Figure VII-29 in Appendix VII–4). 

Total attenuation, however, is dominated by 

scattering and features practically no absorption 

for 𝐸 ≥ 5 keV. Regardless of attenuation mecha-

nisms, hydrogen is the third-strongest contribu-

tor at the high energy level with 𝜂(H) ≈ 10 % in 

contrast to low energy, where 𝜂(H) = 1.1 % is 

negligible as directly compared in Figure IV-67. 

On the contrary, ash contribution is on third po-

sition with 𝜂(𝑎) ≈ 6 % up to low-medium energy 

level and negligible, in turn, at highest energy 

with 𝜂(𝑎) = 1 %. With regard to investigated ma-

terial containing UF adhesive resin, i. e., labMDF 

(OD and 9.5 % MC), Fmat, and indMDF, contri-

bution of nitrogen reveals equivalent results on 

all considered energy levels with 𝜂(N) ≈

3…4 %. Eventually, actual contribution of ele-

ments besides C and O to total attenuation by 

WBCs around standard conditions is obviously 

rather small and partly negligible in strong de-

pendence on applied radiation energy. 
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Figure IV-67: Pareto charts of mass-fraction-weighted attenuation contribution 𝜂(𝑖) [– ] (bars, left vertical axis) fol-

lowing eq. (II-33) and its cumulation ∑𝜂(𝑖) [%]  (■, right vertical axis) of constituent elements and ash (𝑎 = Ca20 ) 

for applied WBCs and raw TMP fibres based on actual elemental analysis data, at low and high energy level 𝐸 =

12.7 keV and 𝐸 = 59.5 keV (corresponding to �̅� of W-mat-16-w/o device (Table IV-29) and Am241 ); note, all materials 

oven-dry except labMDF 9.5 % MC (virtually conditioned at 20/65); for detailed values refer to Table IV-36. 
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Figure IV-68: Pareto charts of mass-fraction-weighted attenuation contribution 𝜂(𝑖) [– ] (bars, left vertical axis) fol-

lowing eq. (II-33) and its cumulation ∑𝜂(𝑖) [%]  (■, right vertical axis) of constituent elements and ash (𝑎 = Ca20 ) 

for applied WBCs and raw TMP fibres based on actual elemental analysis data, at medium energy level 𝐸 =

21.5 keV and 𝐸 = 29.2 keV (corresponding to �̅� of W-RDP-35-w/o and W-RDP-50-w/ device (Table IV-29)); note, all 

materials oven-dry except labMDF 9.5 % MC (virtually conditioned at 20/65); for detailed values refer to Table IV-36. 
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Notwithstanding the above investigation of 

mass-fraction-weighted attenuation contribution 

𝜂(𝑖) based on actual elemental analysis data, the 

virtual variation of WBC composition exemplarily 

for labMDF (oven-dry) serves as further basis for 

𝜇 𝜌⁄ (𝐸)mix computation via mixture rule to eval-

uate influence of 𝜔(N) (for resin content), 𝑀𝐶, 

𝜔(𝑎), and �̅�eff,ash (for ash composition) within a 

practice-oriented range with extreme character 

considering conventional WBCs. Figure IV-70 il-

lustrates virtually computed 𝜇 𝜌⁄ (𝐸)mix results 

along respective parameter variation at low 𝐸 =

12.7 keV, medium 𝐸 = 21.5 keV and 𝐸 =

29.2 keV, as well as high 𝐸 = 59.5 keV energy 

level. Table IV-37 summarises chart data with 

particular focus on virtual lower (−) and upper 

(+) limits complete with comparison via 

Δ 𝜇 𝜌⁄ (𝐸)mix eq. (IV-41) and Q𝜇 𝜌⁄ (𝐸)mix 

eq. (IV-42) toward respective 𝜇 𝜌⁄ (𝐸)mix values 

from actual analysis data. To this end, result 

presentation corresponds to �̅�eff charts in Figure 

IV-63 as well as the data in Table IV-33 consid-

ering range of virtual variation. Accordingly, com-

parison toward �̅�eff reveals equivalent tenden-

cies for 𝜇 𝜌⁄ (𝐸)mix results in general whereas 

particular extent differs in dependency of energy 

level of 𝜇 𝜌⁄ (𝐸)mix computation owing to its en-

ergy dependency and the calculation of �̅�eff in-

dependent from any energy consideration. Rela-

tive quantification of variation effects by the non-

dimensional quotients 𝑄�̅�eff and Q𝜇 𝜌⁄ (𝐸)mix, 

respectively, unveils a comparable impact of 

composition variations around high-medium to 

high radiation energies. The individual character, 

however, requires a differentiated consideration 

of the constituents.  

Regarding adhesive resin content, more or less 

equal 𝜇 𝜌⁄ (𝐸)mix values can be found on each 

energy level unaffected by 𝜔(N)labMDF = (3.4 ±

3) % variation. On the upper limit (+), there is no 

quantifiable difference with Δ𝜇 𝜌⁄ (𝐸)mix = 0. In-

finitesimal differences can be observed on the 

lower limit (−) with Δ𝜇 𝜌⁄ (𝐸)mix ≤

+0.0003 m2 kg⁄ . Hence, relative variation re-

veals a negligible range of Q𝜇 𝜌⁄ (𝐸)mix =

1.0…1.002, which falls even below indMDF dif-

ference toward TMP (clean wood) in Table IV-35 

with Q𝜇 𝜌⁄ (𝐸)mix < 1.008. 

Virtual variation of the moisture conditions 

around 𝑀𝐶labMDF = 9.5 % corresponding to 

standard conditions 20/65 reveals minor but 

partly considerable differences within the limits 

particularly on low energy level with 

Δ 𝜇 𝜌⁄ (𝐸)mix = −0.0026…+ 0.0024 m
2 kg⁄ . To-

ward oven-dry (OD) state at the very same en-

ergy 𝐸 = 12.7 keV labMDF 9.5 % MC differs, in 

turn, with Δ 𝜇 𝜌⁄ (𝐸)mix = +0.0052 m
2 kg⁄  and 

maximum moisture limit with assumed 𝑀𝐶FSP =

27 % (fibre saturation point) would exceed OD 

attenuation values with Δ𝜇 𝜌⁄ (𝐸)mix =

+0.0128 m2 kg⁄ . However, the impact of 𝑀𝐶 on 

𝜇 𝜌⁄ (𝐸)mix decreases with increasing energy. 

Moreover, primarily considered Δ𝑀𝐶 = ±5 % 

causes no more than the relative deviation of 

±1.2 % on low and medium energy level. Mois-

ture variations within the common limits are neg-

ligible in case of high energy 𝐸 = 59.5 keV with 

Q𝜇 𝜌⁄ (𝐸)mix = 0.997…1.003.  

 

 

Figure IV-69: Single mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of constituent HCNO-elements complete with 

Ca for ash over a practice-relevant range of radiation 

energy 𝐸 as raw data from XCOM (2010), inset with 

magnified 𝜇 𝜌⁄ (𝐸)𝑖 plot between 𝐸 = 20…25 keV, for 

single values refer to Table VII-3 to Table VII-9. 
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The greatest impact with the steepest slope of 

the plots in Figure IV-70 can be observed for the 

variation of both ash content 𝜔(𝑎) and composi-

tion via �̅�eff,ash, however, again decreasing with 

increasing energy. In consequence of virtual 

elimination of any mineral constituents, i. e., 

𝜔(𝑎) = 0 %, 𝜇 𝜌⁄ (𝐸)mix falls consistently below 

labMDF (OD) values on EA basis with 

Q𝜇 𝜌⁄ (𝐸)mix = 0.933…0.993 along the consid-

ered energy range. Virtually threefold increase of 

ash content to 𝜔(𝑎) = 0.9 % yields, in turn, con-

siderably increased 𝜇 𝜌⁄ (𝐸)mix due to larger 

abundance of high-attenuating Ca20 , where com-

puted mass attenuation coefficients exceed an-

alysed labMDF (OD) values about 1.5…13.4 % 

depending on considered radiation energy. In 

contradiction to aforementioned parameters, vir-

tual ash composition variation reveals non-linear 

slope of corresponding 𝜇 𝜌⁄ (𝐸)mix plots (last row 

in Figure IV-70) on each energy level. The ex-

tent, however, can be found below ash content 

impact. Particularly the decrement of �̅�eff,ash is of 

practical relevance due to increased abundance 

of light ash elements like Si14  in consequence of, 

e. g., utilisation of annual plants with typically 

higher silicate content. Accordingly, 𝜇 𝜌⁄ (𝐸)mix 

could fall up to 6 % below conventional labMDF 

(OD) values but may further be counterbalanced 

by increased 𝜔(𝑎). 

Finally, moisture and ash content are found to 

have a potentially considerable impact on WBC 

𝜇 𝜌⁄ (𝐸)mix at low energies. However, all virtually 

evaluated composition variations become negli-

gible at high energy levels. 

 

 

 

 

 

 

energy 𝑬 [𝐤𝐞𝐕]  12.7    21.5    29.2    59.5   

𝝁

𝝆
(𝑬)𝐦𝐢𝐱 

  𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
  𝝁 𝝆⁄  

  [
𝑚2

𝑘𝑔
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
  𝝁 𝝆⁄  

  [
𝑚2

𝑘𝑔
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 

parameter variation 
(abs.) 

            

+ 6.4 0.2055 0.0000 1.000 0.0566 0.0000 1.000 0.0338 0.0000 1.000 0.0193 0.0000 1.000 

𝝎(𝐍) [%] 3.4 0.2055   0.0566   0.0338   0.0193   

−  0.4 0.2058 +0.0003 1.002 0.0567 +0.0001 1.002 0.0338 +0.0001 1.002 0.0193 0.0000 1.002 

FSP 27 0.2183 +0.0128 1.062 0.0592 +0.0026 1.046 0.0349 +0.0011 1.033 0.0196 +0.0003 1.015 

+ 14.5 0.2131 +0.0024 1.011 0.0581 +0.0005 1.009 0.0345 +0.0002 1.006 0.0195 +0.0001 1.003 

𝑴𝑪 [%] 9.5 0.2107 +0.0052 1.025 0.0576 +0.0011 1.019 0.0342 +0.0005 1.014 0.0194 +0.0001 1.006 

−  4.5 0.2081 -0.0026 0.988 0.0571 -0.0005 0.991 0.0340 -0.0002 0.993 0.0194 -0.0001 0.997 

OD 0.0 0.2055   0.0566   0.0338   0.0193   

+ 0.9 0.2330 +0.0275 1.134 0.0626 +0.0060 1.107 0.0362 +0.0024 1.073 0.0196 +0.0003 1.015 

𝝎(𝒂) [%] 0.309 0.2055   0.0566   0.0338   0.0193   

−  0.0 0.1917 -0.0138 0.933 0.0536 -0.0030 0.947 0.0326 -0.0012 0.964 0.0192 -0.0001 0.993 

+ 26 (Fe) 0.2185 +0.0130 1.063 0.0598 +0.0032 1.057 0.0352 +0.0014 1.040 0.0195 +0.0002 1.009 

 �̅�𝐞𝐟𝐟,𝐚𝐬𝐡 20 (Ca) 0.2055   0.0566   0.0338   0.0193   

−  11 (Na) 0.1931 -0.0124 0.940 0.0538 -0.0028 0.951 0.0327 -0.0011 0.967 0.0192 -0.0001 0.993 

Table IV-37: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of labMDF (oven-dry) based on virtual variation 

with upper (+) and lower (−) limit value around actual elemental analysis data with comparison via Δ𝜇 𝜌⁄ (𝐸)mix 

eq. (IV-41) and Q𝜇 𝜌⁄ (𝐸)mix eq. (IV-42) toward the respective actual value. 
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Figure IV-70: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of labMDF (oven-dry) based on virtual variation 

of actual elemental analysis data (points ♦, ■, ▲, ●) within an extreme but practice-oriented range of resin content 

via nitrogen content 𝜔(N) [%], moisture content 𝑀𝐶 [%], ash content 𝜔(𝑎) [%], and effective atomic number of ash 

 �̅�eff,ash at low 𝐸 = 12.7 keV (♦), medium 𝐸 = 21.5 keV (■) and 𝐸 = 29.2 keV (▲), as well as high 𝐸 = 59.5 keV (●) 

energy level. 
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For further quantitative evaluation of composi-

tion variation with exclusive respect to one factor 

at a time, the differential mass attenuation coef-

ficient 𝛿 𝜇 𝜌⁄ (𝐸)mix is introduced. The figure vir-

tually expresses relative variation of 𝜇 𝜌⁄ (𝐸)mix 

in consequence of composition variation with re-

spect to the discussed aspects of resin content 

(via nitrogen content 𝜔(N)), 𝑀𝐶, and ash content 

𝜔(𝑎) as well as ash composition in terms of ef-

fective atomic number of the ash �̅�eff,ash. Conse-

quent computation following eq. (IV-43) takes 

𝜇 𝜌⁄ (𝐸)mix ranges with respect to the variables 

in Table IV-37 and their limits on the very same 

energy levels into account. Here, the bottom of 

the unit fraction [% …⁄ ] represents a respectively 

utilised calculation reference. Since 𝛿 𝜇 𝜌⁄ (𝐸)mix 

presumes linear context in the considered range, 

its calculation is only partly applicable to virtual 

�̅�eff,ash variation (last-row charts in Figure IV-70), 

which obviously reveals a non-linear and rather 

progressively increasing slope. For the purpose 

of comparison and estimation of ash composi-

tion impact on different energy levels, it, how-

ever, is considered to serve as an appropriate 

figure for potential �̅�eff,ash variation effects on ra-

diation attenuation. 

The results of 𝛿 𝜇 𝜌⁄ (𝐸)mix in Table IV-38 for vir-

tual variation of labMDF (oven-dry) composition 

parameters in Table IV-37 unveil generally de-

creasing impact of WBC composition variation 

with increasing radiation energy in terms of de-

creasing 𝛿 𝜇 𝜌⁄ (𝐸)mix values; hence, confirm 

hitherto findings. Negligible influence of adhe-

sive resin content variation evaluated via 𝜔(N) 

becomes obvious with consistent 𝛿 𝜇 𝜌⁄ (𝐸)mix =

−0.03% %𝛥𝜔(N)⁄  along total energy range. 

Thus, considering urea-based types of adhesive 

resin, no quantifiable impact of content and rec-

ipe apart from further additives can be stated by 

way of calculation. Increasing 𝑀𝐶 causes slightly 

increasing attenuation coefficients on low and 

low-medium energy levels with 𝛿 𝜇 𝜌⁄ (𝐸)mix ≈

0.2% %𝛥𝑀𝐶⁄ . At higher energy levels, 

𝛿 𝜇 𝜌⁄ (𝐸)mix is more or less half the number and 

moisture variations in common application range 

yield no significant variation of WBC mass atten-

uation coefficients. The quantified influences of 

ash content variation appear tremendous but, 

note, the unit is related to one percent ash con-

tent variation. Breaking the figure down into 

𝛥𝜔(𝑎) = 0.1 % as basis, the differential mass at-

tenuation coefficient would range in the order of 

1…2 % at low and medium energy levels, which 

can, nevertheless, not necessarily be neglected 

for particular WBC applications. However, the to-

tal range of consideration comprises, e. g., 

𝛥𝜔(𝑎) = 0.9 % for European wood species (for 

details reference is made to Table IV-11). More-

over, increasing ash content will cause severe 

impact in the case of, e. g., tropical hardwoods 

or increment bark fraction in WBCs as well as 

regarding other lignocellulosic material such as 

bamboo and annual plants like rice straw (cf. 

LAMPERT (1967)). In this regard, the lower 𝑍𝑒ff of 

the constituent ash elements in consequence of 

commonly increased Si14  content in annual 

plants, will, in turn, affect 𝜇 𝜌⁄ (𝐸)mix of WBCs 

made off such raw material. Differential variation 

in the order of 𝛿 𝜇 𝜌⁄ (𝐸)mix =

0.5…1.0 % 𝛥�̅�eff,ash⁄  at low and medium energy 

levels is considered not to reveal a distinct im-

pact in the case of European wood species with 

similar ash compositions. However, in WBC pro-

duction rather a decrement of applied �̅�eff,ash =

20 corresponding to Ca20  can be expected due 

to bark content (sand) or application of annual 

plants as well as the addition of 10…20 % fire re-

tardants (on OD wood basis, on demand of fire-

protection effect (cf. DEPPE, ERNST (1996)), 

which are commonly based on ammonium phos-

phate (NH4)3PO4, where the impact is dominated 

by P15  as a highly-attenuating constituent. 

 

 energy 𝑬 [keV] 

𝜹
𝝁

𝝆
(𝑬)𝐦𝐢𝐱 12.7 21.5 29.2 59.5 

[% %𝜟𝝎(𝐍)⁄ ] -0.03 -0.03 -0.03 -0.03 

[% %𝜟𝑴𝑪⁄ ] 0.23 0.18 0.13 0.06 

[% %𝜟𝝎(𝒂)⁄ ] 22.33 17.78 12.11 2.44 

[% 𝜟�̅�𝐞𝐟𝐟,𝐚𝐬𝐡⁄ ] 0.82 0.71 0.49 0.11 

Table IV-38: Differential mass attenuation coefficients 

𝛿 𝜇 𝜌⁄ (𝐸)mix acc. to eq. (IV-43) for virtual variation of 

labMDF (oven-dry) composition parameters in Table 

IV-37 on the very same energy levels. 
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Beyond application of the simplistic mixture rule 

considering single (mean) energies, spectral-

weighted total mean mass attenuation coeffi-

cient 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 is exclusively computed for 

the composition labMDF 9.5 % MC. Consequent 

result presentation is focused on comprehen-

sively available spectra data (Chapter IV–

4.3.3.1) from measurements by means of Ag- 

and W-RDP devices (the latter without and with 

pre-filter). Here, both the initial 𝑆D,0(𝐸) and trans-

mitted spectra 𝑆D,T(𝐸, 𝜌A) are employed. The lat-

ter were acquired (Chapter IV–4.2.6.1) by radia-

tion transmission through 𝑧nom = 50 mm of lab-

MDF as absorber with varying 𝜌nom [kg m
3⁄ ] 

(Table IV-2) at 𝑀𝐶 = 9.5 % corresponding to 

standard conditions 20/65. Computation via 

eq. (II-35) is carried out within the energy range 

𝐸min…𝐸max according to Table IV-29, which is 

again listed in Table IV-39.  

The results of 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 in Figure IV-71 

given as a vertical bar chart serve to illustrate the 

more or less consistently decreasing character 

along the displayed order of the device setup 

spectra and particularly within the very same. 

Furthermore, the chart reveals differences be-

tween 𝜇 𝜌⁄ (𝑆D,0(𝐸) )mix and 𝜇 𝜌⁄ (�̅�)mix com-

puted for corresponding �̅� = 𝐸mean from initial 

spectrum 𝑆D,0(𝐸). Table IV-39 summarises spec-

tral-weighted computation results complete with 

comparison to corresponding 𝜇 𝜌⁄ (�̅�)mix data by 

means of Δ𝜇 𝜌⁄ (𝐸)mix via eq. (IV-41) and 

Q𝜇 𝜌⁄ (𝐸)mix via eq. (IV-42).  

Obviously, integration of 𝜇 𝜌⁄ (𝑆D,0(𝐸) )mix 

across measured spectral distribution does not 

result in equal values like computation of 

𝜇 𝜌⁄ (�̅�)mix for the mean energy of the respec-

tively very same initial spectrum 𝑆D,0(𝐸), where 

𝜇 𝜌⁄ (�̅�)mix consistently drops below 

𝜇 𝜌⁄ (𝑆D,0(𝐸) )mix considering the initial spectra 

without labMDF absorber. Regardless of the po-

tential bias from spectra determination itself as 

already comprehensively discussed in Chapter 

IV–4.3.3.1, there are methodical reasons for the 

found differences. Thus, weighting by energy 

distribution of the initial spectrum yields funda-

mentally higher 𝜇 𝜌⁄ (𝑆D,0(𝐸) )mix values, which 

are emphasised by generally increasing 𝜇 𝜌⁄ (𝐸) 

with decreasing radiation energy (cf. Figure 

IV-64 and Figure IV-69) in comparison to mean 

energy attenuation coefficients 𝜇 𝜌⁄ (�̅�)mix of the 

very same spectrum. Particularly initial spectra 

without pre-filter and absorber impact commonly 

reveal right-skewed energy distributions (refer to 

Figure IV-52). Hence, higher low-energy 𝜇 𝜌⁄ (𝐸) 

are additonally emphasised by larger low-energy 

share. Accordingly, W-device spectra without 

pre-filter application on both energy levels reveal 

maximum difference and exceed corresponding 

𝜇 𝜌⁄ (�̅�)mix about 39.1 % and 53.3 % on nominal 

35 keV and 50 keV level, respectively. Pre-filter 

application diminishes the relative difference to 

Q𝜇 𝜌⁄ (𝐸)mix = 1.160 (W-RDP-35-w/) and 

 

Figure IV-71: Spectral-weighted total mean mass at-

tenuation coefficients 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 exclusively for 

the composition labMDF 9.5 % MC computed via 

eq. (II-35) by means of respective 𝑆(𝐸) from spectra 

measurements employing Ag- and W-RDP device set-

ups (Chapter IV–4.3.3.1) in the energy range 

𝐸min…𝐸max (Table IV-29) with discrete Δ𝐸 = 1.0 keV 

considering initial (init, 𝑆D,0(𝐸)) and transmitted spec-

tra (trans, 𝑆D,T(𝐸, 𝜌A), through 𝑧nom = 50 mm labMDF 

absorper with 𝜌nom [kg m
3⁄ ] (Table IV-2) at 𝑀𝐶 =

9.5 %), complete with respective 𝜇 𝜌⁄ (�̅�)mix (com-

puted via eq. (II-31) for �̅� = 𝐸mean from 𝑆D,0(𝐸)); for 

data refer to Table IV-39. 
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Q𝜇 𝜌⁄ (𝐸)mix = 1.251 (W-RDP-50-w/). Ag-RDP-

55-w/o values are in a similar order like the latter 

with Q𝜇 𝜌⁄ (𝐸)mix = 1.290. The differences con-

siderably decrease with regard to the results 

from integration over measured spectra 

𝑆D,T(𝐸, 𝜌A) from transmitted radiation through re-

spective labMDF specimen of varying nominal 

raw density 𝜌nom as absorbers. Here, individual 

absorbers on each energy level obviously yield 

more or less equivalent 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 and 

𝜇 𝜌⁄ (�̅�)mix values with relative deviations of less 

than ±5 % toward the mean energy results 

𝜇 𝜌⁄ (�̅�)mix, i. e., 

- Ag-RDP-55-w/o+labMDF1056, 

- W-RDP-35-w/o+labMDF400 (rather close 

with raw density below), 

- W-RDP-35-w/+labMDF400, 

- W-RDP-50-w/o+labMDF650, 

- and for W-RDP-50-w/ an absorber with raw 

density beyond labMDF1056. 

Notwithstanding the same purpose, the two cal-

culation methods by either considering single 

mean energy for 𝜇 𝜌⁄ (�̅�)mix via simplistic mixture 

rule eq. (II-31) or integration across polychro-

matic X-ray spectrum for 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 via ex-

tended mixture rule eq. (II-35) ultimately yield ap-

parent differences. Since computation data 

serves as a theoretical estimation for X-ray 

measurements by means of the considered 

setup in common practical applications, the 

question arises regarding the most appropriate 

results in terms of representing actual measuring 

X-ray spectrum 𝑺𝐃(𝑬) with 
absorber 

 𝑬𝐦𝐚𝐱  𝑬𝐦𝐢𝐧  �̅� 𝝁

𝝆
(�̅�)𝐦𝐢𝐱 

𝝁

𝝆
(𝑺(𝑬))

𝐦𝐢𝐱
  𝚫𝝁 𝝆⁄   𝑸𝝁 𝝆⁄  

measuring 
device setups 

type labMDF 

𝝆𝐧𝐨𝐦  
 [kVp]  [keV]  [keV]  [m2 kg⁄ ]  [m2 kg⁄ ]  [m2 kg⁄ ]  [−] 

𝐀𝐠-RDP-55-w/o init – 51.3 7.0 21.1 0.0599 0.0772 0.0173 1.290 

 trans 400 51.3 8.0 21.5  0.0688 0.0089 1.149 

 trans 650 51.3 8.0 22.1  0.0651 0.0052 1.087 

 trans 1056 51.3 8.0 22.9  0.0618 0.0019 1.032 

𝐖-RDP-35-w/o init – 35.4 7.5 21.5 0.0576 0.0802 0.0225 1.391 

 trans 400 35.4 12.0 23.8  0.0556 -0.0020 0.965 

 trans 650 35.4 12.0 24.4  0.0520 -0.0057 0.902 

 trans 1056 35.4 12.0 25.0  0.0487 -0.0089 0.846 

𝐖-RDP-35-w/ init – 35.4 12.5 24.2 0.0460 0.0534 0.0073 1.160 

 trans 400 35.4 14.5 25.4  0.0468 0.0007 1.016 

 trans 650 35.4 14.5 25.9  0.0447 -0.0013 0.972 

 trans 1056 35.4 14.5 26.4  0.0427 -0.0033 0.928 

𝐖-RDP-50-w/o init – 50.9 8.0 26.3 0.0400 0.0613 0.0213 1.533 

 trans 400 50.9 12.0 29.2  0.0417 0.0017 1.043 

 trans 650 50.9 12.0 29.5  0.0399 -0.0001 0.998 

 trans 1056 50.9 12.0 29.8  0.0387 -0.0013 0.968 

𝐖-RDP-50-w/ init – 50.9 12.0 29.2 0.0342 0.0428 0.0086 1.251 

 trans 400 50.9 13.0 30.0  0.0387 0.0044 1.129 

 trans 650 50.9 13.0 30.1  0.0378 0.0035 1.103 

 trans 1056 50.9 13.0 30.1  0.0375 0.0033 1.095 

Table IV-39: Spectral-weighted total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 exclusively for the compo-

sition labMDF 9.5 % MC computed via eq. (II-35) by means of respective 𝑆(𝐸) from spectra measurements employ-

ing Ag- and W-RDP device setups (Chapter IV–4.3.3.1) in the energy range 𝐸min…𝐸max (Table IV-29) with discrete 

Δ𝐸 = 1.0 keV considering initial (init, 𝑆D,0(𝐸)) and transmitted spectra (trans, 𝑆D,T(𝐸, 𝜌A), through 𝑧nom = 50 mm lab-

MDF absorper with 𝜌nom  [kg m
3⁄ ] (Table IV-2) at 𝑀𝐶 = 9.5 %), complete with comparison toward respective 

𝜇 𝜌⁄ (�̅�)mix (computed via eq. (II-31) for �̅� from 𝑆D,0(𝐸)) by additional means of Δ𝜇 𝜌⁄ (𝐸)mix via eq. (IV-41) and 

Q𝜇 𝜌⁄ (𝐸)mix via eq. (IV-42). 
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conditions. The above exclusively theoretical ba-

sis, however, does not enable a conclusion to be 

made on this discrepancy. It, moreover, requires 

comparison toward measured 𝜇 𝜌⁄̅̅ ̅̅ ̅, where refer-

ence is made to Chapter IV–5.2.3. 

All mass attenuation coefficient computations 

above exclusively consider total (tot) attenuation 

as sum of the single processes. Likewise, single 

coefficients 𝜇𝑖 𝜌⁄ (𝐸)mix are computed via sim-

plistic mixture rule according to eq. (II-31) for 

particular energies with Δ𝐸 = 1 keV within the al-

ready applied range 𝐸 = 5…100 keV. Here and 

beyond the three basic mechanisms photoelec-

tric absorption (photo), coherent (coh) and inco-

herent (incoh) scattering, let the sum of the two 

latter be the scattering coefficient (scat = coh + 

incoh). Figure IV-72 presents resulting attenua-

tion charts of selected materials, i. e., TMP 

(clean wood, OD) as well as oven-dry and moist 

labMDF. Table IV-41 provides an extraction of 

corresponding data at the four previously consid-

ered particular radiation energies complete with 

the attenuation fractions 𝜉(𝑖) of the single mech-

anisms following eq. (II-15). For comprehensive 

data, reference is made to Appendix VII–4, par-

ticularly Figure VII-36 to Figure VII-48 as well as 

Table VII-10 to Table VII-22. 

Obviously, all plots of corresponding attenuation 

processes in Figure IV-72 reveal comparable or 

rather congruent slopes. Likewise, only slight dif-

ferences in the third decimal place and, moreo-

ver, partly equal values particularly with increas-

ing energy can be found in the summarised data 

in Table IV-41. Nevertheless, fundamentally de-

creasing total 𝜇 𝜌⁄ (𝐸) along increasing radiation 

energy is equal to the plots in Figure IV-64. To 

distinguish between the three attenuation pro-

cesses, the single mechanism plots can gener-

ally be characterised for WBCs by  

- continuously decreasing photoelectric ab-

sorption with partly steep slope (grey solid 

line in Figure IV-72),  

- less progressively decreasing coherent scat-

tering (dotted line), and  

- first increasing then slightly decreasing inco-

herent scattering (dashed line). 

 

Figure IV-72: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix over radiation energy 𝐸 of selected lab-

made material incl. attenuation processes photoelec-

tric absorption, coherent and incoherent scattering, as 

well as scattering (scat = coh + incoh) determined like 

Table IV-41; data from Table VII-10 to Table VII-12. 
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Notwithstanding the described variations of sin-

gle 𝜇𝑖 𝜌⁄ (𝐸), the fraction of coherent scattering 

remains on an equivalently low order of magni-

tude with 𝜉(coh) = 0.06…0.13 along total energy 

range. However, exemplary 𝜉(𝑖) results of the 

considered materials are equal on the respective 

energy level with a few exceptions particularly 

with respect to lab MDF 9.5 % MC. The same ap-

plies to indMDF as well as insulation, where ref-

erence is made to Table VII-15 and Table VII-16, 

respectively. Consequently, attenuation condi-

tions within conventional WBCs at common 

moisture level can be concluded with exemplary 

values for the four considered energies as 

- almost exclusive photoelectric absorption on 

low energy level with 𝜉(photo) ≈ 0.85, 

- increasing scattering fraction on low-medium 

energy level with 𝜉(scat) ≈ 0.42, 

- dominating scattering on high-medium en-

ergy level particularly from incoherent pro-

cess with 𝜉(incoh) ≈ 0.52, and 

- total attenuation predominated by total scat-

tering with 𝜉(scat) ≈ 0.94 and more or less 

negligible absorption fraction with 

𝜉(photo) ≈ 0.06. 

Beyond the above estimations and visual per-

ception (refer also to magnification in the respec-

tive inset in Figure IV-72), the point of intersec-

tion of absorption (grey solid line, photo) and 

scattering (dash-dotted line, scat) plots is calcu-

lated and the resulting energies are listed in Ta-

ble IV-40. Resulting energies (x-values) repre-

sent equivalence of absorption and scattering 

fraction with 𝜉(photo) = 𝜉(scat) = 0.5 (y-value). 

The revealed energy range is likewise consid-

ered as the limit between low-medium and high-

medium energy levels. However, the results in 

Table IV-40 additionally comprise relevant ele-

mental data, where hydrogen H plots yield no in-

tersection within the considered energy range 

𝐸 ≥ 5 keV. For the other elements, intercept en-

ergy basically increases with increasing atomic 

number. With respect to the evaluated WBC ma-

terials, point of intersection is found on the same 

level with 𝐸 = 24 ± 0.3 keV. UF-C, however, 

slightly falls below with 𝐸 = 23.3 keV and water 

value exceeds all others with absorption-scatter-

ing intercept at 𝐸 = 25.7 keV.  

chemical element  𝝃(𝐩𝐡𝐨𝐭𝐨) = 𝝃(𝐬𝐜𝐚𝐭) = 𝟎. 𝟓 

or material at energy 𝑬 [keV] 

𝐇𝟏  n. a. 

𝐂𝟔  19.8 

𝐍𝟕  23.6 

𝐎𝟖  27.4 

𝐒𝟏𝟔  60.4 

𝐂𝐚𝟐𝟎  for ash 79.1 

TMP 23.9 

labMDF 23.9 

labMDF 9.5 % MC 24.1 

Fmat 24.4 

UF-C 23.3 

indMDF 24.0 

insulation 23.7 

water 25.7 

Table IV-40: Radiation energy 𝐸 where attenuation 

fractions 𝜉(𝑖) [– ] eq. (II-15) of photoelectric absorption 

(photo) and scattering (scat = coh + incoh) equal 0.5 

for applied WBCs and respective raw materials as well 

as constituent chemical elements, based on compre-

hensive data in Appendix VII–4. 

 

Eventually, total radiation attenuation by conven-

tional WBCs is dominated by scattering, which 

comprises the attenuation mechanisms coherent 

and incoherent scattering, for energies beyond 

𝐸 ≥ 24 keV, where scattering fraction equals 

photoelectric absorption, i. e., 𝜉(photo) =

𝜉(scat) = 0.5. Moreover, on high energy level 

with 𝐸 ≥ 50 keV, photoelectric absorption plays 

a negligible role with fractions 𝜉(photo) ≤ 0.1. 

Nevertheless, particular knowledge of the ratio 

between absorption and scattering contribution 

is considered to be required to evaluate impact 

of radiation attenuation itself on X-ray measuring 

results in case of non-ideal conditions (no nar-

row-beam setup), which will comprehensively be 

discussed in Chapter IV–6. 
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Energy 
𝝁𝒊
𝝆
(𝑬)𝐦𝐢𝐱 [m

2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

TMP oven-dry 

12.7 0.2050 0.1751 0.0145 0.0156 0.0300 0.85 0.07 0.08 0.15 

21.5 0.0565 0.0325 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

29.2 0.0338 0.0121 0.0042 0.0175 0.0217 0.36 0.13 0.52 0.64 

59.5 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

labMDF oven-dry 

12.7 0.2055 0.1755 0.0145 0.0155 0.0300 0.85 0.07 0.08 0.15 

21.5 0.0566 0.0326 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

29.2 0.0338 0.0121 0.0042 0.0175 0.0217 0.36 0.13 0.52 0.64 

59.5 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

labMDF at 𝑴𝑪 = 𝟗. 𝟓 % 

12.7 0.2107 0.1805 0.0147 0.0156 0.0303 0.86 0.07 0.07 0.14 

21.5 0.0576 0.0335 0.0070 0.0171 0.0241 0.58 0.12 0.30 0.42 

29.2 0.0342 0.0124 0.0043 0.0175 0.0218 0.36 0.13 0.51 0.64 

59.5 0.0194 0.0012 0.0012 0.0170 0.0182 0.06 0.06 0.87 0.94 

Table IV-41: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of selected lab-made material with TMP and labMDF at 

oven-dry conditions as well as labMDF at 𝑀𝐶 = 9.5 % as sum of the single coefficients following eq. (II-14) for the 

attenuation processes photoelectric absorption (photo), coherent scattering (coh), and incoherent scattering (incoh) 

as well as scattering coefficient (scat = coh + incoh) at low 𝐸 = 12.7 keV, medium 𝐸 = 21.5 keV and 𝐸 = 29.2 keV, 

as well as high 𝐸 = 59.5 keV energy level (refer to Table IV-34) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms; extract from Table VII-10 to Table VII-12. 

 

5.2.3 Comparison of computation and 

measurement 

A compilation of computed and measured mean 

mass attenuation coefficients is presented in Ta-

ble IV-42. Here, WBC material and radiation en-

ergies in terms of measuring device setups are 

taken into account, where comprehensive data 

is available. Therefore, lab-made fibreboard 

(labMDF), industrial MDF (indMDF, total mean of 

all panel thicknesses), and insulation board is 

selected with data corresponding to both Ag- and 

W-RDP device setups (with and without pre-fil-

ters) on medium energy level. Furthermore, on 

low energy level, data considering W-mat and W-

panel device setups (without pre-filter) are uti-

lised for cured fibre mats (Fmat) and indMDF, re-

spectively. For computation with spectra consid-

eration via eq. (II-35), not only initial spectra 

                                                      

35  Note, transmitted spectra are not available on low energy level. 

𝑆D,0(𝐸) but also transmitted 𝑆D,T(𝐸, 𝜌A) are ap-

plied, where exclusively transmission data from 

labMDF with 𝜌nom = 650 kg m
3⁄  is selected35. 

Since X-ray transmission measurements were 

performed employing specimens, which were 

conditioned to constant mass at standard 20/65, 

all computation results are transformed to the re-

spective moisture level likewise already lab-

MDF 9.5 % MC. For this purpose, elemental 

composition is adapted following inverse mois-

ture correction as described in Chapter IV–2.4.2 

with individual 𝑀𝐶 from Table IV-5 in Chapter 

IV–1.5, to facilitate comparability. However, the 

difference Δ 𝜇 𝜌⁄ (𝐸)mix via eq. (IV-41) and the 

ratio Q𝜇 𝜌⁄ (𝐸)mix via eq. (IV-42) yields calcula-

tional comparison toward respective measuring 

data as reference. In addition to tabulated data, 

Figure IV-73 illustrates labMDF 9.5 % MC results 

comparing measurements and corresponding 

computations. 
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measuring device  measure-
ment 

computation, eq. (II-31), 
single mean energy 

computation, eq. (II-35), 
initial spectrum 

computation, eq. (II-35), 
labMDF650 spectrum 

setup energy 𝝁 𝝆⁄̅̅ ̅̅ ̅̅  𝝁

𝝆
(�̅�)𝐦𝐢𝐱 

𝝁

𝝆
(𝑆D,0(𝐸))

𝐦𝐢𝐱
 

𝝁

𝝆
(𝑆D,T(𝐸, 𝜌A))

𝐦𝐢𝐱
 

 �̅�   
[keV]  

 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝑸𝝁 𝝆⁄  

 [−] 

Fmat 9.4 % MC            

𝐖-mat-16-w/o 12.7 0.2039 0.2181 +0.0142 1.070 0.2472 +0.0433 1.213 n/a n/a n/a 

indMDF 8.1 % MC            

𝐖-panel-16-w/o 12.7 0.1749 0.2111 +0.0362 1.207 0.2394 +0.0645 1.369 n/a n/a n/a 

labMDF 9.5 % MC            

𝐀𝐠-RDP-55-w/o 21.1 0.0485 0.0599 +0.0114 1.235 0.0772 +0.0287 1.592 0.0651 +0.0166 1.342 

𝐖-RDP-35-w/o 21.5 0.0466 0.0576 +0.0110 1.236 0.0802 +0.0336 1.720 0.0520 +0.0054 1.115 

𝐖-RDP-35-w/ 24.2 0.0384 0.0460 +0.0076 1.198 0.0534 +0.0150 1.389 0.0447 +0.0063 1.164 

𝐖-RDP-50-w/o 26.3 0.0360 0.0400 +0.0040 1.112 0.0613 +0.0253 1.705 0.0399 +0.0039 1.110 

𝐖-RDP-50-w/ 29.2 0.0300 0.0342 +0.0042 1.139 0.0428 +0.0128 1.427 0.0378 +0.0078 1.259 

indMDF 8.1 % MC            

𝐀𝐠-RDP-55-w/o 21.1 0.0457 0.0600 +0.0143 1.314 0.0774 +0.0318 1.696 0.0653 +0.0196 1.430 

𝐖-RDP-35-w/o 21.5 0.0460 0.0578 +0.0118 1.257 0.0804 +0.0344 1.747 0.0521 +0.0061 1.133 

𝐖-RDP-35-w/ 24.2 0.0385 0.0461 +0.0076 1.196 0.0535 +0.0149 1.388 0.0448 +0.0063 1.163 

𝐖-RDP-50-w/o 26.3 0.0359 0.0401 +0.0042 1.116 0.0614 +0.0255 1.709 0.0400 +0.0040 1.112 

𝐖-RDP-50-w/ 29.2 0.0303 0.0343 +0.0040 1.134 0.0429 +0.0127 1.419 0.0378 +0.0076 1.251 

insulation 9.1 % MC            

𝐀𝐠-RDP-55-w/o 21.1 0.0468 0.0589 +0.0121 1.257 0.0759 +0.0290 1.620 0.0640 +0.0172 1.367 

𝐖-RDP-35-w/o 21.5 0.0514 0.0567 +0.0053 1.104 0.0788 +0.0274 1.534 0.0512 -0.0002 0.997 

𝐖-RDP-35-w/ 24.2 0.0403 0.0454 +0.0051 1.127 0.0526 +0.0123 1.304 0.0441 +0.0038 1.094 

𝐖-RDP-50-w/o 26.3 0.0394 0.0395 +0.0001 1.001 0.0603 +0.0209 1.529 0.0394 -0.0000 0.999 

𝐖-RDP-50-w/ 29.2 0.0314 0.0339 +0.0025 1.079 0.0423 +0.0109 1.346 0.0373 +0.0059 1.189 

Table IV-42: Comparison between mean mass attenuation coefficients of fibre mats (Fmat), lab-made and industrial 

MDF, as well as insulation board at EMC in consequence of 20/65 conditioning with data from X-ray measurements 

𝜇 𝜌⁄̅̅ ̅̅ ̅ (Table IV-27) and computed values by single mean energies 𝜇 𝜌⁄ (�̅�)mix (Table IV-35) as well as initial 

𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

 and transmitted 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 (through 𝑧nom = 50 mm labMDF650) spectra (both Table 

IV-39), respectively considering W-mat and W-panel (without pre-filter) as well as Ag- and W-RDP (with and without 

pre-filters) device setups; complete with comparison via Δ𝜇 𝜌⁄ (𝐸)mix eq. (IV-41) and Q𝜇 𝜌⁄ (𝐸)mix eq. (IV-42) toward 

respective measuring data as reference; note, �̅� applies not to last column with labMDF650 spectra (Table IV-29), 

and the very same do not represent transmission conditions for insulation (only 𝜌 ≈ 218 kg m3⁄ ). 

 

Let the measured mean mass attenuation coef-

ficients 𝜇 𝜌⁄̅̅ ̅̅ ̅ be reliable data representing both 

material and measuring conditions. To conse-

quently summarise comparison in general, com-

putation data consistently exceeds measuring 

results with, however, particular exceptions and, 

moreover, partly considerable differences. Com-

puted 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 results considering 

labMDF650 transmission spectra are found 

more or less consistently in the order of 

𝜇 𝜌⁄ (�̅�)mix data, why those spectra are selected, 

as already pointed out in Chapter IV–5.2.2 with 

respect to Table IV-39 and Figure IV-71. Moreo-

ver, 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 reveal lower differences 

toward measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ than initial spectra based 

𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

, where the respective transmis-

sion conditions with consequently influenced 

spectra are considered to appropriately repre-

sent actual energy distributions during measure-
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ment. As already pointed out in terms of meas-

uring and computation result presentation of lab-

MDF and indMDF, comparison data of the very 

same is likewise found more or less congruent 

regardless of the only exception Ag-RDP-55-w/o 

data sets, where measuring results differ owing 

to potential insufficiencies during the measure-

ment itself as already discussed (refer to Chap-

ter IV–4.3.2.3). Respective insulation measuring 

results differ toward labMDF and indMDF at indi-

vidual energies, which is already discussed with 

regard to structural conditions. The same applies 

to Fmat and indMDF values on low energy level.  

However, consequent focus is on comparison of 

computation and measurement, since material 

related discussions can be found elsewhere. To 

this end, a preferably relative comparison via 

Q𝜇 𝜌⁄ (𝐸)mix is taken into account, since 𝜇 𝜌⁄ (𝐸) 

values basically vary due to energy level. For 

labMDF 9.5 % MC (Figure IV-73) and apart from 

Ag-RDP-55-w/o data, initial spectra computa-

tions 𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

 reveal maximum devia-

tions toward measurements. Here, both consid-

ered setups without pre-filter W-RDP-35-w/o and 

W-RDP-50-w/o exceed measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ in the or-

der >70 %. Pre-filter application reduces the dif-

ference to about Q𝜇 𝜌⁄ (𝐸)mix ≈ 1.4 for both en-

ergies. Deviations, furthermore, decrease in the 

case of transmission spectra application for com-

putation of 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

, where data ex-

ceeds measurements about 11…16 %, except 

W-RDP-50-w/ with Q𝜇 𝜌⁄ (𝐸)mix = 1.26. A similar 

pattern can be found for indMDF 8.1 % MC. Ag-

RDP-55-w/o data likewise follows the tendency 

with decreasing deviation toward measurement 

in the case of transmission spectra application, 

where differences are found generally higher 

compared to the W-RDP setup results. Notwith-

standing particular exceptions, computation of 

mass attenuation coefficients employing explicit 

transmission spectra is considered to rather 

agree with measurement with comparably minor 

differences of 10…15 % above. However, re-

maining deviations occur since applied lab-

MDF650 spectra do obviously not consistently 

represent radiation attenuation conditions by the 

respective specimens. The exception W-RDP-

50-w/ can furthermore be affected by measuring 

conditions like the detector linearity characteris-

tic. Setup geometries, e. g., no narrow-beam, 

come in addition, which are considered to appar-

ently decrease measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ by tendency. Be-

yond spectra considerations, 𝜇 𝜌⁄ (�̅�)mix results 

reveal deviations toward measurements in a 

comparable order and decrease with increment 

mean energy �̅�.  Again with few exceptions, how-

ever, a tendency becomes obvious with about 

20…25 % deviation in case of W-RDP-35 setups 

and 10…15 % for W-RDP-50. Moreover, no dis-

tinct dependency of pre-filter application can be 

observed, which is, however, just indirectly con-

sidered by computation in terms of radiation en-

ergy for single coefficients 𝜇 𝜌⁄ (�̅�)𝑖. 

The deviations of computation results toward 

measurements for insulation 9.1 % MC, reveal 

comparable character like labMDF and indMDF 

 

Figure IV-73: Comparison between mean mass atten-

uation coefficients of labMDF at 𝑀𝐶 = 9.5 % from 

X-ray measurements 𝜇 𝜌⁄̅̅ ̅̅ ̅ (Table IV-27) and computed 

values by single mean energies 𝜇 𝜌⁄ (�̅�)mix (Table 

IV-35) as well as initial 𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

 and transmit-

ted 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 (through 𝑧nom = 50 mm lab-

MDF650) spectra (both Table IV-39), respectively 

considering Ag- and W-RDP device setups (with and 

without pre-filters); for data refer to Table IV-42. 
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but feature diminished extent, where, however, 

𝜇 𝜌⁄ (�̅�)mix data exceeds measurements in the 

order of <13 %. Fundamental differences, in 

turn, occur between the two spectra based com-

putations. Nevertheless, pre-filter application 

yields decreased deviation in the case of 

𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

. Transmission spectra based 

computations of 𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 reveal a 

more or less opposite patern. Note, labMDF650 

spectra do not represent transmission conditions 

for insulation with distinctly lower raw density 𝜌 ≈

218 kg m3⁄ , where panel structure considerably 

differs from common MDF, which, in turn, affects 

measurements as already discussed. However, 

particular insulation computation results are 

found to actually equal corresponding measure-

ments. 

On low energy level, measuring data of fibre 

mats exceeds industrial MDF values due to rea-

sons of material structure and radiation transmis-

sion conditions as already stated in Chapter IV–

4.3.2.2. Differences of both corresponding com-

putation results are attributed to higher Fmat ash 

content as already pointed out in Chapter IV–

5.2.2. However, computation results, in turn, 

consistently exceed measuring values. Individ-

ual comparison reveals minor deviation of 

𝜇 𝜌⁄ (�̅�)mix with Q𝜇 𝜌⁄ (𝐸)mix = 1.070 for 

Fmat 9.4 % MC and Q𝜇 𝜌⁄ (𝐸)mix = 1.207 in 

case of indMDF 8.1 % MC. Likewise found in 

case of labMDF and indMDF considering the 

RDP devices, initial spectra 𝜇 𝜌⁄ (𝑆D,0(𝐸))
mix

 fur-

ther exceed single mean energy computations 

with values about 21 % (Fmat) and 37 % 

(indMDF) above the measurements. 

In addition to tabulated data for low and medium 

energy levels, only particular measuring values 

are available for 𝐸 = 59.5 keV (radioisotope 

Am241 ) representing the high energy level of the 

raytest device in terms of round robin test on 

RDP determination (refer to Table IV-22 in Chap-

ter IV–4.2.5). Therefore, the mean value from the 

transmission measurements considering all 𝑛 =

5 MDF specimens results in 𝜇 𝜌⁄̅̅ ̅̅ ̅ =

0.0166  m2 kg⁄ . In comparison, exclusive compu-

tation via simple mixture rule yields 𝜇 𝜌⁄ (𝐸)mix =

0.0194 m2 kg⁄ , where no spectra consideration 

is required due to monoenergetic isotope radia-

tion source. Consequent relative calculational 

comparison reveals Q𝜇 𝜌⁄ (𝐸)mix = 1.169 toward 

measurement, which is in the rough order of 

𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 deviations in Table IV-42. 

However, setup conditions of the rather old ray-

test device are considered to particularly differ.  

Besides present 𝜇 𝜌⁄  measurement and compu-

tation results, reviewed data from literature are 

taken into account for further comparison with fo-

cus on high energy level by means of Am241  with 

𝐸 = 59.5 keV. As already pointed out in Chapter 

II–3.3, WBC measuring data is exclusively avail-

able for particleboard, where MAY et al. (1976) 

report 𝜇 𝜌⁄̅̅ ̅̅ ̅ = 0.0172 m2 kg⁄  and RANTA, MAY 

(1978) 𝜇 𝜌⁄̅̅ ̅̅ ̅ = 0.0189 m2 kg⁄ , which differ al-

ready about 10 %. Regarding clean wood, litera-

ture measuring data ranges in the order 𝜇 𝜌⁄̅̅ ̅̅ ̅ =

0.0183 m2 kg⁄  (cf. LAUFENBERG (1986)), hence, 

in between the WBC values. In case of compu-

tation via mixture rule for clean wood, 

LAUFENBERG (1986) reports 𝜇 𝜌⁄ (𝐸)mix =

0.0183 m2 kg⁄ , whereas 𝜇 𝜌⁄ (𝐸)mix =

0.0193 m2 kg⁄  can be found from OLSON, 

ARGANBRIGHT (1981) as already presented in Ta-

ble II-3 completed with further available values. 

However, the latter is in good agreement with 

above indMDF 8.1 % MC computation of 

𝜇 𝜌⁄ (𝐸)mix = 0.0194 m
2 kg⁄ , which, in turn, ex-

ceeds particleboard values of about 2.6 % and 

12.8 %, respectively. Present raytest measure-

ments on MDF with 𝜇 𝜌⁄̅̅ ̅̅ ̅ = 0.0166  m2 kg⁄  further 

fall below all literature data and 𝜇 𝜌⁄̅̅ ̅̅ ̅ is 88…97 % 

that of reported particleboard measurements. 

Nevertheless, a congruent context is found, 

where computation results generally exceed 

measuring data even in case of monochromatic 

high energy radiation from Am241  radioisotope 

source. 
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5.2.4 Concluding remarks 

Notwithstanding several hitherto investigations 

on computational determination of mass attenu-

ation coefficients with partial comparison to cor-

responding measurements, results are rarely 

available for WBCs (refer to Chapter II–2.3.3) 

and the impact of constituents is rather superfi-

cially evaluated. Hence, the present rather holis-

tic investigations via the simplistic and extended 

mixture rule fill the gap and yield computed mass 

attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix based on ac-

tual elemental analysis data and virtual variation 

of the very same for single energies and further 

considering employed radiation spectra resulting 

in 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 all in comparison toward 𝜇 𝜌⁄̅̅ ̅̅ ̅ 

measuring data (refer to Chapter IV–4.3.2) from 

corresponding specimens. As obvious from 

Chapter IV–5.2.3, differences of computed to-

ward measured 𝜇 𝜌⁄  occur for the very same ma-

terial (elemental composition considering EMC 

during measurement). The extent, however, de-

pends on the considered energy level and spec-

trum as well as the measuring conditions them-

selves. In this regard, fundamental investiga-

tions of 𝜇 𝜌⁄  by measurements must employ 

ideal setups (“good-architecture” conditions, cf. 

LIU et al. (1988)), which is not the case in all pre-

sent measurements. However, all results reveal 

differences as expected, where measurements 

fall below computations with few exceptions. 

Further investigations facilitate estimations on 

how measuring conditions can be described in 

terms of radiation attenuation, where 

𝜇 𝜌⁄ (𝑆(𝐸))
mix

 computation based on transmitted 

spectra is found to approach to the measure-

ment for transmission spectra 𝑆D,T(𝐸, 𝜌A) partic-

ularly from labMDF 650. On the contrary, 

𝜇 𝜌⁄ (𝑆(𝐸))
mix

 results considering lower raw den-

sity spectra partly still exceed measuring data. 

Beyond X-ray spectra, computations based on 

single (mean) energies with particular consider-

ation of the single attenuation mechanisms un-

veil increasing fraction of scattering (coherent as 

well as incoherent) with increasing energy. Here, 

practically no difference is found between inves-

tigated WBCs but toward water. The evaluated 

point of intersection of the single process atten-

uation plots quantifies, where scattering starts to 

predominate and can be generalised for WBCs 

at common conditions with 𝐸 ≈ 24 keV. The con-

sequent impact and corresponding context 

- of non-narrow beam geometry, 

- polychromatic radiation, 

- variation of transmission spectra, and 

- scattering fraction 

need to be pointed out hereafter with focus on 

radiation-physical interdependencies.  

Notwithstanding the above, mixture rule applica-

tion evaluates radiation attenuation on the 

atomic level, where it happens, i. e., sub-micro-

scopic scale (refer to Figure IV-12 and Chapter–

3.5) for computation and microscopic scale 

(Chapter IV–3.4) regarding WBC composition 

and MC. It further facilitates to quantify the con-

tribution of the single constituents, which is found 

to vary in dependence of the energy level and to 

be dominated by the elements C and O with total 

mass fraction 𝜔(C+O)labMDF,9.5 % MC = 90 % (re-

fer to Chapter IV–2.5) as illustrated in Figure 

IV-67 and Figure IV-68, which corresponds to 

found �̅�eff = 6.97 for labMDF 9.5 % MC (Table 

IV-32) lying in between C6  and O8 . Virtual varia-

tions based on actual elemental analysis investi-

gates extreme but practice-oriented ranges of 

material compositions regarding their radiation 

attenuation potential. Moreover, since a primarily 

linear context is found between 𝜇 𝜌⁄ (𝐸)mix and 

content variations of nitrogen (for UF resin), 

moisture, and ash, differential mass attenuation 

coefficient 𝛿 𝜇 𝜌⁄ (𝐸)mix [% %Δ𝜔(𝑖)⁄ ] is intro-

duced, to quantify potential impact of composi-

tion variation on radiation attenuation. Therefore, 

computed 𝜇 𝜌⁄ (𝐸)mix conduces as a clear meas-

ure for fundamental comparison of WBC recipes, 

e. g., regarding influence of additives such as hy-

drophobic agents or fire retardants on X-ray 

transmission measurements at various energies. 

To conclude the findings in general, the impact 

of varying 𝑀𝐶 and ash content 𝜔(𝑎) within prac-

tice-relevant ranges on lower energy levels is 

more or less considerable, decreases with in-

creasing radiation energy, and turns negligible 

on high energy level. On the contrary, no consid-

erable influence of (organic) adhesive resin is 

found. Particularly mineral constituents and 

trace elements (ash), which have no impact on 
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gravimetric raw density determination owing to 

their minor mass fraction, evidently affect radia-

tion attenuation, thus, radiometric raw density 

measurement, likewise already concluded by 

KOURIS et al. (1981). An actual impact, however, 

is found to depend on radiation energy and ash 

content, where the latter typically ranges in non-

dominant order with mass fractions 𝜔(𝑎) < 1 % 

for wood and WBCs considering European spe-

cies. In addition to inherent wood mineral con-

tent, there are further sources in WBC produc-

tion such as impurities from the wood-yard as 

commonly known. Beyond this, fibre and particle 

drying by directly flame-fuelled dryers (cf. 

THOEMEN et al. (2010)) is commonly discussed 

to influence furnish mat composition and conse-

quent inline area density X-ray measurement 

owing to soot and further combustion residues, 

which are supposed to be incorporated into dried 

furnish material. Since soot mainly consists of 

carbon without considerable ash fraction in case 

of well-controlled furnace, direct flame-fuelled 

drying is empirically concluded not to considera-

bly influence furnish mat composition, thus, 

X-ray measurements. The like applies to addi-

tives with purpose to increase electric conductiv-

ity, which conventionally just comprise carbon, 

where, e. g., DUNKY, NIEMZ (2002) report about 

typically 1 % soot addition. However, elemental 

compositions have to fundamentally be consid-

ered in terms of X-ray transmission measure-

ments on WBCs. Actual impact of variations on 

consequent radiation attenuation may, neverthe-

less, be negligible. In this regard, already 

SALINAS et al. (2006) concluded that density and 

radiation energy primarily affect 𝜇 𝜌⁄  whereas 

variations in chemical composition yield minor in-

fluence as long as constituent elements are of 

similar atomic number, which is confirmed by the 

present investigations. 

Beyond all material-related and, moreover, radi-

ation-physical considerations, differences be-

tween measured and computed 𝜇 𝜌⁄  have to be 

discussed in context of the validity of the mixture 

rule referring to Chapter II–2.3.4. Accordingly, 

computed results may not represent the actual 

matter since binding state of the atoms is not ex-

plicitly taken into account (cf. JACKSON (1982)) 

and rather considered as free atoms. WBCs 

comprise, in turn, wood constituents, adhesive 

resin, and potential further additives, i. e., sev-

eral compounds where the main chemical ele-

ments H, C, N, and O exist in various binding 

states. Notwithstanding that, present data allows 

not to evaluate this particular impact, since 

measuring conditions considerably deviate from 

ideal narrow-beam conditions and spectra were 

considered but are affected by the measurement 

itself. Thus, performed transmission measure-

ments do not claim to verify the validity of the 

mixture rule. However, the predominant organic 

constituents as well as further main trace ele-

ments such as Ca and Si reveal no absorption 

edges within the considered energy range 𝐸 =

5…100 keV. Hence, mixture rule can be consid-

ered not to break down as already stated else-

where.  

Moreover, conclusion on most appropriate com-

putation results by either simple mixture rule via 

eq. (II-31) with 𝜇 𝜌⁄ (𝐸)mix for one single (mean) 

energy or spectral-weighted computation of 

𝜇 𝜌⁄ (𝑆(𝐸))
mix

 via eq. (II-35) aims at equivalent 

representation of actual measuring conditions by 

means of a reliable measure. Here, both meth-

ods yield obviously different mass attenuation 

coefficients for one and the same composition 

and comparison to corresponding measuring 

data reveals further differences. In comparison 

of both computation methods, it is found that 

spectra-based results differ from 𝜇 𝜌⁄ (�̅�)mix alt-

hough explicit mean energies of the very same 

spectra are taken into account whilst the extent 

of deviation depends on the width of energy dis-

tribution and basic energy level. In the case of 

narrow-band spectra, single mean energy atten-

uation coefficients 𝜇 𝜌⁄ (�̅�)mix appear as suffi-

cient, since the crucial low-energy share is di-

minished by pre-filter application. However, to 

conclude with respect to proposition in Chapter 

II–2.3.2, spectral-weighted total mean mass at-

tenuation coefficient 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 is found to 

yield more appropriate estimations. Employing 

appropriate transmission spectra for 

𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

 computation, deviation to-

ward corresponding measuring results can be 

reduced below ±5 %. This is accomplished by 

application of transmission spectra representing 
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mean material conditions in terms of, e. g., struc-

ture and raw density. However, particular trans-

mission spectra are rarely available from meas-

urements of the very same X-ray setup. Alterna-

tively, enhanced X-ray spectra simulations (refer 

to Chapter IV–4.2.6.2 and Chapter IV–4.3.3.2) 

are considered to yield appropriate estimations 

as long as all component and material character-

istics are comprehensively taken into account. 

Finally, 𝜇 𝜌⁄ (𝐸)mix computation by either mixture 

rule method is considered as an indispensable 

estimation procedure, e. g., in terms of X-ray 

transmission measuring device setup design 

and feasibility studies regarding X-ray measure-

ments on particular materials. 

 





 

6 Radiation-physical interdependencies within porous composites

6.1 Introduction 

In contrast to some of the hitherto investigations 

aiming at 𝜇 𝜌⁄  determination via measurements 

in comparison to computations (refer to Chapter 

II–2.3.3, partly with coincident evaluation of the 

mixture rule validity), the present experiments 

employ no monoenergetic narrow-beam geome-

try but utilise partly modified setups more or less 

congruent to X-ray measuring devices for the re-

spective applications in WBC industry, e. g., area 

density or raw density profile determination. 

Thus, particular phenomena occur during meas-

urements and yield differences in comparison to 

theoretical considerations. Accordingly, above 

observations and conclusions were already 

partly attributed to interdependent radiation-

physical effects and can be summarised as 

- deviations of measured vertical raw density 

profile (RDP) slope from reference in SL and 

CL of the panel as varyingly distinct flat-

tened shapes with apparently decreased 

SL/CL ratio, 

- non-linear slope of X-ray transmission plot 

ln 𝑇−1 (with 𝑇 = 𝐼T 𝐼0⁄ ) from measurement  

and consequently non-constant (i. e., de-

creasing) 𝜇 𝜌⁄  along increasing 𝜌A and 𝜌, re-

spectively, 

- difference between measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ and com-

puted 𝜇 𝜌⁄ (𝐸)mix of the very same material 

with further influence of energy spectra 𝑆(𝐸) 

consideration, where measurements fall be-

low corresponding computation on equiva-

lent energy level, 

- impact of WBC composition particularly re-

garding 𝑀𝐶 and ash content 𝜔(𝑎), which de-

creases with increasing radiation energy 

whereas low-𝑍 variations due to resin con-

tent are negligible, and  

- upward shift of transmitted spectra 

𝑆D,T(𝐸, 𝜌A) and respective mean energies in 

comparison to initial spectra 𝑆D,0(𝐸) without 

respective labMDF absorbers of predefined 

raw densities and dependence on the very 

same. 

In the subsequent chapters, all findings come to-

gether and provide the basis for consequent im-

plications. The interdependent radiation-physical 

effects like beam hardening, multiple scattering, 

and radiation build-up occur in natural conse-

quence of the application of non-ideal measuring 

conditions, i. e., without realisation of “good-ar-

chitecture” conditions, which is, nevertheless, 

not feasible in common measuring practice. 

Moreover, the interaction between radiation and 

matter during transmission and related infor-

mation content of the measuring results is further 

considered on distinct scales to follow up on the 

radiation transmission concept through porous 

composites of Chapter IV–3. Eventually, con-

ventional Beer’s law of attenuation is found to 

break down for the considered WBC applications 

as to be comprehensively deduced in Chapter 

IV–6.6. 

To some extent, the findings regarding radiation-

physical interdependencies in terms of WBC 

X-ray densitometry were already published by 

SOLBRIG et al. (2015a). However, the considera-

tions and conclusions will be deepened and dis-

cussed in detail hereafter. 

 

6.2 Beam hardening 

The upward shift of mean radiation energy and 

respective variations of the applied X-ray spec-

trum in consequence of attenuation of polychro-

matic radiation is commonly known as beam 

hardening. For general basics, fundamental ef-

fects, and discussion of hitherto findings, refer-

ence is made to Chapter II–2.4. Accordingly, 

beam hardening is considered to cause non-lin-

ear attenuation characteristics owing to variation 

of the energy-dependent mass attenuation coef-

ficient, in turn, depending on transmission condi-

tions such as material and thickness or area den-

sity. 

In general, beam hardening unavoidably occurs, 

where X-ray spectra with a certain width are ap-

plied for transmission measurements. The ex-

tent of the energy shift, however, depends on the 
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particular measuring and material conditions. 

The former is attributed to individual radiation pa-

rameters and character of the applied X-ray 

spectrum as well as the transmission measuring 

setup itself. The latter is related to both chemical 

and structural material parameters. Pre-filters 

are common practice in both medical as well as 

technical X-ray applications and utilise the beam 

hardening effect to particularly influence initial 

energy spectrum by diminishment of low-energy 

fraction to a certain extent, which, in turn, de-

pends on pre-filter material (metal alloy) and 

layer thickness and can accordingly be prede-

fined. Therefore, a distinction has to be drawn 

between deliberately obtained beam hardening 

of the initial spectrum by pre-filtering, thus, re-

ferred to as pre-hardening, and undesirable en-

ergy shift during transmission measurement. 

The latter is unavoidable but reducible by proper 

pre-filter application.  

Beam hardening is prevalent for X-ray transmis-

sion through all materials. The extent, however, 

depends on absorber elemental composition 

and atomic numbers of the constituents as well 

as fundamental radiation energy level, thus, on 

effective mass attenuation coefficient 𝜇 𝜌⁄ (𝐸). 

As easily can be seen from Figure IV-69 in com-

parison between CNO-elements and Ca as well 

as particularly in Figure VII-30 to Figure VII-32 

toward Figure VII-35 considering photoelectric 

absorption, not only the basic range of 𝜇 𝜌⁄ (𝐸) 

but also the slope of attenuation plots differ be-

tween light elements and metals. To comprehen-

sively evaluate attenuation conditions regarding 

beam hardening with focus on wood and WBCs 

as low-𝑍 matter, Figure IV-74 combines 𝜇 𝜌⁄ (𝐸) 

plots (incl. single processes) of lab-

MDF 9.5 % MC and measured initial X-ray spec-

tra 𝑆D,0(𝐸) (partly incl. pre-filter) of selected de-

vice setups. Note, the more or less wide radia-

tion energy spectra on levels corresponding to 

their application are superimposed by the 

steeply increasing slope of total 𝜇 𝜌⁄ (𝐸) toward 

the lower energies and particularly with predom-

inant photoelectric absorption (solid grey line, 

‘photo’ in Figure IV-74) as interaction mecha-

nism besides coherent and incoherent scatter-

ing. Consequently, beam hardening is particu-

larly considerable for the energy range below 

𝐸 ≈ 24 keV (refer to Table IV-40), where photoe-

lectric absorption still dominates beyond scatter-

ing. Hence, the comparatively narrow spectra on 

low and low-medium energy range in Figure 

IV-74 (W-mat+panle-16+20-w/o as well as Ag-

RDP-55-w/o) will still be affected by energy shifts 

during specimen transmission. The wide spectra 

without additional pre-filter (W-RDP-35+50-w/o) 

are considered to yield strongest beam harden-

ing effects in terms of measurement. Moreover, 

in case of W-RDP-50-w/ spectrum, impact of 

well-designed pre-filter becomes obvious and 

beam hardening is more or less completed with 

 

Figure IV-74: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸) (tot) over radiation energy 𝐸 of lab-

MDF 9.5 % MC incl. single attenuation processes pho-

toelectric absorption (photo), coherent (coh) and inco-

herent (incoh) scattering, as well as scattering (scat = 

coh + incoh) determined on basis of analysis data 

(Table IV-15) via mixture rule eq. (II-31) by means of 

XCOM (2010) elemental data (for complete data refer 

to Table VII-12), in combination with measured initial 

X-ray spectra 𝑆D,0(𝐸) (partly incl. pre-filter) of selected 

device setups (Table IV-18 to Table IV-20) as normal-

ised intensities such that ∑ 𝐼(𝐸𝑗)𝑛 = 1 (Chapter IV–

4.3.3.1), with mark on intensity peak 𝐼(𝐸)max =

𝐼(𝐸peak). 
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respect to the illustrated labMDF 9.5 % MC as 

absorber, where further radiation attenuation will 

consequently be dominated by (incoherent) 

scattering, which is additionally attributed to the 

higher energy level. W-RDP-35-w/ spectrum, in 

turn, is similarly pre-filtered, a considerable ex-

tent of beam hardening is, however, expected, 

since large fraction of normalised energy distri-

bution falls below considered threshold of 𝐸 ≈

24 keV. 

Beyond material composition, beam hardening 

depends on further transmission conditions. For 

homogeneous, non-porous, and isotropic mate-

rial, attenuation, depends on transmission dis-

tance 𝑠T at uniform density. The like conse-

quently applies to beam hardening, which there-

fore increases along increasing path lengths 𝑠T. 

For WBCs as inhomogeneous, porous, and ani-

sotropic material, on the contrary, material struc-

ture comes in addition considering macroscopic 

and mesoscopic scale as illustrated in Figure 

IV-12. Nevertheless, the amount of irradiated 

material along the X-ray beam path through the 

specimen equals the area weight (macroscopic 

scale, refer to Chapter IV–3.2). With 𝜌A = 𝜌 ∙ 𝑠T, 

it corresponds to the raw density 𝜌 at uniform 

transmission distance or – vice versa – to the 

transmission distance 𝑠T (e. g. mat heigth) at uni-

form raw density. Hence, both raw density or 

thickness variation cause varying beam harden-

ing for X-ray transmission measuring applica-

tions on WBCs. Severe raw density differences, 

e. g., between the pre-compressed fibre mat and 

ready-pressed panel with the very same 𝜌A, do, 

nevertheless, not necessarily cause varying 

beam hardening, likewise FUCHS (2010) points 

out, according to presumed varying low-energy 

absorption. In this regard, transmission distance 

differs but material amount equals, hence, pri-

mary absorption equals, too. As firstly stated by 

FUCHS (2010), refined by SOLBRIG et al. (2014b), 

and verified above (Table IV-26), measured 𝜇 𝜌⁄  

fundamentally differ between equivalent mat and 

panel of equal 𝜌A. Eventually, corresponding 

transmission spectra likewise differ, which is, 

notwithstanding the above, considered to be ra-

ther attributed to scattering issues than beam 

hardening, as to be pointed out in Chapter IV–

6.3. 

Above summarised observations (Chapter IV–

6.1) in consequence of radiation-physical inter-

dependencies are partly attributed to beam hard-

ening, where impact can be estimated via own 

characteristic values to some extent. Fundamen-

tally, upward shift of the measured spectra 

𝑆D,T(𝐸, 𝜌A) transmitted through labMDF absorb-

ers of predefined raw density and corresponding 

increment of mean energies in comparison to in-

itial spectra 𝑆D,0(𝐸) is found as typical beam 

hardening characteristic. The extent becomes 

obvious from the charts in Chapter IV–4.3.3.1 re-

sulting from the performed radiation spectra 

measurements. The characteristic parameters in 

Table IV-29 facilitate quantification of the beam 

hardening effect: 

- Energy shift is directly quantified via the indi-

vidually calculated differences of mean en-

ergy Δ�̅� as well as energy at intensity peak 

Δ𝐸peak, respectively, considering the particu-

lar setup and specimens as absorber. 

- Moreover, comparison of lower threshold 

energies 𝐸min reveals the actually absorbed 

energy range, where the values are found to 

likewise increase with increasing material 

amount in the beam. 

- The parameter full width at half maximum 

(FWHM, eq. (IV-30)) represents the width of 

the investigated spectra and provides an es-

timation for appropriate pre-filtering. 

However, particularly Δ�̅� and 𝐸min unveil the in-

creasing penetration potential of the radiation 

due to more extensive beam hardening along 

area density 𝜌A increment and practically quan-

tify the effect on X-ray transmission measure-

ments and related mass attenuation coefficients. 

Therefore, and to accordingly evaluate funda-

mental trends within an investigated 𝜌A range on 

a basic energy level 𝐸 by means of a clear meas-

ure, the beam hardening index  

𝐵𝐻𝑖(𝐸, 𝜌A) =

Δ�̅�T
�̅�0
Δ𝜌A
𝑀𝜌A

∙ 100 (IV-44) 

is introduced as differential energy shift with 

Δ�̅�T = �̅�T,max − �̅�T,min related to initial mean en-

ergy �̅�0 per corresponding incremental change 

of area density Δ𝜌A = 𝜌A,max − 𝜌A,min related to 
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the mid-range 𝑀𝜌A = 0.5 ∙ (𝜌A,max + 𝜌A,min) of 

the range. The computation of 𝐵𝐻𝑖(𝐸, 𝜌A) yields 

percentage energy increment per percent area 

weight increase [%Δ�̅� %Δ𝜌A⁄ ]. Consequent re-

sults facilitate comparison of X-ray transmission 

measuring applications regarding their individual 

beam hardening effects.  

Nevertheless, 𝐵𝐻𝑖(𝐸, 𝜌A) computation requires 

knowledge of transmission spectra 𝑆T(𝐸, 𝜌A) 

from measurement or simulation considering the 

𝜌A range under investigation as well as corre-

sponding initial spectra 𝑆0(𝐸). Therefore, Table 

IV-43 provides exemplarily computed 𝐵𝐻𝑖(𝐸, 𝜌A) 

results for the available RDP measuring device 

spectra from measurement (refer to Chapter IV–

4.3.3.1) as well as simulation (Chapter IV–

4.3.3.2, without scattering consideration). More-

over, Figure IV-75 illustrates the context of 

𝐵𝐻𝑖(𝐸, 𝜌A) with relative variations of mean trans-

mitted energy �̅�T along incremental changes of 

area weight 𝜌A (refer to Table IV-23) for both 

measured and simulated X-ray spectra. It further 

shows linear regression plots considered as ap-

propriate first approximation, where the slope 

(multiplied by 100 [%]), in turn, is found to more 

or less equal computed 𝐵𝐻𝑖(𝐸, 𝜌A) in Table 

IV-43. With respect to spectra measurement, the 

exemplary results reveal obviously decreasing 

𝐵𝐻𝑖(𝐸, 𝜌A) in the displayed order of device set-

ups (Table IV-43) corresponding to increasing 

X-ray measuring  𝑺𝐃,𝟎(𝑬)  𝑩𝑯𝒊(𝑬, 𝝆𝐀) 

device setup  �̅� [keV]  [%Δ�̅� %Δ𝜌A⁄ ] 

 meas. sim. meas. sim. 

𝐀𝐠-RDP-55-w/o 21.1 26.4 8.43 15.64 

𝐖-RDP-35-w/o 21.5 21.3 6.60 10.62 

𝐖-RDP-35-w/ 24.2 24.4 4.72 6.14 

𝐖-RDP-50-w/o 26.3 26.6 2.79 11.65 

𝐖-RDP-50-w/ 29.2 30.4 0.35 7.11 

Table IV-43: Results of beam hardening index 

𝐵𝐻𝑖(𝐸, 𝜌A) computation acc. to eq. (IV-44) for applied 

RDP measuring setups based on measured (meas.) 

or simulated (sim., without scattering consideration) 

X-ray spectra 𝑆D,0(𝐸) (with initial mean energy �̅�) and 

𝑆D,T(𝐸, 𝜌A) considering labMDF 9.5 % MC as absorb-

ers with varying area densities 𝜌A (Table IV-23) at 

equivalent transmission distances 𝑠T = 𝑧nom =

50 mm. 
 

 

Figure IV-75: Relative shift of measured and simu-

lated mean radiation energy Δ�̅�rel (bottom and top, re-

spectively, simulation w/o scattering consideration) of 

transmitted spectra 𝑆D,T(𝐸, 𝜌A) toward initial 𝑆D,0(𝐸) 

(for RDP setups refer to Table IV-29) over incremental 

change of area density Δ𝜌A 𝑀𝜌A⁄  related to its mid-

range, with linear regression plots (dashed lines) indi-

cating the trend and respective slope illustrating the 

beam hardening index 𝐵𝐻𝑖(𝐸, 𝜌A) (Table IV-43). 
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mean initial energy �̅�0. This is, however, not con-

sidered as an exclusive dependence of 

𝐵𝐻𝑖(𝐸, 𝜌A) on (mean) radiation energy, since in-

dividual width of energy distribution comes in ad-

dition. With particular focus on the W-target set-

ups, 𝐵𝐻𝑖(𝐸, 𝜌A) is found to decrease with pre-fil-

ter application (device labels …-w/) on the re-

spective energy level 𝑈a,nom = 35 kVp and 

𝑈a,nom = 50 kVp. Here, appropriately predefined 

pre-filter of W-RDP-50-w/ setup becomes obvi-

ous again, since 𝐵𝐻𝑖(𝐸, 𝜌A) = 0.35 %Δ�̅� %Δ𝜌A⁄  

converges toward zero corresponding to mini-

mised energy variation along the considered 

density range, hence, minimised beam harden-

ing effects for the measuring application. Re-

garding simulated spectra, in turn, 𝐵𝐻𝑖(𝐸, 𝜌A) re-

veals fundamentally different values. Note for 

Ag-RDP-55-w/o results, no similarities are ex-

pected, since simulation is not able to consider 

capillary optics, which is part of measuring setup. 

However, a trend of decreasing 𝐵𝐻𝑖(𝐸, 𝜌A) with 

pre-filter application in the case of W-target set-

ups is found again. Likewise, comparable levels 

of initial beam hardening corresponding to ordi-

nate intercept with ΔET E0⁄ = 0.02…0.03 (w/, 

lower) and ΔET E0⁄ = 0.07…0.10 (w/o, upper) 

become obvious from the two groups in both 

charts in Figure IV-75, respectively, neglecting 

Ag-RDP-55-w/o plots. Notwithstanding this, the 

comparison between measurement and simula-

tion unveils a different characteristic in some de-

tails. Note, decreasing 𝐵𝐻𝑖(𝐸, 𝜌A) with increas-

ing �̅� of measured spectra is not featured by sim-

ulation results. Obviously, recorded radiation of 

transmission spectra is superimposed by further 

radiation-physical effects beyond simulation 

conditions. Since simulation data without consid-

eration of scattering is applied (as software de-

fault, for discussion reference is made to Chap-

ter IV–4.3.3.2), the observed phenomena in 

spectra measurement and consequent 

𝐵𝐻𝑖(𝐸, 𝜌A) differences are considered to be at-

tributed to scatter radiation impinging on the re-

spective detector, as to be discussed elsewhere. 

Eventually, 𝐵𝐻𝑖(𝐸, 𝜌A) results based on simula-

tion can be concluded to represent fundamental 

beam hardening of the evaluated application 

whereas measuring data rather considers setup 

conditions and can be superimposed by further 

radiation-physical effects. Note, the introduced 

representation of 𝐵𝐻𝑖 is not connected in any 

way to the beam hardening index 𝐵𝐼𝑑𝑥 as uti-

lised by LIN, SAMEI (2014) (refer to Chapter II–

2.4). Moreover, 𝐵𝐻𝑖 is introduced to quantify 

beam hardening in terms of transmitted spectra 

mean energy shift due to area density inhomo-

geneity, whereas LIN, SAMEI (2014) quantify ac-

curacy of CT voxel values in consequence of 

beam hardening artefacts and noise by means 

of 𝐵𝐼𝑑𝑥 and 𝑁𝐼𝑑𝑥 (noise index). 

Beyond quantified energy variations in depend-

ence of 𝜌A via 𝐵𝐻𝑖(𝐸, 𝜌A), observed differences 

between measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ and correspondingly 

computed 𝜇 𝜌⁄ (𝐸)mix are already attributed to 

the applied spectra and mean energies, respec-

tively, for computation. Accordingly, beam hard-

ening is considered to cause the fundamental 

differences between theoretically equivalent 

mass attenuation coefficients in the case of inap-

propriate utilisation of initial spectra 𝑆D,0(𝐸) and 

corresponding �̅�0, respectively. The evaluation 

by means of 𝐵𝐻𝑖(𝐸, 𝜌A) and particularly the ordi-

nate intersects in Figure IV-75 represent the ini-

tial energy shift from the initial X-ray beam to-

ward beginning radiation attenuation within the 

specimen under investigation. Moreover, the re-

sults obviously reveal the distinct difference be-

tween the two groups of open (upper) and pre-

filtered (lower plots) X-ray beams regardless of 

Ag-RDP-55-w/o plot. Since beam hardening in-

creases mean radiation energy, which, in turn, 

yields lower 𝜇 𝜌⁄ (𝐸), the measurements of 𝜇 𝜌⁄̅̅ ̅̅ ̅ 

falling bellow corresponding computations of 

𝜇 𝜌⁄ (𝐸)mix are considered as proven. Moreover, 

transmission conditions are supposed to feature 

higher mean energies than applied for corre-

spondingly computed values in Table IV-42. 

Therefore, further comparison of measuring re-

sults with comprehensive computation data, 

e. g., in Table VII-12 for labMDF 9.5 % MC, and 

interpolation within the discretisation step Δ𝐸 =

1 keV facilitates to imply on the (mean) radiation 

energy, where 𝜇 𝜌⁄ (𝐸)mix computations equal 

𝜇 𝜌⁄̅̅ ̅̅ ̅ measurements. Table IV-44 exemplarily 

presents the radiation energies 𝐸 from computa-

tion, which virtually correspond to the respec-
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tively measured mean mass attenuation coeffi-

cients 𝜇 𝜌⁄̅̅ ̅̅ ̅ of labMDF650 (Table IV-42 at 𝑀𝐶 =

9.5 %) considering both total attenuation 

𝜇tot 𝜌⁄ (𝐸)mix as well as exclusive photoelectric 

absorption 𝜇photo 𝜌⁄ (𝐸)mix. With respect to total 

attenuation, virtually corresponding energies 

from computation consistently exceed �̅� of initial 

spectra 𝑆D,0(𝐸) and range rather close to �̅� of 

transmitted labMDF650 spectra 𝑆D,T(𝐸, 𝜌A) 

(Table IV-29) with non-specific differences to-

ward the latter (partly higher and lower). On the 

contrary, utilisation of single mechanism attenu-

ation coefficient of photoelectric absorption 

yields lower energy values in the order of �̅� from 

𝑆D,0(𝐸). However, virtually corresponding single 

mechanism energies are found not to appropri-

ately represent actual attenuation conditions, 

since 𝜇photo 𝜌⁄ (𝐸)mix exclusively considers real 

absorption by the very same process whereas 

consequently scattered radiation impinges on 

the detector in an undefinable extent in terms of 

measurement and is, thus, part of detection sig-

nal. Although the exemplary computation results 

in Table IV-44 are not considered as precise de-

termination of mean transmission energies, the 

context obviously represents beam hardening 

during X-ray transmission measurements. Ac-

cordingly, the calculated virtually corresponding 

mean energies considering total attenuation 

𝜇tot 𝜌⁄ (𝐸)mix may serve as a rough estimation of 

the energy shift, where X-ray spectra measure-

ments are not available. 

Referring to the above summarised observations 

(Chapter IV–6.1) with particular respect to WBC 

composition, no clear relation or quantifiable im-

pact on beam hardening can be concluded. Con-

siderable increment of high-𝑍 element content 

due to ash or additives is, however, supposed to 

increase actual fraction of photoelectric absorp-

tion 𝜉(photo), hence, potentially yielding 

stronger beam hardening within the material un-

der investigation. Partly found MC impact is ra-

ther an issue of scatter radiation.  

Non-constant 𝜇 𝜌⁄ , i. e., decreasing slope along 

increasing 𝜌A (and 𝜌, respectively) is found in 

X-ray transmission measuring results (cf. Figure 

IV-36 and Figure IV-50) and already discussed 

in Chapter IV–4.3.2.4. The observations are par-

ticularly attributed to beam hardening, since 

𝜇 𝜌⁄ (𝐸) fundamentally decreases with increas-

ing energy, but the characteristic is coincidently 

superimposed by scattering phenomena to be 

pointed out elsewhere. However, comparison of 

the plots in Figure IV-75 (𝐵𝐻𝑖(𝐸, 𝜌A)) and Figure 

IV-50 (relative 𝜇 𝜌⁄ ) unveils obvious similarities. 

Again, and except Ag-RDP-55-w/o data, there 

are the two groups without (w/o) and with (w/) 

additional pre-filter, respectively. The individual 

slope turns steeper (up, Figure IV-75 and down, 

Figure IV-50, respectively) without pre-filter ap-

plication due to higher 𝐵𝐻𝑖(𝐸, 𝜌A) of the respec-

tive setup. Within each group, in turn, the respec-

tive measuring conditions with lower energy 

level reveal higher 𝐵𝐻𝑖(𝐸, 𝜌A), thus, stronger 

beam hardening and coincidently steeper slope 

of relative 𝜇 𝜌⁄  variation along increasing 𝜌. Note, 

detector behaviour considering potential non-lin-

earities in energy characteristic comes in addi-

tion, where, however, individual detector re-

sponse function 𝐷(𝐸) is unknown. 

Consequent deviations in RDP measurement as 

discussed in terms of the performed round robin 

test (refer to Chapter IV–4.3.1) are found to de-

pend on the employed device. The respective 

X-ray transmission 
measurement 

virt. corresp. 
mean energy 
considering 

measured mean 
spectra energy 

   𝝁𝐭𝐨𝐭  𝝁𝐩𝐡𝐨𝐭𝐨  𝑺𝐃,𝟎  𝑺𝐃,𝐓 

RDP device  𝝁 𝝆⁄̅̅ ̅̅ ̅̅   𝑬  𝑬  �̅�  �̅� 

setup  [
m2

kg
]  [keV]  [keV]  [keV]  [keV] 

𝐀𝐠-55-w/o 0.0485 23.5 22.3 21.1 22.1 

𝐖-35-w/o 0.0466 24.0 22.5 21.5 24.4 

𝐖-35-w/ 0.0384 27.0 24.3 24.2 25.9 

𝐖-50-w/o 0.0360 28.2 25.1 26.3 29.5 

𝐖-50-w/ 0.0300 32.4 27.5 29.2 30.1 

Table IV-44: Measured mean mass attenuation coef-

ficients 𝜇 𝜌⁄̅̅ ̅̅ ̅ of labMDF650 (Table IV-42) with virtually 

corresponding radiation energies 𝐸 from computation 

(interpolated from Table VII-12) considering both total 

attenuation 𝜇tot 𝜌⁄ (𝐸)mix as well as exclusive photoe-

lectric absorption 𝜇photo 𝜌⁄ (𝐸)mix, complete with 

measured mean radiation energy �̅� of the employed 

initial 𝑆D,0(𝐸) and transmitted 𝑆D,T(𝐸, 𝜌A) (through 

50 mm labMDF650) spectra (Table IV-29). 
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beam hardening effects are considered to be at-

tributed to individually applied radiation parame-

ters and partly unknown pre-filter utilisation basi-

cally resulting in varyingly distinct energy shifts 

during measurement of the raw density gradi-

ents. Accordingly, different 𝐵𝐻𝑖(𝐸, 𝜌A) values 

have to be expected, where maximum is sup-

posed to be found in the case of maximum raw 

density deviation from reference (i. e., device E 

in Table IV-24 and Table IV-25). 

Notwithstanding the above, beam hardening 

does not necessarily cause measuring insuffi-

ciencies by itself. Moreover, the impact on quan-

titative X-ray applications, i. e., transmission 

measurements, particularly occurs in the case of 

inhomogeneous materials and distinct raw den-

sity or thickness (transmission distance) gradi-

ents under investigation, which, in turn, yield a 

varying extent of beam hardening partly within 

one measuring data set. On the other hand, 

X-ray applications for measurement of small 

area density variations on an equivalent level are 

rather affected by a corresponding level of initial 

beam hardening whereas no considerable varia-

tions within the measuring series have to be ex-

pected.  

Eventually, WBC X-ray densitometry is individu-

ally affected by beam hardening due to the par-

ticular measuring application. Considering, e. g., 

area density 𝜌A measurement, beam hardening 

effects depend on the application range with re-

spect to the material amount. Let area density 

measurement on the furnish mat or panel raw 

density determination be carried out by an inline 

setup employing one single X-ray parameter set-

ting (energy level and pre-filtering) for a wide 𝜌A 

range. Furthermore, solely single sample cali-

bration is performed, i. e., one single (mean) 𝜇 𝜌⁄  

corresponding to 𝜌A in the middle of application 

range is utilised. Nevertheless, actual transmis-

sion measuring conditions reveal decreasing 

𝜇 𝜌⁄  plots along the respective 𝜌A range with the 

slope depending on the individual X-ray setup 

(for exemplary results reference is made to 

Chapter IV–4.3.2.2 with summary in Figure 

                                                      

36  Note, labMDF 9.5 % MC elemental composition is applied as common WBC composition, where reference is made to Chap-
ter IV–2.4.2. 

IV-36). Consequently, measuring results are bi-

ased by beam hardening effects, thus, deviate 

from trueness, where low-range 𝜌A results are 

expected to be overestimated, i. e., higher read-

ings compared to true 𝜌A values and, vice versa, 

upper-range 𝜌A results beyond calibration set-

point will be underestimated, i. e., displayed too 

low compared to trueness. Hence, beam hard-

ening reduces measuring accuracy regarding 

desired 𝜌A results. 

Beyond that, the occurence of varying beam 

hardening across the vertical RDP of WBC pan-

els is considered as one of the most vivid and 

coincidently crucial examples regarding X-ray 

densitometry. Therefore, common ratios of sur-

face (SL) to core layer (CL) mean raw density 

with SL CL⁄ = 1.4… 2.0 for customary WBCs such 

as MDF and PB are found to be apparently re-

duced with resulting flattened RDP shapes ow-

ing to radiation-physical interdependencies. 

Likewise stated regarding the example of furnish 

mat 𝜌A measurements, 𝜇 𝜌⁄  decreases along the 

investigated raw density range (for exemplary re-

sults reference is made to Chapter IV–4.3.2.3 

with summary in Figure IV-50). Here, common 

but insufficient self-calibration (refer to Figure 

II-14) by means of one single (mean) 𝜇 𝜌⁄  corre-

sponding to specimen’s mean raw density �̅� 

does not explicitly consider potential 𝜇 𝜌⁄  varia-

tions due to varying beam hardening along the 

density gradient. Dependent on local raw den-

sity, Figure IV-76 illustrates the context and sum-

marises the consequences for X-ray RDP meas-

urement by the example of specimen MDF1 from 

round robin test (refer to Chapter IV–4.3.1), 

which is virtually measured by W-RDP-50-w/o 

device. To this end, X-ray spectra were specifi-

cally simulated36 (without scattering considera-

tion, for method refer to Chapter IV–4.2.6.2) con-

sidering RDP sections of the specimen MDF1 

(𝑧 = 49.91 mm) with �̅� = 723 kg m3⁄ , 𝜌min =

622 kg m3⁄ , and 𝜌max = 933 kg m
3⁄  (from gravi-

metric reference, Table IV-24). Corresponding 

characteristic parameters are compiled in Table 

IV-45. Let X-ray transmission measurement for 
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RDP determination be performed by regular in-

tensity recording as cumulation over initial 𝑆0(𝐸) 

and transmitted 𝑆T(𝐸, 𝜌) spectra, respectively, 

and subsequent calculation of 𝑇 = 𝐼T 𝐼0⁄ . Coinci-

dently, acquired intensity 𝐼 corresponds to mean 

radiation energy �̅� computed as spectral-

weighted mean value. Note, 𝐸max is bound to 

tube potential and, thus, unaffected by radiation 

transmission. Obviously, transmitted mean en-

ergy �̅�T,𝜌 is found to considerably exceed initial 

energy �̅�0 at all RDP sections. The extent of en-

ergy shift depends, in turn, on local raw density 

within the profile under investigation and in-

creases from CL min toward SL max with in-

creasing raw density. The beam hardening index 

computed on the basis of simulated spectra con-

sidering the particular setup W-RDP-50-w/o and 

the measuring range 𝜌 = 622…933 kg m3⁄  re-

sults in 𝐵𝐻𝑖(𝐸, 𝜌A) = 11.76 %Δ�̅� %Δ𝜌A⁄ , which is 

found in the order of W-RDP-50-w/o device eval-

uation considering labMDF density range (Table 

IV-43). Accordingly, local radiation attenuation is 

governed by respective energy conditions result-

ing in analogously varying 𝜇 𝜌⁄ (�̅�T,𝜌 ), which 

considerably falls below theoretically computed 

value corresponding to initial energy spectrum 

and further decreases from CL min toward 

SL max. Moreover, actually transmitted intensity 

is found to deviate from theoretical expectation 

under ideal conditions, with locally decreased 

(CL min) or increased (SL max) values, respec-

tively, due to RDP section. Since employed 

mean mass attenuation coefficient 𝜇 𝜌⁄̅̅ ̅̅ ̅ from self-

calibration expects linear attenuation ln 𝑇−1, final 

density 𝜌 results and RDP slope are biased ow-

ing to actually non-linear transmission and vary-

ing 𝜇 𝜌⁄ (�̅�T,𝜌 ) along the measuring range. Thus, 

beam hardening effects cause deviations from 

trueness, where low-range 𝜌 results are ex-

pected to be overestimated, i. e., higher readings 

compared to true 𝜌 values and, vice versa, up-

per-range 𝜌 results beyond �̅� (calibration set-

point) will be underestimated, i. e., displayed too 

low compared to trueness.  

To fundamentally conclude, beam hardening ef-

fects cause considerable bias of X-ray densitom-

etry results, where one single mass attenuation 

coefficient as calibration parameter is applied for 

a wide range of area density and on specimens 

featuring distinct raw density gradients. The im-

pact can sufficiently be reduced by appropriate 

pre-filter application for pre-hardening. Nonethe-

less, beam hardening effects cannot be totally 

eliminated for X-ray densitometry. Hence, beam 

hardening diminishes measuring accuracy re-

garding desired density results and has to con-

sequently be considered otherwise. 
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Figure IV-76: Illustration of context and consequences of varyingly distinct beam hardening in terms of X-ray RDP 

measurement on customary WBCs resulting in local variations of mean transmitted energy �̅�𝑇,𝜌, mass attenuation 

coefficient 𝜇 𝜌⁄ (�̅�𝑇,𝜌), and effectively transmitted radiation intensity 𝐼𝑇,𝜌 due to local raw density 𝜌; X-ray spectra 

simulated considering RDP sections of MDF1 (𝑧 = 49.91 mm) from round robin test (Chapter IV–4.3.1) with �̅� =

723kg m3⁄ , 𝜌min = 622kg m
3⁄ , and 𝜌max = 933kg m

3⁄  (from gravimetric reference, Table IV-24) with initial spectrum 

of W-RDP-50-w/o device (left) and transmitted spectra (right) normalised to unity (upper, 𝐼(𝐸)max = 1) as well as to 

initial intensity 𝐼0 (lower, 𝐼(𝐸) = 𝐼(𝐸)T ∑ 𝐼(𝐸)0⁄ ), for characteristic parameters refer to Table IV-45. 

 

target 𝑼𝐚,𝐧𝐨𝐦  pre-filter absorber  𝑬𝐦𝐚𝐱  �̅�  𝚫�̅�  𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐩𝐞𝐚𝐤  𝑬𝐦𝐢𝐧  𝐅𝐖𝐇𝐌  𝑰 = ∑ 𝑰(𝑬)  𝑰𝐓 𝑰𝟎⁄  

 [kV]   𝒕 [mm] MDF 𝝆  [kVp]  [keV]  [keV]  [keV]  [keV]  [keV]  [keV]  [cps]  [-] 

   Al  [kg m3⁄ ]   ref. to 𝐼0  ref. to 𝐼0     = 𝑻 

𝐖  50 0.635 – 50 26.6 – 22.2 – 7.5 21.6 2.661E+06  𝑰𝟎 

  0.635 622 50 31.3 4.7 29.2 7.0 12.1 20.7 6.940E+05 0.26 

  0.635 723 50 31.7 5.1 29.9 7.7 12.6 20.5 5.788E+05 0.22 

  0.635 933 50 32.5 5.9 31.1 8.9 13.6 20.0 4.028E+05 0.15 

Table IV-45: Simulation of beam hardening in terms of X-ray RDP measurement as compilation of characteristic 

parameters (like in Table IV-30) for W-RDP-50-w/o device radiation spectra simulated by XRayTools software 

(Chapter IV–4.2.6.2), with initial spectrum 𝐼0 and transmission spectra considering RDP sections of MDF1 (𝑧 =

49.91 mm) from round robin test (Chapter IV–4.3.1) with �̅� = 723 kg m3⁄ , 𝜌min = 622kg m
3⁄ , and 𝜌max = 933kg m

3⁄  

(from gravimetric reference, Table IV-24); without (default by software) recording of scattered radiation, always 

including 0.635 mm Al corresponding to spectrometer lid. 
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6.3 Scattering and radiation 

build-up 

The occurrence of scattering as an attenuation 

mechanism in consequence of coherent and in-

coherent interaction and resulting intensity of 

scattered radiation reveals particular dependen-

cies such as radiation energy, material 𝑍eff, and 

angular direction as comprehensively discussed 

in Chapter II–2.5.1. For X-ray transmission 

measurements, no impact has to be considered 

in the case of ideal narrow-beam conditions with 

tight collimation of both source and detector. Ac-

cordingly, IEC 60050-881 (1983) defines nar-

row-beam attenuation measurement as a condi-

tion, where scattered radiation is negligible. On 

the contrary, broad-beam attenuation measure-

ment always includes a certain amount of scat-

tered radiation. Notwithstanding that, broad-

beam geometry is mainly to be found in practice 

of technical X-ray applications. Beyond blurring 

as general consequence in X-ray imaging, scat-

tering is considered to cause non-linear attenua-

tion characteristics in terms of transmission 

measurement, i. e., contributes to non-linear 

slope of X-ray transmission plot ln 𝑇−1, due to 

bias of registered radiation intensity, following 

the fundamental discussion of hitherto findings in 

Chapter II–2.5. The like applies to all performed 

transmission measurements (Chapter IV–4.3.2), 

which belong to broad-beam applications, since 

all employed setups (Table IV-18 and Table 

IV-19) do not fulfil ideal conditions owing to 

solely slit or no collimation of the detector as well 

as initial beams with certain extent. Conse-

quently, transmitted beams unavoidably com-

prise scattered radiation, which is assigned to 

secondary radiation and, thus, not primarily ex-

pected in the acquired signal. Hence, forward-

scattered radiation, which somehow reaches the 

transmission detector of the setup, has to be 

taken into account. Moreover, any scattering 

from the specimen has to be considered such 

that backward-scattered radiation may undergo 

multiple interaction and could, thus, be redi-

rected toward the transmitted beam. The like ap-

plies vice versa to forward-scattered radiation. 

Therefore, all scattering considerations below 

refer to multiple scattering. 

As already illustrated in Figure II-10 with respect 

to measurements by means of extended beam 

and detector area, scattering superimposes the 

directly transmitted beam and contributes to the 

recorded total intensity on the detector. Note, 

Figure IV-77 serves as an enhancement of Fig-

ure II-10 and comprises relevant scattering phe-

nomena (beyond absorption and unaffected 

transmission) to fundamentally distinguish be-

tween scattering directly from the central beam 

over the detector area (referred to as detector 

field of view (FOV)) and the radiation indirectly 

scattered in from outside FOV impinging on the 

detector. Beyond this, radiation may be scat-

tered out, thus, removed from the transmitted 

beam and to be considered as actual attenuation 

fraction. Moreover, the beam diverges, where ra-

diation may undergo multiple interactions within 

the specimen. Beyond scattered radiation reach-

ing the detector from the material under investi-

gation (inside or outside FOV), there are further 

potential sources of scatter radiation considering 

the setup and its surroundings. In industrial radi-

ology, HALMSHAW (1995), e. g., mentions 

- backscatter from the support of the film after 

beam has passed the very same or 

- scatter originating from the primary beam 

hitting walls or other adjacent objects. 

In the present case of the employed setups 

(Table IV-18 and Table IV-19), minor scattering 

from the surroundings except the material under 

investigation is expected due to the construction 

mainly made of metal and the applied low to me-

dium energy range. Nevertheless, aluminium re-

veals a scattering fraction in the order of 

𝜉(scat) = 0.16 at 𝐸 = 25 keV (refer to Table 

 

Figure IV-77: Broad-beam geometry following Figure 

II-10 enhanced with interaction processes beyond de-

tector FOV illustrating scatter superimposition and 

consequent 𝐼T increment from different secondary 

sources within the specimen. 
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VII-7) but yields strong self-absorption, in turn. 

On the contrary, the applied detector type of all 

W-target devices comprises plastic components 

carrying and covering the scintillator. Therefore, 

a considerable amount of scatter is supposed to 

contribute to the detection signal. Nevertheless, 

beam geometry hitting the detector is equal for 

𝐼T as well as 𝐼0 determination. Thus, equivalent 

scattering contribution from irradiated detector 

components is expected for both 𝐼T and 𝐼0 meas-

urement on the one hand. However, on the other 

hand, 𝑆𝑃𝑅 values are considered to differ with 

𝑆𝑃𝑅0 < 𝑆𝑃𝑅𝑇, i. e., zero signal 𝑆𝑃𝑅 without any 

attenuator in the direct beam is supposed to con-

siderably fall below the very same of the attenu-

ated beam, since transmission yields lower pri-

mary intensity. Moreover, transmitted spectra 

𝑆T(𝐸, 𝜌A) differ from the initial one 𝑆0(𝐸), hence, 

cause different scattering due to energy-depend-

ence of radiation interaction. Obviously, the ac-

tual scattering impact from close surroundings 

such as the detector housing cannot be clarified 

without particular determination of the respective 

scattering intensities, which is, in turn, elaborate 

considering the required masking setup or even 

unfeasible regarding appropriate accuracy. 

Eventually, there is a demand to consider inher-

ent scattering otherwise. Consequently, beam 

and transmission geometry, hence, total X-ray 

measuring setup, fundamentally affects actual 

scattering conditions, thus, measuring results 

and effective mass attenuation coefficients. 

Here, ATTIX (2004) points out that any effective 

𝜇 𝜌⁄  from a broad-beam attenuation measure-

ment allways falls below the theoretical value 

(from computation and tabulation), where meas-

ured 𝜇 𝜌⁄ , in turn, comes close to computed val-

ues with setup conditions approaching narrow-

beam geometry. 

Regardless of image blur, scattering considera-

tions in terms of the present quantitative applica-

tions, i. e, X-ray densitometry, preferably draw 

on radiation build-up as bias of detector signal 

compared to ideal expectation. Notwithstanding 

this, the build-up factor 𝐵 for quantification of the 

effect is, however, not explicitly determined on 

the basis of measuring data. Note, the determi-

nation appears feasible by simple transformation 

of eq. (II-47) toward 𝐵 = 𝐼T 𝐼0⁄ ∙ 𝑒
𝜇

𝜌
(𝐸)∙𝜌∙𝑡

 (likewise 

SIEGEL et al. (1985) do), with 𝐼T 𝐼0⁄ = 𝑇 from 

transmission measurements, 𝜌 and 𝑡 as gravi-

metrical specimen data, and 𝜇 𝜌⁄ (𝐸) =

𝜇 𝜌⁄ (𝐸)mix from theoretical computation consid-

ering elemental composition and radiation en-

ergy 𝐸. However, the discussion in Chapter IV–

5.2.3 unveils questionable validity of 𝜇 𝜌⁄ (𝐸)mix 

no matter what computation method is used as 

a direct substitute for correspondingly measured 

𝜇 𝜌⁄ . There is no obvious conclusion, which 

𝜇 𝜌⁄ (𝐸)mix values are applicable aiming at ap-

propriate accuracy. Therefore, the 𝜇 𝜌⁄ (𝐸)mix er-

ror would propagate to 𝐵 computed thereof. Ac-

cordingly, no computation of 𝐵 is performed on 

the basis of transmission measurements. Fur-

ther methods by means of explicit determination 

of 𝐼S or 𝐼P, respectively, are associated with erro-

neous and elaborate measurement of such in-

tensity fractions with regard to the particularly 

employed setups. Already HALMSHAW (1995) 

discusses methods for measurement of scatter-

ing intensity 𝐼S, which feature certain difficulties 

and requirements to yield appropriate accuracy 

in determination. Consequently, no such meas-

urements are performed and, thus, no values of 

𝐵 for the respective setups can be presented. 

The above summarised observations (Chapter 

IV–6.1) in consequence of radiation-physical in-

terdependencies are partly attributed to scatter-

ing. In contrast to the discussion on beam hard-

ening in Chapter IV–6.2, obviously no particular 

numerical evaluations are feasible on the meas-

uring data basis to directly quantify the scattering 

phenomena. However, further comparison of 

both measured and computed mass attenuation 

coefficients 𝜇 𝜌⁄  considering single interaction 

mechanisms provides an indirect indication for 

scattering conditions of the individual measuring 

setups. As earlier pointed out in Chapter II–2.5.4, 

such comparisons are already discussed by 

COPPOLA, REINIGER (1974), MIDGLEY (2006), or 

SARITHA, NAGESWARA RAO (2013), where the lat-

ter present deviations between their experi-

mental and theoretical 𝜇 𝜌⁄  results of only 

−0.05…1.54 % due to their tightly collimated 

setup comprising four apertures along the beam 

path. In addition to the earlier comparison of 𝜇 𝜌⁄  

computation toward measurement in Chapter 
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IV–5.2.3, single attenuation processes with re-

spective values in Table IV-41 are further taken 

into account. To this end, Table IV-46 provides a 

compilation of Table IV-42 data complete with 

computed single coefficients 𝜇𝑖 𝜌⁄ (�̅�)mix at sin-

gle mean energies �̅� considering photoelectric 

absorption and scattering (sum of coherent and 

incoherent interaction) as well as corresponding 

attenuation fractions 𝜉(𝑖) following eq. (II-15). 

Figure IV-78 illustrates the data for labMDF650 

at 𝑀𝐶 = 9.5 %. Note, although 𝜇 𝜌⁄ (𝐸)mix com-

putation of spectral-weighted total mean mass 

attenuation coefficient via application of corre-

sponding transmitted spectra 𝑆D,T(𝐸, 𝜌A), thus, 

𝜇 𝜌⁄ (𝑆D,T(𝐸, 𝜌A))
mix

, is found to yield more ap-

propriate estimations (refer to Chapter IV–5.2.4), 

comparison in Table IV-46 and corresponding 

single process coefficient computation is per-

formed on the basis of �̅�, thus, 𝜇 𝜌⁄ (�̅�)mix, which 

is considered a more practice-oriented index due 

to the general lack of both initial and particularly 

transmission spectra in the case of applications 

beyond present investigations.  

However, 𝜇 𝜌⁄̅̅ ̅̅ ̅ measuring results consistently 

range somewhere between computed 

𝜇photo 𝜌⁄ (�̅�)mix and 𝜇tot 𝜌⁄ (�̅�)mix, where the lat-

ter (total) represents ideal conditions, i. e., maxi-

mum attenuation in narrow-beam geometry on 

the respective energy level. Obviously, an indi-

vidual partial addition of 𝜇scat 𝜌⁄ (�̅�)mix to 

𝜇photo 𝜌⁄ (�̅�)mix would represent the practical 

case, such that after scattering interaction, radi-

ation is not necessarily removed from the beam 

but partly reaches the detector due to beam ge-

ometry and collimation. The difference 

Δ 𝜇photo 𝜌⁄  of photoelectric absorption toward 

measured (mean) 𝜇 𝜌⁄̅̅ ̅̅ ̅ gives a quantitative indi-

cation for additional attenuation by scattering, 

which, however, actually removes the consid-

ered radiation portion from the transmitted beam 

by scattering out of FOV. The differences in-

crease with increasing �̅�, thus, scattering contri-

bution to total attenuation increases. Moreover, 

relative evaluation via the quotient 𝑄 𝜇photo 𝜌⁄  

appears more practicable. Therefore, 1 −

𝑄 𝜇photo 𝜌⁄  is considered as scattering contribu-

tion and likewise increases for the respective 

panel type, where labMDF and indMDF results 

are found in the same order. The values of insu-

lation with considerably lower raw density, how-

ever, exceed the densified panel results owing to 

the different material structure, since the more 

porous insulation enables stronger divergence of 

the beam such that out-scattering diminishes 

secondary radiation reaching the detector. Even-

tually, 1 − 𝑄 𝜇photo 𝜌⁄  reveals an equivalent ten-

dency like 𝜉(scat) but falls below the theoretical 

scattering fraction, since not the total scattering 

contributes to real attenuation. The residual in-

teraction causes in-scattered radiation, which is 

considered to be registered by the detector. 

Here, 1 − 𝑄 𝜇tot 𝜌⁄ , i. e., the relative difference 

between measured and computed total 

𝜇tot 𝜌⁄ (�̅�)mix, may serve as indication for scat-

tering fraction in the transmitted beam of the re-

spective measurement. Obviously, the results 

tend to decrease with increasing energy 

whereas the pattern shows some irregularities. 

Insulation values fall, in turn, below labMDF and 

 

Figure IV-78: Comparison between mean mass atten-

uation coefficients of labMDF650 at 𝑀𝐶 = 9.5 % from 

X-ray measurements 𝜇 𝜌⁄̅̅ ̅̅ ̅ (Table IV-27) and computed 

values by single mean energies 𝜇𝑖 𝜌⁄ (�̅�)mix (Table 

IV-35) for both total attenuation as well as single inter-

action processes photoelectric absorption and scatter-

ing  (as sum of coherent and incoherent), respectively 

considering Ag- and W-RDP device setups; for data 

refer to Table IV-46. 
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indMDF results, hence, a lower scattering frac-

tion is considered to be emitted from the more 

porous material. Note, all discussed data above 

belongs to the applied RDP devices with slit col-

limation in front of the detector. However, the like 

observations are found for comparison of Fmat 

and indMDF data at �̅� = 12.7 keV, where fibre 

mat measurements obviously yield lower scat-

tering fraction in transmitted radiation on detec-

tor compared to the panel measuring conditions 

(further discussions follow below). Note, all ob-

served effects considering both 𝜌A and RDP de-

vices in comparison of measured toward com-

puted 𝜇 𝜌⁄  are superimposed or even rather 

dominated by beam hardening, which is found to 

yield decreased 𝜇 𝜌⁄  compared to expectation as 

comprehensively discussed in Chapter IV–5.2.3 

as well as Chapter IV–6.2. Therefore, no clear 

distinction, thus, no conclusion on the actual 

scattering impact, is possible based solely on 

𝜇 𝜌⁄  considerations. Further implications consid-

ering energy spectra and the interdependencies 

of both effects scattering as well as beam hard-

ening follow below. 

 

measuring device  measure-
ment 

𝝁𝒊
𝝆
(�̅�)𝐦𝐢𝐱 

computation, eq. (II-31),  
single mean energy 

𝝃(𝒊) [−] 

setup energy 𝝁 𝝆⁄̅̅ ̅̅ ̅̅   total photo scat photo scat 

 �̅�   
[keV]  

 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝟏 - 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

 𝚫𝝁 𝝆⁄  

 [
m2

kg
] 

 𝟏 - 𝑸𝝁 𝝆⁄  

 [−] 
 𝝁 𝝆⁄  

 [
m2

kg
] 

  

Fmat 9.4 % MC           

𝐖-mat-16-w/o 12.7 0.2039 0.2181 -0.070 0.1878 -0.0161 0.079 0.0304 0.86 0.14 

indMDF 8.1 % MC           

𝐖-panel-16-w/o 12.7 0.1749 0.2111 -0.207 0.1809 +0.0060 -0.034 0.0303 0.86 0.14 

labMDF 9.5 % MC           

𝐀𝐠-RDP-55-w/o 21.1 0.0485 0.0599 -0.235 0.0356 -0.0129 0.266 0.0243 0.59 0.41 

𝐖-RDP-35-w/o 21.5 0.0466 0.0576 -0.236 0.0335 -0.0131 0.281 0.0241 0.58 0.42 

𝐖-RDP-35-w/ 24.2 0.0384 0.0460 -0.198 0.0229 -0.0155 0.404 0.0231 0.50 0.50 

𝐖-RDP-50-w/o 26.3 0.0360 0.0400 -0.112 0.0175 -0.0185 0.513 0.0225 0.44 0.56 

𝐖-RDP-50-w/ 29.2 0.0300 0.0342 -0.139 0.0124 -0.0176 0.587 0.0218 0.36 0.64 

indMDF 8.1 % MC           

𝐀𝐠-RDP-55-w/o 21.1 0.0457 0.0600 -0.314 0.0358 -0.0099 0.216 0.0243 0.60 0.40 

𝐖-RDP-35-w/o 21.5 0.0460 0.0578 -0.257 0.0337 -0.0123 0.267 0.0241 0.58 0.42 

𝐖-RDP-35-w/ 24.2 0.0385 0.0461 -0.196 0.0230 -0.0155 0.403 0.0231 0.50 0.50 

𝐖-RDP-50-w/o 26.3 0.0359 0.0401 -0.116 0.0176 -0.0183 0.510 0.0225 0.44 0.56 

𝐖-RDP-50-w/ 29.2 0.0303 0.0343 -0.134 0.0125 -0.0178 0.587 0.0218 0.36 0.64 

raytest 59.5 0.0166 0.0194 -0.169 0.0012 -0.0154 0.928 0.0182 0.06 0.94 

insulation 9.1 % MC           

𝐀𝐠-RDP-55-w/o 21.1 0.0468 0.0589 -0.257 0.0347 -0.0121 0.259 0.0242 0.59 0.41 

𝐖-RDP-35-w/o 21.5 0.0514 0.0567 -0.104 0.0327 -0.0187 0.363 0.0241 0.58 0.42 

𝐖-RDP-35-w/ 24.2 0.0403 0.0454 -0.127 0.0223 -0.0180 0.447 0.0231 0.49 0.51 

𝐖-RDP-50-w/o 26.3 0.0394 0.0395 -0.001 0.0170 -0.0224 0.569 0.0225 0.43 0.57 

𝐖-RDP-50-w/ 29.2 0.0314 0.0339 -0.079 0.0121 -0.0193 0.615 0.0218 0.36 0.64 

Table IV-46: Comparison between mean mass attenuation coefficients (acc. to Table IV-42) of fibre mats (Fmat), 

lab-made (labMDF650) and industrial MDF, as well as insulation board at EMC in consequence of 20/65 condition-

ing with data from X-ray measurements 𝜇 𝜌⁄̅̅ ̅̅ ̅ (Table IV-27) and computed values 𝜇𝑖 𝜌⁄ (�̅�)mix at single mean ener-

gies �̅� (Table IV-35) for both total attenuation as well as single interaction processes photoelectric absorption and 

scattering (scat = coh + incoh), respectively considering W-mat and W-panel (without pre-filter) as well as Ag- and 

W-RDP (with and without pre-filters) device setups plus raytest; complete with comparison via selected 

Δ𝜇𝑖 𝜌⁄ (𝐸)mix eq. (IV-41) and 1 − Q𝜇𝑖 𝜌⁄ (𝐸)mix eq. (IV-42) toward respective measuring data as reference; addition-

ally, attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms acc. to Table IV-41. 
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Several anti-scatter methods are discussed in 

Chapter II–2.5.2. To avoid having scattered radi-

ation from the surrounding specimen material 

reach the detector from beyond FOV, masking is 

recommended in common practice of radiog-

raphy (cf. HALMSHAW (1995)), which corre-

sponds to detector collimation in X-ray measur-

ing applications. Both employed RDP devices 

(Table IV-18 and Table IV-19) feature respective 

slit collimators, which are, however, considered 

to let a certain amount of scattered radiation 

pass through the width and particularly over the 

length of the slit aperture. Moreover, W-target 𝜌A 

setup detectors (mat and panel, Table IV-19) 

with considerable dimensions support no rea-

sonable possibility for tight collimation in the reg-

ular application of the devices with furnish mats 

or panels moving beyond, thus, scattered radia-

tion would reach the detector anyway. However, 

collimation fundamentally diminishes the trans-

mission intensity, thus, the acquired signal. The 

loss is potentially to be compensated by an in-

crement of the initial intensity via tube current or 

detector integration time. The same applies to 

anti-scatter grids, which could be an option for 

the large detectors but would considerably re-

duce signal yield. Moreover, particularly focus-

sing grids are elaborate to adjust and maintain, 

and thus inappropriate for the regular application 

of the utilised devices under industrial condi-

tions. Already NEITZEL (1992) recommended us-

ing cheap and reliable air gaps rather than grids, 

i. e., specifically increased 𝑠𝑆−𝐷. Note, the dis-

tance increment likewise decreases measuring 

signal yield. However, ATTIX (2004) illustrates 

and discusses various broad-beam geometries. 

Accordingly, the case of a detector as close as 

possible to the specimen backside causes out-

scattered radiation to be maximally replaced by 

in-scattered secondaries, i. e., no beneficial con-

ditions. Moreover, an increment of specimen-

backside-detector-surface distance 𝑠𝑆−𝐷 is well-

known to reduce scattered radiation on the de-

tector. Considering the beam width 𝑤 covering at 

least the detector, ATTIX (2004) further points out 

that an increasing ratio 𝑠𝑆−𝐷 𝑤⁄  facilitates to ap-

proach narrow-beam conditions. Accordingly, 

the employed W-mat-𝜌A device particularly in the 

case of thin specimens with 𝑠𝑆−𝐷 < 400 mm can 

be considered to reveal the most appropriate 

conditions with reduced scattering in contrast to 

the comparable W-panel-𝜌A setup featuring, 

however, a wide fan beam and low 𝑠S−D =

36 mm. Eventually, both RDP devices appear 

well-equipped with a slit collimator and certain 

distance to the detector 𝑠S−D ≈ 50 mm, which, 

however, does not avoid registration of scattered 

radiation as 𝜇 𝜌⁄  measuring results indicate. The 

𝜌A setups for both mat and panel feature an open 

detector without any collimation, where the prior 

provides particular but varying 𝑠S−D. Thus, differ-

ent scattering conditions become likewise obvi-

ous from corresponding transmission measuring 

results in comparison between mat and panel 

data with  

- varying 𝐵(𝜌A) in case of W-mat-𝜌A results 

along increasing 𝜌A obvious from rather non-

linear slope of 𝜇 𝜌⁄  in Figure IV-36 and 

- fundamentally stronger scattering impact, 

thus, higher 𝐵(𝐸), in case of W-panel-𝜌A 

measurements obvious from lower 𝜇 𝜌⁄  val-

ues at the same energy level in Figure IV-36 

and Table IV-26 

according to evaluations in Chapter IV–4.3.2.2 

and first implications in Chapter IV–4.3.2.4. 

Beyond beam geometry and measuring setup, 

the investigated material itself with structure and 

composition is considered to influence scattering 

conditions, thus, 𝑆𝑃𝑅 according to eq. (II-44) and 

consequently 𝐵 following eq. (II-48). In this re-

gard, low-𝑍 material such as WBCs with coinci-

dently rather low true density of the wood matter 

reveals minor self-absorption of secondary radi-

ation from coherent and incoherent scattering in-

teraction. Contrary to this, scattering from high-𝑍 

metals (e. g. Fe) in the applied energy range un-

dergoes most likely subsequent absorption 

within the high-density material itself due to en-

ergy loss of the secondaries in consequence of 

predominant incoherent Compton scattering and 

strong photoelectric absorption. Therefore, WBC 

specimens emit a considerable portion of sec-

ondary radiation, thus, may yield considerable 

𝑆𝑃𝑅 and 𝐵 in terms of X-ray transmission meas-

urements. However, increased self-absorption 

for both kinds of scattered radiation likewise ap-

plies to long transmission distances within light 
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and porous materials such as WBCs. Thus, the 

likelihood of secondary or even multiple interac-

tion increases with increasing thickness of the 

absorber. Hence, a diminished amount of scat-

tered radiation as 𝐼S on the detector is expected. 

The phenomenon is considered to particularly 

occur in case of equivalent area density with in-

creasing porosity, i. e., low densification (refer to 

beam path model Figure IV-12). This context is 

considered as further reason for the aforemen-

tioned differences between W-target device 𝜌A 

results on Fmat and indMDF. At equivalent 𝜌A, 

there are longer transmission distances through 

the pre-pressed furnish mat in comparison to the 

densified panel, e. g., about factor 10 in case of 

MDF. On the longer beam path, secondary radi-

ation may undergo multiple interactions and, 

moreover, the beam is particularly enabled to 

more strongly diverge in the coarse structure of 

the wood-particle-resin-matrix (refer to 

mesoscopic level, Chapter IV–3.3), i. e., in the 

pores between particles or TMP fibres of the pre-

pressed mat. Contrary to possible divergence in 

the case of 𝜌A measurement, RDP determination 

features rather short but constant transmission 

distances along the profile. Note here, high raw 

densities in SL compared to CL are assumed to 

reveal higher 𝑆𝑃𝑅 due to the higher amount of 

material, where radiation undergoes multiple in-

teraction. In contrast to the aforementioned at-

tenuation characteristic of metal, an increment of 

self-absorption fails to appear owing to the com-

paratively low true density of wood matter and 

non-dominance of photoelectric absorption in 

the applied medium energy range. Further impli-

cations on RDP measurement regarding scatter-

ing conditions follow below. To conclude for 

WBC structures, 𝑆𝑃𝑅 and 𝐵 increase with in-

creasing raw density at equal specimen depth 

and decreasing transmission distance 𝑠T (mat or 

panel thickness) at equal area density 𝜌A. More-

over (refer to beam path model Figure IV-12), 

true density of WBC matter remains equal where 

solely porosity is diminished during densification. 

Radiation build-up on detector and consequent 

increment of measured 𝐼T compared to expecta-

tion of narrow-beam attenuation is illustrated in 

Figure IV-77, where scattering considerations 

further need to be related to corresponding en-

ergy distributions. To this end, eq. (II-43) is ex-

tended by explicit consideration of transmission 

spectra at detector surface to 

𝑆T(𝐸, 𝜌A) = 𝑆T,P(𝐸, 𝜌A) + 𝑆T,S(𝐸, 𝜌A) (IV-45) 

as sum of primary and scatter spectrum, where 

all spectral distributions depend on both energy 

𝐸 and area density 𝜌A of the attenuating material. 

Again, detector response function 𝐷(𝐸) comes 

in addition according to eq. (IV-33). As easily can 

be seen, varying scattering fractions of the trans-

mitted beam influence the spectra reaching the 

detector. Thus, in addition to the aforementioned 

energy shift (Chapter IV–6.2), transmitted spec-

tra are found not to exclusively be affected by 

beam hardening, which is known to cause an up-

ward shift of �̅�T and likewise 𝐸min. Owing to 

broad-beam attenuation, coincidently recorded 

scatter radiation likewise contributes to the de-

tected spectrum 𝑆D,T(𝐸, 𝜌A), however, inverse to 

beam hardening. Here, ATTIX (2004) points out 

that scattering generally tends to decrease the 

energy of the radiation reaching the detector. 

Hence, transmission spectra are particularly 

blurred by incoherent scattering such that an in-

crement of low-energy fraction is observed within 

the energy distribution. This decrement of radia-

tion energy is sometimes referred to as Compton 

shift due to the predominant incoherent interac-

tion mechanism (cf. IEC 60050-881 (1983)). 

Similar observations are revealed from the com-

parison of simulated transmission spectra con-

sidering labMDF650 and particular RDP devices 

in Figure IV-58. As additionally quantified in Ta-

ble IV-31, all energy distributions of the simula-

tion with scattering consideration fall below the 

spectra without scattering registration. Further 

characteristic parameters in Table IV-30 for the 

comparison of scatter-free (Figure IV-56) and 

scatter (Figure IV-57) data considering further 

raw densities of labMDF verify the findings, 

where Δ�̅�, Δ𝐸peak (both toward respective initial 

spectra 𝑆D,0(𝐸)), as well as 𝐸min including scat-

tering fall below the figures without recording of 

scatter radiation. The deviation of scattering 

spectra from scatter-free data, thus, the low-en-

ergy shift, increases with increasing raw density 

of the specimen at respectively the same energy 
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level in terms of X-ray device configuration. Fur-

thermore, the difference increases with increas-

ing initial energy of the simulated setups at 

equivalent specimen raw densities. Note, the ob-

served downward shift of the energy spectra due 

to scattering is individually superimposed by 

density- and energy-dependent beam harden-

ing. Notwithstanding this, INANC (1999) point out 

in their computational experiments on X-ray 

scattering, that no generalisation can easily be 

made regarding the energy distribution of scat-

tering spectra. For increasing specimen thick-

ness, peak of the spectrum is, however, found to 

tend to be shifted to lower energy levels. Even-

tually, implications regarding scattering impact 

on transmission spectra are rather considered 

as educated guesses on basis of the measuring 

observations and simulations above, where 

complex radiation-physical interdependencies 

need to be taken into account. 

However, in addition to generally discussed lab-

MDF simulation data above, results from extra 

simulation of scattering impact in terms of X-ray 

RDP measurement on customary MDF are pre-

sented in Table IV-48 as a compilation of char-

acteristic parameters (analogously to scatter-

free data in Table IV-45 considering beam hard-

ening). Furthermore, Figure IV-79 illustrates 

context and consequences of scattering registra-

tion by the example of the specimen MDF1 from 

round robin test (refer to Chapter IV–4.3.1) and 

virtual application of W-RDP-50-w/o (Table 

IV-20) device. To this end, X-ray spectra were 

specifically simulated37 with scattering consider-

ation (for method refer to Chapter IV–4.2.6.2) for 

RDP sections of the specimen MDF1 (𝑧 =

49.91 mm) with �̅� = 723 kg m3⁄ , 𝜌min =

622 kg m3⁄ , and 𝜌max = 933 kg m
3⁄  (from gravi-

metric reference, Table IV-24). Note, as already 

discussed in Chapter IV–4.3.3.2, the validity of 

simulated scatter recording may be questionable 

according to DERESCH (2013), since all scatter-

ing angles are virtually registered without any 

possibility to consider particular beam geometry. 

The data, however, facilitates a first appropriate 

estimation of scattering impact in terms of RDP 

                                                      

37  Note again, labMDF 9.5 % MC elemental composition is applied as common WBC composition (refer to Chapter IV–2.4.2). 

measurement in comparison to analogously 

computed scatter-free data (default simulation). 

With regard to transmitted radiation spectra 

through considered RDP sections, Table IV-47 

provides a quantitative comparison as difference 

of scatter toward scatter-free data. Note, all char-

acteristic energy parameters �̅�, 𝐸peak, as well as 

𝐸min consistently fall below the very same with-

out scatter registration for all raw density values, 

respectively, owing to the contribution of low-en-

ergy scattered radiation, where the extent 

ranges Δ𝐸 = −1.1…− 0.5 keV. The differences 

increase along the RDP slope toward SL with in-

creasing raw density due to increasing impact of 

low-energy 𝐼S (roughly constant in contrast to de-

creasing 𝐼P, Table IV-48) on the spectra with a 

consequent downward shift of energy, which 

supports the implications for scattering conse-

quences in Figure IV-79; i. e., increasing radia-

tion build-up 𝐵(𝐸, 𝜌) with increasing raw density. 

Contrary to the expectation, the parameter full 

width at half maximum FWHM for characterisa-

tion of spectra width likewise decreases, which 

is assumingly attributed to the scatter impact on 

energy distribution (normalised to unity, right 

plots in Figure IV-79) toward constant 𝐸max, 

where the donward slope is obviously shifted to 

lower energies. This observation in simulation 

data appears similar to the effect of extrafocal ra-

diation on spectra, where backscattered elec-

trons within the X-ray tube cause emission of ra-

ther soft radiation beyond the focal spot (cf. 

NAGEL (2003)), likewise obvious from spectra 

measuring results in Figure IV-51 and Figure 

absorber  𝚫�̅�  𝚫𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐦𝐢𝐧  𝚫𝐅𝐖𝐇𝐌 

MDF 𝝆  [keV]  [keV]  [keV]  [keV] 

[kg m3⁄ ]  difference of scatter to scatter-free data 

622 -0.6 -0.8 -0.5 -0.5 

723 -0.7 -0.7 -0.5 -0.5 

933 -0.8 -1.1 -0.6 -0.4 

Table IV-47: Comparison of simulated spectra with 

scattering consideration (Table IV-48) toward scatter-

free data (Table IV-45) as difference between respec-

tive characteristic energy parameters. 
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IV-52 (particularly the 50 kVp-spectra). Further 

evaluation of simulation data including scattering 

reveal a decreased beam hardening index within 

the raw density range for the exemplarily simu-

lated transmission data with 𝐵𝐻𝑖(𝐸, 𝜌A)S =

9.32 %Δ�̅� %Δ𝜌A⁄  in comparison to 𝐵𝐻𝑖(𝐸, 𝜌A) =

11.76 %Δ�̅� %Δ𝜌A⁄  without scattering considera-

tion. However, this does not necessarily indicate 

reduced beam hardening but rather a distinct 

scattering impact superimposing transmission 

spectra. Obviously, the occurrence and record-

ing of scatter radiation owing to the particular 

measuring setup counteracts beam hardening 

by increment of the spectrum’s low-energy 

share. The impact, however, of beam hardening 

rather dominates the detected transmission 

spectrum, thus, a fundamental upward energy 

shift is still present but diminished by scattering. 

To conclude, the beam hardening effect is con-

sidered to increase for setups with minor scatter 

radiation impinging on detector by means of 

close to narrow-beam design or respective spec-

imen-detector distance 𝑠𝑆−𝐷. Moreover, dimin-

ished radiation build-up and consequent effects 

on X-ray densitometry results are considered to 

occur. Consequently, the energetic impact of 

both beam hardening and multiple scattering 

with radiation build-up is reflected in 𝜇 𝜌⁄ (𝐸) 

plots over 𝜌A or 𝜌. Obviously and as partly dis-

cussed above, some of the charts in Chapter IV–

4.3.2.2 and Chapter IV–4.3.2.3, respectively, re-

veal altering slope starting rather steep and turn-

ing slightly flatter as 𝑆𝑃𝑅, thus, 𝐵, increases and 

beam hardening is finished to a certain extent. 

Likewise, HALMSHAW (1995) concludes a similar 

characteristic in the reported experimental re-

sults related to an energy range with incoherent 

scattering as predominant attenuation mecha-

nism, which confirms the above implications. 

The low-energy fraction of the primary beam is 

filtered out but replaced by similar low-energy ra-

diation from multiple (mainly incoherent) scatter-

ing emerging from the specimen, which builds up 

an approximate equilibrium on the detector, 

which, in turn, yields an approximately equal 

𝜇 𝜌⁄ (𝐸) in the evaluated example. 

Regardless of the above indirect implications on 

measuring data basis for estimated scattering 

contribution to attenuation (Table IV-46), spectra 

simulation results without and with scattering 

registration facilitate numerical evaluation of in-

dices such as 𝑆𝑃𝑅 and 𝐵 for the considered RDP 

sections of MDF1. In addition to energy discus-

sion of scattering impact, Table IV-48 comprises 

characteristic parameters related to scattering 

intensity 𝐼S deduced from simulation data without 

(Table IV-45, considered as 𝐼P) and with (Table 

IV-48, considered as 𝐼T) scattering following 

eq. (IV-45), where Figure IV-79 concludes on 

scattering consequences dependent on local 

raw density. Accordingly, computed 𝐼S is more or 

less equal along increasing 𝜌 with solely slight 

decrement about 3.6 % at 𝜌max = 933 kg m
3⁄  ow-

ing to increased multiple interaction (both scat-

tering and absorption), thus, slight self-attenua-

tion of scattered radiation. However, 𝑆𝑃𝑅 com-

puted via eq. (II-44) increases with increasing 

raw density, since primary intensity 𝐼P decreases 

along with decreasing total intensity 𝐼T whereas 

scattering intensity 𝐼S is found to remain more or 

less equal. The like applies to 𝑆𝑇𝑅 according to 

eq. (II-46). Thus, 𝐵 following the computation ap-

proach of eq. (II-48) likewise increases and 

yields overestimated detector readings. Conse-

quently, recorded intensity 𝐼T,D on the detector 

exceeds expected values considering narrow-

beam attenuation. Eventually, the extent of radi-

ation build-up 𝐵(𝐸, 𝜌) varies along RDP and is 

found to increase with increasing local raw den-

sity. Hence, common RDP evaluation yields un-

derestimated raw density values particularly 

considering 𝜌max in panel surface layer (SL). 

Finally, the occurrence and registration of any 

scattered radiation causes non-linearities in 

terms of X-ray transmission measurement and 

evaluation of measured attenuation ln 𝑇−1 =

ln(𝐼0 𝐼T⁄ ). Notwithstanding the illustration in Fig-

ure IV-79 refers to RDP determination, the con-

text and consequences of varying scattering im-

pact can be transferred to 𝜌A measurement or 

related applications. The scattering impact on 

transmission measuring results is expressed via 

𝑆𝑃𝑅 or 𝐵 and yields overestimation of transmit-

ted intensity and consequent underestimation of 

evaluated 𝜌 or 𝜌A, where linear attenuation is ex-

pected. Moreover, energy distribution of scat-

tered radiation contributes to transmitted spectra 

such that its rather low energy fraction yields a 
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slight but not negligible downward shift. This is 

considered to slightly counteract beam harden-

ing whereas the latter, however, is further con-

sidered to dominate with a consequent upward 

energy shift of total transmission spectrum. To 

conclude discussion of scattering phenomena 

with respect to X-ray transmission measure-

ments and determined 𝜇 𝜌⁄ , particular issues fo-

cusing on densitometry on WBC can be pointed 

out; i. e., 

- scattering in dependence of material amount 

in terms of 𝜌A, 

- further dependency on densification (hence, 

structure) of the porous material, thus, 

- varying scattering across RDP, likewise 

- varying scattering between panel and fur-

nish mat with 

- further dependency on transmission dis-

tance. 

Preferably WBC structure is implied to cause 

varying scattering impact and corresponding 

non-linearities. Accordingly, the observed funda-

mental difference between measured 𝜇 𝜌⁄  (Table 

IV-26) of equivalent mat and panel with equal 𝜌A 

are found to be caused by scattering impact as 

proposed by SOLBRIG et al. (2014b). As already 

discussed in Chapter IV–6.2, the phenomenon is 

not related to beam hardening as proposed by 

FUCHS (2010), since equal material amount 𝜌A is 

considered to cause equal primary absorption 

whereas out-scattering and beam divergence 

potential increases with decreasing raw density, 

thus, increasing porosity. Eventually, the scatter-

ing impact on transmission measuring results is 

more difficult to control compared to beam hard-

ening effects, where appropriate pre-filter appli-

cation avoids bias to a certain extent. The afore-

mentioned scattering reduction methods, in turn, 

always diminish the signal yield from transmitted 

radiation with a partly insufficient benefit. Explicit 

scattering consideration by means of precise 

scattering quantification via 𝐵 is found not to be 

feasible under practical conditions considering 

WBC densitometry. The like applies to conse-

quently elaborate correction methods. Thus, 

scattering impact on measuring results has to be 

taken into account otherwise. 

 

𝐖 target, 𝑼𝐚,𝐧𝐨𝐦 = 𝑬𝐦𝐚𝐱 = 𝟓𝟎 𝐤𝐕𝐩, 0.635 mm 𝐀𝐥 pre-filter 

absorber  �̅�  𝚫�̅�  𝑬𝐩𝐞𝐚𝐤  𝚫𝑬𝐩𝐞𝐚𝐤  𝑬𝐦𝐢𝐧  𝐅𝐖𝐇𝐌  𝑰 = ∑ 𝑰(𝑬)  𝑰𝐓 𝑰𝟎⁄   𝑰𝐒  𝑺𝑷𝑹  𝑺𝑻𝑹  𝑩 

MDF 𝝆  [keV]  [keV]  [keV]  [keV]  [keV]  [keV]  [cps]  [-]  [cps]  [-]  [-]  [-] 

[kg m3⁄ ]   ref. to 𝐼0  ref. to 𝐼0     = 𝑻  = 𝑰𝐓 − 𝑰𝐏    

– 26.6 – 22.2 – 7.5 21.6 2.661E+06  𝑰𝟎 n/s n/s n/s n/s 

622 30.7 4.1 28.4 6.2 11.6 20.2 1.055E+06 0.40 3.612E+05 0.52 0.34 1.52 

723 31.0 4.5 29.2 7.0 12.1 20.0 9.403E+05 0.35 3.615E+05 0.62 0.38 1.62 

933 31.7 5.1 30.0 7.8 13.0 19.6 7.509E+05 0.28 3.481E+05 0.86 0.46 1.86 

Table IV-48: Simulation of scattering impact in terms of X-ray RDP measurement as compilation of characteristic 

parameters (like in Table IV-30 and Table IV-45) for W-RDP-50-w/o device radiation spectra simulated by XRay-

Tools software (Chapter IV–4.2.6.2), with initial spectrum 𝐼0 and transmission spectra considering RDP sections of 

MDF1 (𝑧 = 49.91 mm) from round robin test (Chapter IV–4.3.1) with �̅� = 723kg m3⁄ , 𝜌min = 622kg m
3⁄ , and 𝜌max =

933kg m3⁄  (from gravimetric reference, Table IV-24); with recording of scattered radiation, always including 

0.635 mm Al corresponding to spectrometer lid. 
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Figure IV-79: Illustration of context and consequences of varyingly distinct scattering in terms of X-ray RDP meas-

urement on customary WBCs resulting in local variations of scatter-to-primary ratio 𝑆𝑃𝑅, radiation build-up factor 

𝐵, and effectively transmitted radiation intensity 𝐼𝑇,𝜌 due to local raw density 𝜌; X-ray spectra simulated (in accord-

ance with Figure IV-76) considering RDP sections of MDF1 (𝑧 = 49.91 mm) from round robin test (Chapter IV–4.3.1) 

with �̅� = 723kg m3⁄ , 𝜌min = 622kg m
3⁄ , and 𝜌max = 933kg m

3⁄  (from gravimetric reference, Table IV-24) with initial 

spectrum of W-RDP-50-w/o device and transmitted spectra normalised to unity (right, 𝐼(𝐸)max = 1) as well as to 

initial intensity 𝐼0 (left, 𝐼(𝐸) = 𝐼(𝐸)T ∑ 𝐼(𝐸)0⁄ ), for characteristic parameters refer to Table IV-48. 
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𝐼0  𝐼T,𝜌min > 𝐼T,�̅� > 𝐼T,𝜌max

𝐼S,𝜌min ≈ 𝐼S,�̅� ≈ 𝐼S,𝜌max
𝐼P,𝜌min > 𝐼P,�̅� > 𝐼P,𝜌max
𝑆𝑃𝑅𝜌min < 𝑆𝑃𝑅�̅� < 𝑆𝑃𝑅𝜌max
𝐵 �̅�T,𝜌min < 𝐵 �̅�T,�̅� < 𝐵 �̅�T,𝜌max
𝐼T,𝜌min  𝐼T,�̅�  𝐼T,𝜌max   

𝜌𝑚𝑖𝑛 ↓ 𝜌 = 𝜌𝑚ax ↓↓

�̅� ↓
𝐼 𝐸 T
∑ 𝐼 𝐸 0

= 𝐼 𝐸

𝐼 𝐸 T
∑ 𝐼 𝐸 0

= 𝐼 𝐸

𝐼 𝐸 T
∑ 𝐼 𝐸 0

= 𝐼 𝐸

𝐼 𝐸 max = 1

𝐼 𝐸 max = 1

𝐼 𝐸 max = 1

Energy parameters

�̅� = ∫ 𝐸  𝑆 𝐸 𝑑𝐸
𝐸max

𝐸min

 keV

𝐸max ≡ 𝑈a kVp
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6.4 X-ray energy 

The radiation source as X-ray tube with well-de-

fined pre-filter has to be suited to the application 

as already partly pointed out in terms of practical 

implications on spectra determination in Chapter 

IV–4.3.2.4, where, moreover, SOLBRIG et al. 

(2015a) propose individual X-ray property de-

sign with respect to the particular measuring ap-

plication. Their initial approach is deepened be-

low. Accordingly, knowledge about employed 

energy spectra 𝑆(𝐸) is an indispensable basis 

for sophisticated energy definition. The hitherto 

state of the art featured by rough estimation of 

rather too high X-ray energy is, however, rarely 

brought into question so far. Nevertheless, relia-

ble densitometry requires individual radiation en-

ergies on an optimal level to increase measuring 

accuracy and sensitivity. To this end, RÓZSA 

(1987) suggests to adapt radiation properties to 

actually measured area density 𝜌A such that cor-

responding mass attenuation coefficient 𝜇 𝜌⁄ (𝐸) 

meets the optimal condition 

𝜇

𝜌
(𝐸)opt. = 𝜌A

−1 (IV-46) 

which, in turn, corresponds to a relative trans-

mission of about 𝐼T 𝐼0⁄ = 𝑇 = 𝑒
−1. Already 

WALTER, WIECHMANN (1961) apply the context of 

eq. (IV-46) for area density investigations on fi-

bre- and particleboard, where they refer to recip-

rocal 𝜇 𝜌⁄  as penetration density, which is recom-

mended to be 1…1.5 ∙ 𝜌A to obtain minimum de-

vice-related measuring error. With further regard 

to RDP determination, OLSON et al. (1988) pro-

pose a similar approach aiming at maximum at-

tenuation contrast in relation to maximum raw 

density 𝜌 range (subscript R) at equivalent trans-

mission distance 𝑠T. Accordingly, optimal atten-

uation condition has to be individually found with 

𝜇

𝜌
(𝐸)opt.,R =

ln (
𝜌max
𝜌min
)

(𝜌max − 𝜌min) ∙ 𝑠T
 (IV-47) 

again, via fitting of the radiation energy, which 

can easily be transferred to a respective area 

density 𝜌A range (R) such that 

𝜇

𝜌
(𝐸)opt.,R =

ln (
𝜌A,max
𝜌A,min

)

𝜌A,max − 𝜌A,min
 

(IV-48). 

Note, for one and the same 𝜌A range, the results 

of eq. (IV-46) considering arithmetic mean �̅�A =

(𝜌A,max − 𝜌A,min) 2⁄  differ from the very same of 

eq. (IV-48) such that 𝜇 𝜌⁄ (𝐸)opt. < 𝜇 𝜌⁄ (𝐸)opt.,R, 

since eq. (IV-48) is obviously nothing else than 

the reciprocal logarithmic mean of the consid-

ered 𝜌A range. Thus, higher radiation energy 

would be required to obtain 𝜇 𝜌⁄ (𝐸)opt. com-

pared to 𝜇 𝜌⁄ (𝐸)opt.,R. Notwithstanding this, a 

comparison of actual evaluation results may re-

veal differing observations due to the origin of �̅�A 

as to be discussed below. However, the deduc-

tion of eq. (IV-46) by RÓZSA (1987) and likewise 

eq. (IV-47) by OLSON et al. (1988) follow the 

mathematical consideration of maximum sensi-

tivity by method of extrema, i. e., highest possi-

ble relative intensity change Δ𝑇 toward consid-

ered Δ𝜌A or Δ𝜌, which, in turn, yields maximum 

measuring resolution of 𝜌A or 𝜌, respectively. 

Moreover, OLSON et al. (1988) illustrate the con-

text of energy-dependent transmission probabil-

ity on an exemplary wood cross-section with typ-

ical raw density variations over the tree rings. For 

optimal energy considering eq. (IV-47), trans-

mission probability yields its maximum range 

corresponding to resulting intensity range, which 

is, in turn, diminished for both too low as well as 

too high energy levels, where measuring resolu-

tion decreases.  

Therefore, relevant transmission measuring re-

sults from Chapter IV–4.3.2 are further evalu-

ated in combination with 𝜇 𝜌⁄ (𝐸)mix computation 

data following Chapter IV–5.2. For total 𝜌A meas-

uring range of Fmat and indMDF at EMC in con-

sequence of common conditioning at 20 °C and 

65 % RH, Figure IV-80 presents respective plots 

of 𝜇 𝜌⁄ (𝐸)opt. according to eq. (IV-46) with corre-

sponding radiation energies 𝐸 from 𝜇tot 𝜌⁄ (𝐸)mix 

computation determined via interpolation of, 

e. g., Table VII-12 data. Obviously, a steep dec-

rement of 𝜇 𝜌⁄ (𝐸)opt. (note, logarithmic scale) 

can particularly be observed in the lower range 

up to 𝜌A ≈ 15 kg m
2⁄ . Likewise, corresponding 

energy plots reveal an initially steep but later de-

gressive incline in the low-energy range up to 

𝐸 ≈ 7.5 keV, which turns linear up to 𝐸 ≈ 30 keV 

with a more or less equal slope of both Fmat and 
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indMDF plot. However, due to simple computa-

tion on the basis of actual 𝜌A regardless of any 

structural conditions, furnish mat and panel plots 

in Figure IV-80 are found to be more or less con-

gruent. In addition to total 𝜌A consideration, Ta-

ble IV-49 summarises evaluation results consid-

ering the three measuring ranges as applied in 

Chapter IV–4.3.2.2. Note, individually computed 

𝜇 𝜌⁄ (𝐸)opt. according to eq. (IV-46) takes re-

spective 𝜌A at 𝑇 = 𝑒−1 from Table IV-26 into ac-

count, where Fmat results are found to slightly 

exceed indMDF values owing to lower scattering 

registration in the case of transmission measure-

ments on furnish mats by means of the em-

ployed setup as comprehensively discussed in 

Chapter IV–6.3. In comparison to computation 

via eq. (IV-48), 𝜇 𝜌⁄ (𝐸)opt.,R differs from single-

point values of 𝜇 𝜌⁄ (𝐸)opt. due to the following 

reasons. The computation via eq. (IV-48) is obvi-

ously associated with different weighting of the 

measuring range whereas 𝜇 𝜌⁄ (𝐸)opt. applies 𝜌A 

at a particular transmission of 𝑇 = 𝑒−1. Moreo-

ver, and with regard to the result plots in Chapter 

IV–4.3.2.2, individual width of the measuring 

ranges varies due to applied set of samples, 

where indMDF ranges are not as wide as Fmat 

ranges on the respective energy level. Above 

mathematically derived context of 𝜇 𝜌⁄ (𝐸)opt. <

𝜇 𝜌⁄ (𝐸)opt.,R is not fulfilled, since applied 𝜌A is not 

the arithmetic mean of the measuring range. 

However, particularly in the case of Fmat evalu-

ation results, the corresponding energies in com-

parison of 𝜇 𝜌⁄ (𝐸)opt. and 𝜇 𝜌⁄ (𝐸)opt.,R are re-

spectively found in an equivalent order.  

Moreover, the determined energies for optimal 

attenuation conditions are close to actual �̅� val-

ues (refer to Table IV-26), hence, utilised setups 

are considered to feature appropriate energy 

conditions within the respective 𝜌A measuring 

range. Eventually, the determined apparently 

optimal energy 𝐸 = 17.8 keV from total range 

consideration obviously suits to middle range 

level and is, however, furthermore supposed to 

generally cause insufficiencies all around, i. e., in 

lower and upper 𝜌A range due to both decreased 

sensitivity in terms of measuring contrast as well 

as detector behaviour in terms of potential non-

linearities. The displayed total measuring range 

of 𝜌A ≈ 1…42 kg m
2⁄  covers, in turn, an energy 

range of about Δ𝐸 = 34 keV. Toward the limits, 

no appropriate transmission conditions are, 

therefore, considered to be achievable. Such 

boundary conditions are, however, not consid-

ered by any means of eq. (IV-48) computation. 

Consequently, the above evaluation to deter-

mine optimal attenuation conditions for 𝜌A meas-

urement via corresponding energy selection fol-

lowing eq. (IV-46) and particularly eq. (IV-48) 

with explicit consideration of the present 𝜌A 

range as well as the Figure IV-80 illustration un-

veil the inevitable necessity of energy adaption 

to the intended 𝜌A measuring range, which 

needs further to be initially limited to an individu-

ally small width. In the case of, e. g., lower Fmat 

measuring range with 𝜌A = 1.0…15.5 kg m
2⁄ , 

computation reveals corresponding Δ𝐸 =

13 keV, which is distinctly more narrow com-

 

Figure IV-80: Plot of optimal mass attenuation coeffi-

cients 𝜇 𝜌⁄ (𝐸)opt. acc. to eq. (IV-46) and correspond-

ing radiation energies 𝐸 from 𝜇tot 𝜌⁄ (𝐸)mix computa-

tion considering elemental composition of Fmat and 

indMDF, respectively, at EMC (20/65) over total 𝜌A 

range from transmission measurements (Chapter IV–

4.3.2.2). 

 

0

11

22

33

44

0.01

0.10

1.00

●
co

rr
. E

ne
rg

y 
E

[k
eV

]

■
µ

/ρ
[m

²/
k

g]

area density ρA [kg/m²]

Fmat 9.4 % MC

0

11

22

33

44

0.01

0.10

1.00

0 7 14 21 28 35 42

●
co

rr
. E

ne
rg

y 
E

[k
eV

]

■
µ

/ρ
[m

²/
k

g]

area density ρA [kg/m²]

indMDF 8.1 % MC



256 6   Radiation-physical interdependencies within porous composites Section IV 

pared to the total range above but still consid-

ered to be rather wide with respect to the com-

parably steep 𝜇 𝜌⁄ (𝐸) slope on low-energy level. 

On the contrary, lower indMDF covers just Δ𝐸 =

7.4 keV due to decreased 𝜌A range. Therefore, 

𝜌A ranges of Fmat measurements appear com-

parably too wide as already pointed out in terms 

of transmission measuring result evaluation in 

Chapter IV–4.3.2.2. For further such evaluation 

data, reference is made to Table IV-49. These 

energy ranges resulting from optimal attenuation 

conditions considering both individual 𝜌A limits 

are, however, not necessarily associated with a 

particular energy range of an applied X-ray spec-

trum as to be discussed below. 

Regarding RDP measurement, Table IV-50 pro-

vides a summary of optimal attenuation condi-

tions and corresponding radiation energies 

again considering both computation approaches 

according to eq. (IV-46) with mean area density 

�̅�A along beam axis considering total specimen 

cross-section via its mean raw density �̅� with 

nominal 𝑠T = 50 mm and eq. (IV-47) considering 

individual transmission distances 𝑠T at 𝜌min and 

𝜌max, respectively. The deduced corresponding 

radiation energies 𝐸 take again respective ele-

mental composition of labMDF, indMDF, and in-

sulation at EMC (20/65 conditioning) into ac-

count. The labMDF results clarify attenuation 

conditions depending on the amount of matter 

along the beam axis, i. e., 𝜌A, since eq. (IV-46) 

computation again does not consider any struc-

tural conditions. Therefore, 𝜇 𝜌⁄ (𝐸)opt. de-

creases and corresponding energy increases 

with increasing raw density at equivalent trans-

mission distance, since more matter requires 

higher penetration potential of the applied radia-

tion. Regardless of some exceptions, compari-

son of both computation methods reveals that 

𝜇 𝜌⁄ (𝐸)opt.,R falls bellow 𝜇 𝜌⁄ (𝐸)opt., thus, con-

sideration of total raw density range including the 

extrema of the RDP is found to rather take 

stronger attenuating sections into account and 

consequently requires respectively higher radia-

tion energy to obtain optimal attenuation contrast 

conditions along total RDP. Hence, 𝜇 𝜌⁄ (𝐸)opt.,R 

following eq. (IV-47) is to be preferred for estima-

tion of appropriate energy conditions for X-ray 

RDP measurement. Note, the observation is 

contrary to mathematical expectation 

𝜇 𝜌⁄ (𝐸)opt. < 𝜇 𝜌⁄ (𝐸)opt.,R, since �̅�A is not com-

puted as arithmetic mean of the range’s extrema 

but originates from individual mean gravimetric 

determination, thus, resulting 𝜇 𝜌⁄ (𝐸)opt. is 

weighted by actual mass distribution along the 

measured panel cross-section, whereas 

𝜇 𝜌⁄ (𝐸)opt.,R, however, explicitly considers the 

extrema of the profile, i. e., boundary attenuation 

conditions. However, in case of all indMDF eval-

uation results except round robin test samples, 

the energy corresponding to 𝜇 𝜌⁄ (𝐸)opt.,R is 

roughly in a comparable order around 𝐸 ≈

41 keV whereas Δ𝐸 considering 𝜌min and 𝜌max 

material 𝝆𝐀 measuring range 

 lower middle upper total 

Fmat 9.4 % MC  

𝝆𝐀,𝐦𝐚𝐱  15.5 23.8 41.7 41.7 

𝝆𝐀,𝐦𝐢𝐧  1.0 3.1 4.1 1.0 

𝝁 𝝆⁄
𝐨𝐩𝐭.

  0.2039 0.1369 0.0559  

corr. 𝑬  13.0 15.1 22.1  

𝝁 𝝆⁄
𝐨𝐩𝐭.,𝐑

  0.1870 0.0987 0.0615 0.0911 

corr. 𝑬  13.5 17.2 21.1 17.8 

𝚫𝑬 13.0 14.8 29.3 33.9 

indMDF 8.1 % MC  

𝝆𝐀,𝐦𝐚𝐱  9.2 22.1 37.8 37.8 

𝝆𝐀,𝐦𝐢𝐧  1.7 9.2 23.4 1.7 

𝝁 𝝆⁄
𝐨𝐩𝐭.

  0.1749 0.1154 0.0508  

corr. 𝑬  13.6 15.9 23.0  

𝝁 𝝆⁄
𝐨𝐩𝐭.,𝐑

  0.2245 0.0680 0.0334 0.0858 

corr. 𝑬  12.4 19.9 29.8 18.0 

𝚫𝑬 7.4 8.2 11.3 27.6 

Table IV-49: Summary of optimal mass attenuation 

coefficients for 𝜌A [kg m
2⁄ ] measurements (in compar-

ison of furnish mat and panel) and corresponding ra-

diation energies 𝐸 [keV] from 𝜇tot 𝜌⁄ (𝐸)mix computa-

tion considering elemental composition of Fmat and 

indMDF, respectively, at EMC (20/65), with 

𝜇 𝜌⁄ (𝐸)opt. [m
2 kg⁄ ] acc. to eq. (IV-46) by means of 𝜌A 

@ 𝑇 = 𝑒−1 from Table IV-26 as well as with 

𝜇 𝜌⁄ (𝐸)opt.,R [m
2 kg⁄ ] acc. to eq. (IV-48) by means of 

respective and total 𝜌A ranges from transmission 

measurements (Chapter IV–4.3.2.2) complete with 

corresponding energy ranges Δ𝐸 considerin respec-

tive 𝜌A limit values. 
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considerably varies due to varying distinctness 

of the specimen’s RDPs.  

Moreover, evaluation results of MDF and PB 

from round robin test fall below both indMDF fig-

ures, i. e., respectively reveal a lower energy 

level and range around owing to lower mean raw 

density �̅�. Nevertheless, summarised indMDF 

attenuation conditions with 𝐸 = 42.8 keV are 

considered to more or less represent appropriate 

requirements for X-ray RDP determination on 

customary MDF as well as PB and OSB. On the 

contrary, �̅� values of all employed RDP device 

setups (refer to Table IV-27) obviously fall below 

the determined optimal energy level. Eventually, 

insulation evaluation results reveal considerably 

higher 𝜇 𝜌⁄ (𝐸)opt. and 𝜇 𝜌⁄ (𝐸)opt.,R, thus, differ-

ent optimal attenuation conditions with lower cor-

responding energies. Hence, RDP measure-

ments on such low raw density material require 

particularly different X-ray setups from the ener-

getic point of view. Here, the lowest energy lev-

els of the employed devices (refer to Table 

IV-27) with, e. g., �̅� = 21.5 keV of W-RDP-35-w/o 

setup approaches optimal conditions with 𝐸 =

19.2 keV whereas measured 𝜇 𝜌⁄̅̅ ̅̅ ̅ =

0.0514 m2 kg⁄  still significantly differs from 

𝜇 𝜌⁄
opt.,R
= 0.0713m2 kg⁄ . Thus, none of the em-

ployed RDP devices is applicable to obtain opti-

mal attenuation conditions for measurements on 

insulation or comparably light low-𝑍 material, 

since lower radiation energy is required. To fi-

nally conclude energy predefinition for radio-

metric RDP determination on customary WBCs, 

a generalisation is possible by panel characteri-

sation via mean raw density �̅�, percentage 𝜌min, 

and surface to core layer ratio, which likewise 

serve as target values in panel production. Note, 

computation of the latter serves as a figure for 

the raw density contrast as introduced in Chapter 

IV–4.3.1, whereas here in contrast to Figure 

material 
(specimen type) 

 �̅�  
 [kg m3⁄ ] 

 �̅�𝐀  
 [kg m2⁄ ] 

 𝝆𝐦𝐢𝐧  
 [kg m3⁄ ] 

 𝝆𝐦𝐚𝐱  
 [kg m3⁄ ] 

 𝝁 𝝆⁄
𝐨𝐩𝐭.

 

 [m2 kg⁄ ] 

corr. 𝑬  
 [keV] 

 𝝁 𝝆⁄
𝐨𝐩𝐭.,𝐑

 

 [m2 kg⁄ ] 

corr. 𝑬  
 [keV] 

 𝚫𝑬  
 [keV] 

400 403 20.3   0.0492 23.4    

650 628 31.7   0.0315 31.1    

1056 961 47.9   0.0209 51.0    

labMDF 664 33.3 403 961 0.0300 32.4 0.0311 31.5 27.6 

MDF-3 785 39.3 791 820 0.0255 38.2 0.0249 39.3 1.7 

MDF-8 802 40.1 751 989 0.0249 39.2 0.0231 43.3 18.1 

MDF-10 757 37.9 689 992 0.0264 36.7 0.0240 41.1 21.5 

MDF-12 758 37.9 685 1018 0.0264 36.7 0.0238 41.5 24.7 

MDF-19 741 37.1 645 1036 0.0270 35.9 0.0242 40.6 28.8 

MDF-25 745 37.3 644 990 0.0268 36.1 0.0249 39.3 22.9 

MDF-30 766 38.3 653 1116 0.0261 37.2 0.0232 43.1 41.7 

indMDF 765 38.2 644 1116 0.0261 37.1 0.0233 42.8 42.1 

MDF round robin 725 36.2 625 936 0.0276 35.1 0.0260 37.3 18.1 

PB round robin 665 33.2 463 976 0.0301 32.4 0.0293 33.2 27.2 

insulation 218 10.9 171 429 0.0920 17.3 0.0713 19.3 8.1 

customary WBC panel, characterised via �̅�, percentage 𝜌min, and extrema ratio SLmax CLmin⁄  

generalisation 750 37.5 638 1020 0.0267 36.3 0.0246 39.9 26.9 

Table IV-50: Summary of optimal mass attenuation coefficients for RDP measurements (in comparison of lab-made 

(labMDF) and customary (indMDF, round robin test, and insulation) panels) and corresponding radiation energies 

𝐸 [keV] from 𝜇tot 𝜌⁄ (𝐸)mix computation considering elemental composition of labMDF, indMDF, and insulation, re-

spectively, at EMC (20/65), with 𝜇 𝜌⁄ (𝐸)opt. [m
2 kg⁄ ] acc. to eq. (IV-46) by means of �̅�A at nominal transmission 

distance 𝑠T = 50 mm as well as with 𝜇 𝜌⁄ (𝐸)opt.,R [m
2 kg⁄ ] acc. to eq. (IV-47) by means of respective 𝜌 ranges at 

mean transmission distance �̅�T from transmission measurements (Chapter IV–4.3.2.3 W-RDP-50-w/ RDP results) 

complete with corresponding energy ranges Δ𝐸 considerin respective 𝜌 limit values. 
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IV-24 the raw density extrema are taken into ac-

count, i. e., SLmax CLmin⁄  [−], instead of respec-

tive mean values of the layer to explicitly con-

sider boundary attenuation conditions of the total 

raw density gradient. However, empirical values 

are commonly found in the order 𝜌min =

0.8…0.9 ∙ �̅� and SLmax CLmin⁄ = 1.4…1.8, where 

𝜌min = 0.85 ∙ �̅� and SLmax CLmin⁄ = 1.5 by further 

assumption of �̅� = 750 kg m3⁄  are exemplarily 

applied for a generalisation in Table IV-50 result-

ing in a mean energy level of about 𝐸 ≈ 40 keV 

for X-ray RDP measurement under optimal at-

tenuation conditions with 𝜇 𝜌⁄ (𝐸)opt.,R ≈

0.025 m2 kg⁄  determined on theoretical basis. 

Beyond fundamental energy levels, likewise, the 

utilised X-ray spectra have to meet certain con-

ditions. Here, clear standards exist in the medi-

cal field for a comparable range of applied ener-

gies with exemplary specifications of radiation 

qualities in Table II-4. However, no such particu-

lar recommendations are available in NDT, 

where mainly imaging techniques are common 

and quantitative applications on low-𝑍 material 

are rather underrepresented so far as discussed 

in Chapter II–2.4.2. Therefore, recommenda-

tions for X-ray densitometry on WBCs are de-

duced from the above investigations and practi-

cal implications aiming at more or less unbiased 

transmission measuring results. To minimise 

beam hardening effects, a narrow-band energy 

distribution is required, which can be defined via 

the parameters FWHM and 𝐸max, on an appropri-

ate basic level considering resulting attenuation 

such that mean energy �̅� of the spectrum with 

corresponding 𝜇 𝜌⁄ (�̅�) fulfils the conditions of 

eq. (IV-46), eq. (IV-47) or eq. (IV-48), respec-

tively. To illustrate the context between energy 

dependent attenuation and radiation spectra, 

Figure IV-74 combines 𝜇 𝜌⁄ (𝐸) plots including 

single mechanisms of labMDF 9.5 % MC as well 

as a selection of measured initial X-ray spectra 

𝑆D,0(𝐸). The slope of total mass attenuation co-

efficient including the single interaction mecha-

nisms over radiation energy reveals that obvi-

ously all spectra will be affected by beam hard-

ening particularly in the low and low-medium en-

ergy range up to 𝐸 ≈ 24 keV. Above, scattering 

fraction 𝜉(scat) acc. to eq. (II-15) starts to domi-

nate the attenuation processes (refer to Chapter 

IV–5.2.2), which, nevertheless, is found to affect 

the transmission spectra 𝑆T(𝐸, 𝜌A) as discussed 

in Chapter IV–6.3. Whilst feasible with respect to 

the required penetration potential, a basic en-

ergy level is considered to be beneficial, where 

photoelectric absorption of the investigated ma-

terial predominates, thus, the occurrence of 

scattered radiation, which may be registered by 

the detector can consequently be diminished. 

However, to completely avoid beam hardening 

effects, monoenergetic radiation would be ideal, 

which is, in turn, considered to cause further in-

sufficiencies with respect to application for WBC 

densitometry. This apparent energy optimum 

can be obtained by means of radioisotopes or a 

monochromator in addition to the X-ray tube. 

Both are less convenient and provide compara-

bly low radiation flux (i. e. intensity) depending 

on isotope activity or tube power, respectively. 

Nevertheless, two practicable solutions exist. 

Quasi-monoenergetic spectra are obtainable by 

appropriate target material choice resulting in 

high intensity characteristic K𝛼 energy (optimis-

able by filter application for pre-hardening and 

K𝛽-filtering, respectively). Such configuration is 

common practise for analytical X-ray applica-

tions (e. g. XRD, XRF, cf. TSUJI et al. (2004)) but 

less flexible and limited to one energy each be-

cause of restricted choice of target materials, 

which is furthermore rather too low for higher 𝜌A. 

Notwithstanding this, energy setting is preferably 

carried out via adjustment of the tube voltage 

𝑈a [kV] of one installed X-ray tube including an 

appropriate target material in combination with 

pre-filter application on demand, to realise a lean 

total measuring system design affordable by in-

dustrial customers as likewise SOLBRIG et al. 

(2015a) point out. Regardless of cost aspects, 

available X-ray sources with multi-metal targets 

(cf. HOFFMAN, DE BEER (2012)), which provide 

specific spectra on various energy levels with 

high-intensity characteristic lines on demand, 

are considered to be a highly sophisticated solu-

tion. However, a continuous bremsstrahlung 

spectrum preferably from common W target with 

well-defined pre-filter application for spectrum 

pre-hardening facilitates more or less flexible 

adaption of narrow-band energy distributions to 

the present requirements. Note, its application is 
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to be limited to high-voltage potential with 𝐸max <

60 kVp to avoid occurrence of W-target charac-

teristic lines with dominant 𝐸K𝛼1 = 59.32 keV (cf. 

KORTRIGHT, THOMPSON (2009)). However, lower 

threshold 𝐸min is controlled via pre-filter design 

on both computational as well as empirical basis. 

In contrast to the above mathematic-physical de-

duction of optimal basic energy, no clear sugges-

tion can be provided for appropriate spectra 

width definition via FWHM, which highly depends 

on the very same energy level and the require-

ments for signal yield from radiation intensity in 

relation to tube current 𝐼a. Empirical findings ex-

ist from performed spectra measurements 

(Table IV-29) and simulations (Table IV-30), 

where narrow-band spectra can be obtained on 

low-energy level with, e. g., FWHM = 4.6 keV of 

W-mat+panel-16-w/o device at �̅� = 12.7 keV in-

creasing toward high-medium energy with 

FWHM = 17.5 keV of W-RDP-50-w/ device at 

�̅� = 29.2 keV (refer to Figure IV-74). The latter is, 

however, not necessarily considered to cause 

considerable beam hardening. The individual 

pre-filter optimisation is claimed to minimise 

beam hardening expressed via 𝐵𝐻𝑖(𝐸, 𝜌A) fol-

lowing eq. (IV-44) in a reasonable order along 

the respective measuring range taking account 

of the transmission spectra 𝑆T(𝐸, 𝜌A) with, e. g., 

𝐵𝐻𝑖(𝐸, 𝜌A) = 0.35 %Δ�̅� %Δ𝜌A⁄  obtained by W-

RDP-50-w/ device, thus, considered as best-

practise RDP setup. Furthermore, a certain con-

gruence between the width of individually ap-

plied spectrum and the theoretical energy range 

corresponding to present 𝜌A (Table IV-49) or 𝜌 

(Table IV-50) range may yield beneficial attenu-

ation conditions, where further investigations are 

required. Eventually, the utilised XRayTools soft-

ware serves as convenient method for spectra 

estimation considering relevant variables such 

as tube properties, high voltage settings, and 

pre-filters as earlier implied in Chapter IV–

4.3.3.4. However, all individual predefinitions are 

recommended to be experimentally verified, 

since none of the above theoretical considera-

tions facilitates to take WBC structure and actual 

setup conditions explicitly into account. Obvi-

ously, X-ray property design for WBC densitom-

etry requires coordination between partly contra-

dictory practical conditions. Moreover, radiation 

intensity is finally adapted via X-ray tube current 

𝐼a to individual requirements, where already 

WALTER, WIECHMANN (1961) bring up for consid-

eration that rather low intensities are of dosimet-

ric interest whereas sufficient signal statistics re-

quire an appropriate intensity level particularly 

depending on detector type and integration time. 

 

6.5 Concluding remarks 

The explanatory conceptual model for radiation 

transmission through porous composites with its 

propositions in Chapter IV–3 and the illustration 

in Figure IV-12 empirically considering four dis-

tinct scales of radiation-matter interaction serve 

as basis for consequent conclusions. Therefore, 

the concept is enhanced by the above findings in 

due consideration of 

- radiation source and energy distribution, 

- interaction within the material, 

- its composition and structure, 

- detection of transmitted radiation,  

as well as 

- radiation-physical interdependencies be-

tween all parameters, 

which provides a guidance for X-ray densitome-

try design considering WBCs and similar materi-

als. Note, the descriptions of the proposed and 

verified beam path model do not draw on elasto-

mechanical properties of the wood-particle-resin 

matrix with further regard to the hot-pressing pro-

cess of WBCs with heat and mass transfer, 

where fundamental studies exist such as 

THOEMEN (2008) with all corresponding investi-

gations or DROLET, DAI (2010) and others. Thus, 

there is no claim on comprehensive modelling of 

WBC properties. Moreover, the present radiation 

transmission concept draws on conditions and 

effects from the beam’s point of view as radiation 

passes through WBC matter as earlier intro-

duced in Chapter IV–3.1. 

The review of all results in combination of com-

prehensive investigations on material (Chapter 

IV–2), X-ray measurements including transmis-

sion and spectra (Chapter IV–4), theoretical at-

tenuation considerations (Chapter IV–5) as well 

as respective first practical implications leads to 

the conclusion that the proposal for a radiation 



260 6   Radiation-physical interdependencies within porous composites Section IV 

transmission concept through porous compo-

sites such as WBCs in Chapter IV–3 comprising 

radiation-matter interaction on distinct scales is 

considered to be verified by the above findings. 

The fundamental understanding of transmission 

measurements in general, where initial radiation 

intensity is diminished in consequence of the en-

ergy-dependent attenuation processes photoe-

lectric absorption as well as coherent and inco-

herent scattering as illustrated in Figure II-5 is, 

however, found to be insufficient for X-ray trans-

mission measurements on inhomogeneous and 

porous low-𝑍 matter, hence, (wood and) WBCs. 

In consequence of the above investigations, the 

basic understanding of radiation transmission as 

in Figure II-5 is extended by consideration of the 

findings to the illustration in Figure IV-81 com-

prising 

- inhomogeneous and porous matter, where 

the raw density 𝜌 = 𝜌A 𝑡⁄  affects effective ra-

diation transmission, 

- initial spectrum 𝑆0(𝐸) with individual pre-fil-

tering, 

- beam hardening in consequence of low-en-

ergy absorption with mean-energy shift 

quantifiable via introduced beam hardening 

index 𝐵𝐻𝑖(𝐸, 𝜌A) [%Δ�̅� %Δ𝜌A⁄ ] acc. to 

eq. (IV-44), 

- internal scattering with an energy-dependent 

scattering fraction 𝜉(scat), 

- external scattering yielding radiation build-up 

𝐵(𝐸) following eq. (II-48) on basis of 𝑆𝑃𝑅 via 

eq. (II-44), 

- superimposition of primary and scattered in-

tensity 𝐼T = 𝐼P + 𝐼S acc. to eq. (II-43), 

- transmitted spectrum 𝑆T(𝐸, 𝜌A) depending 

on 𝜌A-dependent beam hardening with fur-

ther impact from scattering superimposition 

following eq. (IV-45), 

- characteristic detector output considered as 

detector response function 𝐷(𝐸) yielding de-

tected spectra 𝑆D,0(𝐸) and 𝑆D,T(𝐸) acc. to 

eq. (IV-32) and eq. (IV-33), respectively, 

- and their individual interdependencies. 

The latter occur such that the extent of a single 

radiation-physical effect reveals mutual depend-

encies between 

- measuring conditions, 

- setup parameters, 

- material properties, and 

- the consequent effects themselves 

as illustrated in Figure IV-81. Note here, e. g., 

particularly the radiation-matter interaction pro-

cesses within the specimen with consequent 

beam hardening and radiation build-up depend 

 

Figure IV-81: Schematic illustration of the extended understanding of radiation transmission through inhomogene-

ous and porous low-𝑍 matter, i. e., WBCs, and the application for X-ray densitometry based on Figure II-5, addition-

ally considering radiation-physical interdependencies (white arrows), with integrated radiation intensity 𝐼, spectral-

weighted total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝑆(𝐸))
mix

 acc. to eq. (II-34), superimposed transmitted in-

tensity 𝐼T following eq. (II-43), and Beer’s law of attenuation following eq. (II-10) extended by integration of initial 

spectrum 𝑆0(𝐸), build-up factor 𝐵(𝐸), and detector response function 𝐷(𝐸) over radiation energy acc. to eq. (IV-49). 
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on each other, resulting in a transmitted spec-

trum with certain intensity influenced by beam 

geometry whereas final measuring signal is, in 

turn, affected by the detector and signal pro-

cessing itself. However, in terms of transmission 

intensity 𝐼T, context of most of the influence pa-

rameters under such non-ideal conditions are 

commonly described by means of 

𝐼T = 𝐼0 ∙ ∫ 𝑆0(𝐸) ∙ 𝐵(𝐸) ∙ 𝐷(𝐸) ∙ 𝑒
−𝜇𝜌(𝐸)∙𝜌𝐴𝑑𝐸

𝐸

 

 (IV-49) 

where attenuation law following eq. (II-10) is ex-

tended by integration of initial spectrum 𝑆0(𝐸), 

build-up factor 𝐵(𝐸), and detector response 

function 𝐷(𝐸) over radiation energy 𝐸. With re-

spect to above investigations, the coefficients 

are considered as non-trivial to determine and 

implement and, however, still not covering all 

variable effects and particularly their mutual re-

lation. As exemplary discussion of the factors in 

eq. (IV-49), already MUSÍLEK et al. (1980) (p.623) 

consider 𝐵 as “[…] quantity of questionable use-

fulness in many situations” depending on the de-

termination method with partly elaborate equa-

tions and requirements of information, where, 

consequently, simple calculation of calibration 

curves is rather impossible. Hence, they recom-

mend experimental measurement of 𝐵 for rele-

vant geometrical conditions, which is, neverthe-

less, likewise elaborate 

Regardless of eq. (IV-49) and corresponding in-

sufficiencies, consequent effects of radiation-

physical interdependencies on X-ray densitome-

try on WBCs can now be empirically described 

or even quantified by the above findings and in-

troduced parameters. To this end, Figure IV-82 

combines the essentials of Figure IV-76 and Fig-

ure IV-79 to summarise the impact on RDP 

measurement, which is, moreover, transferable 

to comparable density gradients and measuring 

conditions. Therefore, biased measuring and 

evaluation results occur, since acquired trans-

mission intensity 𝐼T differs from linear expecta-

tion under ideal, i. e., monochromatic, narrow-

beam, good-architecture conditions. Assuming 

appropriate energy conditions with regard to 

Chapter IV–6.4 considerations, particularly 

beam hardening and scattering as comprehen-

sively discussed in Chapter IV–6.2 and Chapter 

IV–6.3, respectively, as well as their interde-

pendencies are responsible for the observed de-

viations from true RDP (refer to results from ref-

erence method in Chapter IV–4.3.1), where only 

one single 𝜇 𝜌⁄̅̅ ̅̅ ̅ following the calibration illus-

trated in Figure II-14 is individually applied. Here, 

beam hardening is well-known to cause de-

creasing 𝜇 𝜌⁄ (𝐸) and consequent non-linearity 

of attenuation ln 𝑇−1, where the effect is found to 

increase with increasing mass of the same ma-

terial, i. e., area density 𝜌A, along the beam axis. 

In the case of RDP measurement as exemplarily 

illustrated in Figure IV-82, the density gradient 

causes varying beam hardening, thus, varying 

𝜇 𝜌⁄ (𝐸) over the specimen’s cross-section. 

Moreover, since 𝜇 𝜌⁄̅̅ ̅̅ ̅ corresponding to �̅� is ap-

plied for evaluation,  

- in surface layer (SL) with 𝜌max > �̅�, underes-

timated 𝐼T with correspondingly overesti-

mated 𝜇 𝜌⁄̅̅ ̅̅ ̅ yields underestimated 𝜌SL as bi-

ased measuring results whereas 

- in core layer (CL) with 𝜌min < �̅�, overesti-

mated 𝐼T with correspondingly underesti-

mated 𝜇 𝜌⁄̅̅ ̅̅ ̅ yields overestimated 𝜌CL with 

bias in opposite direction, 

- however, without any effect on �̅� corre-

sponding to the specimen’s gravimetric 

mean raw density �̅�grav. 

 

 

Figure IV-82: Summary of radiation-physical effects 

on X-ray densitometry on WBCs considered as varia-

tion of transmitted intensity 𝐼T in comparison to expec-

tation under ideal conditons with particular impact 

from beam hardening (BH) as well as scattering (scat) 

and consequent bias of raw density evaluation results 

due to application of one single mean mass attenua-

tion coefficient 𝜇 𝜌⁄̅̅ ̅̅ ̅, by the example of radiometric 

RDP determination. 

 

raw density profile BH scat  𝝆𝐫𝐞𝐬𝐮𝐥𝐭
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Scattering as attenuation mechanism is, in turn, 

well-known not to absorb but just to change di-

rection (and energy in the case of incoherent 

scattering) of the considered radiation portion 

and yields additional intensity in the transmitted 

beam, i. e., radiation build-up, with consequent 

non-linearity of attenuation ln 𝑇−1, where the ef-

fect is found to increase with increasing densifi-

cation of the porous material. Regarding RDP 

measurement (Figure IV-82), radiation build-up 

occurs along total specimen cross-section, 

where underestimated 𝐼T, i. e., higher intensities 

than expected, yield underestimated raw density 

values 𝜌. Moreover, the effect increases with in-

creasing 𝜌 from CL minimum toward SL maxi-

mum. The impact from both phenomena on den-

sity measuring results is considered as varyingly 

strong whereas individual contribution cannot be 

distinguished via simple transmission measure-

ment. Furthermore, consequent interdependen-

cies appear in terms of energy conditions by 

spectral variations along the beam path. Here, 

beam hardening, i. e., low-energy absorption, 

shifts energy spectrum toward higher energies 

whereupon the scattering share of total attenua-

tion increases (particularly beyond 𝐸 ≈ 24 keV), 

which, in turn, yields increment of low-energy 

fraction in case of incoherent scattering. Finally, 

mutual relation of both effects causes combined 

non-linearity of total attenuation ln 𝑇−1 =

ln(𝐼0 𝐼T⁄ ) (refer to Figure IV-29) along increasing 

raw density at equivalent transmission distance 

or increasing material thickness at equivalent 

raw density, i. e., along increasing area density 

𝜌A in general. Eventually, the bias increases, and 

thus, the measuring accuracy decreases, in the 

respective sections along the profile and de-

clines further at the extrema with more distinct-

ness of the investigated density gradient, e. g., 

vertical RDP, where flattened shapes with de-

creased SL/CL ratio occur as observed in round 

robin test results (Chapter IV–4.3.1). Beyond the 

exemplary consideration of RDP measuring ac-

curacy, radiation-physical interdependent effects 

on 𝜌A measurement on pre-compressed furnish 

mats in comparison to ready-pressed panels are 

likewise attributed to the particularly differing 

structural conditions. Note, different 𝜇 𝜌⁄  are 

found for mat and panel with equivalent 𝜌A de-

termined by means of similar X-ray setups at 

identical energetic conditions. As earlier dis-

cussed in Chapter IV–6.2, the phenomenon is 

considered not to be attributed to varying beam 

hardening, since irradiated material amount 𝜌A 

equals. It is rather an issue of scattering condi-

tions, which obviously differ between mat and 

panel, as pointed out in Chapter IV–6.3.  

Obviously, radiation-physical interdependent ef-

fects occur below the macroscopic scale (refer 

to Chapter IV–3.2), where an appropriate expla-

nation is provided on distinct levels of consider-

ation, i. e., the mesoscopic (Chapter IV–3.3), the 

microscopic (Chapter IV–3.4), and the sub-mi-

croscopic (Chapter IV–3.5) scale. To focus again 

on the material, let the amount in terms of 𝜌A as 

well as its elemental composition including 𝑀𝐶 

be appropriately considered for energy selection 

according to Chapter IV–6.4 via optimal attenu-

ation conditions employing tabulated 𝜇 𝜌⁄ (𝐸) of 

the elements present and the mixture rule follow-

ing the findings in Chapter IV–5.2. The particular 

specimen structure, in turn, has to be considered 

via individual experimental verification of the pre-

definitions, since no comprehensive simulation 

is available due to lack of prerequisites. How-

ever, for radiation transmission and interaction 

within WBC mater, the following empirical de-

scription is concluded. The (partly coarse) struc-

ture on the mesoscopic scale comprising intra- 

and inter-cellular pores is relevant for free prop-

agation of scatter radiation. On the microscopic 

scale with condensed matter of mainly cell-wall 

tissue and resin layers with adsorbed water, in-

teraction occurs, which partly yields secondary 

(i. e., scatter) radiation, however, governed by el-

emental composition on sub-microscopic scale. 

Obviously, both local and global material struc-

ture is considered to individually affect radiation 

propagation, where pores facilitate divergence 

off the primary beam axis. Accordingly, more or 

less free radiation propagation occurs through 

intra- as well as inter-cellular pores without any 

interaction due to distinctly lower attenuation in 

air owing to its considerably lower density (cf. 

VEIGELE (1970)). Moreover, present water va-

pour according to actual MC level, and thus, 
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sorption state below FSP is considered to negli-

gibly increase interaction probability. Particularly 

the free space between the fibres facilitates free 

divergence of (also low-energy) radiation in the 

pores of furnish mats. Consequently, lower frac-

tion of scatter radiation is finally considered to 

impinge within the detector FOV in the case of 

low-density WBC matter such as furnish mats 

with additionally longer transmission distance 

compared to a respective panel with equal 𝜌A. 

However, a certain extent of the detector area is 

required to reduce integration time considering 

the demanding measuring conditions in WBC 

applications while appropriate noise characteris-

tics are obtained. Thus, sufficient but not over-

stated beam collimation with respect to beam 

axis maintenance is recommended. Note, the 

design of the employed devices and their com-

ponents are already suited to the application. 

Eventually, coincident registration of scattered 

radiation of unknown origin, i. e., no distinction 

whether within or beside detector FOV, appears 

unavoidable in WBC densitometry practice. 

To briefly summarise the findings, the compre-

hensively discussed radiation transmission con-

cept is supported by various theoretical as well 

as practical investigation results. Single radia-

tion-physical effects can be described and partly 

quantified, likewise their interdependencies, 

where, nonetheless, a holistic parameter for total 

quantification is lacking. However, the deduced 

recommendations facilitate to establish an ap-

propriate basis for good X-ray measuring prac-

tice on WBCs meeting individual requirements. 

On the contrary, a theoretical description and 

particular transmission measuring data evalua-

tion by means of eq. (IV-49) is practically impos-

sible due to the unfeasible quantification of the 

variables. Thus, to appropriately cover all individ-

ual radiation-physical interdependencies and to 

facilitate correspondingly valid measuring result 

evaluation in terms of X-ray densitometry, the 

concept illustrated in Figure IV-81 is still consid-

ered as incomplete and practically not applica-

ble. Hence, a practice-oriented description of 

X-ray attenuation in WBCs is finally required. 

 

6.6 Enhanced law of attenuation 

Beer’s general law of attenuation according to 

eq. (II-10) and with 𝜌A = 𝜌 ∙ 𝑡 likewise eq. (II-11) 

both expecting linear attenuation by means of 

one 𝜇 𝜌⁄ (𝐸) is considered to break down in the 

case of transmission measurements on WBCs 

employing non-ideal transmission conditions, 

i. e, X-rays with broad-beam geometry on inho-

mogeneous material. Hence, an applied func-

tional context for the obviously still strong rela-

tionship of transmission measuring results along 

increasing area density 𝜌A taking the conditions 

explicitly into account is required serving further 

as a quantification of the impact. Because of the 

error-prone and time-consuming metrological 

determination of energy spectra, scattering, de-

tector characteristics, and further conditions as 

well as the inherent difficulty to define and imple-

ment 𝑆0(𝐸), 𝐵(𝐸), and 𝐷(𝐸) comprehensively 

into eq. (IV-49), SOLBRIG et al. (2015a) propose 

a rather practice-oriented approach, which is 

again deduced and applied below. Note, none of 

the considerations are connected in any way to 

other modified versions of Beer’s law, which are, 

e. g., applied in optical physics (cf. KOCSIS et al. 

(2006)). Moreover, the introduction of an en-

hanced law of attenuation is explicitly related to 

the above findings and X-ray densitometry on 

WBCs. However, under ideal transmission con-

ditions with monoenergetic narrow-beam attenu-

ation in homogeneous material and without fur-

ther bias from signal acquisition, the transfor-

mation of attenuation law eq. (II-11) is well-

known to yield linear attenuation 

ln 𝑇−1 =
𝜇

𝜌
(𝐸) ∙ 𝜌A (IV-50) 

with transmission 𝑇 = 𝐼T 𝐼0⁄  and energy-depend-

ent mass attenuation coefficient 𝜇 𝜌⁄ (𝐸) as con-

stant of proportionality, where the plot yields, fur-

thermore, an intersection in the point of origin 

(0; 0). With reference to the first evaluation and 

discussion of the transmission measurements in 

Chapter IV–4.3.2, the result plots of ln 𝑇−1 over 

𝜌A and 𝜌, respectively, are found to obviously de-

viate from this relation. Moreover, a non-linear 

slope is observed considering the total range 

from maximum toward zero owing to decreasing 



264 6   Radiation-physical interdependencies within porous composites Section IV 

𝜇 𝜌⁄  in dependence of 𝜌A, which is, however, ex-

pected as 𝜇 𝜌⁄ (𝐸) = const. per energy level. 

Likewise, apparently shifted exponential trans-

mission reveals ordinate intercepts 𝑇 ≠ 1 in con-

tradiction to expectation under ideal conditions 

(refer to Table IV-28).  

Notwithstanding that the determined attenuation 

plots do not comprehensively comply with 

eq. (IV-50), a mathematically valid linear equa-

tion to describe the relation between ln 𝑇−1 and 

𝜌A is assumed to be easily found in a limited 

range with even an appropriate coefficient of de-

termination (𝑅2) but with an ordinate intercept 

ln 𝑇−1 ≠ 0, thus, considered as physically invalid 

to describe the actual context of the variables. A 

linear fitting of the individual transmission meas-

uring results following the general form 

ln 𝑇−1 (𝜌A) = 𝑎 ∙ 𝜌A + 𝑏 (IV-51) 

with 𝑎 as slope of the function and constant of 

proportionality in physical units of 𝜇 𝜌⁄  [m2 kg⁄ ] 

as well as the ordinate intercept 𝑏 [– ] results in 

the coefficients compiled in Table IV-51 from the 

linear regression analysis of selected transmis-

sion measuring data from both 𝜌A (Chapter IV–

4.3.2.2) and RDP (Chapter IV–4.3.2.3) setups. 

Obviously, linear regression is found in good 

agreement with individual scatter plots not least 

due to high coefficients of determination with 

𝑅2 > 0.996, respectively. However, 𝑏 consist-

ently reveals ln 𝑇−1 ≠ 0 at 𝜌A = 0 kg m
2⁄ , where 

decreasing 𝑏 is supposed to indicate aforemen-

tioned correspondingly decreasing impact from 

beam hardening, scattering, and further interde-

pendent transmission conditions. In comparison 

of the setups, the plots approach but do not in-

tersect the point of origin (0; 0). For the context 

of increasing attenuation over increasing area 

density considering the above transmission 

measurements, general linear regression with 

exemplary results in Table IV-51 is, thus, con-

cluded to provide a mathematically appropriate 

but radiation-physically insufficient description. 

Moreover, predefinition of 𝑏 = 0, i. e., the ex-

pected coordinates origin intercept, would still 

yield appropriate regression even with high 𝑅2 >

0.99 whilst slope 𝑎 is individually increased. Nev-

ertheless, any ill-suited linear approach will, in 

turn, not facilitate the subsequently deduced de-

scription of exponential transmission, which is 

likewise biased by radiation-physical interde-

pendencies. Thus, any linear approach is hence-

forth rejected. 

However, further evaluation of Chapter IV–4.3.2 

data via regression analysis unveils a power 

function approach for the context between ln 𝑇−1 

and 𝜌A such that eq. (IV-50) is enhanced to 

ln 𝑇−1 = (
𝜇

𝜌
(𝐸)𝜅 ∙ 𝜌A)

𝜅

 (IV-52) 

in which the exponent 𝜅 {𝜅 ∈ ℚ+|𝜅 ≤ 1} (lower-

case Greek letter kappa) is introduced to con-

sider actually non-linear slope of transmission 

measuring data while keeping (0; 0) intercept 

and mass attenuation coefficient 𝜇 𝜌⁄ (𝐸)𝜅 corre-

sponds to eq. (IV-52) regression analysis as in-

dicated by the subscript 𝜅. Thus, the introduced 

exponent 𝜅 further serves as a dimensionless 

material 
device 

 𝝁 𝝆⁄
𝜿
𝒂  

 [m2 kg⁄ ] 

 𝒃  
 [– ] 

 𝑹𝟐  
 [– ] 

Fmat    

W-mat-16-w/o 0.1795 0.1014 0.998 

W-mat-20-w/o 0.1084 0.1956 0.997 

W-mat-25-w/ 0.0544 0.0223 1.0 

indMDF    

W-panel-16-w/o 0.1652 0.0505 0.999 

W-panel-20-w/o 0.0966 0.1649 0.999 

W-panel-25-w/ 0.0506 0.0060 0.998 

SLmat, CLmat, CLmat 

W-mat-16-w/o 0.2164 0.0140 1.0 

W-mat-20-w/o 0.1121 0.1848 0.997 

W-mat-25-w/ 0.0576 0.0172 1.0 

labMDF    

Ag-RDP-55-w/o 0.0452 0.0944 0.999 

W-RDP-35-w/o 0.0413 0.1635 1.0 

W-RDP-35-w/ 0.0367 0.0518 1.0 

W-RDP-50-w/o 0.0323 0.1134 1.0 

W-RDP-50-w/ 0.0289 0.0322 1.0 

Table IV-51: Coefficients from linear fitting acc. to 

eq. (IV-51) with 𝑎 as slope of the function and the or-

dinate intercept 𝑏, corresponding to actual 𝑇range (refer 

to Table IV-28) of selected transmission measuring re-

sults from both 𝜌A (Chapter IV–4.3.2.2) and RDP 

(Chapter IV–4.3.2.3) setups; note, linear approach is 

henceforth rejected. 
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measure for deviation from the close linear con-

text of eq. (IV-50) caused by comprehensively 

discussed radiation-physical interdependencies 

in consequence of non-ideal attenuation condi-

tions during irradiation of inhomogeneous and 

porous low-𝑍 matter such as WBCs. Note, the 

special case 𝜅 = 1 is considered to represent 

ideal conditions. Decreasing 𝜅, in turn, indicates 

increasing deviation from the very same 

whereas the plots always yield intersection 

through (𝜇 𝜌⁄ (𝐸)𝜅
−1; ln 𝑒), where attenuation is 

considered as optimal following eq. (IV-46) re-

garding energy choice (refer to Chapter IV–6.4). 

Consequently, conversion of the inverse function 

of eq. (IV-52) into the pattern of attenuation law 

yields the double-exponential function 

𝐼T = 𝐼0 ∙ 𝑒
−(
𝜇
𝜌
(𝐸)𝜅∙𝜌A)

𝜅

 (IV-53) 

introduced as enhanced law of attenuation with 

𝜅 as additional exponent equal to the very same 

in eq. (IV-52). The mathematical representation 

is considered to provide an appropriate radia-

tion-physical description for the biased exponen-

tial transmission 𝑇 over increasing 𝜌A consider-

ing aforementioned attenuation conditions on 

WBCs. However, a general exponential equation 

𝑇 = 𝑐 ∙ 𝑒−𝑑 would yield appropriate regression of 

some measuring points but fails toward 𝜌A =

0 kg m2⁄ , where according to this ill-suited math-

ematical context certain attenuation with 𝑇 < 1 

would computationally occur, which is, in turn, 

physically impossible, since no attenuating body 

is present. On the contrary, eq. (IV-53) subse-

quently yields 𝑇 = 1 intersection according to ex-

pectation and further provides a mathematic-

physically appropriate solution of the problem. 

Eventually, for the observed decrement of 𝜇 𝜌⁄  

with increasing 𝜌A, a further equation can be de-

duced from the above double-exponential ap-

proach. Initially, 𝜇 𝜌⁄ (𝐸) is expected to be con-

stant at equal energy for the same material with 

increasing 𝜌A, i. e., 𝜇 𝜌⁄ (𝜌A) = 𝜇 𝜌⁄ (𝐸) = 𝑐𝑜𝑛𝑠𝑡., 

thus, 

𝜇

𝜌
(𝜌A) =

𝜇

𝜌
(𝐸) ∙ 𝜌A ∙ 𝜌A

−1 (IV-54) 

to bring area density 𝜌A into consideration. Since 

non-linearity of ln 𝑇−1 is found and appropriately 

described by eq. (IV-52), the context is trans-

ferred and the exponent 𝜅 likewise applied to the 

linear term (𝜇 𝜌⁄ (𝐸) ∙ 𝜌A) to change eq. (IV-54) 

into 

𝜇

𝜌
(𝜌A) = (

𝜇

𝜌
(𝐸)𝜅 ∙ 𝜌A)

𝜅

∙ 𝜌A
−1 (IV-55), 

thus, 𝜇 𝜌⁄ (𝜌A) becomes reciprocally dependent 

from varying 𝜌A with further lim
𝜌A→0
𝜇 𝜌⁄ (𝜌A) = ∞. 

To apply and verify the approach, Figure IV-84 

to Figure IV-94 present again selected transmis-

sion measuring result charts from both 𝜌A (Chap-

ter IV–4.3.2.2) and RDP (Chapter IV–4.3.2.3) 

setups extended with additional plots of individ-

ual regression function following 

- eq. (IV-53) for relative transmission  

𝑇 = 𝐼T 𝐼0⁄  [– ] (dotted line), 

- eq. (IV-52) for logarithmic of reciprocal trans-

mission ln 𝑇−1 = ln(𝐼0 𝐼T⁄ ) [−] as measured 

attenuation (dashed line), and 

- eq. (IV-55) for the mass attenuation coeffi-

cient 𝜇 𝜌⁄ (𝜌A) (dash-dotted line) 

all depending on actual transmission in terms of 

the measured 𝜌A or 𝜌 range. The corresponding 

coefficients following power function approach of 

eq. (IV-52) are summarised in Table IV-52. Here, 

an obviously close fit to describe the non-linear 

slope of ln(𝑇−1) over increasing 𝜌A by the factor 

𝜇 𝜌⁄
𝜅
 and the exponent 𝜅 can be observed from 

all charts. Moreover, the individual power func-

tion regression analysis consistently yields a 

high coefficient of determination with 𝑅2 > 0.997, 

respectively. Likewise, transmission 𝑇 as an ini-

tial measuring result closely follows the intro-

duced double-exponential description according 

to eq. (IV-53) represented by the dotted line in 

the figures. The deduced 𝜇 𝜌⁄ (𝜌A) description, in 

turn following eq. (IV-55), finally yields appropri-

ate regression considering both mathematical as 

well as radiation-physical context. Notwithstand-

ing that, the fit of some 𝜇 𝜌⁄  points from meas-

urement is obviously found not as close to the 

regression computation as in the case of 𝑇 and 

ln(𝑇−1) charts. Note for the plots of decreasing 

𝜇 𝜌⁄ (𝜌A) over increasing 𝜌A, deviations of meas-

ured 𝜇 𝜌⁄ (𝜌A) in the scatter chart compared to 
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power fit are primarily attributed to errors in grav-

imetric 𝜌A determination as earlier discussed re-

garding the respective plots in Chapter IV–4.3.2. 

However, the exponent 𝜅 distinctly varies in Ta-

ble IV-52, where decreasing 𝜅, i. e., deviation 

from one, corresponds to a stronger curvature of 

the respective plots. Note here, 𝜅 is found to de-

crease in comparison between the devices, 

where no pre-filter is applied, thus, the initial 

spectrum is less pre-hardened, which becomes 

particularly obvious from the different W-RDP 

setups and in comparison of the 20 kV and 25 kV 

plots determined by W-mat and -panel devices, 

respectively. In the case of the corresponding 

16 kV results, the initial spectrum is already nar-

rower and the scattering impact is reduced due 

to the lower energy level, hence, resulting in 

higher 𝜅 values. Obviously, the pattern of 𝜅 vari-

ation in Table IV-52 corresponds to the very 

same of 𝑇intercept and Δ𝜇 𝜌⁄
rel

 in Table IV-28 in-

dicating respective deviations from ideal condi-

tions, where 𝜅 is considered to be a more sophis-

ticated index for comparison of individual radia-

tion transmission conditions. To generally illus-

trate the effect of decreasing 𝜅, Figure IV-83 

(solid lines) shows theoretical transmission data 

considering non-ideal conditions computed via 

eq. (IV-53), eq. (IV-52), and eq. (IV-55) with as-

sumed 𝜅 = 0.85 (just below Table IV-52 mini-

mum) in comparison to ideal expectation from 

Figure IV-29 (dashed lines), where the basic en-

ergy and attenuation level is kept equal with 

𝜇 𝜌⁄ = 𝜇 𝜌⁄
𝜅
= 0.1125 m2 kg⁄ . Nevertheless, val-

ues of 𝜅 approaching toward one do not neces-

sarily indicate improved transmission conditions 

according to earlier discussions of the setups. 

Such results may also be attributed to interde-

pendency phenomena, where effects compen-

sate each other particularly considering superim-

position of low-energy fractions from scattering 

on hardened transmission spectra as discussed 

in Chapter IV–6.3 and, e. g., as partly illustrated 

in Figure IV-82 with respect to RDP determina-

tion. Moreover, the determined coefficients are 

found to reveal individually appropriate regres-

sions but may partly not represent expected 

characteristics (according to earlier discussions) 

of the respective setups and energy levels owing 

to limited 𝜌A measuring ranges of some measur-

ing series particularly in the case of indMDF 

measurements. The observed curvature of the 

derived power function is assumed to be 

straighter than expected and does, therefore, not 

represent the actual ln(𝑇−1) slope affected by ra-

diation-physical interdependencies. This may, 

e. g., be the case regarding W-panel-20-w/o and 

W-panel-25-w/ plots, where the lower 𝜌A range 

is not covered in comparison to corresponding 

Fmat results. However, this discrepancy may not 

be clarified on the basis of the present data and, 

thus, requires more well-defined measuring se-

ries. 

All 𝜇 𝜌⁄
𝜅
 values in Table IV-52 consistently ex-

ceed the related slope 𝑎 in Table IV-51 (note, re-

jected), thus, 𝜇 𝜌⁄
𝜅
 reveals a more distinct incre-

ment of attenuation, which is, in turn, flattened by 

material 
device 

 𝝁 𝝆⁄
𝜿
  

 [m2 kg⁄ ] 

 𝜿  
 [– ] 

 𝑹𝟐  
 [– ] 

Fmat    

W-mat-16-w/o 0.2008 0.9386 0.999 

W-mat-20-w/o 0.1357 0.8661 0.999 

W-mat-25-w/ 0.0558 0.9858 1.0 

indMDF    

W-panel-16-w/o 0.1752 0.9419 0.999 

W-panel-20-w/o 0.1142 0.8982 0.999 

W-panel-25-w/ 0.0509 0.9950 0.998 

SLmat, CLmat, CLmat 

W-mat-16-w/o 0.2193 0.9667 0.999 

W-mat-20-w/o 0.1374 0.8790 0.999 

W-mat-25-w/ 0.0588 0.9906 0.999 

labMDF    

Ag-RDP-55-w/o 0.0505 0.9276 0.999 

W-RDP-35-w/o 0.0496 0.8842 1.0 

W-RDP-35-w/ 0.0392 0.9473 0.999 

W-RDP-50-w/o 0.0370 0.8938 1.0 

W-RDP-50-w/ 0.0302 0.9566 0.999 

Table IV-52: Coefficients from power function fitting 

acc. to eq. (IV-52) with the mass attenuation coeffi-

cient 𝜇 𝜌⁄
𝜅
 as slope of the function and the exponent 

𝜅, corresponding to actual 𝑇range (refer to Table IV-28) 

of selected transmission measuring results from both 

𝜌A (Chapter IV–4.3.2.2) and RDP (Chapter IV–

4.3.2.3) setups; note, the coefficients likewise refer to 

eq. (IV-53) as enhanced law of attenuation and 

eq. (IV-55). 
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the exponent 𝜅 along increasing 𝜌A due to the 

typical characteristic from beam hardening and 

scatter registration. Considering the individual 𝜌A 

range, 𝜇 𝜌⁄
𝜅
 of the W-mat and -panel devices 

more or less equal the respective 𝜇 𝜌⁄
opt.

 values 

in Table IV-49, i. e., optimal mass attenuation co-

efficient on the respective energy level owing to 

equivalent mathematical background with 1 =

𝜇 𝜌⁄ ∙ 𝜌A at 𝑇 = 𝑒−1. Moreover, the results from 

power function fitting 𝜇 𝜌⁄
𝜅
, which obviously rep-

resent reciprocal 𝜌A at 𝑇 = 𝑒−1, nearly equal the 

corresponding 𝜇 𝜌⁄  in Table IV-26 determined via 

interpolation of the measuring data, where the 

minor differences are attributed to slight inaccu-

racy and linear assumption of the latter. Regard-

ing RDP devices, 𝜇 𝜌⁄
𝜅
 determined for W-RDP-

50-w/ is roughly equal to 𝜇 𝜌⁄
opt.

 considering �̅� of 

labMDF in Table IV-50 again due to congruent 

𝜌A ranges of transmission measurement and 

computation. On the contrary, optimal attenua-

tion values as generalised for customary WBC 

panels fall below 𝜇 𝜌⁄
𝜅
 based on measurement. 

Thus, higher energy is required to obtain optimal 

attenuation conditions for RDP measurement as 

already concluded in Chapter IV–6.4. Moreover, 

the variation of 𝜇 𝜌⁄  in dependence of 𝜌A by the 

exponent 𝜅 is considered to tend toward the or-

der of 𝜇 𝜌⁄ (𝐸)mix (refer to individual energies in 

Table VII-12) whereas respective values with 

spectra consideration (Table IV-42) still exceed 

𝜇 𝜌⁄
𝜅
. However, according to the respective 

slope of 𝜇 𝜌⁄ (𝜌A) in Figure IV-84 to Figure IV-94, 

one individual 𝜌A is, thus, considered to exist, 

where 𝜇 𝜌⁄ (𝜌A) equals correspondingly com-

puted 𝜇 𝜌⁄ (𝐸) depending on the method follow-

ing Chapter IV–5.2. Furthermore, the slope of 

𝜇 𝜌⁄ (𝜌A) according to eq. (IV-55) with rapidly in-

creasing 𝜇 𝜌⁄  in the lower 𝜌A range toward the 

limit reveals the well-known condition, that beam 

hardening predominates on the respective en-

ergy level in low 𝜌A transmission, i. e., at the be-

ginning of the beam path through the material of 

respective thickness 𝑠T. 

 

 

Figure IV-83: Theoretical transmission data consider-

ing non-ideal conditions (solid lines) computed via 

eq. (IV-53), eq. (IV-52), and eq. (IV-55) with assumed 

𝜅 = 0.85 and 𝜇 𝜌⁄ = 𝜇 𝜌⁄
𝜅
= 0.1125 m2 kg⁄  in compar-

ison to ideal expectation from Figure IV-29 (dashed 

lines). 
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Figure IV-84: Transmission measuring results from 

Figure IV-30 (■, ●, ♦) extended with individual regres-

sion plots via eq. (IV-53) for 𝑇 (dotted line), eq. (IV-52) 

for ln 𝑇−1 (dashed line), and eq. (IV-55) for 𝜇 𝜌⁄ (𝜌A) 

(dash-dotted line) with coefficients from Table IV-52. 

 

 

Figure IV-85: Transmission measuring results from 

Figure IV-31 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

Figure IV-86: Transmission measuring results from 

Figure IV-32 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 
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Figure IV-87: Transmission measuring results from 

Figure IV-33 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

 

 

 

Figure IV-88: Transmission measuring results from 

Figure IV-34 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

Figure IV-89: Transmission measuring results from 

Figure IV-35 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 
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Figure IV-90: Transmission measuring results from 

Figure IV-46 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

 

 

 

Figure IV-91: Transmission measuring results from 

Figure IV-47 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

Figure IV-92: Transmission measuring results from 

Figure IV-48 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

 

 

 

Figure IV-93: Transmission measuring results from 

Figure IV-49 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 
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Figure IV-94: Transmission measuring results from 

Figure IV-44 (■, ●, ♦) extended with individual regres-

sion plots acc. to Figure IV-84. 

 

To conclude, the introduced approach based on 

power function instead of linear attenuation con-

sidering decreasing 𝜇 𝜌⁄  along the beam path is 

found to serve as a viable description for X-ray 

transmission through WBCs by means of the 

double-exponential law of attenuation. The proof 

of its holistic validity is, nevertheless, still pend-

ing. All deduced equations with corresponding 

coefficients in Table IV-52, however, appropri-

ately follow the scatter charts from measuring 

data as illustrated in Figure IV-84 to Figure 

IV-94. Note, an individual prediction by the plots 

needs to be verified by respectively enhanced 

measurements particularly with regard to the 

lower limits, i. e., considering present extrapola-

tion of 𝜇 𝜌⁄ (𝜌A) for 𝜌A toward zero. Such consid-

eration of non-linear attenuation is indispensable 

to avoid errors in area and raw density determi-

nation on the basis of X-ray transmission meas-

urements. Likewise already RUDMAN et al. (1969) 

consider non-linear measuring results from one 

of their setups as too large for accurate raw den-

sity determinations, thus, they improved the very 

same. However, the present thesis aims to ex-

plore existing X-ray transmission setups and to 

describe the measuring conditions. Conse-

quently, Figure IV-81 is enhanced to Figure 

IV-95 by substitution of eq. (IV-49) with 

eq. (IV-53) as well as by consideration of regis-

tered radiation intensity (both initial and transmit-

ted) as integration along the energy spectrum 

and over the detector area. The resulting inten-

sity is furthermore weighted by the detector re-

sponse function 𝐷(𝐸), which, however, does not 

necessarily need to be known, since it is inher-

ently included in the detector output, and thus 

part of the respective measurement itself. There-

fore, Figure IV-95 is considered a comprehen-

sive scheme for polychromatic radiation trans-

mission through inhomogeneous and porous 

low-𝑍 matter and measurement comprising radi-

ation-physical interdependencies from both ma-

terial and setup, and thus as a practice-oriented 

basis for X-ray densitometry on WBCs. 

Beyond WBCs, correction of non-linearity due to 

beam hardening or scattering is discussed in 

Chapter II–2.4.3 and Chapter II–2.5.2, respec-

tively. In comparison to existing correction meth-

ods such as applied in X-ray CT, the above ap-

proach by mathematical estimation of the non-

linear function is, e. g., similar to the pre-pro-

cessing linearisation method for beam hardening 

correction utilised by KASPERL (2005) and math-

ematically established by HERMAN (1979). Here, 

the non-linear slope of the attenuation plot 

−ln(𝐻𝑆(𝐿)) (refer to Figure II-6) measured by 

means of step wedges made of homogeneous 

material is approximated by a characteristic 

curve for beam hardening 𝐻𝑆(𝐿), of which the in-

verse function yields the correction 𝐻𝑆
−1. How-

ever, with its requirements, this linearisation 

method is limited to homogenous reference bod-

ies with properties equal to the objects under in-

vestigation, and thus not applicable to WBCs. 

Moreover, step wedges as substitution for an ac-

tual material raw density range are found to 

cause insufficiencies with respect to WBC den-

sitometry – particularly RDP measurement – as 

to be discussed in Chapter V–1. Beyond CT cor-

rection methods, further approaches exist to 

consider the non-linearities particularly by 

means of polynomial solutions. BJÄRNGARD, 

SHACKFORD (1994) propose a beam hardening 

coefficient, which extends exponential function 
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by a second-degree polynomial of penetration 

depth with an additional factor in the exponent of 

attenuation law such as in eq. (II-40). On the 

contrary, SOLBRIG et al. (2011) and likewise 

SOLBRIG (2012) apply second-degree polynomial 

fitting of the transmission measuring results from 

step wedges made of MDF for the context of de-

creasing 𝜇 𝜌⁄  over the measuring signal in terms 

of attenuation ln 𝑇−1 corresponding, in turn, to in-

creasing 𝜌A and, however, conclude already the 

polynomial to be an insufficient means of choice 

with respect to limit values of the function. In 

general, polynomials serve as simplistic means 

to fit non-linearity with apparently high coeffi-

cients of determination whereas true functional 

relation is well-known not to be represented in 

most of the cases. Hence, the found double-ex-

ponential approach is considered to be an appro-

priate mathematic-physical solution particularly 

considering the limits of the function. Accord-

ingly, the exponential decrease of transmission 

𝑇(𝜌A) in dependence of area density with the 

double-exponent −(𝜇 𝜌⁄ (𝐸)𝜅 ∙ 𝜌A)
𝜅 in eq. (IV-53) 

yields lim
𝜌A→0
𝑇(𝜌A) = 1, i. e., expected ordinate in-

tercept, and converges toward zero with increas-

ing 𝜌A, i. e., lim
𝜌A→∞
𝑇(𝜌A) = 0. Such limits obvi-

ously fit with reality as SOLBRIG et al. (2015a) 

also conclude whereas a polynomial fit would 

yield ordinate intercept at 𝑇 ≠ 1. Moreover, since 

the double-exponential approach is considered 

to represent physical background, already a few 

data points from appropriate measurements, like 

in the case of RDP data Figure IV-90 to Figure 

IV-94, obviously facilitate to model the mass at-

tenuation coefficient variations along increasing 

raw and area density in consequence of radia-

tion-physical interdependencies.  

Regardless of the appropriate mathematic-phys-

ical description, 𝜅 claims no individual quantifica-

tion of the single impact factors, thus, no explicit 

distinction between, e. g., beam hardening or 

scattering. However, 𝜅 is rather considered to be 

a total index for the transmission conditions of 

the setup including the material under investiga-

tion. In contradiction to prevalent correction ap-

proaches by means of, e. g., linearisation in tech-

nical X-ray CT, the approach above purposefully 

performs no individual correction of non-lineari-

ties from single effects by respective algorithms, 

which may bias the results in the case of ill-de-

fined correction parameters. It instead describes 

the superimposition of the effects by means of 

the introduced double-exponential attenuation 

equation, which is intended for further utilisation 

in densitometry. The enhanced law of attenua-

tion is, moreover, considered to be a practice-

oriented approach particularly regarding the 

avoidance of X-ray spectra application due to 

their elaborate acquisition exclusively via special 

equipment as well as their superimposition by 

scattered radiation and comprehensive depend-

ence on WBC raw density or actual transmission 

distance on the beam path. Furthermore, no 

computed attenuation coefficients based on ele-

mental composition are required for application. 

Eventually, the coefficients 𝜇 𝜌⁄ (𝐸)𝜅 and 𝜅 for 

the enhanced law of attenuation considering all 

present radiation-physical interdependencies 

are solely determined on the basis of transmis-

sion measurements employing the regular setup 

and respective specimens. Thus, individually de-

termined 𝜇 𝜌⁄ (𝐸)𝜅 and 𝜅 values are exclusively 

valid for the very same or a comparable combi-

nation of X-ray transmission setup, material, and 

corresponding parameters. 
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Figure IV-95: Final schematic illustration of the enhanced understanding based on Figure IV-81 of polychromatic 

radiation transmission with non-narrow beam geometry through inhomogeneous and porous low-𝑍 matter, de-

scribed by the double-exponential attenuation law as introduced in eq. (IV-53) considering radiation-physical inter-

dependencies (white arrows) via the determined mass attenuation coefficient 𝜇 𝜌⁄ (𝐸)𝜅 and the corresponding ex-

ponent 𝜅, as practice-oriented basis for X-ray densitometry on WBCs. 
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Section V 

Final considerations 

 

1 Implications regarding the methods

X-ray densitometry on wood-based composites 

(WBCs) is influenced by various factors with re-

spect to both radiation and material as well as 

their interdependencies. The context is illus-

trated in Figure IV-95 and described by the intro-

duced double-exponential attenuation law fol-

lowing eq. (IV-53). It can be concluded as the 

main findings of the present thesis that 

- non-linearities bias the transmission meas-

uring results, where a linear context is gen-

erally expected, 

- beam hardening occurs and varies in de-

pendence on the varying attenuation poten-

tial of the investigated inhomogeneous ma-

terial and the character of the applied X-ray 

energy spectrum, 

- scattering phenomena superimpose all 

measurements and depend on both beam 

geometry and WBC densification, 

- such impact from structural conditions in-

creases with wide area density measuring 

ranges or more distinct raw density profiles 

(RDPs), and 

- WBC composition has an impact on radia-

tion attenuation but markedly depends on 

the type of the varying constituent as well as 

the employed radiation energy level. 

For detailed discussion, reference is made to the 

respective chapters. However, comprehensive 

conclusions follow below. 

Regarding the composition of customary WBCs 

with organic binders, an effective atomic number 

𝑍eff remains more or less equal with resin addi-

tion. A variation in radiation attenuation depend-

ing on resination as reported by HILBERS (2006) 

is fundamentally questionable but may instead 

be attributed to structural material conditions of 

the respective measurements. Although the ele-

mental composition alters, the effective mean 

mass attenuation coefficients 𝜇 𝜌⁄̅̅ ̅̅ ̅ remain simi-

lar. Moreover, already LAUFENBERG (1986) found 

that there is no significant impact on the radio-

metric raw density determination on WBCs from 

variations of resin content, (European softwood) 

wood species, and equilibrium moisture content 

(EMC) within normal ranges. Accordingly, hith-

erto findings can be generally confirmed by the 

present results regarding high energy applica-

tions with 𝐸 ≥ 50 keV. The same applies to the 

RDP measurements on high-medium energy 

level 25 ≤ 𝐸 < 50 keV, where no significant vari-

ation of 𝜇 𝜌⁄̅̅ ̅̅ ̅ with varying compositions is ob-

served. With decreasing energy, in turn, the im-

pact of moisture and ash content variations on 

the computational mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix increases, which is considered to be 

relevant for area density measuring applications 

on light furnish mats and thin panels. However, 

𝜇 𝜌⁄ (𝐸)mix is consistently unaffected by varia-

tions of (organic) adhesive resin content on all 

energy levels. 

Regarding the applied methods for computa-

tional estimation of the attenuation potential of 

varying material compositions, the conclusion 

turns out to be different for the calculation of an 

effective atomic number 𝑍eff and the application 

of the mixture rule with a total mean mass atten-

uation coefficient for one energy 𝜇 𝜌⁄ (𝐸)mix or its 

spectral-weighted extension 𝜇 𝜌⁄ (𝑆(𝐸))
mix

. 

Here, 𝑍eff is a vivid means to compare com-

pounds regarding their attenuation potential by 

bringing them into line with elemental atomic 

numbers, where no energy consideration is re-

quired in the case of the simplistic power law 

method. The results are beneficial for a better 

understanding of WBCs regarding their compo-

sition from an X-ray beam’s point of view, how-

ever, less applicable in the common densitome-

try practice. The computation via mixture rule 
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yields instead a more or less precise approxima-

tion of a total mean mass attenuation coefficient 

with explicit consideration of one energy (e. g. 

mean value or monochromatic source) or 

weighted by the energy distribution. The results 

are available for subsequent applications such 

as further computations or for energy definition. 

According to the different energy considerations 

of the approximation methods, the implication on 

the evaluated attenuation potential for one and 

the same compound may vary particularly in de-

pendence on the corresponding energy level 

and spectrum. 

Beyond the method of computation, an impact of 

the moisture content (MC) on radiation attenua-

tion is concluded to exist but markedly depends 

on the radiation energy. The effect on densitom-

etry, however, needs to be discussed. MC incre-

ment is considered to simply increase the WBC 

mass by water with 𝑍eff similar to wood. Here, no 

significant variation of WBC 𝑍eff occurs in the 

range below fibre saturation point (FSP) and un-

til 𝑀𝐶  𝑀𝐶FSP. Thus, X-ray measurement of the 

area density 𝜌A distribution across the mat or 

panel is practically unaffected by the global MC 

level, regardless of local moisture variations. The 

measuring results correspond to the actual 𝑀𝐶. 

A distinction is impossible by simple transmis-

sion measurements as to be discussed else-

where. Regarding RDP measurement, the phe-

nomenon is observed with increasing 𝑀𝐶, that 

swelling and corresponding volume increment 

(in direction of the panel thickness) is counter-

balanced by the mass increment, i. e., the in-

creasing mass from moisture is homogeneously 

distributed over the specimen volume resulting, 

in turn, in an equal amount of matter in beam di-

rection. Here, the specimen thickness increases 

due to swelling primarily along the cross-section 

(not in-plane). Likewise, the number of measur-

ing layers with constant step size increases, 

where 𝜌A of the layer along the beam path re-

mains equal. Accordingly, the equivalent RDP 

shape is expanded along the higher panel thick-

ness after swelling. The same, but vice versa, 

applies to specimen shrinkage in the case of de-

hydration. Obviously, the effective radiation at-

tenuation comprises the individual moisture and 

material structure conditions. In Chapter II–2.4.4 

it was reported, that PEASE et al. (2012) propose 

a coupled effective attenuation coefficient of wa-

ter in porous substrates. The coefficient consid-

ers the influence of water on beam hardening 

and is recommended to be directly measured for 

the respective investigation instead of utilisation 

of tabulated water values. Hence, the mass at-

tenuation coefficients for high-precision densi-

tometry on WBCs (considered to be a porous 

material with complex composition and ad-

sorbed water) must be determined via transmis-

sion measurements instead of computation via 

mixture rule, where the values were already con-

cluded to be rather applicable for estimations 

and comparison of the attenuation characteristic. 

Obviously, the equivalent attenuation potential of 

the WBC constituents provide a practical benefit 

for simple densitometry, since the measuring re-

sults represent 𝜌A and 𝜌 of the mat or panel at 

the respective 𝑀𝐶 of the composite considered 

to be a mixture of elements (refer to macroscopic 

scale, Chapter IV–3.2). However, a significant 

contrast between water and the dry WBC matter 

may be required to measure or visualise the 

moisture distribution for several purposes. Ac-

cording to the computed values (refer to Table 

IV-35), 𝜇 𝜌⁄ (𝐸)mix of wood, adhesive resin, and 

water are found in a comparable order but reveal 

certain differences depending on the energy 

level (decreasing with increasing energy), where 

particularly water values differ. Therefore, the 

discrimination of, e. g., moisture accumulations 

in dry WBC matter appears feasible. Likewise, 

measurements of amount and distribution of 

moisture uptake in comparison between signifi-

cantly different states, i. e., below and far beyond 

FSP, can be carried out. Here, XU et al. (1996) 

propose a procedure via difference method and 

by consideration of thickness swelling to deter-

mine the water absorption distribution along the 

RDP after 24 h (and 168 h) immersion in water. 

Nevertheless, the determination of sorptive 

moisture distributions within the material in terms 

of reliable 𝑀𝐶 determination below FSP (on 

mesoscopic and microscopic scale, Chapter IV–

3.3 and IV–3.4) are considered to fail by means 

of X-ray transmission, since 𝜇 𝜌⁄ (𝐸) values are 

too close. The hygroscopically bound water 

causes further material variation due to swelling 
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and shrinkage, thus, the resulting X-ray contrast 

may be superimposed by 𝜌A and 𝜌 variations, 

which interfere, in turn, clear distinction between 

moisture and WBC matter variations via X-ray 

densitometry.  

However, similar atomic numbers are the reason 

for the poor discriminability. Here, NAYDENOV et 

al. (2004) deal with X- and gamma-ray multi-en-

ergy applications and point out that it is impossi-

ble to reliably distinguish between water (𝑍eff ≈

7.5) and organic materials (𝑍eff ≈ 6…8). Such 

methods require differences in 𝑍eff by about 

50 % between the constituents. On the contrary, 

and with regard to the computed values in Table 

IV-32, water (�̅�eff = 7.42) just slightly exceeds 

dry labMDF (�̅�eff = 6.93) by about 7 %. Moreo-

ver, JACKSON (1982) discusses the possibility of 

increasing the attenuation contrast (for imaging) 

by measurements with energies near to the ab-

sorption K-edge of a considered element, prefer-

ably with much higher 𝑍 than the surrounding 

matter. Regarding low-𝑍 matter, she reports that 

there is a “window” for C and O discrimination 

within 𝐸 = 0.28…0.53 keV corresponding to the 

K-edges, thus, to obtain contrast between water 

and material with high C mass fractions (such as 

wood). This energy range is obviously far below 

practical ranges for X-ray transmission measure-

ments on relevant layer thicknesses and is in-

stead applied for X-ray microscopy. Hence, the 

K-edge absorption method is not applicable for 

densitometry on WBCs to obtain further sensitiv-

ity toward the moisture distribution. However, the 

utilisation of two (or multiple) radiation energy 

levels, thus, different 𝜇 𝜌⁄ (𝐸), is a well-known 

method for distinguishing between the constitu-

ents of mixtures or composites, which provide 

correspondingly different attenuation potential 

(cf. MIDGLEY (2011)). Here, a varying ratio of the 

constituent’s linear attenuation coefficients 𝜇(𝐸) 

on at least two energy levels is applied for dis-

crimination, where transmission measurements 

with only one energy level yield no appropriate 

image contrast. The method is referred to as 

dual-energy X-ray absorptiometry and common 

practice for medical applications such as the de-

termination of bone mineral content (cf. GILSANZ 

(1998)) and soft tissue composition (cf. MAZESS 

et al. (1990)). Furthermore, multi-energy tech-

niques are well-known for inspection of both lug-

gage and cargo containers (cf. REBUFFEL, 

DINTEN (2007), ZENTAI (2008), KOLKOORI et al. 

(2014), where material discrimination is a con-

siderable issue in terms of security. However, 

KULLENBERG et al. (2010) and HULTNÄS, 

FERNANDEZ-CANO (2012) propose dual-energy 

X-ray absorptiometry on medical energy levels 

(40 kVp and 90 kVp) for MC determination in 

wood chips by means of a commercially availa-

ble dual-energy X-ray device. Here, further stud-

ies exist. TANAKA (2015) suggests 20 kVp and 

100 kVp as an appropriate pair of X-ray tube volt-

ages. KIM et al. (2015) apply 45 kVp and 60 kVp 

without pre-filter variation, which appears too 

close together. LINDGREN et al. (2016) transfer 

the approach to CT applications on wood and 

propose to divide the reconstructed voxel matri-

ces acquired at 60 kVp and 200 kVp. They con-

clude their results from scans of wet pine cubes, 

where the voxel values are supposed to vary 

along the specimen cross-section due to mois-

ture profiles, to show the feasibility of dual-en-

ergy X-ray CT for MC determination with suffi-

cient contrast. However, a full calibration over a 

relevant MC range and quantification of the sup-

posed moisture distribution was not performed. 

Virtually all dual-energy examinations apply wide 

MC ranges, focus on 𝑀𝐶  𝑀𝐶FSP, and imply the 

applicability of their proposed procedures or de-

vices for MC determination on wood, where low 

standard errors of estimate around 2 % are 

claimed. Nevertheless, the results from various 

studies lead to the conclusion, that the uncer-

tainty of dual-energy X-ray absorptiometry MC 

determination toward oven-dry method in-

creases with decreasing MC, particularly below 

FSP. To an extent it turns out that there is no 

significant correlation between radiometric re-

sults and the gravimetric reference. Apart from 

wet wood chips, there is virtually no relevant ap-

plication in WBC production. Moreover, dual-en-

ergy X-ray methods are consequently concluded 

to be not applicable for obtaining an appropriate 

contrast between adsorbed moisture and dry 

wood as well as WBC matter in the relevant MC 

range below FSP.  
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Hence, other radiometric methods are required, 

which are either more sensitive to moisture or in-

crease the absorption contrast of one of the con-

stituents. Here, SOLBRIG et al. (2015c) and other 

researchers before propose neutron radiography 

to obtain an appropriate contrast between dry 

wood matter and moisture in order to be visual-

ised and quantified. Beyond X-ray and neutron 

radiography, magnetic resonance imaging (MRI) 

is an alternative without ionising radiation and 

considered to be an applicable method for scien-

tific purposes (cf. WANG, CHANG (2007), 

PASSARINI et al. (2015)), since it is sensitive to 

hydrogen atoms. On the other hand, moisture 

discrimination may be supported by means of 

contrast agents with respect to the scope of in-

vestigation. Regarding the radiometric observa-

tion of RDP formation (refer to GRUCHOT (2009)), 

gold particles are proposed to be incorporated in 

terms of mat forming and to serve as marking of 

particular panel layers during hot-pressing as 

contrast toward the water vapour movement su-

perimposed to densification and relaxation. Like-

wise, WANG et al. (2007) add 1 % (by weight) 

gold nano- and micro-particles to their wood 

plastic composites and achieve improved X-ray 

CT contrast. Moisture contrast may be increased 

by adding medical contrast agents to the water, 

e. g., based on iodine or barium. However, the 

substances must be considered to potentially 

bias the moisture movement due to interdepend-

encies and the rather large size of their chemical 

compounds compared to the H2O molecule. 

Beyond composition and MC, the impact of WBC 

structure, particularly regarding densification, is 

pointed out in terms of the transmission meas-

urements and result discussions in Chapter IV–

4.3.2.4 and IV–6.5. Accordingly, the commonly 

utilised step or reference wedges are inferred to 

be inappropriate for both calibration and as rep-

resentative reference owing to structural condi-

tions. Step wedges were generally applied in ra-

diography as reference parallel to the object in 

the image (on a film). Material type and the range 

of step height (i. e. transmission distance 𝑠T) cor-

respond to the attenuation potential of the inves-

tigated specimens. This was also common prac-

tise in former film densitometry on wood, e. g., by 

RUDMAN et al. (1969), who improved previous 

procedures, where cellulose acetate step 

wedges are simultaneously irradiated on the 

X-ray film to obtain a calibration of the optical 

contrast toward the material raw density. POLGE, 

LUTZ (1969) applied such methods for RDP de-

termination on particleboard. GRUCHOT (2009) 

utilised specimens of lab-made MDF with homo-

geneous RDP and increasing transmission dis-

tances 𝑠T = 5…70 mm for the calibration of his 

X-ray device via measuring series at different 

EMC. SOLBRIG et al. (2011) propose a step 

wedge as calibration sample for their RDP meas-

urements, which is stacked out of stripes of cus-

tomary thin MDF (�̅� = 928 kg m3⁄ ) with a panel 

thickness of 𝑡nom = Δ𝑠T = 3 mm and radiation 

transmission perpendicular to the panel plane. 

As already pointed out in Chapter IV–6.6, step 

wedges are, however, found to be insufficient as 

calibration or reference in WBC densitometry. 

With particular respect to RDP measurement, a 

step wedge made of homogenous material with 

varying 𝑠T does not represent the actual struc-

ture of the panel specimen considering the raw 

density gradient along its cross-section. Even 

though 𝜌A along the beam path in a considered 

layer of the specimen is equivalent to the corre-

sponding step of the wedge, the respective den-

sification, and thus, the porosity, may crucially 

differ. Consequently, the scattering conditions 

differ between step wedge material and WBC 

specimen structure, hence, there will be different 

radiation build-up, as comprehensively dis-

cussed in Chapter IV–6.3. Eventually, a calibra-

tion curve from a step wedge made of homoge-

neous material is considered not to be valid for 

the intended raw density range of the inhomoge-

neous specimens, where the significance of the 

bias depends on the individual beam geometry 

of the measuring setup. Moreover, the validity 

decreases, where considerably different raw 

densities of the calibration material are applied 

in comparison to the measured samples, e. g., in 

the case of 𝜌A device calibration by means of 

ready-pressed panels for measurements on just 

pre-densified furnish mats. Regardless of struc-

tural conditions and radiation build-up, a refer-

ence wedge made of homogeneous material 

with predefined density may serve to verify an 
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RDP measuring device (with self-calibration ac-

cording to Figure II-14) regarding its beam hard-

ening impact. To this end, a PMMA38 specimen 

with 𝑠T = 50 mm is to be machined such that a 

wedge profile is obtained mimicking a common 

RDP shape. Here, the small section with total 𝑠T 

corresponds to a surface layer and should yield 

measuring results equal to 𝜌PMMA =

1189 kg m3⁄ . Beam hardening yields a density 

decrement (refer to Figure IV-76) depending on 

the impact. 

Beam hardening is an unavoidable conse-

quence of X-ray application even with pre-filters 

and quantified via the introduced beam harden-

ing index 𝐵𝐻𝑖(𝐸, 𝜌A) [%Δ�̅� %Δ𝜌A⁄ ] (refer to 

Chapter IV–6.2). Its determination requires sys-

tematic X-ray spectra measuring series or so-

phisticated simulations considering both trans-

mission spectra through predefined absorbers 

with particular density steps as well as recording 

of the initial spectrum. Hence, it is considered to 

be a method for application in research and de-

velopment as well as for re-design processes of 

X-ray densitometry systems rather than for eval-

uation of common measuring practice. The same 

applies to beam hardening correction. As basi-

cally pointed out in Chapter II–2.4, several cor-

rection methods exist for various applications 

with respective restrictions. Regardless of their 

potential benefits, none was directly applied. 

Since any correction potentially distorts the ac-

tual measuring information, correction of the 

transmission measuring results was avoided. 

The intention was not to correct the influence pa-

rameters but instead to evaluate them. Moreo-

ver, VDI/VDE 2630-1.2 (2018) considers the 

mostly empirical correction algorithms for non-

linearity not to yield absolute measuring values. 

Any correction of non-linearities or correspond-

ing simulation of the ideal conditions can only be 

as good as its algorithm (i. e. its representation 

of the real conditions) and its data input. An ap-

propriate description of the mathematic-physical 

context is instead preferred. Here, boundary 

conditions, i. e., toward zero and infinity, must be 

considered. Such determinations must further 

                                                      

38 PMMA with 𝜌 = 1189 kg m3⁄  in the order of wood or labMDF with 𝜌nom = 1056 kg m
3⁄  (refer to Chapter IV–1.2). 

apply both the actual material and measuring 

setup. This is ultimately achieved by the en-

hanced law of attenuation based on a power 

function approach for the context between 

measured attenuation ln 𝑇−1 and area density 

𝜌A. 

 





 

2 Prospects

All findings and the deduced approach, to de-

scribe radiation attenuation by means of a dou-

ble-exponential law, enhance the understanding 

of X-ray densitometry on wood-based compo-

sites (WBCs). The beneficial application of im-

proved radiometric methods for wood and WBCs 

in research and industry is clarified in Chapter  

V–3. However, the present thesis does not claim 

to provide an extensive measuring series. In-

stead, it serves as an exploratory study to deter-

mine the relevant context. Therefore, prospec-

tive investigations are needed to verify the find-

ings and consequent implications. To this end, 

comprehensive measuring series are pending 

with application of the proposed methods and 

systematic variation of the identified influence 

parameters with respect to the material such as 

- WBC structure (mat vs. panel and panel 

RDP), 

- ash content, 

- partly MC, 

- further additives (e. g. hydrophobic agents or 

fire retardants) 

as well as those factors, which are inferred not 

to significantly affect 𝜇 𝜌⁄ (𝐸)mix such as (or-

ganic) adhesive resins or (European) wood spe-

cies without bark and apart from tropical hard-

woods, bamboo, and annual plants with high ash 

contents. Here, numerous measuring series can 

be performed on predefined lab-made panels. 

Moreover, some of the verifications can be car-

ried out in industrial environments with the appli-

cation of typical ranges of conditions by means 

of X-ray measuring device installations in regular 

production lines. Correspondingly determined 

measuring ranges following the recommenda-

tions for energy definition are to be utilised for 

verification of the double-exponential approach 

by further measurements. With respect to 

boundary conditions, the validity of the individu-

ally found additional exponent 𝜅 needs to be 

evaluated toward zero and respectively high 𝜌A 

of the range. Particularly the estimation of the 

energy-dependent 𝜇 𝜌⁄ (𝐸) via extrapolation of 

eq. (IV-55) toward low 𝜌A = 0 kg m
2⁄  requires a 

verification, since it represents the conditions 

(particularly governed by beam hardening) at the 

beginning of the beam path through the speci-

men under investigation. 

The same applies to radiation parameters with 

systematic measuring series considering 

- beam geometry (incl. apertures), 

- energy level, 

- X-ray spectra and  

- corresponding pre-filter application. 

The results from (initial and transmission) spec-

tra measurement should be verified by means of 

a further (measuring) method, i. e., a further 

spectrometer. In comprehensive series, the par-

ticular consideration of scattering conditions, en-

ergy calibration, and inherent filtering of the de-

tector is required, thus, the avoidance to modify 

the original setup of the X-ray device in terms of 

distances, apertures, and beam collimation. Re-

garding beam hardening impact, RDP results 

are to be compared from repeat measurements 

with and without pre-filtering on both customary 

WBCs and specifically lab-made panels with pre-

defined RDPs as well as new composites with 

extreme raw density ranges along the gradients, 

e. g., sandwich panels with foam cores (cf. 

SHALBAFAN et al. (2012)). Here, scattering is also 

considered to contribute to variations in the RDP 

results depending on the beam geometry. The 

individual evaluation of the radiation-physical ef-

fects beam hardening and scattering is consid-

ered to be valuable information. The examina-

tion is, however, elaborate due to the superim-

position of the phenomena highly depending on 

the X-ray setup. Instead, the results would cor-

respond to the employed device with general va-

lidity only to a limited extent. However, scattering 

estimations and beam hardening corrections are 

still part of current CT research as partly pointed 

out in Chapter II–2.4 and II–2.5 particularly in the 

context of industrial applications (cf. SHEDLOCK 

et al. (2015), WÜRFL et al. (2018) or SHIROMA et 

al. (2019)). The applicability of such new meth-

ods on wood and WBC investigation should be 

evaluated. Ultimately, the proposed explanatory 

conceptual model for radiation transmission 

through porous composites can be applied and 
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refined. To this end, an enhancement with re-

spect to a more sophisticated modelling of pho-

ton transport through the WBC mat or panel and 

interaction with the matter is required. Here, ac-

tual structural models should be utilised based 

on available (refer to examples in Chapter IV–

3.3) or explicitly determined µXCT data. Beyond 

radiometric methods, other structural characteri-

sation should be considered, e. g., by means of 

microtomed cross-sections (cf. REBOLLEDO et al. 

(2018)). 

X-ray measurements and general NDT (by 

means of ionising radiation) on wood and WBCs 

are comparable to medical applications. This is 

not only with regards to the energy range. More-

over, particular methodical problems are similar, 

i. e., contrast considerations owing to the low-𝑍 

soft matter with solely slight variation of the con-

stituents as in mammography. Therefore, re-

spective medical findings are worth reviewing for 

potential adaption to scientific or even industrial 

X-ray densitometry on wood and WBCs. Regard-

ing measuring tasks such as wood-moisture dis-

crimination, where simple X-ray transmission 

measurements fail, a method combination is ex-

pected to serve as prospective means of choice. 

The combined evaluation (i. e. data fusion) of 

measuring data from complementary methods is 

rising in current research and generally feasible 

since general computation performance and the 

potential of particular algorithms for data evalua-

tion has considerably increased. Particularly in 

the field of applied sciences, the adaption of 

methods appears reasonable rather than the 

fundamental development of new techniques. 

Such method combination approaches generally 

exist and were partly already applied on wood, 

e. g., by  

- HASENSTAB et al. (2009) with ultrasonic 

echo, X-ray backscattering, as well as X-ray 

and neutron radiography, 

- SANABRIA et al. (2013) with air-coupled ultra-

sound and X-ray, 

- LANVERMANN et al. (2014b) with neutron ra-

diography and digital image correlation,  

- SCHICKERT et al. (2017) with CT by means of 

ultrasound, radar, and X-ray, respectively, 

and 

- TIITTA et al. (2017) with air-coupled ultra-

sound and electrical impedance spectros-

copy, 

or on other sophisticated composite material 

such as reinforced concrete by COTIČ et al. 

(2013) with multimodal data fusion. Regarding 

radiometric methods, neutron and X-ray radiog-

raphy is increasingly combined to provide addi-

tional information of the investigated object, e. g., 

where only one of the methods is not able to re-

solve particular internal structures or yield suffi-

cient contrast. Some of the available neutron 

beamlines at large-scale facilities already in-

clude an additional X-ray transmission setup, 

which either may be moved in line with the neu-

tron beam axis (sequential) or is installed across 

the neutron beamline (simultaneous acquisition) 

according to the report of KAESTNER et al. (2017). 

Note the different neutron energies, and thus the 

corresponding penetration potential at the re-

spective beamlines. However, appropriate 

method combination utilises the benefits of the 

one to overcome the insufficiencies of the other 

and to gain additional information, which would 

not be revealed by exclusive application of one 

of the considered techniques. Note here, LAHAT 

et al. (2015) point out the opportunities and chal-

lenges of multimodality across various disci-

plines. With focus on measuring tasks on WBCs, 

the combination of X-rays and neutrons appears 

advantageous for further examination of densifi-

cation and water vapour movement in WBCs 

during hot-pressing, thus, to enhance the distinc-

tion of dry wood matter and moisture, and there-

fore, to continue the work of SOLBRIG et al. 

(2015b). To this end, neutron beamlines should 

be equipped with a complementary X-ray trans-

mission setup vertically aligned to the neutron 

beamline, i. e., simultaneous X-ray and neutron 

data acquisition as holistic approach for the dy-

namic in-situ investigation of the hot-pressing 

process. 

 



 

3 Implications regarding the application in research and industry

Most of the considered aspects and findings of 

the present thesis are apparently far beyond 

daily business of X-ray measuring system appli-

cations on WBCs. Nevertheless, practice-ori-

ented implications can be derived for both sci-

ence and industry, since the found radiation-

physical interdependencies are considerable to 

reliably fulfil the respective measuring tasks. 

This is not only relevant for WBCs, the findings 

may be transferred to solid wood and virtually all 

other lignocellulosic materials as well as compa-

rable low-𝑍 matter and composites made there-

from with various possible material combina-

tions. Regarding the utilisation of densitometry 

devices, the individual conditions differ depend-

ing on the field of application. In WBC produc-

tion, inline X-ray measuring systems are com-

mon in the forming and press line but come with 

different technical levels to fulfil the measuring 

task depending on the age and manufacturer of 

the devices. However, with general technical 

progress and demand for improvements, the re-

quirements on the measuring systems likewise 

increase. The lab devices for RDP measurement 

are prevalent in both industry and institutes as-

sociated with wood research. The latter often 

feature a considerably wider material range to be 

investigated. Beyond existing systems, research 

studies also require modified or particularly de-

veloped X-ray setups with regard to the various 

densitometry applications or related examina-

tions. For RDP determination in WBC research 

and development, however, commercially avail-

able densitometry lab devices are employed for 

panel characterisation rather than to individually 

develop such X-ray equipment. 

In wood science, a further challenge for X-ray 

densitometry is the application on decayed 

wood. Here, it is considered to be non-trivial to 

detect inner rod in the early state of decay, since 

a raw density decrement during degradation is 

associated with a MC increment. Thus, there is 

no distinct variation from the X-ray beam’s point 

of view, which makes in-situ investigations of 

early-state fungal wood decay difficult by means 

of X-ray densitometry. Here, HERVÉ et al. (2014) 

were only able to measure a raw density loss by 

means of X-ray CT on the oven-dry specimens 

of incubated beech blocks after up to 150 days 

of wood degradation. In the fresh state, no clear 

detection of decayed areas was possible. Ac-

cordingly, MACCHIONI et al. (2007) compute the 

raw density decrement as difference between 

the decayed and non-degraded reference spec-

imens. The measuring task of (in-situ) early-state 

wood decay identification is considered to be not 

manageable by simple transmission measure-

ments on one energy level. On the contrary, an 

aforementioned method combination may pro-

vide improved solutions in particular cases. The 

same applies to the reliable in-situ discrimination 

of moisture and wood matter (particularly below 

FSP), where the components reveal similar at-

tenuation potential on certain energy levels fol-

lowing the comprehensive implications in Chap-

ter V–1. The difference method between the 

moist and the previous dry state may be applied 

as far as there is a respective reference condi-

tion. However, such computation does not ena-

ble the in-situ investigation of moisture move-

ment with superimposed raw density variations. 

Regarding ordinary measuring series for RDP 

determination in terms of research applications, 

the common lab devices are confronted with 

considerably different raw densities of the inves-

tigated materials ranging from foams to miner-

ally-bonded WBCs. Thus, X-ray energy pre-

definition cannot be limited to one setting for the 

different samples. It has to follow the recommen-

dations in Chapter IV–6.4 for the appropriate def-

inition of individual measuring and energy 

ranges. For standard applications in the WBC in-

dustry with conventional panels, the customary 

RDP measuring devices may be sufficient for the 

task commonly employing one energy level, as 

long as their X-ray design and data evaluation 

follows above findings regarding X-ray energy 

predefinition, beam hardening prevention, and 

scattering consideration. Moreover, extreme raw 

density ranges (in terms of distinct SL/CL ratios) 

may occur within one specimen in the case of 

new composites such as PB with foam cores (cf. 
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SHALBAFAN et al. (2012)) or comparable sand-

wich panels. Regarding such composites with 

extreme RDPs (i. e. thin high-density surface lay-

ers (SL) on low-density core layers (CL) domi-

nating the cross-section), inappropriate X-ray 

devices yield underestimated SL maxima with 

more significant measuring errors compared to 

MDF or PB with typical RDPs (refer to Chapter 

IV–4.3.1). The same applies to RDP determina-

tion on special lignocellulosic material such as 

palm wood, where a preliminary test revealed 

the ratio 𝜌max 𝜌min⁄ ≈ 3 (oil palm), which is about 

twice that of typical MDF SL/CL ratios (refer to 

Table IV-24). Furthermore, even more extreme 

differences, with up to factor five, occur between 

the structural members of palm wood, i. e., vas-

cular bundles with 𝜌 = 940 kg m3⁄  and paren-

chyma with 𝜌 = 190 kg m3⁄  according to FATHI 

(2014) with exemplary values for one board of 

coconut palm. Here, both RDP measurement de-

vices and X-ray CT systems for more detailed 

structural evaluations must consider the identi-

fied radiation-physical interdependencies to 

yield valid raw density results. Moreover, 

FRÜHWALD-KÖNIG (2019) proposes the applica-

tion of X-ray densitometry for grading of oil palm 

lumber as basis for the optimisation of length-

wise ripping and cross cutting of in order to ob-

tain products with homogeneous properties. A 

further field of latest research with RDP determi-

nation is the solid wood modification. LI et al. 

(2018) preferably apply an X-ray RDP measuring 

system for characterisations of their sandwich 

compressed wood regarding the impact of pre-

heating. Note here, no reference method for re-

sult verification is performed. Hence, the em-

ployed device must be reliable and appropriate 

for the measuring task with respect to the partly 

extreme RDPs. Otherwise, implications from 

such studies may be considered as questionable 

regarding the impact of the varied parameters of 

the applied wood processing techniques. Here, 

RAUTKARI et al. (2011) also identify specimen 

heterogeneity to bias densitometry results of 

their employed X-ray device, where wood com-

posites with discrete layers of varying raw den-

sity were studied. However, there is a growing 

occurrence of such research applications with 

solid wood densification and resulting RDP eval-

uation in the context of processing parameters or 

further material properties (cf. KUTNAR et al. 

(2009), RAUTKARI (2012), DÖMÉNY et al. (2018), 

KÚDELA et al. (2018), and GAO et al. (2019)). 

Such processing via consolidation of low-density 

lignocellulosic material may also be applied to 

the aforementioned palm wood or low-density 

softwood in general. Here, FITCH (2018) points 

out the demand for innovations in the Southeast 

Asian wood industry. 

Consequently, reliable X-ray measurements and 

valid densitometry results are inevitable for the 

significance of research data based on RDP de-

termination. This applies not only to special com-

posites. Also the evaluation of regular WBC 

modifications regarding the effects on RDP re-

quires such appropriate X-ray densitometry sys-

tems. Numerous examinations regarding the 

process and material parameters exist, e. g., 

- IŽDINSKÝ, ŠTEFKA (2009) via press diagram 

modification or 

- BELINI et al. (2014) considering WBC devel-

opment, 

where further reference is made to the listing of 

relevant reports, theses, and textbooks in Chap-

ter I. As already pointed out by SOLBRIG et al. 

(2014a), true RDP data is, furthermore, required 

for modelling and computation of elasto-me-

chanical panel properties according to PLATH 

(1971). Moreover, the simulation of the RDP for-

mation during hot-pressing following THOEMEN, 

HUMPHREY (2006) and THOEMEN et al. (2006) as 

well as the integration of the enhanced algo-

rithms into the process control system of modern 

WBC plants following THÖMEN, HOMERIN (2017) 

and BERNARDY, STEFFEN (2017) with internal cal-

ibration of the modelling based on RDP labora-

tory results would be crucially affected by poor 

densitometry data. 

To conclude, with regard to the relevance of reli-

able and valid RDP determination, inappropriate 

devices may yield biased measuring results. 

Here, more extreme RDPs cause, in turn, 

severer bias of the resulting slopes due to beam 

hardening and radiation build-up (scattering), 

since the effects and the interdependencies de-

pend on 𝜌A or 𝜌. The same applies to wide raw 
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density ranges of the investigated specimens in 

general. Consequently, the measured RDP 

shapes produced by inappropriate devices may 

appear flattened and particularly the 𝜌max values 

are underestimated, thus, the significance of any 

panel property correlations particularly to the raw 

density extrema must be considered to be like-

wise underestimated. Ultimately, all RDP meas-

uring results of previous studies are considered 

to be error-prone and correspondingly deter-

mined correlations are recommended for revi-

sion regarding the validity particularly of extreme 

RDPs, which were determined by supposedly in-

sufficient measuring devices. 

Reliability of the devices and validity of the re-

sults are the fundamental requirements for the 

employment of X-ray measuring systems in the 

WBC industry both for inline installation and in 

the quality lab. Here, reliability and validity must 

be measurable and verifiable by respective 

quantities. The evaluation of radiometric sys-

tems regarding their accuracy and precision for 

particular applications is a rising topic in wood 

and WBC research, where RAUTKARI et al. 

(2011), SOLBRIG et al. (2014a), and DIRESKE et 

al. (2017) discuss the RDP determination. Such 

comparative investigations are not yet published 

considering inline systems for 𝜌A measurements 

except SOLBRIG et al. (2015d). They propose a 

procedure to determine the achievable measur-

ing precision by means of the total uncertainty 

based on a statistical measuring signal analysis. 

For the exemplarily employed setup, 𝜌A measur-

ing precision is found in the range of +/-0.2 % (re-

peatability on 99.73 % confidence level). Accord-

ingly, SOLBRIG et al. (2015d) propose an ap-

proach to verify the measuring system capability 

via adaption of common methods for measuring 

system analysis in terms of process qualification. 

However, such methods need to be refined and 

established as regular procedures in the WBC 

industry, e. g., for site acceptance tests and for 

X-ray measuring system verification on a regular 

basis. 

For further theoretical evaluation of the expecta-

ble measuring accuracy, two of the introduced 

characteristic values can be applied. Based on a 

virtual or known variation range of the material 

composition, the differential mass attenuation 

coefficient of the mixture 𝛿 𝜇 𝜌⁄ (𝐸)mix is applied 

to compute the corresponding range of 𝜇 𝜌⁄ (𝐸). 

Here, Table IV-38 provides exemplary values for 

four energies or further 𝛿 𝜇 𝜌⁄ (𝐸)mix are com-

puted following eq. (IV-43). Moreover, such esti-

mations of 𝜇 𝜌⁄ (𝐸) variation considering energy 

variations depending on Δ𝜌A can be deduce from 

the beam hardening index 𝐵𝐻𝑖 according to 

eq. (IV-44) with exemplary values in Table IV-43 

(note, only valid for the corresponding X-ray set-

ups). With the energy range for a considered 𝜌A 

range, the respective 𝜇 𝜌⁄ (𝐸) ranges are deter-

mined by means of tabulated data for the mate-

rial under investigation (e. g. in Table VII-12 for 

labMDF at 𝑀𝐶 = 9.5 %). Regarding both compo-

sition and energy, the potential range of 𝜇 𝜌⁄ (𝐸) 

is applied in the transformation of the attenuation 

law eq. (II-11) to compute the resulting uncer-

tainty or error of 𝜌A measurement. Particularly 

the latter via 𝐵𝐻𝑖 is considered to be best suited 

in terms of X-ray device development whereas 

measuring uncertainties via 𝛿 𝜇 𝜌⁄ (𝐸)mix due to 

material composition variations are relevant in 

the common densitometry practice. 

In general, the quality of measuring data should 

be critically evaluated in practice, since conse-

quent conclusions can only be as good as their 

data basis. Valid measuring results from reliable 

devices are indispensable with regards to inline 

as well as laboratory X-ray densitometry in WBC 

production and research. Considerations for im-

proving the evaluation of process data for quality 

assurance and process control have existed for 

decades. Here, particularly the approaches for 

process modelling (cf. LOBENHOFFER (1991), 

BERNARDY, SCHERFF (1997), HASENER (2004)) 

and panel property simulation (cf. THOEMEN 

(2000)) require appropriate data quality in order 

to make good decisions. The same applies to the 

regular process control by the operators in a 

WBC production plant. However, data quality is 

still a crucial aspect, since there is a growing de-

mand for inline measuring systems in the WBC 

production process and their integration into au-

tomated process control with increasing require-

ments on the panel properties. Here, e. g., thick-

ness gauges are already well-integrated into the 

hot-press control loop to automatically maintain 



286 3   Implications regarding the application in research and industry Section V 

the target thickness. Likewise, X-ray area den-

sity gauges will be integrated in the forming line 

automation to provide the actual value distribu-

tion within the furnish mat (cf. SOLBRIG (2018)). 

Notwithstanding the above and regardless of au-

tomation, technologists may be familiar with their 

(potentially poor) measuring results and deter-

mined density gradients as likewise discussed 

by SOLBRIG et al. (2014a). Accordingly, their 

knowledge of the individual relation between 

process parameters and panel properties may 

be sufficient for appropriate quality assurance 

within the production plant. However, a compa-

rability of the results is not ensured between the 

plants (of the manufacturer group) or toward 

competitors. The round robin test in Chapter IV–

4.3.1 unveiled considerable differences between 

lab devices, which is considered to likewise oc-

cur in the case of hitherto inline densitometry 

systems. Hence, and as already concluded, the 

capability of X-ray densitometry systems must 

be verified in terms of practical application in re-

search and industry by appropriate validation 

procedures with well-defined acceptance criteria 

for the individual measuring processes. 

Finally, and from a historical viewpoint, the basic 

principle of transmission measurements by 

means on ionising radiation and the application 

for densitometry on WBCs has existed for dec-

ades. There was continuous development of the 

devices, where also monoenergetic radioiso-

topes (such as Am241 ) were replaced by poly-

chromatic X-ray tubes. Several radiation-physi-

cal issues remained, however, unconsidered, 

thus, insufficiencies occurred. Beyond that, the 

technical progress in further components as well 

as increasing requirements regarding measuring 

accuracy and precision are reported, i. e., there 

is an increasing demand for capable measuring 

equipment in the WBC sector instead of former 

rough indicators. Hence, X-ray transmission 

measurement is not considered to be inappropri-

ate as method for densitometry on WBCs. On 

the contrary, the peculiarities of the applied radi-

ation in combination with the investigated mate-

rial should be explicitly considered to increase 

the capability of modern X-ray measuring sys-

tems for WBC production and science. Accord-

ingly, the realisation of the findings and implica-

tions of the present thesis will result in capable 

X-ray densitometry devices for the various 

measuring tasks on WBCs likewise concluded 

by SOLBRIG et al. (2015a). Therefore, measuring 

device manufacturers are encouraged to de-

velop appropriate equipment and algorithms. 

Here, SOLBRIG (2017) points out some concepts 

of modern inline X-ray measuring systems and 

how they are employed according to their differ-

ent measuring tasks in the forming and press 

line. SOLBRIG (2018) reports about practical ex-

periences with a capable X-ray measuring and 

inspection system for furnish mats. Ultimately, 

capable X-ray densitometry systems provide a 

practical benefit in WBC industry with process 

and product enhancements. As commonly 

known (cf. SOLBRIG et al. (2014b)), the proper in-

tegration of reliable measuring equipment into 

process and quality control facilitates to avoid 

overdosing and consequently to achieve savings 

in raw material (wood furnish and adhesive 

resin) and energy consumption, therefore, pro-

duction costs, as well as to maintain or to im-

prove panel properties, and to meet the growing 

requirements in general. 
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Section VII 

Appendix 

 

1 Material

1.1 Lab-made furnish mats 

 

Figure VII-1: Photographic documentation of the densification setup for manufacturing of lab-made furnish mats 

(Chapter IV–1.1) with exemplary photographs for Fmat2 (top) and SLmat (bottom). 
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1.2 Lab-made homogeneous 

fibreboards 

 

Figure VII-2: Lab-made MDF (labMDF) specimens with the nominal dimensions of 50 × 50 × 𝑡panel mm
3 as set of 

all manufactured types according to Table IV-2, panel surface. 
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Figure VII-3: Lab-made MDF (labMDF) specimens with the nominal dimensions of 50 × 50 × 𝑡panel mm
3 as set of 

all manufactured types according to Table IV-2, panel edge. 

 

1.3 Customary industrial panels 

The shown raw density profiles (RDPs) repre-

sent respectively one exemplary specimen of the 

sample set. For RDPs of the lab-made homoge-

neous fibreboards (labMDF), reference is made 

to Figure IV-5. Exemplary RDPs of the lab-made 

fibre mats (Fmat) are shown in Figure IV-3. The 

RDPs presented in this chapter correspond to 

the customary industrial panels described in 

Chapter IV–1.3 with MDF (Figure VII-7) and 

wood-fibre insulation board (Figure VII-5). 
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Figure VII-4: Wood-fibre insulation board specimen 

with the nominal dimensions of 50 × 50 × 40 mm3. 

 

Figure VII-5: Exemplary RDP of wood-fibre insulation 

board measured by the W-target RDP device (Chap-

ter IV–4.2.3) at standard conditions 20 °C/65 % RH 

with mean specimen raw density �̅� (all panel values in 

Table IV-5). 

 

 

Figure VII-6: MDF specimens from customary panels of industrial origin (indMDF) with the nominal dimensions of 

50 × 50 × 𝑡panel mm
3. 
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Figure VII-7: Exemplary RDPs of customary industrial MDF (indMDF) of random origin measured by the W-target 

RDP device (Chapter IV–4.2.3) at standard conditions 20 °C/65 % RH with mean specimen raw density �̅� (all panel 

values in Table IV-5). 
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1.4 Adhesive resin 

 

Figure VII-8: Urea-formaldehyde adhesive resin sam-

ples in the solid state as type UF2-C and UF2-CH 

(cured without and with additional hardener, respec-

tively) acc. to Table IV-3 and Table IV-4. 

 

Figure VII-9: Urea-formaldehyde adhesive resin sam-

ple in the solid state as type UF1-D (dried without ad-

ditional hardener) acc. to Table IV-3 and Table IV-4. 
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2 Material characterisation

2.1 True density and porosity 

 

Figure VII-10: Sample preparation for true density de-

termination via gas pycnometry on panel material with 

10 mm wide parallel offcuts (top), cutting of single 

specimens by band-saw with nominal dimensions of 

2…3 × 10 × 19 mm3 (𝑙 × 𝑤 × 𝑡panel) (middle), and 

randomly mixed material (bottom); for fibrous material 

see Appendix VII–2.2. 

 

Figure VII-11: Analysis equipment for true density de-

termination via gas pycnometry at the Institute of 

Wood and Paper Technology, Technische Universität 

Dresden, Germany with the gas pycnometer 

ULTRAPYCNOMETER 1000, QUANTACHROME 

GmbH & Co. KG, Odelzhausen, Germany complete 

with peripheral equipment for supply and conditioning 

of Helium (He) as displacement gas at 1.31 bar pres-

sure and 𝜗𝑠𝑒𝑡 = 20 ℃; exemplary specimens of lab-

MDF (middle), PB-19 (bottom left), and raw TMP fi-

bres (resin-unblended) of labMDF (bottom right) within 

the measuring cell. 
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Figure VII-12: Analysis equipment for additional den-

sity determination on dry adhesive resin by means of 

immersion method following DIN EN ISO 1183-1 

(2013) via Archimedes’ principle (i. e. buoyancy 

method) with purified water (without wetting agent) as 

immersion liquid (IL), with analytical balance 

XS205DU, Mettler-Toledo GmbH, Giessen, Germany, 

equipped with the corresponding density kit. 
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2.2 Fibre and particle morphology 

 

Figure VII-13: Photographic documentation for visual 

comparison of both fibre types TMP-F (top, for lab-

made furnish mats Fmat) and TMP-H (middle, for lab-

made homogeneous fibreboards labMDF) as well as 

milled fibres TMP-h (bottom, type TMP-H as prepared 

for analyses). 

 

 

Figure VII-14: Photographic documentation of surface 

and core layer particles (SL, top, and CL, bottom, re-

spectively) for visual comparison. 
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Figure VII-15: Exemplary raw images of fibre morphology analysis via IHD method acquired on material in water 

suspension by both basic (top, 2500 µm ≈ FBc mean length) and zoom (bottom, 1000 µm ≈ SFs mean length) 

camera of the employed CamSizer device; note, scale bar length and thickness roughly correspond to mean length 

and width of FBc and SFs; by courtesy of IHD, Dresden, WENDERDEL (2016). 
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Figure VII-16: Summary of fibre width 𝑤 [µm] (left) and length 𝑙 [µm] (right) variation within selected predominant 

structural fibre types short single fibres (SFs) and compact fibre bundles (FBc) as well as total sample with (Σ) and 

without (Σ’) dust determined by IHD method (upper four, volume-weighted) and undifferentiated results from TI 

method (bottom, double width- or length-weighted) of TMP-F (top) and TMP-H (bottom) as box plots with 𝑄1, 

𝑚𝑒𝑑𝑖𝑎𝑛, and 𝑄3, as well as 5 % quantiles as whiskers 𝑄(0.05) and 𝑄(0.95); note camera resolution of 15 µm (IHD 

method) and 23,2 µm (TI method) pixel size. 

 

Complementarily to the main investigations in fi-

bre morphology characterisation (IHD method, 

Chapter IV–2.2), a fibre size determination 

method was employed featuring dry separation 

of TMP fibres to be analysed. The automated 

system with complex data evaluation at that time 

available at TI, Hamburg, Germany, and referred 

to as FibreCube was developed by TI (2015) to-

gether with partners, referred to as TI method 

henceforth. The method is introduced by 

BENTHIEN et al. (2014a) and applied by, e. g., 

BENTHIEN et al. (2014b). For methodical and 

technical details, reference is made to the latter. 

During device performance, fibres are separated 

within an air stream by combined application of 

compressed air and ultrasound and, subse-

quently, left on a rotating glass plate, where im-

age acquisition is performed. Besides common 

initial image correction, data evaluation features 

                                                      

39  Fibre size determination was performed at the Thünen Institute (TI) of Wood Research, Hamburg-Bergedorf, Germany by the 
local staff. Their support and special evaluation effort is highly appreciated. 

a fibre extraction process and yields length and 

number of fibres. SEPPKE et al. (2015) describe 

the skeleton-based fibre characterisation soft-

ware approach. Subsequently, a relative fre-

quency of the so-called double length-weighted 

fibre length (cf. ROBERTSON et al. (1999)) is com-

puted via squared length and data provided by 

common device output following DIN ISO 9276-

1 (2004). On the contrary to primarily applied 

morphology characterisation via IHD method, 

the TI method (as applied at that time) does not 

involve explicit distinction between inherent 

types of structural elements within the fibrous 

material. On request, beyond regular device op-

eration, fibre width was additionally evaluated 

and analogously made available as final fre-

quency distribution of double width-weighted val-

ues. Accordingly and following the established 

procedure of the laboratory39, fibrous material 

TI
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was analysed at ambient conditions, roughly 

equal to 20/65. To this end, repeat determina-

tions on 𝑛 = 3 samples with nominal mass of 

0.5 g each were performed. 

Table VII-1 and Figure VII-17 show the results of 

the complementary fibre size determination by TI 

method on both raw TMP fibre types F and H 

complete with milled fibres TMP-h. The values 

and charts represent the combined data from 

𝑛 = 3 samples as summary according to the Fi-

breCube output and evaluation on double width- 

or length-weighted basis. 

 TMP-F TMP-H TMP-h 

Numbre of fibres [pcs/mg] 357 389 579 

Fibre length [mm] 2.77 2.44 1.43 

50 % quantile [mm] 2.58 2.26 1.27 

Fibre length classes [%]    

   a) 0…0.3 mm 0.45 0.87 2.08 

   b) 0.3…1 mm 7.03 11.22 31.56 

   c) 1…3 mm 55.72 60.67 62.67 

   d) 3…6 mm 33.74 25.46 3.67 

   e) > 6 mm 3.05 1.78 0.02 

Fibre width [mm] 0.165 0.163 0.155 

Table VII-1: Results of the complementary fibre size 

determination by TI method on both raw TMP fibre 

types F and H complete with milled fibres TMP-h, 

combined data from 𝑛 = 3 samples as summary acc. 

to FibreCube output and evaluation on double width- 

or length-weighted basis. 

 



Section VII 2   Material characterisation 349 

 

Figure VII-17: Results of the complementary fibre size determination by TI method on both raw TMP fibre types F 

(top) and H (second from top) complete with milled fibres TMP-h (third from top, label ‘K’) as normalised frequency 

𝑞2 [1 mm⁄ ] as well as cumulative frequency 𝑄3 [%] (second from bottom) and box plot (bottom, 𝑄1, 𝑄2, and 𝑄3 with 

5 % quantiles as whiskers) with fibre width (left) and length (right), combined data from 𝑛 = 3 samples as charts 

acc. to FibreCube output and evaluation on double width- or length-weighted basis. 

 



350 2   Material characterisation Section VII 

2.3 Ash content 

 

Figure VII-18: Analysis equipment for ash content determination via complete combustion according to the proce-

dure in Table IV-10, with analytical balance AE240, Mettler-Toledo (left), desiccator, microwave laboratory system 

StarT Pyro T-1640, MLS GmbH, Leutkirch, Germany as exhaust air high-temperature furnace (middle and right) 

complete with porcelain combustion crucibles with lid. 

 

 

Figure VII-19: Photographic documentation of the ash content determination procedure via complete combustion 

according to Table IV-10. 
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Figure VII-20: Exemplary photographs of the samples during ash content determination via complete combustion, 

filled crucibles with removed lid after 1 h of incomplete combustion (steps 7 and 8 Table IV-10) in the furnace 

followed by further 5 h at 900 °C (left column), corresponding final ash (non-combustible residue, right column) of 

labMDF (top), TMP-H (for lab-made homogeneous fibreboards labMDF) and TMP-F (for lab-made furnish mats 

Fmat) (middle), as well as SL and CL particles (bottom); note, weighed portion, and thus, ash amount differs. 
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TMP-F
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2.4 Elemental composition 

 

Figure VII-21: Analysis equipment for determination of 

mass fractions of the non-metallic chemical elements 

C, H, N, and S (elemental analysis) by means of the 

vario MACRO cube CHNS, Elementar Analysensys-

teme GmbH, Hanau, Germany. 

 

 

Figure VII-22: Photographic documentation of speci-

men preparation for elemental analysis by means of 

the Figure VII-21 device as described in Chapter IV–

2.4.1, with milled particles (top), labMDF shavings 

made by fine-toothed saw, weighing and packing in 

thin tin foil, and sample feeder loading. 



 

3 Gravimetric reference method 

 

 

Figure VII-23: Peripheral equipment for gravimetric reference method for RDP measurement by determination of 

raw density per layer of the specimen after milling (Figure IV-15) via residual mass and thickness measurement by 

analytical balance AE240, Mettler-Toledo (a), digital dial gauge Digimatic Indicator, Mitutoyo (b) with tip Ø16 mm 

according to DIN EN 325 (2012), specimen fixed by PVA glue on aluminium holder (c), PC for data acquisition via 

interface (d); raised weighing position to avoid impact of holder magnet (e). 
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Figure VII-24: Gravimetric RDPs of MDF-19 from round robin test as raw data and filtered via Gaussian smoothing 

by convolution kernel 𝜎 = 4, 𝑤K = 10; for results of the specimen MDF5 refer to Figure IV-18. 
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Figure VII-25: Gravimetric RDPs of PB-19 from round robin test as raw data and filtered via Gaussian smoothing 

by convolution kernel 𝜎 = 4, 𝑤K = 10; for results of the specimen PB5 refer to Figure IV-18. 
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Figure VII-26: Selection of images per layer from RDP reference method (Chapter IV–4.2.4.2, left specimen halves 

23 × 50 mm² on aluminium baseplate) after milling in 50 µm steps of the exemplary specimen MDF4, every seventh 

layer with 0.3 mm distance between the images; note, colour variations due to camera automatic white balance. 
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Figure VII-27: Selection of images per layer from RDP reference method (Chapter IV–4.2.4.2, left specimen halves 

23 × 50 mm² on aluminium baseplate) after milling in 50 µm steps of the exemplary specimen PB5, every seventh 

layer with 0.3 mm distance between the images; note, colour variations due to camera automatic white balance. 
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Figure VII-28: Exploratory application of drilling resistance method for vertical RDP determination on WBCs by 

means of the IML RESI PowerDrill® handheld device (a rather old model with only a profile printout), with needle 

𝑛 = 2500 min−1 and 𝑣𝑓 = 15 cm min⁄ ; exemplary printouts of MDF-19 (top) and PB-19 (bottom) with relative profiles 

corresponding to RDPs (vertical axis) along the panel thickness (horizontal axis [cm]) directly from device evaluation 

and output (scanned printouts). 



 

4 Mass attenuation coefficient computation 

 

The data compilation in this chapter comprises 

the relevant chemical elements 

- H1  in Figure VII-29 and Table VII-3 

- C6  in Figure VII-30 and Table VII-4, 

- N7  in Figure VII-31 and Table VII-5, 

- O8  in Figure VII-32 and Table VII-6, 

- Al13  in Figure VII-33 and Table VII-7, 

- S16  in Figure VII-34 and Table VII-8, 

- Ca20  in Figure VII-35 and Table VII-9  

(for ash), 

as well as materials and mixtures with composi-

tion data based on elemental analyses (Table 

IV-15 and Table IV-16) 

- TMP oven-dry (OD) in Figure VII-36 and  

Table VII-10, 

- labMDF OD in Figure VII-37 and  

Table VII-11, 

- labMDF at 𝑀𝐶 = 9.5 % in Figure VII-38 and 

Table VII-12, 

- Fmat OD in Figure VII-39 and Table VII-13, 

- UF-C in Figure VII-40 and Table VII-14, 

- indMDF OD in Figure VII-41 and  

Table VII-15, 

- insulation OD in Figure VII-42 and  

Table VII-16, 

and on the basis of empirical compositions com-

plete with data from literature review (Table 

IV-14) 

- water in Figure VII-43 and Table VII-17, 

- wood (simplistic) OD in Figure VII-44 and 

Table VII-18, 

- wood (total mean) OD in Figure VII-45 and 

Table VII-19, 

- cellulose (mean) in Figure VII-46 and  

Table VII-20, 

- hemicelluloses (mean) in Figure VII-47 and 

Table VII-21, and  

- lignin (mean) in Figure VII-48 and  

Table VII-22. 

 

Energy type device label 

level 𝑬 [keV]    

low 12.7  �̅� 

 �̅� 

W-mat-16-w/o 

W-panel-16-w/o 

medium 15.5  �̅� 

 �̅� 

W-mat-20-w/o 
W-panel-20-w/o 

 16.9  𝐸ma𝑥  
 𝐸ma𝑥 

W-mat-16-w/o 

W-panel-16-w/o 

 21.1  �̅� Ag-RDP-55-w/o 

 21.2  𝐸ma𝑥  
 𝐸ma𝑥 

W-mat -20-w/o 
W-panel-20-w/o 

 21.5  �̅� 

 �̅� 

Ag-RDP-55-w/ 

W-RDP-35-w/o 

 24.2  �̅� W-RDP-35-w/ 

 26.3  �̅� W-RDP-50-w/o 

 27.3  �̅� W-panel-35-w/ 

 29.2  �̅� W-RDP-50-w/ 

 35.1  𝐸ma𝑥 W-panel-35-w/ 

 35.4  𝐸ma𝑥  
 𝐸ma𝑥 

W-RDP-35-w/o 
W-RDP-35-w/ 

high 50.9  𝐸ma𝑥  
 𝐸ma𝑥 

W-RDP-50-w/o 

W-RDP-50-w/ 

 51.3  𝐸ma𝑥  
 𝐸ma𝑥 

Ag-RDP-55-w/o 

Ag-RDP-55-w/ 

 59.5  𝐸𝛾  Am241  

Table VII-2: Particular radiation energies (classified on 

three levels) with corresponding X-ray device and 

setup label (Chapter IV–4.2.2 and IV–4.2.3) beyond 

standard grid of subsequent mass attenuation coeffi-

cient 𝜇 𝜌⁄ (𝐸) tables, individually measured mean en-

ergy �̅� and maximum Energy 𝐸ma𝑥 by means of X-ray 

spectrometry (Chapter IV–4.2.6.1 and IV–4.3.3.1), 

complete with radioisotope Am241 . 
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Figure VII-29: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element hydrogen H1  over radiation 

energy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-3. 

 

Figure VII-30: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element carbon C6  over radiation en-

ergy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-4. 

 

 

Figure VII-31: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element nitrogen N7  over radiation en-

ergy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-5. 
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Figure VII-32: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element oxygen O8  over radiation en-

ergy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-6. 

 

 

Figure VII-33: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element aluminium Al13  over radiation 

energy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-8. 

 

Figure VII-34: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element sulphur S16  over radiation en-

ergy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-8. 

 

 

Figure VII-35: Total mass attenuation coefficients 

𝜇 𝜌⁄ (𝐸)𝑖 of the element calcium Ca20  over radiation 

energy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) with corresponding 

data in Table VII-9. 
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Figure VII-36: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry TMP over radiation energy 𝐸 

incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-10. 

 

 

Figure VII-37: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry labMDF over radiation energy 

𝐸 incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-11. 

 

Figure VII-38: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of moist labMDF at 𝑀𝐶 = 9.5 % over radi-

ation energy 𝐸 incl. attenuation processes photoelec-

tric absorption, coherent and incoherent scattering, as 

well as scattering (scat = coh + incoh) determined like 

corresponding data in Table VII-12. 

 

 

Figure VII-39: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry Fmat over radiation energy 𝐸 

incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-13. 
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Figure VII-40: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of UF-C over radiation energy 𝐸 incl. atten-

uation processes photoelectric absorption, coherent 

and incoherent scattering, as well as scattering (scat 

= coh + incoh) determined like corresponding data in 

Table VII-14. 

 

 

Figure VII-41: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry indMDF over radiation energy 

𝐸 incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-15. 

 

Figure VII-42: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry insulation over radiation en-

ergy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) determined like cor-

responding data in Table VII-16. 

 

 

Figure VII-43: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of water H2O over radiation energy 𝐸 incl. 

attenuation processes photoelectric absorption, co-

herent and incoherent scattering, as well as scattering 

(scat = coh + incoh) determined like corresponding 

data in Table VII-17. 
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Figure VII-44: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry wood (simplistic) over radiation 

energy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) determined like cor-

responding data in Table VII-18. 

 

 

Figure VII-45: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of oven-dry wood (total mean) over radia-

tion energy 𝐸 incl. attenuation processes photoelectric 

absorption, coherent and incoherent scattering, as 

well as scattering (scat = coh + incoh) determined like 

corresponding data in Table VII-19. 

 

Figure VII-46: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of cellulose (mean) over radiation energy 

𝐸 incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-20. 

 

 

Figure VII-47: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of hemicelluloses (mean) over radiation 

energy 𝐸 incl. attenuation processes photoelectric ab-

sorption, coherent and incoherent scattering, as well 

as scattering (scat = coh + incoh) determined like cor-

responding data in Table VII-21. 
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Figure VII-48: Total mean mass attenuation coefficient 

𝜇 𝜌⁄ (𝐸)mix of lignin (mean) over radiation energy 𝐸 

incl. attenuation processes photoelectric absorption, 

coherent and incoherent scattering, as well as scatter-

ing (scat = coh + incoh) determined like corresponding 

data in Table VII-22. 
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Hydrogen 𝐇𝟏  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 0.0419 0.0029 0.0080 0.0310 0.0390 0.07 0.19 0.74 0.93 

6 0.0404 0.0016 0.0060 0.0329 0.0388 0.04 0.15 0.81 0.96 

7 0.0396 0.0009 0.0046 0.0341 0.0387 0.02 0.12 0.86 0.98 

8 0.0391 0.0006 0.0037 0.0349 0.0386 0.01 0.09 0.89 0.98 

9 0.0388 0.0004 0.0030 0.0354 0.0384 0.01 0.08 0.91 0.99 

10 0.0385 0.0003 0.0025 0.0358 0.0383 0.01 0.06 0.93 0.99 

11 0.0383 0.0002 0.0021 0.0361 0.0381 0.01 0.05 0.94 0.99 

12 0.0381 0.0001 0.0018 0.0362 0.0380 0.00 0.05 0.95 1.00 

12.7 0.0380 0.0001 0.0016 0.0363 0.0379 0.00 0.04 0.96 1.00 

13 0.0380 0.0001 0.0015 0.0363 0.0379 0.00 0.04 0.96 1.00 

14 0.0378 0.0001 0.0013 0.0364 0.0377 0.00 0.04 0.96 1.00 

15 0.0376 0.0001 0.0012 0.0364 0.0376 0.00 0.03 0.97 1.00 

15.5 0.0376 0.0001 0.0011 0.0364 0.0375 0.00 0.03 0.97 1.00 

16 0.0375 0.0001 0.0010 0.0364 0.0374 0.00 0.03 0.97 1.00 

16.9 0.0374 0.0000 0.0009 0.0364 0.0373 0.00 0.02 0.97 1.00 

17 0.0374 0.0000 0.0009 0.0364 0.0373 0.00 0.02 0.97 1.00 

18 0.0372 0.0000 0.0008 0.0364 0.0372 0.00 0.02 0.98 1.00 

19 0.0371 0.0000 0.0007 0.0363 0.0370 0.00 0.02 0.98 1.00 

20 0.0370 0.0000 0.0007 0.0363 0.0369 0.00 0.02 0.98 1.00 

21 0.0368 0.0000 0.0006 0.0362 0.0368 0.00 0.02 0.98 1.00 

21.1 0.0368 0.0000 0.0006 0.0362 0.0368 0.00 0.02 0.98 1.00 

21.2 0.0368 0.0000 0.0006 0.0362 0.0368 0.00 0.02 0.98 1.00 

21.5 0.0368 0.0000 0.0006 0.0362 0.0367 0.00 0.02 0.98 1.00 

22 0.0367 0.0000 0.0006 0.0361 0.0367 0.00 0.02 0.98 1.00 

23 0.0366 0.0000 0.0005 0.0360 0.0365 0.00 0.01 0.99 1.00 

24 0.0364 0.0000 0.0005 0.0360 0.0364 0.00 0.01 0.99 1.00 

24.2 0.0364 0.0000 0.0005 0.0359 0.0364 0.00 0.01 0.99 1.00 

25 0.0363 0.0000 0.0004 0.0359 0.0363 0.00 0.01 0.99 1.00 

26 0.0362 0.0000 0.0004 0.0358 0.0362 0.00 0.01 0.99 1.00 

26.3 0.0362 0.0000 0.0004 0.0358 0.0361 0.00 0.01 0.99 1.00 

27 0.0361 0.0000 0.0004 0.0357 0.0361 0.00 0.01 0.99 1.00 

27.3 0.0360 0.0000 0.0004 0.0357 0.0360 0.00 0.01 0.99 1.00 

28 0.0359 0.0000 0.0003 0.0356 0.0359 0.00 0.01 0.99 1.00 

29 0.0358 0.0000 0.0003 0.0355 0.0358 0.00 0.01 0.99 1.00 

29.2 0.0358 0.0000 0.0003 0.0355 0.0358 0.00 0.01 0.99 1.00 

30 0.0357 0.0000 0.0003 0.0354 0.0357 0.00 0.01 0.99 1.00 

31 0.0356 0.0000 0.0003 0.0353 0.0356 0.00 0.01 0.99 1.00 

32 0.0355 0.0000 0.0003 0.0352 0.0355 0.00 0.01 0.99 1.00 

33 0.0354 0.0000 0.0003 0.0351 0.0354 0.00 0.01 0.99 1.00 

34 0.0352 0.0000 0.0002 0.0350 0.0352 0.00 0.01 0.99 1.00 

35 0.0351 0.0000 0.0002 0.0349 0.0351 0.00 0.01 0.99 1.00 

35.1 0.0351 0.0000 0.0002 0.0349 0.0351 0.00 0.01 0.99 1.00 

35.4 0.0351 0.0000 0.0002 0.0349 0.0351 0.00 0.01 0.99 1.00 

continued on page 367 
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continued from page 366 

Hydrogen 𝐇𝟏  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0350 0.0000 0.0002 0.0348 0.0350 0.00 0.01 0.99 1.00 

37 0.0349 0.0000 0.0002 0.0347 0.0349 0.00 0.01 0.99 1.00 

38 0.0348 0.0000 0.0002 0.0346 0.0348 0.00 0.01 0.99 1.00 

39 0.0347 0.0000 0.0002 0.0345 0.0347 0.00 0.01 0.99 1.00 

40 0.0346 0.0000 0.0002 0.0344 0.0346 0.00 0.00 1.00 1.00 

41 0.0345 0.0000 0.0002 0.0343 0.0345 0.00 0.00 1.00 1.00 

42 0.0344 0.0000 0.0002 0.0342 0.0344 0.00 0.00 1.00 1.00 

43 0.0343 0.0000 0.0001 0.0341 0.0343 0.00 0.00 1.00 1.00 

44 0.0342 0.0000 0.0001 0.0340 0.0342 0.00 0.00 1.00 1.00 

45 0.0341 0.0000 0.0001 0.0339 0.0341 0.00 0.00 1.00 1.00 

46 0.0340 0.0000 0.0001 0.0338 0.0339 0.00 0.00 1.00 1.00 

47 0.0339 0.0000 0.0001 0.0337 0.0339 0.00 0.00 1.00 1.00 

48 0.0338 0.0000 0.0001 0.0336 0.0337 0.00 0.00 1.00 1.00 

49 0.0337 0.0000 0.0001 0.0335 0.0336 0.00 0.00 1.00 1.00 

50 0.0336 0.0000 0.0001 0.0334 0.0335 0.00 0.00 1.00 1.00 

50.9 0.0335 0.0000 0.0001 0.0334 0.0335 0.00 0.00 1.00 1.00 

51 0.0335 0.0000 0.0001 0.0334 0.0335 0.00 0.00 1.00 1.00 

51.3 0.0334 0.0000 0.0001 0.0333 0.0334 0.00 0.00 1.00 1.00 

52 0.0334 0.0000 0.0001 0.0333 0.0334 0.00 0.00 1.00 1.00 

53 0.0333 0.0000 0.0001 0.0332 0.0333 0.00 0.00 1.00 1.00 

54 0.0332 0.0000 0.0001 0.0331 0.0332 0.00 0.00 1.00 1.00 

55 0.0331 0.0000 0.0001 0.0330 0.0331 0.00 0.00 1.00 1.00 

56 0.0330 0.0000 0.0001 0.0329 0.0330 0.00 0.00 1.00 1.00 

57 0.0329 0.0000 0.0001 0.0328 0.0329 0.00 0.00 1.00 1.00 

58 0.0328 0.0000 0.0001 0.0327 0.0328 0.00 0.00 1.00 1.00 

59 0.0327 0.0000 0.0001 0.0326 0.0327 0.00 0.00 1.00 1.00 

59.5 0.0327 0.0000 0.0001 0.0326 0.0326 0.00 0.00 1.00 1.00 

60 0.0326 0.0000 0.0001 0.0325 0.0326 0.00 0.00 1.00 1.00 

65 0.0322 0.0000 0.0001 0.0321 0.0322 0.00 0.00 1.00 1.00 

70 0.0317 0.0000 0.0001 0.0317 0.0317 0.00 0.00 1.00 1.00 

75 0.0313 0.0000 0.0000 0.0313 0.0313 0.00 0.00 1.00 1.00 

80 0.0309 0.0000 0.0000 0.0309 0.0309 0.00 0.00 1.00 1.00 

85 0.0305 0.0000 0.0000 0.0305 0.0305 0.00 0.00 1.00 1.00 

90 0.0302 0.0000 0.0000 0.0301 0.0301 0.00 0.00 1.00 1.00 

95 0.0298 0.0000 0.0000 0.0298 0.0298 0.00 0.00 1.00 1.00 

100 0.0294 0.0000 0.0000 0.0294 0.0294 0.00 0.00 1.00 1.00 

Table VII-3: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element hydrogen H1  as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Carbon 𝐂𝟔  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 1.9120 1.8660 0.0360 0.0099 0.0459 0.98 0.02 0.01 0.02 

6 1.0950 1.0540 0.0292 0.0110 0.0402 0.96 0.03 0.01 0.04 

7 0.6846 0.6483 0.0244 0.0119 0.0363 0.95 0.04 0.02 0.05 

8 0.4576 0.4241 0.0210 0.0125 0.0335 0.93 0.05 0.03 0.07 

9 0.3225 0.2911 0.0183 0.0131 0.0314 0.90 0.06 0.04 0.10 

10 0.2373 0.2076 0.0162 0.0135 0.0297 0.87 0.07 0.06 0.13 

11 0.1811 0.1527 0.0145 0.0139 0.0284 0.84 0.08 0.08 0.16 

12 0.1426 0.1153 0.0130 0.0143 0.0273 0.81 0.09 0.10 0.19 

12.7 0.1226 0.0960 0.0122 0.0145 0.0267 0.78 0.10 0.12 0.22 

13 0.1153 0.0890 0.0118 0.0146 0.0264 0.77 0.10 0.13 0.23 

14 0.0955 0.0699 0.0107 0.0149 0.0256 0.73 0.11 0.16 0.27 

15 0.0807 0.0559 0.0098 0.0151 0.0249 0.69 0.12 0.19 0.31 

15.5 0.0748 0.0502 0.0094 0.0152 0.0246 0.67 0.13 0.20 0.33 

16 0.0695 0.0452 0.0090 0.0153 0.0243 0.65 0.13 0.22 0.35 

16.9 0.0616 0.0378 0.0083 0.0155 0.0238 0.61 0.13 0.25 0.39 

17 0.0608 0.0371 0.0082 0.0155 0.0237 0.61 0.14 0.25 0.39 

18 0.0540 0.0308 0.0076 0.0157 0.0233 0.57 0.14 0.29 0.43 

19 0.0486 0.0258 0.0070 0.0158 0.0228 0.53 0.14 0.33 0.47 

20 0.0442 0.0218 0.0065 0.0160 0.0224 0.49 0.15 0.36 0.51 

21 0.0406 0.0185 0.0060 0.0161 0.0221 0.46 0.15 0.40 0.54 

21.1 0.0403 0.0183 0.0060 0.0161 0.0220 0.45 0.15 0.40 0.55 

21.2 0.0400 0.0180 0.0059 0.0161 0.0220 0.45 0.15 0.40 0.55 

21.5 0.0391 0.0172 0.0058 0.0161 0.0219 0.44 0.15 0.41 0.56 

22 0.0377 0.0159 0.0056 0.0162 0.0218 0.42 0.15 0.43 0.58 

23 0.0352 0.0137 0.0052 0.0162 0.0215 0.39 0.15 0.46 0.61 

24 0.0331 0.0119 0.0049 0.0163 0.0212 0.36 0.15 0.49 0.64 

24.2 0.0327 0.0116 0.0048 0.0163 0.0211 0.35 0.15 0.50 0.65 

25 0.0314 0.0104 0.0046 0.0164 0.0209 0.33 0.15 0.52 0.67 

26 0.0299 0.0092 0.0043 0.0164 0.0207 0.31 0.14 0.55 0.69 

26.3 0.0295 0.0088 0.0042 0.0164 0.0206 0.30 0.14 0.56 0.70 

27 0.0286 0.0081 0.0040 0.0165 0.0205 0.28 0.14 0.58 0.72 

27.3 0.0282 0.0078 0.0039 0.0165 0.0204 0.28 0.14 0.58 0.72 

28 0.0275 0.0072 0.0038 0.0165 0.0203 0.26 0.14 0.60 0.74 

29 0.0265 0.0064 0.0036 0.0165 0.0201 0.24 0.13 0.62 0.76 

29.2 0.0263 0.0062 0.0035 0.0165 0.0201 0.24 0.13 0.63 0.76 

30 0.0256 0.0057 0.0034 0.0166 0.0199 0.22 0.13 0.65 0.78 

31 0.0249 0.0051 0.0032 0.0166 0.0197 0.21 0.13 0.67 0.79 

32 0.0242 0.0046 0.0030 0.0166 0.0196 0.19 0.12 0.68 0.81 

33 0.0236 0.0042 0.0029 0.0166 0.0194 0.18 0.12 0.70 0.82 

34 0.0231 0.0038 0.0027 0.0166 0.0193 0.16 0.12 0.72 0.84 

35 0.0226 0.0034 0.0026 0.0166 0.0192 0.15 0.11 0.73 0.85 

35.1 0.0225 0.0034 0.0026 0.0166 0.0192 0.15 0.11 0.74 0.85 

35.4 0.0224 0.0033 0.0025 0.0166 0.0191 0.15 0.11 0.74 0.85 

continued on page 369 
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Carbon 𝐂𝟔  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0222 0.0031 0.0025 0.0166 0.0190 0.14 0.11 0.75 0.86 

37 0.0218 0.0028 0.0023 0.0166 0.0189 0.13 0.11 0.76 0.87 

38 0.0214 0.0026 0.0022 0.0166 0.0188 0.12 0.10 0.77 0.88 

39 0.0211 0.0024 0.0021 0.0165 0.0187 0.11 0.10 0.79 0.89 

40 0.0208 0.0022 0.0020 0.0165 0.0186 0.11 0.10 0.80 0.89 

41 0.0205 0.0020 0.0020 0.0165 0.0185 0.10 0.10 0.81 0.90 

42 0.0202 0.0019 0.0019 0.0165 0.0184 0.09 0.09 0.82 0.91 

43 0.0200 0.0017 0.0018 0.0165 0.0183 0.09 0.09 0.82 0.91 

44 0.0198 0.0016 0.0017 0.0165 0.0182 0.08 0.09 0.83 0.92 

45 0.0196 0.0015 0.0017 0.0164 0.0181 0.08 0.08 0.84 0.92 

46 0.0194 0.0014 0.0016 0.0164 0.0180 0.07 0.08 0.85 0.93 

47 0.0192 0.0013 0.0015 0.0164 0.0179 0.07 0.08 0.85 0.93 

48 0.0190 0.0012 0.0015 0.0164 0.0178 0.06 0.08 0.86 0.94 

49 0.0189 0.0011 0.0014 0.0163 0.0177 0.06 0.08 0.87 0.94 

50 0.0187 0.0010 0.0014 0.0163 0.0177 0.06 0.07 0.87 0.94 

50.9 0.0186 0.0010 0.0013 0.0163 0.0176 0.05 0.07 0.88 0.95 

51 0.0186 0.0010 0.0013 0.0163 0.0176 0.05 0.07 0.88 0.95 

51.3 0.0185 0.0010 0.0013 0.0163 0.0176 0.05 0.07 0.88 0.95 

52 0.0184 0.0009 0.0013 0.0162 0.0175 0.05 0.07 0.88 0.95 

53 0.0183 0.0009 0.0012 0.0162 0.0174 0.05 0.07 0.89 0.95 

54 0.0182 0.0008 0.0012 0.0162 0.0174 0.04 0.07 0.89 0.96 

55 0.0181 0.0008 0.0012 0.0161 0.0173 0.04 0.06 0.89 0.96 

56 0.0179 0.0007 0.0011 0.0161 0.0172 0.04 0.06 0.90 0.96 

57 0.0178 0.0007 0.0011 0.0161 0.0172 0.04 0.06 0.90 0.96 

58 0.0177 0.0006 0.0010 0.0161 0.0171 0.04 0.06 0.91 0.96 

59 0.0176 0.0006 0.0010 0.0160 0.0170 0.03 0.06 0.91 0.97 

59.5 0.0176 0.0006 0.0010 0.0160 0.0170 0.03 0.06 0.91 0.97 

60 0.0175 0.0006 0.0010 0.0160 0.0170 0.03 0.06 0.91 0.97 

65 0.0171 0.0004 0.0008 0.0158 0.0167 0.03 0.05 0.93 0.97 

70 0.0167 0.0003 0.0007 0.0157 0.0164 0.02 0.04 0.94 0.98 

75 0.0164 0.0003 0.0006 0.0155 0.0161 0.02 0.04 0.94 0.98 

80 0.0161 0.0002 0.0006 0.0153 0.0159 0.01 0.04 0.95 0.99 

85 0.0158 0.0002 0.0005 0.0152 0.0157 0.01 0.03 0.96 0.99 

90 0.0156 0.0001 0.0005 0.0150 0.0154 0.01 0.03 0.96 0.99 

95 0.0154 0.0001 0.0004 0.0148 0.0152 0.01 0.03 0.97 0.99 

100 0.0151 0.0001 0.0004 0.0147 0.0150 0.01 0.02 0.97 0.99 

Table VII-4: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element carbon C6  as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Nitrogen 𝐍𝟕  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.1440 3.0870 0.0477 0.0096 0.0573 0.98 0.02 0.00 0.02 

6 1.8080 1.7590 0.0384 0.0107 0.0491 0.97 0.02 0.01 0.03 

7 1.1320 1.0890 0.0317 0.0116 0.0433 0.96 0.03 0.01 0.04 

8 0.7559 0.7167 0.0269 0.0123 0.0391 0.95 0.04 0.02 0.05 

9 0.5306 0.4946 0.0232 0.0128 0.0360 0.93 0.04 0.02 0.07 

10 0.3879 0.3543 0.0203 0.0133 0.0336 0.91 0.05 0.03 0.09 

11 0.2934 0.2617 0.0180 0.0137 0.0317 0.89 0.06 0.05 0.11 

12 0.2283 0.1982 0.0161 0.0140 0.0302 0.87 0.07 0.06 0.13 

12.7 0.1945 0.1653 0.0150 0.0143 0.0293 0.85 0.08 0.07 0.15 

13 0.1822 0.1533 0.0146 0.0143 0.0289 0.84 0.08 0.08 0.16 

14 0.1486 0.1208 0.0132 0.0146 0.0278 0.81 0.09 0.10 0.19 

15 0.1236 0.0967 0.0121 0.0148 0.0269 0.78 0.10 0.12 0.22 

15.5 0.1135 0.0870 0.0115 0.0149 0.0265 0.77 0.10 0.13 0.23 

16 0.1046 0.0785 0.0111 0.0150 0.0261 0.75 0.11 0.14 0.25 

16.9 0.0912 0.0658 0.0102 0.0152 0.0255 0.72 0.11 0.17 0.28 

17 0.0899 0.0646 0.0102 0.0152 0.0254 0.72 0.11 0.17 0.28 

18 0.0784 0.0536 0.0094 0.0154 0.0248 0.68 0.12 0.20 0.32 

19 0.0692 0.0450 0.0087 0.0155 0.0242 0.65 0.13 0.22 0.35 

20 0.0618 0.0381 0.0080 0.0157 0.0237 0.62 0.13 0.25 0.38 

21 0.0557 0.0325 0.0075 0.0158 0.0233 0.58 0.13 0.28 0.42 

21.1 0.0552 0.0320 0.0074 0.0158 0.0232 0.58 0.13 0.29 0.42 

21.2 0.0547 0.0315 0.0074 0.0158 0.0232 0.58 0.13 0.29 0.42 

21.5 0.0531 0.0301 0.0072 0.0158 0.0231 0.57 0.14 0.30 0.43 

22 0.0508 0.0279 0.0070 0.0159 0.0229 0.55 0.14 0.31 0.45 

23 0.0466 0.0241 0.0065 0.0160 0.0225 0.52 0.14 0.34 0.48 

24 0.0431 0.0210 0.0061 0.0161 0.0221 0.49 0.14 0.37 0.51 

24.2 0.0425 0.0204 0.0060 0.0161 0.0221 0.48 0.14 0.38 0.52 

25 0.0402 0.0184 0.0057 0.0161 0.0218 0.46 0.14 0.40 0.54 

26 0.0377 0.0162 0.0054 0.0162 0.0215 0.43 0.14 0.43 0.57 

26.3 0.0370 0.0156 0.0053 0.0162 0.0215 0.42 0.14 0.44 0.58 

27 0.0355 0.0143 0.0050 0.0162 0.0213 0.40 0.14 0.46 0.60 

27.3 0.0350 0.0138 0.0049 0.0162 0.0212 0.39 0.14 0.46 0.61 

28 0.0337 0.0127 0.0047 0.0163 0.0210 0.38 0.14 0.48 0.62 

29 0.0321 0.0113 0.0045 0.0163 0.0208 0.35 0.14 0.51 0.65 

29.2 0.0318 0.0110 0.0044 0.0163 0.0207 0.35 0.14 0.51 0.65 

30 0.0307 0.0101 0.0042 0.0163 0.0206 0.33 0.14 0.53 0.67 

31 0.0294 0.0091 0.0040 0.0164 0.0204 0.31 0.14 0.56 0.69 

32 0.0283 0.0082 0.0038 0.0164 0.0202 0.29 0.13 0.58 0.71 

33 0.0274 0.0074 0.0036 0.0164 0.0200 0.27 0.13 0.60 0.73 

34 0.0265 0.0067 0.0034 0.0164 0.0198 0.25 0.13 0.62 0.75 

35 0.0257 0.0061 0.0033 0.0164 0.0197 0.24 0.13 0.64 0.76 

35.1 0.0257 0.0060 0.0032 0.0164 0.0197 0.23 0.13 0.64 0.77 

35.4 0.0255 0.0059 0.0032 0.0164 0.0196 0.23 0.13 0.64 0.77 

continued on page 371 
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Nitrogen 𝐍𝟕  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0251 0.0055 0.0031 0.0164 0.0195 0.22 0.12 0.66 0.78 

37 0.0244 0.0051 0.0030 0.0164 0.0194 0.21 0.12 0.67 0.79 

38 0.0239 0.0046 0.0028 0.0164 0.0192 0.19 0.12 0.69 0.81 

39 0.0233 0.0042 0.0027 0.0164 0.0191 0.18 0.12 0.70 0.82 

40 0.0229 0.0039 0.0026 0.0164 0.0190 0.17 0.11 0.72 0.83 

41 0.0225 0.0036 0.0025 0.0164 0.0188 0.16 0.11 0.73 0.84 

42 0.0221 0.0033 0.0024 0.0164 0.0187 0.15 0.11 0.74 0.85 

43 0.0217 0.0031 0.0023 0.0163 0.0186 0.14 0.10 0.75 0.86 

44 0.0214 0.0029 0.0022 0.0163 0.0185 0.13 0.10 0.76 0.87 

45 0.0211 0.0026 0.0021 0.0163 0.0184 0.13 0.10 0.77 0.87 

46 0.0208 0.0025 0.0020 0.0163 0.0183 0.12 0.10 0.78 0.88 

47 0.0205 0.0023 0.0019 0.0163 0.0182 0.11 0.09 0.79 0.89 

48 0.0203 0.0021 0.0019 0.0162 0.0181 0.11 0.09 0.80 0.89 

49 0.0200 0.0020 0.0018 0.0162 0.0180 0.10 0.09 0.81 0.90 

50 0.0198 0.0019 0.0017 0.0162 0.0179 0.09 0.09 0.82 0.91 

50.9 0.0196 0.0018 0.0017 0.0162 0.0179 0.09 0.09 0.82 0.91 

51 0.0196 0.0017 0.0017 0.0162 0.0178 0.09 0.09 0.83 0.91 

51.3 0.0195 0.0017 0.0017 0.0162 0.0178 0.09 0.08 0.83 0.91 

52 0.0194 0.0016 0.0016 0.0161 0.0178 0.08 0.08 0.83 0.92 

53 0.0192 0.0015 0.0016 0.0161 0.0177 0.08 0.08 0.84 0.92 

54 0.0190 0.0014 0.0015 0.0161 0.0176 0.08 0.08 0.84 0.92 

55 0.0189 0.0014 0.0015 0.0161 0.0175 0.07 0.08 0.85 0.93 

56 0.0187 0.0013 0.0014 0.0160 0.0174 0.07 0.08 0.86 0.93 

57 0.0186 0.0012 0.0014 0.0160 0.0174 0.07 0.07 0.86 0.93 

58 0.0184 0.0011 0.0013 0.0160 0.0173 0.06 0.07 0.87 0.94 

59 0.0183 0.0011 0.0013 0.0159 0.0172 0.06 0.07 0.87 0.94 

59.5 0.0182 0.0010 0.0013 0.0159 0.0172 0.06 0.07 0.87 0.94 

60 0.0182 0.0010 0.0012 0.0159 0.0172 0.06 0.07 0.88 0.94 

65 0.0176 0.0008 0.0011 0.0158 0.0168 0.04 0.06 0.89 0.96 

70 0.0171 0.0006 0.0009 0.0156 0.0165 0.04 0.05 0.91 0.96 

75 0.0167 0.0005 0.0008 0.0154 0.0163 0.03 0.05 0.92 0.97 

80 0.0164 0.0004 0.0007 0.0153 0.0160 0.02 0.04 0.93 0.98 

85 0.0161 0.0003 0.0007 0.0151 0.0158 0.02 0.04 0.94 0.98 

90 0.0158 0.0003 0.0006 0.0149 0.0155 0.02 0.04 0.95 0.98 

95 0.0155 0.0002 0.0005 0.0148 0.0153 0.01 0.03 0.95 0.99 

100 0.0153 0.0002 0.0005 0.0146 0.0151 0.01 0.03 0.96 0.99 

Table VII-5: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element nitrogen N7  as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Oxygen 𝐎𝟖  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 4.7910 4.7200 0.0618 0.0087 0.0705 0.99 0.01 0.00 0.01 

6 2.7700 2.7100 0.0498 0.0100 0.0598 0.98 0.02 0.00 0.02 

7 1.7400 1.6880 0.0410 0.0110 0.0520 0.97 0.02 0.01 0.03 

8 1.1630 1.1170 0.0345 0.0118 0.0463 0.96 0.03 0.01 0.04 

9 0.8160 0.7741 0.0295 0.0124 0.0419 0.95 0.04 0.02 0.05 

10 0.5953 0.5567 0.0257 0.0129 0.0386 0.94 0.04 0.02 0.06 

11 0.4485 0.4125 0.0226 0.0134 0.0360 0.92 0.05 0.03 0.08 

12 0.3472 0.3134 0.0201 0.0137 0.0338 0.90 0.06 0.04 0.10 

12.7 0.2944 0.2619 0.0186 0.0140 0.0326 0.89 0.06 0.05 0.11 

13 0.2753 0.2432 0.0181 0.0140 0.0321 0.88 0.07 0.05 0.12 

14 0.2227 0.1921 0.0163 0.0143 0.0306 0.86 0.07 0.06 0.14 

15 0.1836 0.1542 0.0149 0.0145 0.0294 0.84 0.08 0.08 0.16 

15.5 0.1677 0.1388 0.0142 0.0147 0.0289 0.83 0.08 0.09 0.17 

16 0.1538 0.1254 0.0136 0.0148 0.0284 0.82 0.09 0.10 0.18 

16.9 0.1328 0.1053 0.0126 0.0149 0.0275 0.79 0.09 0.11 0.21 

17 0.1307 0.1033 0.0125 0.0150 0.0274 0.79 0.10 0.11 0.21 

18 0.1126 0.0860 0.0115 0.0151 0.0266 0.76 0.10 0.13 0.24 

19 0.0982 0.0723 0.0107 0.0153 0.0259 0.74 0.11 0.16 0.26 

20 0.0865 0.0612 0.0099 0.0154 0.0253 0.71 0.11 0.18 0.29 

21 0.0770 0.0523 0.0092 0.0155 0.0247 0.68 0.12 0.20 0.32 

21.1 0.0762 0.0515 0.0091 0.0155 0.0247 0.68 0.12 0.20 0.32 

21.2 0.0754 0.0507 0.0091 0.0155 0.0246 0.67 0.12 0.21 0.33 

21.5 0.0729 0.0485 0.0089 0.0156 0.0245 0.66 0.12 0.21 0.34 

22 0.0692 0.0450 0.0086 0.0156 0.0242 0.65 0.12 0.23 0.35 

23 0.0627 0.0390 0.0080 0.0157 0.0237 0.62 0.13 0.25 0.38 

24 0.0573 0.0339 0.0075 0.0158 0.0233 0.59 0.13 0.28 0.41 

24.2 0.0563 0.0330 0.0074 0.0158 0.0232 0.59 0.13 0.28 0.41 

25 0.0527 0.0297 0.0070 0.0159 0.0229 0.56 0.13 0.30 0.44 

26 0.0487 0.0262 0.0066 0.0160 0.0226 0.54 0.14 0.33 0.46 

26.3 0.0477 0.0252 0.0065 0.0160 0.0225 0.53 0.14 0.34 0.47 

27 0.0454 0.0231 0.0062 0.0160 0.0222 0.51 0.14 0.35 0.49 

27.3 0.0445 0.0223 0.0061 0.0160 0.0221 0.50 0.14 0.36 0.50 

28 0.0425 0.0206 0.0059 0.0161 0.0219 0.48 0.14 0.38 0.52 

29 0.0400 0.0183 0.0055 0.0161 0.0216 0.46 0.14 0.40 0.54 

29.2 0.0395 0.0179 0.0055 0.0161 0.0216 0.45 0.14 0.41 0.55 

30 0.0378 0.0164 0.0052 0.0161 0.0214 0.43 0.14 0.43 0.57 

31 0.0359 0.0147 0.0050 0.0162 0.0211 0.41 0.14 0.45 0.59 

32 0.0342 0.0133 0.0047 0.0162 0.0209 0.39 0.14 0.47 0.61 

33 0.0327 0.0120 0.0045 0.0162 0.0207 0.37 0.14 0.50 0.63 

34 0.0314 0.0109 0.0043 0.0162 0.0205 0.35 0.14 0.52 0.65 

35 0.0302 0.0099 0.0040 0.0162 0.0203 0.33 0.13 0.54 0.67 

35.1 0.0301 0.0098 0.0040 0.0162 0.0203 0.33 0.13 0.54 0.67 

35.4 0.0298 0.0095 0.0040 0.0162 0.0202 0.32 0.13 0.55 0.68 

continued on page 373 
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Oxygen 𝐎𝟖  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0291 0.0090 0.0039 0.0162 0.0201 0.31 0.13 0.56 0.69 

37 0.0282 0.0083 0.0037 0.0163 0.0199 0.29 0.13 0.58 0.71 

38 0.0273 0.0076 0.0035 0.0163 0.0198 0.28 0.13 0.59 0.72 

39 0.0266 0.0070 0.0034 0.0163 0.0196 0.26 0.13 0.61 0.74 

40 0.0259 0.0064 0.0032 0.0162 0.0195 0.25 0.12 0.63 0.75 

41 0.0252 0.0059 0.0031 0.0162 0.0193 0.23 0.12 0.64 0.77 

42 0.0246 0.0054 0.0030 0.0162 0.0192 0.22 0.12 0.66 0.78 

43 0.0241 0.0050 0.0028 0.0162 0.0190 0.21 0.12 0.67 0.79 

44 0.0236 0.0047 0.0027 0.0162 0.0189 0.20 0.12 0.69 0.80 

45 0.0231 0.0043 0.0026 0.0162 0.0188 0.19 0.11 0.70 0.81 

46 0.0227 0.0040 0.0025 0.0162 0.0187 0.18 0.11 0.71 0.82 

47 0.0223 0.0038 0.0024 0.0162 0.0186 0.17 0.11 0.72 0.83 

48 0.0220 0.0035 0.0023 0.0161 0.0185 0.16 0.11 0.73 0.84 

49 0.0216 0.0033 0.0022 0.0161 0.0184 0.15 0.10 0.74 0.85 

50 0.0213 0.0031 0.0022 0.0161 0.0183 0.14 0.10 0.75 0.86 

50.9 0.0211 0.0029 0.0021 0.0161 0.0182 0.14 0.10 0.76 0.86 

51 0.0210 0.0029 0.0021 0.0161 0.0182 0.14 0.10 0.76 0.86 

51.3 0.0210 0.0028 0.0021 0.0161 0.0181 0.13 0.10 0.77 0.87 

52 0.0208 0.0027 0.0020 0.0161 0.0181 0.13 0.10 0.77 0.87 

53 0.0205 0.0025 0.0020 0.0160 0.0180 0.12 0.10 0.78 0.88 

54 0.0203 0.0024 0.0019 0.0160 0.0179 0.12 0.09 0.79 0.88 

55 0.0200 0.0022 0.0018 0.0160 0.0178 0.11 0.09 0.80 0.89 

56 0.0198 0.0021 0.0018 0.0160 0.0177 0.11 0.09 0.80 0.89 

57 0.0196 0.0020 0.0017 0.0159 0.0176 0.10 0.09 0.81 0.90 

58 0.0194 0.0019 0.0017 0.0159 0.0175 0.10 0.09 0.82 0.90 

59 0.0193 0.0018 0.0016 0.0159 0.0175 0.09 0.08 0.82 0.91 

59.5 0.0192 0.0017 0.0016 0.0159 0.0174 0.09 0.08 0.83 0.91 

60 0.0191 0.0017 0.0016 0.0158 0.0174 0.09 0.08 0.83 0.91 

65 0.0183 0.0013 0.0013 0.0157 0.0170 0.07 0.07 0.86 0.93 

70 0.0177 0.0010 0.0012 0.0155 0.0167 0.06 0.07 0.88 0.94 

75 0.0172 0.0008 0.0010 0.0154 0.0164 0.05 0.06 0.89 0.95 

80 0.0168 0.0006 0.0009 0.0152 0.0161 0.04 0.05 0.91 0.96 

85 0.0164 0.0005 0.0008 0.0151 0.0159 0.03 0.05 0.92 0.97 

90 0.0161 0.0004 0.0007 0.0149 0.0156 0.03 0.05 0.93 0.97 

95 0.0158 0.0004 0.0007 0.0148 0.0154 0.02 0.04 0.94 0.98 

100 0.0155 0.0003 0.0006 0.0146 0.0152 0.02 0.04 0.94 0.98 

Table VII-6: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element oxygen O8  as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Aluminium 𝐀𝐥𝟏𝟑  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 19.3400 19.2200 0.1116 0.0068 0.1184 0.99 0.01 0.00 0.01 

6 11.5300 11.4300 0.0964 0.0077 0.1041 0.99 0.01 0.00 0.01 

7 7.4080 7.3160 0.0834 0.0085 0.0919 0.99 0.01 0.00 0.01 

8 5.0320 4.9500 0.0723 0.0093 0.0816 0.98 0.01 0.00 0.02 

9 3.5690 3.4960 0.0630 0.0100 0.0729 0.98 0.02 0.00 0.02 

10 2.6210 2.5560 0.0551 0.0106 0.0657 0.98 0.02 0.00 0.03 

11 1.9810 1.9220 0.0486 0.0111 0.0597 0.97 0.02 0.01 0.03 

12 1.5340 1.4790 0.0431 0.0116 0.0547 0.96 0.03 0.01 0.04 

12.7 1.2980 1.2460 0.0398 0.0119 0.0517 0.96 0.03 0.01 0.04 

13 1.2120 1.1610 0.0386 0.0120 0.0505 0.96 0.03 0.01 0.04 

14 0.9744 0.9274 0.0347 0.0123 0.0470 0.95 0.04 0.01 0.05 

15 0.7955 0.7515 0.0314 0.0127 0.0440 0.94 0.04 0.02 0.06 

15.5 0.7225 0.6798 0.0299 0.0128 0.0427 0.94 0.04 0.02 0.06 

16 0.6583 0.6168 0.0285 0.0129 0.0415 0.94 0.04 0.02 0.06 

16.9 0.5609 0.5214 0.0263 0.0131 0.0394 0.93 0.05 0.02 0.07 

17 0.5513 0.5121 0.0261 0.0132 0.0392 0.93 0.05 0.02 0.07 

18 0.4667 0.4294 0.0240 0.0134 0.0373 0.92 0.05 0.03 0.08 

19 0.3990 0.3634 0.0221 0.0136 0.0357 0.91 0.06 0.03 0.09 

20 0.3442 0.3100 0.0205 0.0137 0.0342 0.90 0.06 0.04 0.10 

21 0.2993 0.2665 0.0190 0.0139 0.0329 0.89 0.06 0.05 0.11 

21.1 0.2953 0.2626 0.0189 0.0139 0.0327 0.89 0.06 0.05 0.11 

21.2 0.2913 0.2587 0.0187 0.0139 0.0326 0.89 0.06 0.05 0.11 

21.5 0.2799 0.2477 0.0183 0.0139 0.0323 0.88 0.07 0.05 0.12 

22 0.2623 0.2306 0.0177 0.0140 0.0317 0.88 0.07 0.05 0.12 

23 0.2314 0.2007 0.0166 0.0141 0.0307 0.87 0.07 0.06 0.13 

24 0.2055 0.1758 0.0155 0.0142 0.0297 0.86 0.08 0.07 0.14 

24.2 0.2008 0.1713 0.0153 0.0142 0.0295 0.85 0.08 0.07 0.15 

25 0.1836 0.1547 0.0146 0.0143 0.0289 0.84 0.08 0.08 0.16 

26 0.1649 0.1368 0.0137 0.0144 0.0281 0.83 0.08 0.09 0.17 

26.3 0.1598 0.1320 0.0135 0.0144 0.0279 0.83 0.08 0.09 0.17 

27 0.1489 0.1215 0.0129 0.0145 0.0274 0.82 0.09 0.10 0.18 

27.3 0.1446 0.1174 0.0127 0.0145 0.0272 0.81 0.09 0.10 0.19 

28 0.1351 0.1084 0.0122 0.0145 0.0267 0.80 0.09 0.11 0.20 

29 0.1232 0.0971 0.0116 0.0146 0.0262 0.79 0.09 0.12 0.21 

29.2 0.1210 0.0950 0.0114 0.0146 0.0260 0.78 0.09 0.12 0.22 

30 0.1128 0.0872 0.0110 0.0146 0.0256 0.77 0.10 0.13 0.23 

31 0.1037 0.0787 0.0104 0.0147 0.0251 0.76 0.10 0.14 0.24 

32 0.0958 0.0711 0.0099 0.0147 0.0246 0.74 0.10 0.15 0.26 

33 0.0887 0.0645 0.0094 0.0148 0.0242 0.73 0.11 0.17 0.27 

34 0.0825 0.0587 0.0090 0.0148 0.0238 0.71 0.11 0.18 0.29 

35 0.0770 0.0536 0.0086 0.0148 0.0234 0.70 0.11 0.19 0.30 

35.1 0.0764 0.0531 0.0085 0.0149 0.0234 0.69 0.11 0.19 0.31 

35.4 0.0749 0.0517 0.0084 0.0149 0.0232 0.69 0.11 0.20 0.31 

continued on page 375 
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continued from page 374 

Aluminium 𝐀𝐥𝟏𝟑  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0720 0.0490 0.0082 0.0149 0.0230 0.68 0.11 0.21 0.32 

37 0.0676 0.0449 0.0078 0.0149 0.0227 0.66 0.12 0.22 0.34 

38 0.0636 0.0413 0.0075 0.0149 0.0224 0.65 0.12 0.23 0.35 

39 0.0601 0.0380 0.0072 0.0149 0.0221 0.63 0.12 0.25 0.37 

40 0.0568 0.0350 0.0069 0.0149 0.0218 0.62 0.12 0.26 0.38 

41 0.0539 0.0324 0.0066 0.0150 0.0215 0.60 0.12 0.28 0.40 

42 0.0513 0.0300 0.0063 0.0150 0.0213 0.59 0.12 0.29 0.41 

43 0.0489 0.0278 0.0061 0.0150 0.0210 0.57 0.12 0.31 0.43 

44 0.0467 0.0259 0.0058 0.0150 0.0208 0.55 0.13 0.32 0.45 

45 0.0447 0.0241 0.0056 0.0150 0.0206 0.54 0.13 0.34 0.46 

46 0.0428 0.0224 0.0054 0.0150 0.0204 0.52 0.13 0.35 0.48 

47 0.0411 0.0209 0.0052 0.0150 0.0202 0.51 0.13 0.36 0.49 

48 0.0396 0.0196 0.0050 0.0150 0.0200 0.49 0.13 0.38 0.51 

49 0.0381 0.0183 0.0048 0.0150 0.0198 0.48 0.13 0.39 0.52 

50 0.0368 0.0172 0.0047 0.0150 0.0196 0.47 0.13 0.41 0.53 

50.9 0.0357 0.0162 0.0045 0.0150 0.0195 0.45 0.13 0.42 0.55 

51 0.0356 0.0161 0.0045 0.0150 0.0195 0.45 0.13 0.42 0.55 

51.3 0.0352 0.0158 0.0045 0.0150 0.0194 0.45 0.13 0.42 0.55 

52 0.0345 0.0152 0.0044 0.0149 0.0193 0.44 0.13 0.43 0.56 

53 0.0334 0.0143 0.0042 0.0149 0.0192 0.43 0.13 0.45 0.57 

54 0.0324 0.0134 0.0041 0.0149 0.0190 0.41 0.13 0.46 0.59 

55 0.0315 0.0127 0.0040 0.0149 0.0189 0.40 0.13 0.47 0.60 

56 0.0307 0.0119 0.0038 0.0149 0.0187 0.39 0.12 0.49 0.61 

57 0.0299 0.0113 0.0037 0.0149 0.0186 0.38 0.12 0.50 0.62 

58 0.0291 0.0107 0.0036 0.0149 0.0185 0.37 0.12 0.51 0.63 

59 0.0284 0.0101 0.0035 0.0149 0.0183 0.36 0.12 0.52 0.65 

59.5 0.0281 0.0098 0.0034 0.0148 0.0183 0.35 0.12 0.53 0.65 

60 0.0278 0.0096 0.0034 0.0148 0.0182 0.34 0.12 0.53 0.66 

65 0.0251 0.0074 0.0029 0.0147 0.0177 0.29 0.12 0.59 0.71 

70 0.0230 0.0058 0.0026 0.0146 0.0172 0.25 0.11 0.64 0.75 

75 0.0214 0.0047 0.0023 0.0145 0.0168 0.22 0.11 0.68 0.78 

80 0.0202 0.0038 0.0020 0.0144 0.0164 0.19 0.10 0.71 0.81 

85 0.0192 0.0031 0.0018 0.0143 0.0161 0.16 0.09 0.74 0.84 

90 0.0183 0.0026 0.0016 0.0141 0.0158 0.14 0.09 0.77 0.86 

95 0.0176 0.0022 0.0015 0.0140 0.0155 0.12 0.08 0.79 0.88 

100 0.0170 0.0018 0.0013 0.0139 0.0152 0.11 0.08 0.81 0.89 

Table VII-7: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element aluminium Al13  as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Sulphur 𝐒𝟏𝟔  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 34.8700 34.7300 0.1353 0.0071 0.1424 1.00 0.00 0.00 0.00 

6 21.1600 21.0300 0.1172 0.0079 0.1251 0.99 0.01 0.00 0.01 

7 13.7800 13.6700 0.1029 0.0087 0.1116 0.99 0.01 0.00 0.01 

8 9.4640 9.3640 0.0911 0.0094 0.1004 0.99 0.01 0.00 0.01 

9 6.7750 6.6840 0.0810 0.0100 0.0910 0.99 0.01 0.00 0.01 

10 5.0130 4.9300 0.0723 0.0105 0.0828 0.98 0.01 0.00 0.02 

11 3.8110 3.7350 0.0647 0.0110 0.0757 0.98 0.02 0.00 0.02 

12 2.9640 2.8940 0.0581 0.0114 0.0695 0.98 0.02 0.00 0.02 

12.7 2.5150 2.4490 0.0540 0.0117 0.0657 0.97 0.02 0.00 0.03 

13 2.3500 2.2860 0.0523 0.0119 0.0642 0.97 0.02 0.01 0.03 

14 1.8950 1.8350 0.0473 0.0122 0.0596 0.97 0.02 0.01 0.03 

15 1.5500 1.4950 0.0430 0.0125 0.0556 0.96 0.03 0.01 0.04 

15.5 1.4090 1.3550 0.0411 0.0127 0.0537 0.96 0.03 0.01 0.04 

16 1.2840 1.2320 0.0392 0.0128 0.0521 0.96 0.03 0.01 0.04 

16.9 1.0950 1.0460 0.0362 0.0131 0.0493 0.96 0.03 0.01 0.05 

17 1.0760 1.0270 0.0359 0.0131 0.0490 0.95 0.03 0.01 0.05 

18 0.9114 0.8650 0.0330 0.0133 0.0464 0.95 0.04 0.01 0.05 

19 0.7787 0.7347 0.0305 0.0135 0.0440 0.94 0.04 0.02 0.06 

20 0.6709 0.6290 0.0282 0.0137 0.0419 0.94 0.04 0.02 0.06 

21 0.5824 0.5423 0.0262 0.0139 0.0401 0.93 0.04 0.02 0.07 

21.1 0.5744 0.5345 0.0260 0.0139 0.0399 0.93 0.05 0.02 0.07 

21.2 0.5666 0.5269 0.0258 0.0139 0.0398 0.93 0.05 0.02 0.07 

21.5 0.5441 0.5048 0.0253 0.0140 0.0393 0.93 0.05 0.03 0.07 

22 0.5091 0.4706 0.0244 0.0140 0.0385 0.92 0.05 0.03 0.08 

23 0.4479 0.4109 0.0228 0.0142 0.0370 0.92 0.05 0.03 0.08 

24 0.3964 0.3607 0.0214 0.0143 0.0357 0.91 0.05 0.04 0.09 

24.2 0.3870 0.3516 0.0211 0.0143 0.0354 0.91 0.05 0.04 0.09 

25 0.3527 0.3182 0.0201 0.0144 0.0345 0.90 0.06 0.04 0.10 

26 0.3155 0.2821 0.0189 0.0145 0.0334 0.89 0.06 0.05 0.11 

26.3 0.3054 0.2723 0.0186 0.0145 0.0331 0.89 0.06 0.05 0.11 

27 0.2835 0.2511 0.0178 0.0146 0.0324 0.89 0.06 0.05 0.11 

27.3 0.2748 0.2427 0.0175 0.0146 0.0321 0.88 0.06 0.05 0.12 

28 0.2560 0.2245 0.0168 0.0147 0.0315 0.88 0.07 0.06 0.12 

29 0.2321 0.2014 0.0159 0.0147 0.0307 0.87 0.07 0.06 0.13 

29.2 0.2277 0.1972 0.0158 0.0147 0.0305 0.87 0.07 0.06 0.13 

30 0.2113 0.1814 0.0151 0.0148 0.0299 0.86 0.07 0.07 0.14 

31 0.1930 0.1638 0.0144 0.0148 0.0292 0.85 0.07 0.08 0.15 

32 0.1770 0.1485 0.0137 0.0149 0.0286 0.84 0.08 0.08 0.16 

33 0.1629 0.1349 0.0130 0.0149 0.0280 0.83 0.08 0.09 0.17 

34 0.1504 0.1230 0.0124 0.0150 0.0274 0.82 0.08 0.10 0.18 

35 0.1392 0.1124 0.0118 0.0150 0.0269 0.81 0.09 0.11 0.19 

35.1 0.1382 0.1114 0.0118 0.0150 0.0268 0.81 0.09 0.11 0.19 

35.4 0.1351 0.1084 0.0116 0.0150 0.0267 0.80 0.09 0.11 0.20 

continued on page 377 
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continued from page 376 

Sulphur 𝐒𝟏𝟔  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.1293 0.1029 0.0113 0.0151 0.0264 0.80 0.09 0.12 0.20 

37 0.1204 0.0945 0.0108 0.0151 0.0259 0.78 0.09 0.13 0.22 

38 0.1124 0.0869 0.0104 0.0151 0.0255 0.77 0.09 0.13 0.23 

39 0.1052 0.0801 0.0099 0.0151 0.0251 0.76 0.09 0.14 0.24 

40 0.0987 0.0740 0.0095 0.0152 0.0247 0.75 0.10 0.15 0.25 

41 0.0929 0.0685 0.0092 0.0152 0.0243 0.74 0.10 0.16 0.26 

42 0.0875 0.0635 0.0088 0.0152 0.0240 0.73 0.10 0.17 0.27 

43 0.0827 0.0590 0.0085 0.0152 0.0237 0.71 0.10 0.18 0.29 

44 0.0783 0.0549 0.0082 0.0152 0.0234 0.70 0.10 0.19 0.30 

45 0.0742 0.0512 0.0079 0.0152 0.0231 0.69 0.11 0.20 0.31 

46 0.0705 0.0477 0.0076 0.0152 0.0228 0.68 0.11 0.22 0.32 

47 0.0671 0.0446 0.0073 0.0152 0.0225 0.66 0.11 0.23 0.34 

48 0.0640 0.0417 0.0071 0.0152 0.0223 0.65 0.11 0.24 0.35 

49 0.0611 0.0391 0.0068 0.0152 0.0220 0.64 0.11 0.25 0.36 

50 0.0585 0.0367 0.0066 0.0152 0.0218 0.63 0.11 0.26 0.37 

50.9 0.0563 0.0347 0.0064 0.0152 0.0216 0.62 0.11 0.27 0.38 

51 0.0560 0.0345 0.0064 0.0152 0.0216 0.62 0.11 0.27 0.38 

51.3 0.0553 0.0338 0.0063 0.0152 0.0215 0.61 0.11 0.27 0.39 

52 0.0538 0.0324 0.0062 0.0152 0.0214 0.60 0.11 0.28 0.40 

53 0.0517 0.0305 0.0060 0.0152 0.0212 0.59 0.12 0.29 0.41 

54 0.0497 0.0288 0.0058 0.0152 0.0210 0.58 0.12 0.31 0.42 

55 0.0479 0.0272 0.0056 0.0152 0.0208 0.57 0.12 0.32 0.43 

56 0.0462 0.0256 0.0054 0.0152 0.0206 0.55 0.12 0.33 0.45 

57 0.0447 0.0242 0.0052 0.0152 0.0204 0.54 0.12 0.34 0.46 

58 0.0432 0.0229 0.0051 0.0152 0.0202 0.53 0.12 0.35 0.47 

59 0.0418 0.0217 0.0049 0.0151 0.0201 0.52 0.12 0.36 0.48 

59.5 0.0412 0.0212 0.0049 0.0151 0.0200 0.51 0.12 0.37 0.49 

60 0.0405 0.0206 0.0048 0.0151 0.0199 0.51 0.12 0.37 0.49 

65 0.0352 0.0160 0.0042 0.0151 0.0192 0.45 0.12 0.43 0.55 

70 0.0312 0.0126 0.0036 0.0150 0.0186 0.40 0.12 0.48 0.60 

75 0.0282 0.0101 0.0032 0.0149 0.0181 0.36 0.11 0.53 0.64 

80 0.0259 0.0083 0.0029 0.0147 0.0176 0.32 0.11 0.57 0.68 

85 0.0240 0.0068 0.0026 0.0146 0.0172 0.28 0.11 0.61 0.72 

90 0.0225 0.0057 0.0023 0.0145 0.0168 0.25 0.10 0.65 0.75 

95 0.0212 0.0048 0.0021 0.0144 0.0165 0.22 0.10 0.68 0.78 

100 0.0202 0.0041 0.0019 0.0143 0.0161 0.20 0.09 0.71 0.80 

Table VII-8: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element sulphur S16  as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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Calcium 𝐂𝐚𝟐𝟎  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 60.2500 60.0700 0.1720 0.0068 0.1788 1.00 0.00 0.00 0.00 

6 37.3100 37.1600 0.1465 0.0077 0.1542 1.00 0.00 0.00 0.00 

7 24.7400 24.6000 0.1268 0.0085 0.1353 0.99 0.01 0.00 0.01 

8 17.2700 17.1400 0.1116 0.0092 0.1208 0.99 0.01 0.00 0.01 

9 12.5100 12.4000 0.0995 0.0097 0.1093 0.99 0.01 0.00 0.01 

10 9.3410 9.2410 0.0895 0.0102 0.0998 0.99 0.01 0.00 0.01 

11 7.1590 7.0670 0.0811 0.0107 0.0918 0.99 0.01 0.00 0.01 

12 5.6070 5.5220 0.0738 0.0111 0.0849 0.98 0.01 0.00 0.02 

12.7 4.7780 4.6980 0.0693 0.0113 0.0806 0.98 0.01 0.00 0.02 

13 4.4730 4.3940 0.0674 0.0114 0.0789 0.98 0.02 0.00 0.02 

14 3.6260 3.5520 0.0618 0.0118 0.0735 0.98 0.02 0.00 0.02 

15 2.9790 2.9110 0.0567 0.0121 0.0688 0.98 0.02 0.00 0.02 

15.5 2.7130 2.6470 0.0544 0.0122 0.0666 0.98 0.02 0.00 0.02 

16 2.4780 2.4130 0.0522 0.0123 0.0645 0.97 0.02 0.00 0.03 

16.9 2.1190 2.0580 0.0485 0.0126 0.0611 0.97 0.02 0.01 0.03 

17 2.0830 2.0220 0.0481 0.0126 0.0607 0.97 0.02 0.01 0.03 

18 1.7680 1.7110 0.0444 0.0128 0.0573 0.97 0.03 0.01 0.03 

19 1.5140 1.4590 0.0412 0.0130 0.0542 0.96 0.03 0.01 0.04 

20 1.3060 1.2550 0.0382 0.0132 0.0515 0.96 0.03 0.01 0.04 

21 1.1350 1.0860 0.0356 0.0134 0.0490 0.96 0.03 0.01 0.04 

21.1 1.1190 1.0710 0.0353 0.0134 0.0488 0.96 0.03 0.01 0.04 

21.2 1.1040 1.0560 0.0351 0.0134 0.0485 0.96 0.03 0.01 0.04 

21.5 1.0600 1.0130 0.0344 0.0135 0.0479 0.96 0.03 0.01 0.05 

22 0.9925 0.9458 0.0332 0.0136 0.0468 0.95 0.03 0.01 0.05 

23 0.8733 0.8285 0.0311 0.0137 0.0448 0.95 0.04 0.02 0.05 

24 0.7726 0.7297 0.0291 0.0138 0.0429 0.94 0.04 0.02 0.06 

24.2 0.7544 0.7118 0.0288 0.0139 0.0426 0.94 0.04 0.02 0.06 

25 0.6871 0.6458 0.0274 0.0140 0.0413 0.94 0.04 0.02 0.06 

26 0.6139 0.5741 0.0257 0.0141 0.0398 0.94 0.04 0.02 0.06 

26.3 0.5940 0.5546 0.0253 0.0141 0.0394 0.93 0.04 0.02 0.07 

27 0.5509 0.5125 0.0243 0.0142 0.0384 0.93 0.04 0.03 0.07 

27.3 0.5338 0.4958 0.0239 0.0142 0.0380 0.93 0.04 0.03 0.07 

28 0.4965 0.4593 0.0229 0.0142 0.0372 0.93 0.05 0.03 0.07 

29 0.4492 0.4132 0.0217 0.0143 0.0360 0.92 0.05 0.03 0.08 

29.2 0.4405 0.4047 0.0215 0.0143 0.0358 0.92 0.05 0.03 0.08 

30 0.4079 0.3729 0.0206 0.0144 0.0350 0.91 0.05 0.04 0.09 

31 0.3717 0.3377 0.0196 0.0145 0.0340 0.91 0.05 0.04 0.09 

32 0.3398 0.3067 0.0186 0.0145 0.0331 0.90 0.05 0.04 0.10 

33 0.3116 0.2793 0.0177 0.0146 0.0323 0.90 0.06 0.05 0.10 

34 0.2866 0.2551 0.0169 0.0146 0.0315 0.89 0.06 0.05 0.11 

35 0.2643 0.2335 0.0161 0.0147 0.0308 0.88 0.06 0.06 0.12 

35.1 0.2622 0.2315 0.0161 0.0147 0.0307 0.88 0.06 0.06 0.12 

35.4 0.2561 0.2256 0.0158 0.0147 0.0305 0.88 0.06 0.06 0.12 

continued on page 379 
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Calcium 𝐂𝐚𝟐𝟎  

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.2444 0.2143 0.0154 0.0147 0.0301 0.88 0.06 0.06 0.12 

37 0.2266 0.1971 0.0148 0.0147 0.0295 0.87 0.07 0.07 0.13 

38 0.2105 0.1816 0.0141 0.0148 0.0289 0.86 0.07 0.07 0.14 

39 0.1961 0.1678 0.0136 0.0148 0.0283 0.86 0.07 0.08 0.14 

40 0.1830 0.1552 0.0130 0.0148 0.0278 0.85 0.07 0.08 0.15 

41 0.1712 0.1439 0.0125 0.0148 0.0273 0.84 0.07 0.09 0.16 

42 0.1605 0.1336 0.0120 0.0148 0.0269 0.83 0.07 0.09 0.17 

43 0.1507 0.1243 0.0116 0.0149 0.0264 0.82 0.08 0.10 0.18 

44 0.1418 0.1158 0.0112 0.0149 0.0260 0.82 0.08 0.10 0.18 

45 0.1337 0.1080 0.0108 0.0149 0.0256 0.81 0.08 0.11 0.19 

46 0.1262 0.1009 0.0104 0.0149 0.0253 0.80 0.08 0.12 0.20 

47 0.1194 0.0945 0.0100 0.0149 0.0249 0.79 0.08 0.12 0.21 

48 0.1131 0.0885 0.0097 0.0149 0.0246 0.78 0.09 0.13 0.22 

49 0.1073 0.0830 0.0093 0.0149 0.0243 0.77 0.09 0.14 0.23 

50 0.1019 0.0780 0.0090 0.0149 0.0240 0.77 0.09 0.15 0.24 

50.9 0.0975 0.0738 0.0088 0.0149 0.0237 0.76 0.09 0.15 0.24 

51 0.0970 0.0734 0.0087 0.0149 0.0237 0.76 0.09 0.15 0.24 

51.3 0.0956 0.0720 0.0087 0.0149 0.0236 0.75 0.09 0.16 0.25 

52 0.0925 0.0691 0.0085 0.0149 0.0234 0.75 0.09 0.16 0.25 

53 0.0882 0.0651 0.0082 0.0149 0.0231 0.74 0.09 0.17 0.26 

54 0.0843 0.0615 0.0079 0.0149 0.0228 0.73 0.09 0.18 0.27 

55 0.0807 0.0580 0.0077 0.0149 0.0226 0.72 0.10 0.18 0.28 

56 0.0773 0.0549 0.0075 0.0149 0.0224 0.71 0.10 0.19 0.29 

57 0.0741 0.0520 0.0073 0.0149 0.0221 0.70 0.10 0.20 0.30 

58 0.0711 0.0492 0.0070 0.0149 0.0219 0.69 0.10 0.21 0.31 

59 0.0684 0.0467 0.0068 0.0149 0.0217 0.68 0.10 0.22 0.32 

59.5 0.0671 0.0455 0.0067 0.0149 0.0216 0.68 0.10 0.22 0.32 

60 0.0658 0.0443 0.0066 0.0149 0.0215 0.67 0.10 0.23 0.33 

65 0.0551 0.0345 0.0058 0.0148 0.0206 0.63 0.11 0.27 0.37 

70 0.0472 0.0274 0.0051 0.0147 0.0198 0.58 0.11 0.31 0.42 

75 0.0412 0.0220 0.0045 0.0146 0.0191 0.54 0.11 0.36 0.46 

80 0.0366 0.0180 0.0040 0.0145 0.0186 0.49 0.11 0.40 0.51 

85 0.0329 0.0149 0.0036 0.0144 0.0180 0.45 0.11 0.44 0.55 

90 0.0300 0.0124 0.0032 0.0143 0.0176 0.41 0.11 0.48 0.59 

95 0.0277 0.0105 0.0029 0.0142 0.0172 0.38 0.11 0.51 0.62 

100 0.0257 0.0089 0.0027 0.0141 0.0168 0.35 0.10 0.55 0.65 

Table VII-9: Total mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)𝑖 of the element calcium Ca20  as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined via XCOM (2010), complete with the 

attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



380 4   Mass attenuation coefficient computation Section VII 

TMP oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2056 3.1489 0.0457 0.0107 0.0564 0.98 0.01 0.00 0.02 

6 1.8566 1.8074 0.0369 0.0119 0.0488 0.97 0.02 0.01 0.03 

7 1.1695 1.1261 0.0306 0.0128 0.0434 0.96 0.03 0.01 0.04 

8 0.7847 0.7453 0.0260 0.0135 0.0395 0.95 0.03 0.02 0.05 

9 0.5532 0.5167 0.0224 0.0141 0.0365 0.93 0.04 0.03 0.07 

10 0.4059 0.3717 0.0196 0.0146 0.0342 0.92 0.05 0.04 0.08 

11 0.3079 0.2755 0.0174 0.0150 0.0324 0.89 0.06 0.05 0.11 

12 0.2403 0.2094 0.0156 0.0153 0.0309 0.87 0.06 0.06 0.13 

12.7 0.2050 0.1751 0.0145 0.0156 0.0300 0.85 0.07 0.08 0.15 

13 0.1922 0.1626 0.0140 0.0156 0.0297 0.85 0.07 0.08 0.15 

14 0.1571 0.1285 0.0127 0.0159 0.0286 0.82 0.08 0.10 0.18 

15 0.1309 0.1032 0.0116 0.0161 0.0277 0.79 0.09 0.12 0.21 

15.5 0.1202 0.0929 0.0111 0.0162 0.0273 0.77 0.09 0.13 0.23 

16 0.1109 0.0840 0.0106 0.0163 0.0269 0.76 0.10 0.15 0.24 

16.9 0.0968 0.0705 0.0098 0.0165 0.0263 0.73 0.10 0.17 0.27 

17 0.0954 0.0692 0.0097 0.0165 0.0262 0.73 0.10 0.17 0.27 

18 0.0832 0.0576 0.0090 0.0167 0.0256 0.69 0.11 0.20 0.31 

19 0.0735 0.0484 0.0083 0.0168 0.0251 0.66 0.11 0.23 0.34 

20 0.0657 0.0411 0.0077 0.0169 0.0246 0.63 0.12 0.26 0.37 

21 0.0593 0.0351 0.0071 0.0170 0.0242 0.59 0.12 0.29 0.41 

21.1 0.0587 0.0346 0.0071 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.2 0.0581 0.0340 0.0070 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.5 0.0565 0.0325 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

22 0.0540 0.0302 0.0066 0.0171 0.0238 0.56 0.12 0.32 0.44 

23 0.0496 0.0262 0.0062 0.0172 0.0234 0.53 0.13 0.35 0.47 

24 0.0459 0.0228 0.0058 0.0173 0.0231 0.50 0.13 0.38 0.50 

24.2 0.0452 0.0222 0.0057 0.0173 0.0230 0.49 0.13 0.38 0.51 

25 0.0427 0.0200 0.0054 0.0173 0.0228 0.47 0.13 0.41 0.53 

26 0.0401 0.0176 0.0051 0.0174 0.0225 0.44 0.13 0.43 0.56 

26.3 0.0393 0.0170 0.0050 0.0174 0.0224 0.43 0.13 0.44 0.57 

27 0.0378 0.0156 0.0048 0.0174 0.0222 0.41 0.13 0.46 0.59 

27.3 0.0372 0.0150 0.0047 0.0174 0.0221 0.40 0.13 0.47 0.60 

28 0.0358 0.0138 0.0045 0.0174 0.0220 0.39 0.13 0.49 0.61 

29 0.0341 0.0123 0.0043 0.0175 0.0217 0.36 0.13 0.51 0.64 

29.2 0.0338 0.0121 0.0042 0.0175 0.0217 0.36 0.13 0.52 0.64 

30 0.0326 0.0111 0.0040 0.0175 0.0215 0.34 0.12 0.54 0.66 

31 0.0313 0.0099 0.0038 0.0175 0.0213 0.32 0.12 0.56 0.68 

32 0.0301 0.0090 0.0036 0.0175 0.0211 0.30 0.12 0.58 0.70 

33 0.0291 0.0081 0.0034 0.0175 0.0210 0.28 0.12 0.60 0.72 

34 0.0281 0.0074 0.0033 0.0175 0.0208 0.26 0.12 0.62 0.74 

35 0.0273 0.0067 0.0031 0.0175 0.0206 0.24 0.11 0.64 0.76 

35.1 0.0272 0.0066 0.0031 0.0175 0.0206 0.24 0.11 0.64 0.76 

35.4 0.0270 0.0064 0.0030 0.0175 0.0206 0.24 0.11 0.65 0.76 

continued on page 381 

 



Section VII 4   Mass attenuation coefficient computation 381 

continued from page 380 

TMP oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0266 0.0061 0.0030 0.0175 0.0205 0.23 0.11 0.66 0.77 

37 0.0259 0.0056 0.0028 0.0175 0.0203 0.22 0.11 0.68 0.78 

38 0.0253 0.0051 0.0027 0.0175 0.0202 0.20 0.11 0.69 0.80 

39 0.0248 0.0047 0.0026 0.0175 0.0201 0.19 0.10 0.71 0.81 

40 0.0242 0.0043 0.0025 0.0175 0.0199 0.18 0.10 0.72 0.82 

41 0.0238 0.0040 0.0024 0.0174 0.0198 0.17 0.10 0.73 0.83 

42 0.0234 0.0037 0.0023 0.0174 0.0197 0.16 0.10 0.75 0.84 

43 0.0230 0.0034 0.0022 0.0174 0.0196 0.15 0.09 0.76 0.85 

44 0.0226 0.0032 0.0021 0.0174 0.0195 0.14 0.09 0.77 0.86 

45 0.0223 0.0029 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

46 0.0220 0.0027 0.0019 0.0173 0.0193 0.12 0.09 0.79 0.88 

47 0.0217 0.0025 0.0019 0.0173 0.0192 0.12 0.09 0.80 0.88 

48 0.0214 0.0024 0.0018 0.0173 0.0191 0.11 0.08 0.81 0.89 

49 0.0212 0.0022 0.0017 0.0173 0.0190 0.10 0.08 0.81 0.89 

50 0.0210 0.0021 0.0017 0.0172 0.0189 0.10 0.08 0.82 0.90 

50.9 0.0208 0.0020 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51.3 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0205 0.0018 0.0015 0.0172 0.0187 0.09 0.08 0.84 0.91 

53 0.0203 0.0017 0.0015 0.0171 0.0186 0.08 0.07 0.84 0.92 

54 0.0202 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

55 0.0200 0.0015 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0198 0.0014 0.0013 0.0170 0.0184 0.07 0.07 0.86 0.93 

57 0.0197 0.0014 0.0013 0.0170 0.0183 0.07 0.07 0.86 0.93 

58 0.0195 0.0013 0.0013 0.0170 0.0182 0.07 0.06 0.87 0.93 

59 0.0194 0.0012 0.0012 0.0169 0.0182 0.06 0.06 0.87 0.94 

59.5 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0186 0.0009 0.0010 0.0167 0.0178 0.05 0.06 0.90 0.95 

70 0.0181 0.0007 0.0009 0.0166 0.0174 0.04 0.05 0.91 0.96 

75 0.0177 0.0005 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.03 0.04 0.93 0.97 

85 0.0170 0.0004 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0158 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-10: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry TMP as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



382 4   Mass attenuation coefficient computation Section VII 

labMDF oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2131 3.1565 0.0458 0.0107 0.0564 0.98 0.01 0.00 0.02 

6 1.8610 1.8117 0.0370 0.0119 0.0489 0.97 0.02 0.01 0.03 

7 1.1722 1.1288 0.0307 0.0128 0.0435 0.96 0.03 0.01 0.04 

8 0.7866 0.7471 0.0260 0.0135 0.0395 0.95 0.03 0.02 0.05 

9 0.5545 0.5180 0.0224 0.0141 0.0365 0.93 0.04 0.03 0.07 

10 0.4068 0.3726 0.0197 0.0146 0.0342 0.92 0.05 0.04 0.08 

11 0.3086 0.2762 0.0174 0.0150 0.0324 0.89 0.06 0.05 0.10 

12 0.2408 0.2100 0.0156 0.0153 0.0309 0.87 0.06 0.06 0.13 

12.7 0.2055 0.1755 0.0145 0.0155 0.0300 0.85 0.07 0.08 0.15 

13 0.1926 0.1630 0.0140 0.0156 0.0297 0.85 0.07 0.08 0.15 

14 0.1574 0.1288 0.0127 0.0159 0.0286 0.82 0.08 0.10 0.18 

15 0.1312 0.1035 0.0116 0.0161 0.0277 0.79 0.09 0.12 0.21 

15.5 0.1205 0.0932 0.0111 0.0162 0.0273 0.77 0.09 0.13 0.23 

16 0.1111 0.0842 0.0106 0.0163 0.0269 0.76 0.10 0.15 0.24 

16.9 0.0970 0.0707 0.0098 0.0165 0.0263 0.73 0.10 0.17 0.27 

17 0.0956 0.0694 0.0097 0.0165 0.0262 0.73 0.10 0.17 0.27 

18 0.0834 0.0578 0.0090 0.0166 0.0256 0.69 0.11 0.20 0.31 

19 0.0736 0.0486 0.0083 0.0168 0.0251 0.66 0.11 0.23 0.34 

20 0.0658 0.0412 0.0077 0.0169 0.0246 0.63 0.12 0.26 0.37 

21 0.0593 0.0352 0.0071 0.0170 0.0242 0.59 0.12 0.29 0.41 

21.1 0.0588 0.0347 0.0071 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.2 0.0582 0.0341 0.0070 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.5 0.0566 0.0326 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

22 0.0540 0.0303 0.0067 0.0171 0.0238 0.56 0.12 0.32 0.44 

23 0.0496 0.0262 0.0062 0.0172 0.0234 0.53 0.13 0.35 0.47 

24 0.0459 0.0229 0.0058 0.0172 0.0231 0.50 0.13 0.38 0.50 

24.2 0.0453 0.0223 0.0057 0.0173 0.0230 0.49 0.13 0.38 0.51 

25 0.0428 0.0200 0.0054 0.0173 0.0227 0.47 0.13 0.40 0.53 

26 0.0401 0.0176 0.0051 0.0174 0.0225 0.44 0.13 0.43 0.56 

26.3 0.0394 0.0170 0.0050 0.0174 0.0224 0.43 0.13 0.44 0.57 

27 0.0378 0.0156 0.0048 0.0174 0.0222 0.41 0.13 0.46 0.59 

27.3 0.0372 0.0151 0.0047 0.0174 0.0221 0.40 0.13 0.47 0.60 

28 0.0358 0.0139 0.0045 0.0174 0.0220 0.39 0.13 0.49 0.61 

29 0.0341 0.0124 0.0043 0.0175 0.0217 0.36 0.13 0.51 0.64 

29.2 0.0338 0.0121 0.0042 0.0175 0.0217 0.36 0.13 0.52 0.64 

30 0.0326 0.0111 0.0040 0.0175 0.0215 0.34 0.12 0.54 0.66 

31 0.0313 0.0100 0.0038 0.0175 0.0213 0.32 0.12 0.56 0.68 

32 0.0301 0.0090 0.0036 0.0175 0.0211 0.30 0.12 0.58 0.70 

33 0.0291 0.0081 0.0034 0.0175 0.0209 0.28 0.12 0.60 0.72 

34 0.0282 0.0074 0.0033 0.0175 0.0208 0.26 0.12 0.62 0.74 

35 0.0273 0.0067 0.0031 0.0175 0.0206 0.25 0.11 0.64 0.75 

35.1 0.0272 0.0066 0.0031 0.0175 0.0206 0.24 0.11 0.64 0.76 

35.4 0.0270 0.0065 0.0031 0.0175 0.0206 0.24 0.11 0.65 0.76 

continued on page 383 

 



Section VII 4   Mass attenuation coefficient computation 383 

continued from page 382 

labMDF oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0266 0.0061 0.0030 0.0175 0.0205 0.23 0.11 0.66 0.77 

37 0.0259 0.0056 0.0028 0.0175 0.0203 0.22 0.11 0.67 0.78 

38 0.0253 0.0051 0.0027 0.0175 0.0202 0.20 0.11 0.69 0.80 

39 0.0248 0.0047 0.0026 0.0175 0.0201 0.19 0.10 0.71 0.81 

40 0.0243 0.0043 0.0025 0.0175 0.0199 0.18 0.10 0.72 0.82 

41 0.0238 0.0040 0.0024 0.0174 0.0198 0.17 0.10 0.73 0.83 

42 0.0234 0.0037 0.0023 0.0174 0.0197 0.16 0.10 0.75 0.84 

43 0.0230 0.0034 0.0022 0.0174 0.0196 0.15 0.09 0.76 0.85 

44 0.0226 0.0032 0.0021 0.0174 0.0195 0.14 0.09 0.77 0.86 

45 0.0223 0.0029 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

46 0.0220 0.0027 0.0019 0.0173 0.0193 0.12 0.09 0.79 0.88 

47 0.0217 0.0026 0.0019 0.0173 0.0192 0.12 0.09 0.80 0.88 

48 0.0214 0.0024 0.0018 0.0173 0.0191 0.11 0.08 0.81 0.89 

49 0.0212 0.0022 0.0017 0.0172 0.0190 0.11 0.08 0.81 0.89 

50 0.0210 0.0021 0.0017 0.0172 0.0189 0.10 0.08 0.82 0.90 

50.9 0.0208 0.0020 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51 0.0207 0.0020 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51.3 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0205 0.0018 0.0015 0.0172 0.0187 0.09 0.08 0.84 0.91 

53 0.0203 0.0017 0.0015 0.0171 0.0186 0.08 0.07 0.84 0.92 

54 0.0202 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

55 0.0200 0.0015 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0198 0.0014 0.0014 0.0170 0.0184 0.07 0.07 0.86 0.93 

57 0.0197 0.0014 0.0013 0.0170 0.0183 0.07 0.07 0.86 0.93 

58 0.0195 0.0013 0.0013 0.0170 0.0182 0.07 0.06 0.87 0.93 

59 0.0194 0.0012 0.0012 0.0169 0.0182 0.06 0.06 0.87 0.94 

59.5 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0186 0.0009 0.0010 0.0167 0.0177 0.05 0.06 0.90 0.95 

70 0.0181 0.0007 0.0009 0.0165 0.0174 0.04 0.05 0.91 0.96 

75 0.0177 0.0005 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.03 0.04 0.93 0.97 

85 0.0170 0.0004 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0158 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-11: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry labMDF as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



384 4   Mass attenuation coefficient computation Section VII 

labMDF at 𝑴𝑪 = 𝟗. 𝟓 % 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.3039 3.2463 0.0466 0.0107 0.0574 0.98 0.01 0.00 0.02 

6 1.9134 1.8634 0.0377 0.0120 0.0496 0.97 0.02 0.01 0.03 

7 1.2050 1.1609 0.0312 0.0129 0.0441 0.96 0.03 0.01 0.04 

8 0.8083 0.7684 0.0264 0.0136 0.0400 0.95 0.03 0.02 0.05 

9 0.5696 0.5327 0.0228 0.0142 0.0370 0.94 0.04 0.02 0.06 

10 0.4178 0.3832 0.0199 0.0147 0.0346 0.92 0.05 0.04 0.08 

11 0.3168 0.2840 0.0177 0.0151 0.0327 0.90 0.06 0.05 0.10 

12 0.2471 0.2159 0.0158 0.0154 0.0312 0.87 0.06 0.06 0.13 

12.7 0.2107 0.1805 0.0147 0.0156 0.0303 0.86 0.07 0.07 0.14 

13 0.1975 0.1676 0.0142 0.0157 0.0299 0.85 0.07 0.08 0.15 

14 0.1613 0.1325 0.0129 0.0160 0.0289 0.82 0.08 0.10 0.18 

15 0.1343 0.1064 0.0117 0.0162 0.0279 0.79 0.09 0.12 0.21 

15.5 0.1233 0.0958 0.0112 0.0163 0.0275 0.78 0.09 0.13 0.22 

16 0.1137 0.0865 0.0107 0.0164 0.0271 0.76 0.09 0.14 0.24 

16.9 0.0992 0.0727 0.0100 0.0165 0.0265 0.73 0.10 0.17 0.27 

17 0.0977 0.0713 0.0099 0.0166 0.0264 0.73 0.10 0.17 0.27 

18 0.0852 0.0594 0.0091 0.0167 0.0258 0.70 0.11 0.20 0.30 

19 0.0752 0.0499 0.0084 0.0169 0.0253 0.66 0.11 0.22 0.34 

20 0.0671 0.0423 0.0078 0.0170 0.0248 0.63 0.12 0.25 0.37 

21 0.0605 0.0362 0.0072 0.0171 0.0243 0.60 0.12 0.28 0.40 

21.1 0.0599 0.0356 0.0072 0.0171 0.0243 0.59 0.12 0.29 0.41 

21.2 0.0593 0.0351 0.0071 0.0171 0.0242 0.59 0.12 0.29 0.41 

21.5 0.0576 0.0335 0.0070 0.0171 0.0241 0.58 0.12 0.30 0.42 

22 0.0550 0.0311 0.0067 0.0172 0.0239 0.57 0.12 0.31 0.43 

23 0.0505 0.0270 0.0063 0.0172 0.0235 0.53 0.12 0.34 0.47 

24 0.0467 0.0235 0.0059 0.0173 0.0232 0.50 0.13 0.37 0.50 

24.2 0.0460 0.0229 0.0058 0.0173 0.0231 0.50 0.13 0.38 0.50 

25 0.0435 0.0206 0.0055 0.0174 0.0229 0.47 0.13 0.40 0.53 

26 0.0407 0.0181 0.0052 0.0174 0.0226 0.45 0.13 0.43 0.55 

26.3 0.0400 0.0175 0.0051 0.0174 0.0225 0.44 0.13 0.44 0.56 

27 0.0384 0.0160 0.0049 0.0175 0.0223 0.42 0.13 0.45 0.58 

27.3 0.0377 0.0155 0.0048 0.0175 0.0223 0.41 0.13 0.46 0.59 

28 0.0363 0.0143 0.0046 0.0175 0.0221 0.39 0.13 0.48 0.61 

29 0.0346 0.0127 0.0043 0.0175 0.0219 0.37 0.13 0.51 0.63 

29.2 0.0342 0.0124 0.0043 0.0175 0.0218 0.36 0.13 0.51 0.64 

30 0.0330 0.0114 0.0041 0.0175 0.0216 0.34 0.12 0.53 0.66 

31 0.0317 0.0102 0.0039 0.0176 0.0214 0.32 0.12 0.55 0.68 

32 0.0305 0.0092 0.0037 0.0176 0.0212 0.30 0.12 0.58 0.70 

33 0.0294 0.0083 0.0035 0.0176 0.0211 0.28 0.12 0.60 0.72 

34 0.0285 0.0076 0.0033 0.0176 0.0209 0.27 0.12 0.62 0.73 

35 0.0276 0.0069 0.0032 0.0176 0.0207 0.25 0.11 0.64 0.75 

35.1 0.0275 0.0068 0.0031 0.0176 0.0207 0.25 0.11 0.64 0.75 

35.4 0.0273 0.0066 0.0031 0.0176 0.0207 0.24 0.11 0.64 0.76 

continued on page 385 

 



Section VII 4   Mass attenuation coefficient computation 385 

continued from page 384 

labMDF at 𝑴𝑪 = 𝟗. 𝟓 % 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0269 0.0063 0.0030 0.0176 0.0206 0.23 0.11 0.65 0.77 

37 0.0262 0.0057 0.0029 0.0176 0.0204 0.22 0.11 0.67 0.78 

38 0.0256 0.0053 0.0027 0.0176 0.0203 0.21 0.11 0.69 0.79 

39 0.0250 0.0048 0.0026 0.0175 0.0202 0.19 0.10 0.70 0.81 

40 0.0245 0.0045 0.0025 0.0175 0.0200 0.18 0.10 0.72 0.82 

41 0.0240 0.0041 0.0024 0.0175 0.0199 0.17 0.10 0.73 0.83 

42 0.0236 0.0038 0.0023 0.0175 0.0198 0.16 0.10 0.74 0.84 

43 0.0232 0.0035 0.0022 0.0175 0.0197 0.15 0.10 0.75 0.85 

44 0.0228 0.0033 0.0021 0.0174 0.0196 0.14 0.09 0.76 0.86 

45 0.0225 0.0030 0.0020 0.0174 0.0195 0.13 0.09 0.78 0.87 

46 0.0222 0.0028 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

47 0.0219 0.0026 0.0019 0.0174 0.0193 0.12 0.09 0.79 0.88 

48 0.0216 0.0024 0.0018 0.0173 0.0192 0.11 0.08 0.80 0.89 

49 0.0213 0.0023 0.0017 0.0173 0.0191 0.11 0.08 0.81 0.89 

50 0.0211 0.0021 0.0017 0.0173 0.0190 0.10 0.08 0.82 0.90 

50.9 0.0209 0.0020 0.0016 0.0173 0.0189 0.10 0.08 0.83 0.90 

51 0.0209 0.0020 0.0016 0.0173 0.0189 0.10 0.08 0.83 0.90 

51.3 0.0208 0.0020 0.0016 0.0172 0.0189 0.09 0.08 0.83 0.91 

52 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

53 0.0205 0.0018 0.0015 0.0172 0.0187 0.09 0.07 0.84 0.91 

54 0.0203 0.0017 0.0015 0.0172 0.0186 0.08 0.07 0.85 0.92 

55 0.0201 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0199 0.0015 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

57 0.0198 0.0014 0.0013 0.0171 0.0184 0.07 0.07 0.86 0.93 

58 0.0196 0.0013 0.0013 0.0170 0.0183 0.07 0.07 0.87 0.93 

59 0.0195 0.0012 0.0012 0.0170 0.0182 0.06 0.06 0.87 0.94 

59.5 0.0194 0.0012 0.0012 0.0170 0.0182 0.06 0.06 0.87 0.94 

60 0.0193 0.0012 0.0012 0.0170 0.0182 0.06 0.06 0.88 0.94 

65 0.0187 0.0009 0.0010 0.0168 0.0178 0.05 0.06 0.90 0.95 

70 0.0182 0.0007 0.0009 0.0166 0.0175 0.04 0.05 0.91 0.96 

75 0.0178 0.0006 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0174 0.0005 0.0007 0.0163 0.0170 0.03 0.04 0.93 0.97 

85 0.0171 0.0004 0.0006 0.0161 0.0167 0.02 0.04 0.94 0.98 

90 0.0168 0.0003 0.0006 0.0159 0.0165 0.02 0.03 0.95 0.98 

95 0.0165 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0163 0.0002 0.0005 0.0156 0.0160 0.01 0.03 0.96 0.99 

Table VII-12: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of moist labMDF at 𝑀𝐶 = 9.5 % as sum of the 

single coefficients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scat-

tering (coh), and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-

oriented energy range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis 

data (Table IV-15) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete 

with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



386 4   Mass attenuation coefficient computation Section VII 

Fmat oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.3117 3.2549 0.0459 0.0107 0.0566 0.98 0.01 0.00 0.02 

6 1.9228 1.8734 0.0371 0.0119 0.0490 0.97 0.02 0.01 0.03 

7 1.2136 1.1700 0.0308 0.0128 0.0436 0.96 0.03 0.01 0.04 

8 0.8156 0.7760 0.0261 0.0135 0.0396 0.95 0.03 0.02 0.05 

9 0.5756 0.5390 0.0225 0.0141 0.0366 0.94 0.04 0.02 0.06 

10 0.4227 0.3884 0.0197 0.0146 0.0343 0.92 0.05 0.03 0.08 

11 0.3208 0.2883 0.0175 0.0150 0.0325 0.90 0.05 0.05 0.10 

12 0.2504 0.2194 0.0157 0.0153 0.0310 0.88 0.06 0.06 0.12 

12.7 0.2136 0.1836 0.0145 0.0155 0.0301 0.86 0.07 0.07 0.14 

13 0.2003 0.1706 0.0141 0.0156 0.0297 0.85 0.07 0.08 0.15 

14 0.1636 0.1350 0.0128 0.0159 0.0287 0.82 0.08 0.10 0.18 

15 0.1363 0.1085 0.0117 0.0161 0.0278 0.80 0.09 0.12 0.20 

15.5 0.1251 0.0977 0.0111 0.0162 0.0274 0.78 0.09 0.13 0.22 

16 0.1154 0.0884 0.0107 0.0163 0.0270 0.77 0.09 0.14 0.23 

16.9 0.1006 0.0743 0.0099 0.0165 0.0264 0.74 0.10 0.16 0.26 

17 0.0992 0.0729 0.0098 0.0165 0.0263 0.73 0.10 0.17 0.27 

18 0.0864 0.0607 0.0090 0.0167 0.0257 0.70 0.10 0.19 0.30 

19 0.0762 0.0511 0.0083 0.0168 0.0251 0.67 0.11 0.22 0.33 

20 0.0680 0.0434 0.0077 0.0169 0.0246 0.64 0.11 0.25 0.36 

21 0.0613 0.0371 0.0072 0.0170 0.0242 0.61 0.12 0.28 0.39 

21.1 0.0607 0.0365 0.0071 0.0170 0.0242 0.60 0.12 0.28 0.40 

21.2 0.0601 0.0360 0.0071 0.0170 0.0241 0.60 0.12 0.28 0.40 

21.5 0.0584 0.0344 0.0069 0.0171 0.0240 0.59 0.12 0.29 0.41 

22 0.0557 0.0319 0.0067 0.0171 0.0238 0.57 0.12 0.31 0.43 

23 0.0511 0.0277 0.0062 0.0172 0.0234 0.54 0.12 0.34 0.46 

24 0.0472 0.0241 0.0058 0.0173 0.0231 0.51 0.12 0.37 0.49 

24.2 0.0465 0.0235 0.0058 0.0173 0.0230 0.51 0.12 0.37 0.49 

25 0.0440 0.0212 0.0055 0.0173 0.0228 0.48 0.12 0.39 0.52 

26 0.0412 0.0187 0.0051 0.0174 0.0225 0.45 0.12 0.42 0.55 

26.3 0.0404 0.0180 0.0050 0.0174 0.0224 0.45 0.12 0.43 0.56 

27 0.0388 0.0165 0.0048 0.0174 0.0222 0.43 0.12 0.45 0.57 

27.3 0.0381 0.0159 0.0048 0.0174 0.0222 0.42 0.12 0.46 0.58 

28 0.0367 0.0147 0.0046 0.0174 0.0220 0.40 0.12 0.48 0.60 

29 0.0349 0.0131 0.0043 0.0175 0.0218 0.38 0.12 0.50 0.62 

29.2 0.0345 0.0128 0.0043 0.0175 0.0217 0.37 0.12 0.51 0.63 

30 0.0333 0.0117 0.0041 0.0175 0.0215 0.35 0.12 0.53 0.65 

31 0.0319 0.0106 0.0038 0.0175 0.0213 0.33 0.12 0.55 0.67 

32 0.0307 0.0095 0.0036 0.0175 0.0212 0.31 0.12 0.57 0.69 

33 0.0296 0.0086 0.0035 0.0175 0.0210 0.29 0.12 0.59 0.71 

34 0.0286 0.0078 0.0033 0.0175 0.0208 0.27 0.11 0.61 0.73 

35 0.0278 0.0071 0.0031 0.0175 0.0206 0.26 0.11 0.63 0.74 

35.1 0.0277 0.0071 0.0031 0.0175 0.0206 0.25 0.11 0.63 0.75 

35.4 0.0274 0.0069 0.0031 0.0175 0.0206 0.25 0.11 0.64 0.75 

continued on page 387 

 



Section VII 4   Mass attenuation coefficient computation 387 

continued from page 386 

Fmat oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0270 0.0065 0.0030 0.0175 0.0205 0.24 0.11 0.65 0.76 

37 0.0263 0.0059 0.0028 0.0175 0.0203 0.23 0.11 0.67 0.77 

38 0.0256 0.0054 0.0027 0.0175 0.0202 0.21 0.11 0.68 0.79 

39 0.0251 0.0050 0.0026 0.0175 0.0201 0.20 0.10 0.70 0.80 

40 0.0245 0.0046 0.0025 0.0175 0.0199 0.19 0.10 0.71 0.81 

41 0.0241 0.0043 0.0024 0.0174 0.0198 0.18 0.10 0.72 0.82 

42 0.0236 0.0039 0.0023 0.0174 0.0197 0.17 0.10 0.74 0.83 

43 0.0232 0.0036 0.0022 0.0174 0.0196 0.16 0.09 0.75 0.84 

44 0.0229 0.0034 0.0021 0.0174 0.0195 0.15 0.09 0.76 0.85 

45 0.0225 0.0031 0.0020 0.0174 0.0194 0.14 0.09 0.77 0.86 

46 0.0222 0.0029 0.0019 0.0173 0.0193 0.13 0.09 0.78 0.87 

47 0.0219 0.0027 0.0019 0.0173 0.0192 0.12 0.09 0.79 0.88 

48 0.0216 0.0025 0.0018 0.0173 0.0191 0.12 0.08 0.80 0.88 

49 0.0214 0.0024 0.0017 0.0172 0.0190 0.11 0.08 0.81 0.89 

50 0.0211 0.0022 0.0017 0.0172 0.0189 0.11 0.08 0.82 0.89 

50.9 0.0209 0.0021 0.0016 0.0172 0.0188 0.10 0.08 0.82 0.90 

51 0.0209 0.0021 0.0016 0.0172 0.0188 0.10 0.08 0.82 0.90 

51.3 0.0208 0.0020 0.0016 0.0172 0.0188 0.10 0.08 0.83 0.90 

52 0.0207 0.0020 0.0016 0.0172 0.0187 0.09 0.08 0.83 0.91 

53 0.0205 0.0018 0.0015 0.0171 0.0186 0.09 0.07 0.84 0.91 

54 0.0203 0.0017 0.0015 0.0171 0.0186 0.09 0.07 0.84 0.92 

55 0.0201 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0199 0.0015 0.0014 0.0170 0.0184 0.08 0.07 0.85 0.92 

57 0.0198 0.0014 0.0013 0.0170 0.0183 0.07 0.07 0.86 0.93 

58 0.0196 0.0014 0.0013 0.0170 0.0182 0.07 0.07 0.87 0.93 

59 0.0195 0.0013 0.0012 0.0169 0.0182 0.07 0.06 0.87 0.93 

59.5 0.0194 0.0013 0.0012 0.0169 0.0181 0.06 0.06 0.87 0.94 

60 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.87 0.94 

65 0.0187 0.0009 0.0010 0.0167 0.0178 0.05 0.06 0.89 0.95 

70 0.0182 0.0007 0.0009 0.0165 0.0175 0.04 0.05 0.91 0.96 

75 0.0178 0.0006 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0174 0.0005 0.0007 0.0162 0.0169 0.03 0.04 0.93 0.97 

85 0.0170 0.0004 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0158 0.0164 0.02 0.03 0.95 0.98 

95 0.0165 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-13: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry Fmat as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



388 4   Mass attenuation coefficient computation Section VII 

UF-C 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.0824 3.0258 0.0459 0.0107 0.0566 0.98 0.01 0.00 0.02 

6 1.7776 1.7285 0.0370 0.0119 0.0489 0.97 0.02 0.01 0.03 

7 1.1157 1.0724 0.0306 0.0128 0.0434 0.96 0.03 0.01 0.04 

8 0.7466 0.7072 0.0259 0.0135 0.0394 0.95 0.03 0.02 0.05 

9 0.5252 0.4887 0.0223 0.0141 0.0365 0.93 0.04 0.03 0.07 

10 0.3847 0.3506 0.0196 0.0146 0.0341 0.91 0.05 0.04 0.09 

11 0.2916 0.2593 0.0173 0.0150 0.0323 0.89 0.06 0.05 0.11 

12 0.2274 0.1966 0.0155 0.0153 0.0308 0.86 0.07 0.07 0.14 

12.7 0.1940 0.1641 0.0144 0.0155 0.0299 0.85 0.07 0.08 0.15 

13 0.1818 0.1523 0.0140 0.0156 0.0296 0.84 0.08 0.09 0.16 

14 0.1486 0.1201 0.0127 0.0159 0.0285 0.81 0.09 0.11 0.19 

15 0.1239 0.0963 0.0116 0.0161 0.0276 0.78 0.09 0.13 0.22 

15.5 0.1139 0.0866 0.0110 0.0162 0.0272 0.76 0.10 0.14 0.24 

16 0.1051 0.0782 0.0106 0.0163 0.0269 0.74 0.10 0.15 0.26 

16.9 0.0918 0.0656 0.0098 0.0164 0.0262 0.71 0.11 0.18 0.29 

17 0.0905 0.0643 0.0097 0.0165 0.0262 0.71 0.11 0.18 0.29 

18 0.0791 0.0535 0.0090 0.0166 0.0256 0.68 0.11 0.21 0.32 

19 0.0699 0.0449 0.0083 0.0168 0.0250 0.64 0.12 0.24 0.36 

20 0.0626 0.0380 0.0077 0.0169 0.0245 0.61 0.12 0.27 0.39 

21 0.0566 0.0325 0.0071 0.0170 0.0241 0.57 0.13 0.30 0.43 

21.1 0.0560 0.0320 0.0071 0.0170 0.0241 0.57 0.13 0.30 0.43 

21.2 0.0555 0.0315 0.0070 0.0170 0.0240 0.57 0.13 0.31 0.43 

21.5 0.0540 0.0301 0.0069 0.0170 0.0239 0.56 0.13 0.32 0.44 

22 0.0516 0.0279 0.0066 0.0171 0.0237 0.54 0.13 0.33 0.46 

23 0.0475 0.0241 0.0062 0.0171 0.0233 0.51 0.13 0.36 0.49 

24 0.0440 0.0210 0.0058 0.0172 0.0230 0.48 0.13 0.39 0.52 

24.2 0.0434 0.0205 0.0057 0.0172 0.0230 0.47 0.13 0.40 0.53 

25 0.0411 0.0184 0.0054 0.0173 0.0227 0.45 0.13 0.42 0.55 

26 0.0386 0.0162 0.0051 0.0173 0.0224 0.42 0.13 0.45 0.58 

26.3 0.0379 0.0156 0.0050 0.0173 0.0224 0.41 0.13 0.46 0.59 

27 0.0365 0.0143 0.0048 0.0174 0.0222 0.39 0.13 0.48 0.61 

27.3 0.0359 0.0138 0.0047 0.0174 0.0221 0.38 0.13 0.48 0.62 

28 0.0346 0.0127 0.0045 0.0174 0.0219 0.37 0.13 0.50 0.63 

29 0.0330 0.0113 0.0043 0.0174 0.0217 0.34 0.13 0.53 0.66 

29.2 0.0327 0.0111 0.0042 0.0174 0.0217 0.34 0.13 0.53 0.66 

30 0.0316 0.0101 0.0040 0.0174 0.0215 0.32 0.13 0.55 0.68 

31 0.0304 0.0091 0.0038 0.0175 0.0213 0.30 0.13 0.57 0.70 

32 0.0293 0.0082 0.0036 0.0175 0.0211 0.28 0.12 0.60 0.72 

33 0.0283 0.0074 0.0034 0.0175 0.0209 0.26 0.12 0.62 0.74 

34 0.0275 0.0067 0.0033 0.0175 0.0207 0.24 0.12 0.64 0.76 

35 0.0267 0.0061 0.0031 0.0175 0.0206 0.23 0.12 0.65 0.77 

35.1 0.0266 0.0060 0.0031 0.0175 0.0206 0.23 0.12 0.66 0.77 

35.4 0.0264 0.0059 0.0030 0.0175 0.0205 0.22 0.12 0.66 0.78 

continued on page 389 

 



Section VII 4   Mass attenuation coefficient computation 389 

continued from page 388 

UF-C 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0260 0.0056 0.0030 0.0175 0.0204 0.21 0.11 0.67 0.79 

37 0.0254 0.0051 0.0028 0.0175 0.0203 0.20 0.11 0.69 0.80 

38 0.0248 0.0047 0.0027 0.0175 0.0202 0.19 0.11 0.70 0.81 

39 0.0243 0.0043 0.0026 0.0174 0.0200 0.18 0.11 0.72 0.82 

40 0.0238 0.0039 0.0025 0.0174 0.0199 0.17 0.10 0.73 0.84 

41 0.0234 0.0036 0.0024 0.0174 0.0198 0.15 0.10 0.74 0.84 

42 0.0230 0.0033 0.0023 0.0174 0.0197 0.15 0.10 0.76 0.85 

43 0.0226 0.0031 0.0022 0.0174 0.0195 0.14 0.10 0.77 0.86 

44 0.0223 0.0029 0.0021 0.0174 0.0194 0.13 0.09 0.78 0.87 

45 0.0220 0.0027 0.0020 0.0173 0.0193 0.12 0.09 0.79 0.88 

46 0.0217 0.0025 0.0019 0.0173 0.0192 0.11 0.09 0.80 0.89 

47 0.0214 0.0023 0.0019 0.0173 0.0191 0.11 0.09 0.81 0.89 

48 0.0212 0.0022 0.0018 0.0172 0.0190 0.10 0.08 0.81 0.90 

49 0.0210 0.0020 0.0017 0.0172 0.0189 0.10 0.08 0.82 0.90 

50 0.0207 0.0019 0.0017 0.0172 0.0189 0.09 0.08 0.83 0.91 

50.9 0.0205 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.84 0.91 

51 0.0205 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.84 0.91 

51.3 0.0205 0.0017 0.0016 0.0172 0.0187 0.08 0.08 0.84 0.92 

52 0.0203 0.0017 0.0015 0.0171 0.0187 0.08 0.08 0.84 0.92 

53 0.0201 0.0016 0.0015 0.0171 0.0186 0.08 0.07 0.85 0.92 

54 0.0200 0.0015 0.0014 0.0171 0.0185 0.07 0.07 0.85 0.93 

55 0.0198 0.0014 0.0014 0.0170 0.0184 0.07 0.07 0.86 0.93 

56 0.0196 0.0013 0.0013 0.0170 0.0184 0.07 0.07 0.87 0.93 

57 0.0195 0.0012 0.0013 0.0170 0.0183 0.06 0.07 0.87 0.94 

58 0.0194 0.0012 0.0013 0.0169 0.0182 0.06 0.07 0.88 0.94 

59 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

59.5 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0191 0.0010 0.0012 0.0169 0.0181 0.05 0.06 0.88 0.95 

65 0.0185 0.0008 0.0010 0.0167 0.0177 0.04 0.06 0.90 0.96 

70 0.0180 0.0006 0.0009 0.0165 0.0174 0.03 0.05 0.92 0.97 

75 0.0176 0.0005 0.0008 0.0163 0.0171 0.03 0.04 0.93 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.02 0.04 0.94 0.98 

85 0.0169 0.0003 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0166 0.0003 0.0006 0.0158 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0002 0.0005 0.0157 0.0162 0.01 0.03 0.96 0.99 

100 0.0161 0.0002 0.0005 0.0155 0.0159 0.01 0.03 0.96 0.99 

Table VII-14: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of UF-C as sum of the single coefficients follow-

ing eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and inco-

herent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy range 

(incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) via 

eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



390 4   Mass attenuation coefficient computation Section VII 

indMDF oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2247 3.1681 0.0457 0.0107 0.0564 0.98 0.01 0.00 0.02 

6 1.8688 1.8195 0.0369 0.0119 0.0488 0.97 0.02 0.01 0.03 

7 1.1777 1.1343 0.0306 0.0128 0.0434 0.96 0.03 0.01 0.04 

8 0.7905 0.7511 0.0259 0.0136 0.0395 0.95 0.03 0.02 0.05 

9 0.5575 0.5209 0.0224 0.0141 0.0365 0.93 0.04 0.03 0.07 

10 0.4091 0.3749 0.0196 0.0146 0.0342 0.92 0.05 0.04 0.08 

11 0.3104 0.2780 0.0174 0.0150 0.0324 0.90 0.06 0.05 0.10 

12 0.2423 0.2114 0.0156 0.0153 0.0309 0.87 0.06 0.06 0.13 

12.7 0.2067 0.1767 0.0145 0.0156 0.0300 0.85 0.07 0.08 0.15 

13 0.1938 0.1641 0.0140 0.0156 0.0297 0.85 0.07 0.08 0.15 

14 0.1584 0.1298 0.0127 0.0159 0.0286 0.82 0.08 0.10 0.18 

15 0.1319 0.1042 0.0116 0.0161 0.0277 0.79 0.09 0.12 0.21 

15.5 0.1212 0.0939 0.0111 0.0162 0.0273 0.77 0.09 0.13 0.23 

16 0.1118 0.0848 0.0106 0.0163 0.0269 0.76 0.09 0.15 0.24 

16.9 0.0976 0.0713 0.0098 0.0165 0.0263 0.73 0.10 0.17 0.27 

17 0.0961 0.0699 0.0097 0.0165 0.0262 0.73 0.10 0.17 0.27 

18 0.0839 0.0582 0.0090 0.0167 0.0256 0.69 0.11 0.20 0.31 

19 0.0741 0.0490 0.0083 0.0168 0.0251 0.66 0.11 0.23 0.34 

20 0.0661 0.0415 0.0077 0.0169 0.0246 0.63 0.12 0.26 0.37 

21 0.0597 0.0355 0.0071 0.0170 0.0242 0.59 0.12 0.29 0.41 

21.1 0.0591 0.0350 0.0071 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.2 0.0585 0.0344 0.0070 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.5 0.0569 0.0329 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

22 0.0543 0.0306 0.0067 0.0171 0.0238 0.56 0.12 0.32 0.44 

23 0.0499 0.0265 0.0062 0.0172 0.0234 0.53 0.12 0.34 0.47 

24 0.0461 0.0231 0.0058 0.0173 0.0231 0.50 0.13 0.37 0.50 

24.2 0.0455 0.0225 0.0057 0.0173 0.0230 0.49 0.13 0.38 0.51 

25 0.0430 0.0202 0.0054 0.0173 0.0228 0.47 0.13 0.40 0.53 

26 0.0403 0.0178 0.0051 0.0174 0.0225 0.44 0.13 0.43 0.56 

26.3 0.0396 0.0172 0.0050 0.0174 0.0224 0.43 0.13 0.44 0.57 

27 0.0380 0.0158 0.0048 0.0174 0.0222 0.41 0.13 0.46 0.58 

27.3 0.0373 0.0152 0.0047 0.0174 0.0221 0.41 0.13 0.47 0.59 

28 0.0360 0.0140 0.0045 0.0174 0.0220 0.39 0.13 0.48 0.61 

29 0.0342 0.0125 0.0043 0.0175 0.0217 0.36 0.12 0.51 0.64 

29.2 0.0339 0.0122 0.0042 0.0175 0.0217 0.36 0.12 0.52 0.64 

30 0.0327 0.0112 0.0040 0.0175 0.0215 0.34 0.12 0.53 0.66 

31 0.0314 0.0101 0.0038 0.0175 0.0213 0.32 0.12 0.56 0.68 

32 0.0302 0.0091 0.0036 0.0175 0.0211 0.30 0.12 0.58 0.70 

33 0.0292 0.0082 0.0034 0.0175 0.0210 0.28 0.12 0.60 0.72 

34 0.0282 0.0074 0.0033 0.0175 0.0208 0.26 0.12 0.62 0.74 

35 0.0274 0.0068 0.0031 0.0175 0.0206 0.25 0.11 0.64 0.75 

35.1 0.0273 0.0067 0.0031 0.0175 0.0206 0.25 0.11 0.64 0.75 

35.4 0.0271 0.0065 0.0031 0.0175 0.0206 0.24 0.11 0.65 0.76 

continued on page 391 

 



Section VII 4   Mass attenuation coefficient computation 391 

continued from page 390 

indMDF oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0267 0.0062 0.0030 0.0175 0.0205 0.23 0.11 0.66 0.77 

37 0.0260 0.0057 0.0028 0.0175 0.0203 0.22 0.11 0.67 0.78 

38 0.0254 0.0052 0.0027 0.0175 0.0202 0.20 0.11 0.69 0.80 

39 0.0248 0.0048 0.0026 0.0175 0.0201 0.19 0.10 0.70 0.81 

40 0.0243 0.0044 0.0025 0.0175 0.0199 0.18 0.10 0.72 0.82 

41 0.0239 0.0040 0.0024 0.0174 0.0198 0.17 0.10 0.73 0.83 

42 0.0234 0.0037 0.0023 0.0174 0.0197 0.16 0.10 0.74 0.84 

43 0.0230 0.0035 0.0022 0.0174 0.0196 0.15 0.09 0.76 0.85 

44 0.0227 0.0032 0.0021 0.0174 0.0195 0.14 0.09 0.77 0.86 

45 0.0223 0.0030 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

46 0.0220 0.0028 0.0019 0.0173 0.0193 0.13 0.09 0.79 0.87 

47 0.0217 0.0026 0.0019 0.0173 0.0192 0.12 0.09 0.80 0.88 

48 0.0215 0.0024 0.0018 0.0173 0.0191 0.11 0.08 0.80 0.89 

49 0.0212 0.0023 0.0017 0.0173 0.0190 0.11 0.08 0.81 0.89 

50 0.0210 0.0021 0.0017 0.0172 0.0189 0.10 0.08 0.82 0.90 

50.9 0.0208 0.0020 0.0016 0.0172 0.0188 0.10 0.08 0.83 0.90 

51 0.0208 0.0020 0.0016 0.0172 0.0188 0.10 0.08 0.83 0.91 

51.3 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0206 0.0019 0.0015 0.0172 0.0187 0.09 0.08 0.83 0.91 

53 0.0204 0.0017 0.0015 0.0171 0.0186 0.09 0.07 0.84 0.91 

54 0.0202 0.0016 0.0014 0.0171 0.0186 0.08 0.07 0.85 0.92 

55 0.0200 0.0015 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0198 0.0015 0.0014 0.0170 0.0184 0.07 0.07 0.86 0.93 

57 0.0197 0.0014 0.0013 0.0170 0.0183 0.07 0.07 0.86 0.93 

58 0.0195 0.0013 0.0013 0.0170 0.0182 0.07 0.06 0.87 0.93 

59 0.0194 0.0012 0.0012 0.0169 0.0182 0.06 0.06 0.87 0.94 

59.5 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0187 0.0009 0.0010 0.0167 0.0178 0.05 0.06 0.90 0.95 

70 0.0181 0.0007 0.0009 0.0166 0.0175 0.04 0.05 0.91 0.96 

75 0.0177 0.0006 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.03 0.04 0.93 0.97 

85 0.0170 0.0004 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0159 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-15: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry indMDF as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



392 4   Mass attenuation coefficient computation Section VII 

insulation oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.1428 3.0866 0.0453 0.0107 0.0560 0.98 0.01 0.00 0.02 

6 1.8193 1.7704 0.0366 0.0119 0.0485 0.97 0.02 0.01 0.03 

7 1.1455 1.1024 0.0303 0.0128 0.0432 0.96 0.03 0.01 0.04 

8 0.7684 0.7293 0.0257 0.0135 0.0393 0.95 0.03 0.02 0.05 

9 0.5417 0.5053 0.0222 0.0141 0.0363 0.93 0.04 0.03 0.07 

10 0.3974 0.3634 0.0195 0.0146 0.0341 0.91 0.05 0.04 0.09 

11 0.3015 0.2693 0.0173 0.0150 0.0323 0.89 0.06 0.05 0.11 

12 0.2354 0.2046 0.0154 0.0153 0.0308 0.87 0.07 0.07 0.13 

12.7 0.2009 0.1710 0.0143 0.0156 0.0299 0.85 0.07 0.08 0.15 

13 0.1883 0.1588 0.0139 0.0156 0.0295 0.84 0.07 0.08 0.16 

14 0.1540 0.1255 0.0126 0.0159 0.0285 0.81 0.08 0.10 0.19 

15 0.1284 0.1007 0.0115 0.0161 0.0276 0.78 0.09 0.13 0.22 

15.5 0.1179 0.0907 0.0110 0.0162 0.0272 0.77 0.09 0.14 0.23 

16 0.1088 0.0820 0.0105 0.0163 0.0268 0.75 0.10 0.15 0.25 

16.9 0.0950 0.0688 0.0097 0.0165 0.0262 0.72 0.10 0.17 0.28 

17 0.0937 0.0675 0.0097 0.0165 0.0262 0.72 0.10 0.18 0.28 

18 0.0818 0.0562 0.0089 0.0167 0.0256 0.69 0.11 0.20 0.31 

19 0.0723 0.0472 0.0082 0.0168 0.0250 0.65 0.11 0.23 0.35 

20 0.0646 0.0401 0.0076 0.0169 0.0245 0.62 0.12 0.26 0.38 

21 0.0583 0.0342 0.0071 0.0170 0.0241 0.59 0.12 0.29 0.41 

21.1 0.0578 0.0337 0.0070 0.0170 0.0241 0.58 0.12 0.29 0.42 

21.2 0.0572 0.0332 0.0070 0.0170 0.0240 0.58 0.12 0.30 0.42 

21.5 0.0556 0.0317 0.0068 0.0171 0.0239 0.57 0.12 0.31 0.43 

22 0.0532 0.0295 0.0066 0.0171 0.0237 0.55 0.12 0.32 0.45 

23 0.0489 0.0255 0.0062 0.0172 0.0233 0.52 0.13 0.35 0.48 

24 0.0453 0.0222 0.0058 0.0173 0.0230 0.49 0.13 0.38 0.51 

24.2 0.0446 0.0216 0.0057 0.0173 0.0230 0.49 0.13 0.39 0.51 

25 0.0422 0.0195 0.0054 0.0173 0.0227 0.46 0.13 0.41 0.54 

26 0.0396 0.0172 0.0051 0.0174 0.0224 0.43 0.13 0.44 0.57 

26.3 0.0389 0.0165 0.0050 0.0174 0.0224 0.43 0.13 0.45 0.58 

27 0.0373 0.0152 0.0048 0.0174 0.0222 0.41 0.13 0.47 0.59 

27.3 0.0367 0.0146 0.0047 0.0174 0.0221 0.40 0.13 0.47 0.60 

28 0.0354 0.0135 0.0045 0.0174 0.0219 0.38 0.13 0.49 0.62 

29 0.0337 0.0120 0.0042 0.0175 0.0217 0.36 0.13 0.52 0.64 

29.2 0.0334 0.0118 0.0042 0.0175 0.0217 0.35 0.13 0.52 0.65 

30 0.0323 0.0108 0.0040 0.0175 0.0215 0.33 0.12 0.54 0.67 

31 0.0310 0.0097 0.0038 0.0175 0.0213 0.31 0.12 0.57 0.69 

32 0.0298 0.0087 0.0036 0.0175 0.0211 0.29 0.12 0.59 0.71 

33 0.0288 0.0079 0.0034 0.0175 0.0209 0.27 0.12 0.61 0.73 

34 0.0279 0.0072 0.0032 0.0175 0.0208 0.26 0.12 0.63 0.74 

35 0.0271 0.0065 0.0031 0.0175 0.0206 0.24 0.11 0.65 0.76 

35.1 0.0270 0.0065 0.0031 0.0175 0.0206 0.24 0.11 0.65 0.76 

35.4 0.0268 0.0063 0.0030 0.0175 0.0205 0.23 0.11 0.65 0.77 

continued on page 393 

 



Section VII 4   Mass attenuation coefficient computation 393 

continued from page 392 

insulation oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0264 0.0059 0.0029 0.0175 0.0204 0.23 0.11 0.66 0.77 

37 0.0257 0.0054 0.0028 0.0175 0.0203 0.21 0.11 0.68 0.79 

38 0.0251 0.0050 0.0027 0.0175 0.0202 0.20 0.11 0.70 0.80 

39 0.0246 0.0046 0.0026 0.0175 0.0200 0.19 0.10 0.71 0.81 

40 0.0241 0.0042 0.0024 0.0175 0.0199 0.17 0.10 0.72 0.83 

41 0.0237 0.0039 0.0023 0.0174 0.0198 0.16 0.10 0.74 0.84 

42 0.0233 0.0036 0.0022 0.0174 0.0197 0.15 0.10 0.75 0.85 

43 0.0229 0.0033 0.0022 0.0174 0.0196 0.15 0.09 0.76 0.85 

44 0.0225 0.0031 0.0021 0.0174 0.0194 0.14 0.09 0.77 0.86 

45 0.0222 0.0029 0.0020 0.0174 0.0193 0.13 0.09 0.78 0.87 

46 0.0219 0.0027 0.0019 0.0173 0.0192 0.12 0.09 0.79 0.88 

47 0.0216 0.0025 0.0018 0.0173 0.0191 0.11 0.08 0.80 0.89 

48 0.0214 0.0023 0.0018 0.0173 0.0190 0.11 0.08 0.81 0.89 

49 0.0211 0.0022 0.0017 0.0172 0.0190 0.10 0.08 0.82 0.90 

50 0.0209 0.0020 0.0016 0.0172 0.0189 0.10 0.08 0.82 0.90 

50.9 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51.3 0.0206 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0205 0.0018 0.0015 0.0172 0.0187 0.09 0.07 0.84 0.91 

53 0.0203 0.0017 0.0015 0.0171 0.0186 0.08 0.07 0.84 0.92 

54 0.0201 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

55 0.0199 0.0015 0.0014 0.0171 0.0184 0.07 0.07 0.86 0.93 

56 0.0198 0.0014 0.0013 0.0170 0.0184 0.07 0.07 0.86 0.93 

57 0.0196 0.0013 0.0013 0.0170 0.0183 0.07 0.07 0.87 0.93 

58 0.0195 0.0012 0.0013 0.0170 0.0182 0.06 0.06 0.87 0.94 

59 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

59.5 0.0193 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0186 0.0009 0.0010 0.0167 0.0177 0.05 0.05 0.90 0.95 

70 0.0181 0.0007 0.0009 0.0166 0.0174 0.04 0.05 0.91 0.96 

75 0.0177 0.0005 0.0008 0.0164 0.0171 0.03 0.04 0.93 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.02 0.04 0.94 0.97 

85 0.0170 0.0004 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0158 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0002 0.0005 0.0157 0.0162 0.01 0.03 0.96 0.99 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-16: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry insulation as sum of the single coef-

ficients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of analysis data (Table IV-15) 

via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete with the attenuation 

fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



394 4   Mass attenuation coefficient computation Section VII 

Water 𝐇𝟐𝐎 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 4.2596 4.1922 0.0558 0.0112 0.0670 0.98 0.01 0.00 0.02 

6 2.4646 2.4069 0.0449 0.0126 0.0575 0.98 0.02 0.01 0.02 

7 1.5497 1.4992 0.0369 0.0136 0.0505 0.97 0.02 0.01 0.03 

8 1.0372 0.9921 0.0310 0.0144 0.0454 0.96 0.03 0.01 0.04 

9 0.7290 0.6875 0.0265 0.0150 0.0415 0.94 0.04 0.02 0.06 

10 0.5330 0.4944 0.0231 0.0155 0.0386 0.93 0.04 0.03 0.07 

11 0.4026 0.3664 0.0203 0.0159 0.0362 0.91 0.05 0.04 0.09 

12 0.3126 0.2783 0.0181 0.0162 0.0343 0.89 0.06 0.05 0.11 

12.7 0.2657 0.2326 0.0167 0.0165 0.0332 0.88 0.06 0.06 0.12 

13 0.2487 0.2160 0.0162 0.0165 0.0327 0.87 0.07 0.07 0.13 

14 0.2020 0.1706 0.0147 0.0168 0.0314 0.84 0.07 0.08 0.16 

15 0.1673 0.1370 0.0133 0.0170 0.0303 0.82 0.08 0.10 0.18 

15.5 0.1531 0.1233 0.0127 0.0171 0.0298 0.80 0.08 0.11 0.19 

16 0.1408 0.1114 0.0122 0.0172 0.0294 0.79 0.09 0.12 0.21 

16.9 0.1221 0.0935 0.0113 0.0173 0.0286 0.77 0.09 0.14 0.23 

17 0.1203 0.0917 0.0112 0.0174 0.0285 0.76 0.09 0.14 0.24 

18 0.1042 0.0764 0.0103 0.0175 0.0278 0.73 0.10 0.17 0.27 

19 0.0913 0.0642 0.0095 0.0176 0.0272 0.70 0.10 0.19 0.30 

20 0.0810 0.0544 0.0089 0.0177 0.0266 0.67 0.11 0.22 0.33 

21 0.0725 0.0465 0.0082 0.0178 0.0261 0.64 0.11 0.25 0.36 

21.1 0.0718 0.0458 0.0082 0.0178 0.0260 0.64 0.11 0.25 0.36 

21.2 0.0710 0.0451 0.0081 0.0178 0.0260 0.63 0.11 0.25 0.37 

21.5 0.0689 0.0431 0.0080 0.0179 0.0258 0.63 0.12 0.26 0.37 

22 0.0656 0.0400 0.0077 0.0179 0.0256 0.61 0.12 0.27 0.39 

23 0.0598 0.0346 0.0072 0.0180 0.0252 0.58 0.12 0.30 0.42 

24 0.0549 0.0301 0.0067 0.0181 0.0248 0.55 0.12 0.33 0.45 

24.2 0.0540 0.0293 0.0066 0.0181 0.0247 0.54 0.12 0.33 0.46 

25 0.0508 0.0264 0.0063 0.0181 0.0244 0.52 0.12 0.36 0.48 

26 0.0473 0.0232 0.0059 0.0182 0.0241 0.49 0.13 0.38 0.51 

26.3 0.0464 0.0224 0.0058 0.0182 0.0240 0.48 0.13 0.39 0.52 

27 0.0443 0.0206 0.0056 0.0182 0.0238 0.46 0.13 0.41 0.54 

27.3 0.0435 0.0198 0.0055 0.0182 0.0237 0.46 0.13 0.42 0.54 

28 0.0417 0.0183 0.0053 0.0182 0.0235 0.44 0.13 0.44 0.56 

29 0.0395 0.0163 0.0050 0.0183 0.0232 0.41 0.13 0.46 0.59 

29.2 0.0391 0.0159 0.0049 0.0183 0.0232 0.41 0.13 0.47 0.59 

30 0.0376 0.0146 0.0047 0.0183 0.0230 0.39 0.12 0.49 0.61 

31 0.0358 0.0131 0.0044 0.0183 0.0227 0.37 0.12 0.51 0.63 

32 0.0343 0.0118 0.0042 0.0183 0.0225 0.34 0.12 0.53 0.66 

33 0.0330 0.0107 0.0040 0.0183 0.0223 0.32 0.12 0.56 0.68 

34 0.0318 0.0097 0.0038 0.0183 0.0221 0.30 0.12 0.58 0.70 

35 0.0307 0.0088 0.0036 0.0183 0.0219 0.29 0.12 0.60 0.71 

35.1 0.0306 0.0087 0.0036 0.0183 0.0219 0.28 0.12 0.60 0.72 

35.4 0.0304 0.0085 0.0036 0.0183 0.0219 0.28 0.12 0.60 0.72 

continued on page 395 

 



Section VII 4   Mass attenuation coefficient computation 395 

continued from page 394 

Water 𝐇𝟐𝐎 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0298 0.0080 0.0034 0.0183 0.0218 0.27 0.12 0.61 0.73 

37 0.0289 0.0073 0.0033 0.0183 0.0216 0.25 0.11 0.63 0.75 

38 0.0282 0.0067 0.0031 0.0183 0.0214 0.24 0.11 0.65 0.76 

39 0.0275 0.0062 0.0030 0.0183 0.0213 0.22 0.11 0.67 0.78 

40 0.0268 0.0057 0.0029 0.0183 0.0211 0.21 0.11 0.68 0.79 

41 0.0262 0.0052 0.0028 0.0183 0.0210 0.20 0.10 0.70 0.80 

42 0.0257 0.0048 0.0026 0.0182 0.0209 0.19 0.10 0.71 0.81 

43 0.0252 0.0045 0.0025 0.0182 0.0207 0.18 0.10 0.72 0.82 

44 0.0248 0.0042 0.0024 0.0182 0.0206 0.17 0.10 0.73 0.83 

45 0.0244 0.0039 0.0023 0.0182 0.0205 0.16 0.10 0.75 0.84 

46 0.0240 0.0036 0.0022 0.0181 0.0204 0.15 0.09 0.76 0.85 

47 0.0236 0.0033 0.0022 0.0181 0.0203 0.14 0.09 0.77 0.86 

48 0.0233 0.0031 0.0021 0.0181 0.0202 0.13 0.09 0.78 0.87 

49 0.0230 0.0029 0.0020 0.0181 0.0201 0.13 0.09 0.79 0.87 

50 0.0227 0.0027 0.0019 0.0180 0.0200 0.12 0.09 0.79 0.88 

50.9 0.0224 0.0026 0.0019 0.0180 0.0199 0.11 0.08 0.80 0.89 

51 0.0224 0.0026 0.0019 0.0180 0.0199 0.11 0.08 0.80 0.89 

51.3 0.0223 0.0025 0.0018 0.0180 0.0198 0.11 0.08 0.81 0.89 

52 0.0222 0.0024 0.0018 0.0180 0.0198 0.11 0.08 0.81 0.89 

53 0.0219 0.0022 0.0017 0.0179 0.0197 0.10 0.08 0.82 0.90 

54 0.0217 0.0021 0.0017 0.0179 0.0196 0.10 0.08 0.83 0.90 

55 0.0215 0.0020 0.0016 0.0179 0.0195 0.09 0.08 0.83 0.91 

56 0.0213 0.0019 0.0016 0.0178 0.0194 0.09 0.07 0.84 0.91 

57 0.0211 0.0018 0.0015 0.0178 0.0193 0.08 0.07 0.84 0.92 

58 0.0209 0.0017 0.0015 0.0178 0.0193 0.08 0.07 0.85 0.92 

59 0.0208 0.0016 0.0014 0.0177 0.0192 0.08 0.07 0.85 0.92 

59.5 0.0207 0.0015 0.0014 0.0177 0.0191 0.07 0.07 0.86 0.93 

60 0.0206 0.0015 0.0014 0.0177 0.0191 0.07 0.07 0.86 0.93 

65 0.0199 0.0011 0.0012 0.0175 0.0187 0.06 0.06 0.88 0.94 

70 0.0193 0.0009 0.0010 0.0173 0.0184 0.05 0.05 0.90 0.95 

75 0.0188 0.0007 0.0009 0.0172 0.0181 0.04 0.05 0.91 0.96 

80 0.0184 0.0006 0.0008 0.0170 0.0178 0.03 0.04 0.92 0.97 

85 0.0180 0.0005 0.0007 0.0168 0.0175 0.03 0.04 0.93 0.97 

90 0.0177 0.0004 0.0007 0.0166 0.0173 0.02 0.04 0.94 0.98 

95 0.0173 0.0003 0.0006 0.0164 0.0170 0.02 0.03 0.95 0.98 

100 0.0171 0.0003 0.0005 0.0163 0.0168 0.02 0.03 0.95 0.98 

Table VII-17: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of water H2O as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical and literature 

data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete 

with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



396 4   Mass attenuation coefficient computation Section VII 

Wood (simplistic) oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.0666 3.0100 0.0456 0.0107 0.0563 0.98 0.01 0.00 0.02 

6 1.7687 1.7195 0.0369 0.0119 0.0488 0.97 0.02 0.01 0.03 

7 1.1103 1.0669 0.0305 0.0128 0.0434 0.96 0.03 0.01 0.04 

8 0.7429 0.7036 0.0259 0.0136 0.0394 0.95 0.03 0.02 0.05 

9 0.5226 0.4862 0.0223 0.0141 0.0364 0.93 0.04 0.03 0.07 

10 0.3829 0.3488 0.0195 0.0146 0.0341 0.91 0.05 0.04 0.09 

11 0.2902 0.2579 0.0173 0.0150 0.0323 0.89 0.06 0.05 0.11 

12 0.2264 0.1956 0.0155 0.0154 0.0308 0.86 0.07 0.07 0.14 

12.7 0.1931 0.1632 0.0144 0.0156 0.0299 0.85 0.07 0.08 0.16 

13 0.1811 0.1515 0.0139 0.0156 0.0296 0.84 0.08 0.09 0.16 

14 0.1480 0.1195 0.0126 0.0159 0.0285 0.81 0.09 0.11 0.19 

15 0.1234 0.0958 0.0115 0.0161 0.0276 0.78 0.09 0.13 0.22 

15.5 0.1134 0.0862 0.0110 0.0162 0.0272 0.76 0.10 0.14 0.24 

16 0.1047 0.0778 0.0105 0.0163 0.0269 0.74 0.10 0.16 0.26 

16.9 0.0915 0.0652 0.0097 0.0165 0.0262 0.71 0.11 0.18 0.29 

17 0.0902 0.0640 0.0097 0.0165 0.0262 0.71 0.11 0.18 0.29 

18 0.0788 0.0532 0.0089 0.0167 0.0256 0.68 0.11 0.21 0.32 

19 0.0697 0.0447 0.0082 0.0168 0.0250 0.64 0.12 0.24 0.36 

20 0.0624 0.0378 0.0076 0.0169 0.0246 0.61 0.12 0.27 0.39 

21 0.0564 0.0323 0.0071 0.0170 0.0241 0.57 0.13 0.30 0.43 

21.1 0.0559 0.0318 0.0070 0.0170 0.0241 0.57 0.13 0.31 0.43 

21.2 0.0554 0.0313 0.0070 0.0171 0.0240 0.57 0.13 0.31 0.43 

21.5 0.0538 0.0299 0.0068 0.0171 0.0239 0.56 0.13 0.32 0.44 

22 0.0515 0.0278 0.0066 0.0171 0.0237 0.54 0.13 0.33 0.46 

23 0.0474 0.0240 0.0062 0.0172 0.0234 0.51 0.13 0.36 0.49 

24 0.0439 0.0209 0.0058 0.0173 0.0230 0.48 0.13 0.39 0.52 

24.2 0.0433 0.0203 0.0057 0.0173 0.0230 0.47 0.13 0.40 0.53 

25 0.0410 0.0183 0.0054 0.0173 0.0227 0.45 0.13 0.42 0.55 

26 0.0385 0.0161 0.0051 0.0174 0.0224 0.42 0.13 0.45 0.58 

26.3 0.0379 0.0155 0.0050 0.0174 0.0224 0.41 0.13 0.46 0.59 

27 0.0364 0.0142 0.0048 0.0174 0.0222 0.39 0.13 0.48 0.61 

27.3 0.0358 0.0137 0.0047 0.0174 0.0221 0.38 0.13 0.49 0.62 

28 0.0346 0.0126 0.0045 0.0174 0.0219 0.37 0.13 0.50 0.63 

29 0.0330 0.0113 0.0042 0.0175 0.0217 0.34 0.13 0.53 0.66 

29.2 0.0327 0.0110 0.0042 0.0175 0.0217 0.34 0.13 0.53 0.66 

30 0.0316 0.0101 0.0040 0.0175 0.0215 0.32 0.13 0.55 0.68 

31 0.0304 0.0090 0.0038 0.0175 0.0213 0.30 0.13 0.58 0.70 

32 0.0293 0.0082 0.0036 0.0175 0.0211 0.28 0.12 0.60 0.72 

33 0.0283 0.0074 0.0034 0.0175 0.0209 0.26 0.12 0.62 0.74 

34 0.0275 0.0067 0.0032 0.0175 0.0208 0.24 0.12 0.64 0.76 

35 0.0267 0.0061 0.0031 0.0175 0.0206 0.23 0.12 0.66 0.77 

35.1 0.0266 0.0060 0.0031 0.0175 0.0206 0.23 0.12 0.66 0.77 

35.4 0.0264 0.0058 0.0030 0.0175 0.0206 0.22 0.11 0.66 0.78 

continued on page 397 

 



Section VII 4   Mass attenuation coefficient computation 397 

continued from page 396 

Wood (simplistic) oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0260 0.0055 0.0029 0.0175 0.0205 0.21 0.11 0.67 0.79 

37 0.0254 0.0051 0.0028 0.0175 0.0203 0.20 0.11 0.69 0.80 

38 0.0248 0.0046 0.0027 0.0175 0.0202 0.19 0.11 0.71 0.81 

39 0.0243 0.0043 0.0026 0.0175 0.0200 0.17 0.11 0.72 0.82 

40 0.0238 0.0039 0.0024 0.0175 0.0199 0.16 0.10 0.73 0.84 

41 0.0234 0.0036 0.0023 0.0175 0.0198 0.15 0.10 0.75 0.85 

42 0.0230 0.0033 0.0022 0.0174 0.0197 0.14 0.10 0.76 0.86 

43 0.0227 0.0031 0.0022 0.0174 0.0196 0.14 0.10 0.77 0.86 

44 0.0223 0.0029 0.0021 0.0174 0.0195 0.13 0.09 0.78 0.87 

45 0.0220 0.0027 0.0020 0.0174 0.0194 0.12 0.09 0.79 0.88 

46 0.0217 0.0025 0.0019 0.0173 0.0193 0.11 0.09 0.80 0.89 

47 0.0215 0.0023 0.0018 0.0173 0.0192 0.11 0.09 0.81 0.89 

48 0.0212 0.0021 0.0018 0.0173 0.0191 0.10 0.08 0.82 0.90 

49 0.0210 0.0020 0.0017 0.0173 0.0190 0.10 0.08 0.82 0.90 

50 0.0208 0.0019 0.0016 0.0172 0.0189 0.09 0.08 0.83 0.91 

50.9 0.0206 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.84 0.91 

51 0.0205 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.84 0.91 

51.3 0.0205 0.0017 0.0016 0.0172 0.0188 0.08 0.08 0.84 0.92 

52 0.0204 0.0016 0.0015 0.0172 0.0187 0.08 0.08 0.84 0.92 

53 0.0202 0.0015 0.0015 0.0171 0.0186 0.08 0.07 0.85 0.92 

54 0.0200 0.0015 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

55 0.0198 0.0014 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

56 0.0197 0.0013 0.0013 0.0170 0.0184 0.07 0.07 0.87 0.93 

57 0.0195 0.0012 0.0013 0.0170 0.0183 0.06 0.07 0.87 0.94 

58 0.0194 0.0011 0.0013 0.0170 0.0182 0.06 0.06 0.88 0.94 

59 0.0192 0.0011 0.0012 0.0169 0.0182 0.06 0.06 0.88 0.94 

59.5 0.0192 0.0011 0.0012 0.0169 0.0181 0.05 0.06 0.88 0.95 

60 0.0191 0.0010 0.0012 0.0169 0.0181 0.05 0.06 0.88 0.95 

65 0.0185 0.0008 0.0010 0.0167 0.0178 0.04 0.05 0.90 0.96 

70 0.0181 0.0006 0.0009 0.0166 0.0174 0.03 0.05 0.92 0.97 

75 0.0177 0.0005 0.0008 0.0164 0.0172 0.03 0.04 0.93 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.02 0.04 0.94 0.98 

85 0.0170 0.0003 0.0006 0.0160 0.0166 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0159 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0002 0.0005 0.0157 0.0162 0.01 0.03 0.96 0.99 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-18: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry wood (simplistic) as sum of the single 

coefficients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering 

(coh), and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented 

energy range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical and 

literature data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), 

complete with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



398 4   Mass attenuation coefficient computation Section VII 

Wood (total mean) oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2925 3.2355 0.0461 0.0107 0.0568 0.98 0.01 0.00 0.02 

6 1.9096 1.8600 0.0372 0.0119 0.0491 0.97 0.02 0.01 0.03 

7 1.2041 1.1604 0.0309 0.0128 0.0437 0.96 0.03 0.01 0.04 

8 0.8086 0.7690 0.0262 0.0136 0.0397 0.95 0.03 0.02 0.05 

9 0.5704 0.5337 0.0226 0.0141 0.0367 0.94 0.04 0.02 0.06 

10 0.4186 0.3842 0.0198 0.0146 0.0344 0.92 0.05 0.03 0.08 

11 0.3176 0.2851 0.0175 0.0150 0.0325 0.90 0.06 0.05 0.10 

12 0.2479 0.2168 0.0157 0.0154 0.0310 0.87 0.06 0.06 0.13 

12.7 0.2115 0.1814 0.0146 0.0156 0.0301 0.86 0.07 0.07 0.14 

13 0.1982 0.1685 0.0141 0.0157 0.0298 0.85 0.07 0.08 0.15 

14 0.1619 0.1332 0.0128 0.0159 0.0287 0.82 0.08 0.10 0.18 

15 0.1349 0.1071 0.0117 0.0161 0.0278 0.79 0.09 0.12 0.21 

15.5 0.1238 0.0964 0.0111 0.0162 0.0274 0.78 0.09 0.13 0.22 

16 0.1142 0.0872 0.0107 0.0164 0.0270 0.76 0.09 0.14 0.24 

16.9 0.0996 0.0732 0.0099 0.0165 0.0264 0.74 0.10 0.17 0.26 

17 0.0982 0.0719 0.0098 0.0165 0.0263 0.73 0.10 0.17 0.27 

18 0.0856 0.0599 0.0090 0.0167 0.0257 0.70 0.11 0.20 0.30 

19 0.0755 0.0503 0.0084 0.0168 0.0252 0.67 0.11 0.22 0.33 

20 0.0674 0.0427 0.0077 0.0169 0.0247 0.63 0.11 0.25 0.37 

21 0.0608 0.0365 0.0072 0.0170 0.0242 0.60 0.12 0.28 0.40 

21.1 0.0602 0.0360 0.0071 0.0171 0.0242 0.60 0.12 0.28 0.40 

21.2 0.0596 0.0354 0.0071 0.0171 0.0242 0.59 0.12 0.29 0.41 

21.5 0.0579 0.0339 0.0069 0.0171 0.0240 0.58 0.12 0.30 0.42 

22 0.0553 0.0314 0.0067 0.0171 0.0238 0.57 0.12 0.31 0.43 

23 0.0507 0.0272 0.0063 0.0172 0.0235 0.54 0.12 0.34 0.46 

24 0.0469 0.0238 0.0058 0.0173 0.0231 0.51 0.12 0.37 0.49 

24.2 0.0462 0.0231 0.0058 0.0173 0.0231 0.50 0.12 0.37 0.50 

25 0.0436 0.0208 0.0055 0.0173 0.0228 0.48 0.13 0.40 0.52 

26 0.0409 0.0183 0.0051 0.0174 0.0225 0.45 0.13 0.43 0.55 

26.3 0.0401 0.0177 0.0051 0.0174 0.0225 0.44 0.13 0.43 0.56 

27 0.0385 0.0162 0.0048 0.0174 0.0223 0.42 0.13 0.45 0.58 

27.3 0.0379 0.0157 0.0048 0.0174 0.0222 0.41 0.13 0.46 0.59 

28 0.0364 0.0144 0.0046 0.0175 0.0220 0.40 0.13 0.48 0.60 

29 0.0347 0.0129 0.0043 0.0175 0.0218 0.37 0.12 0.50 0.63 

29.2 0.0343 0.0126 0.0043 0.0175 0.0217 0.37 0.12 0.51 0.63 

30 0.0331 0.0115 0.0041 0.0175 0.0216 0.35 0.12 0.53 0.65 

31 0.0317 0.0104 0.0039 0.0175 0.0214 0.33 0.12 0.55 0.67 

32 0.0305 0.0094 0.0037 0.0175 0.0212 0.31 0.12 0.57 0.69 

33 0.0295 0.0085 0.0035 0.0175 0.0210 0.29 0.12 0.60 0.71 

34 0.0285 0.0077 0.0033 0.0175 0.0208 0.27 0.12 0.62 0.73 

35 0.0277 0.0070 0.0031 0.0175 0.0207 0.25 0.11 0.63 0.75 

35.1 0.0276 0.0069 0.0031 0.0175 0.0207 0.25 0.11 0.64 0.75 

35.4 0.0273 0.0067 0.0031 0.0175 0.0206 0.25 0.11 0.64 0.75 

continued on page 399 

 



Section VII 4   Mass attenuation coefficient computation 399 

continued from page 398 

Wood (total mean) oven-dry 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0269 0.0064 0.0030 0.0175 0.0205 0.24 0.11 0.65 0.76 

37 0.0262 0.0058 0.0028 0.0175 0.0204 0.22 0.11 0.67 0.78 

38 0.0256 0.0053 0.0027 0.0175 0.0202 0.21 0.11 0.68 0.79 

39 0.0250 0.0049 0.0026 0.0175 0.0201 0.20 0.10 0.70 0.80 

40 0.0245 0.0045 0.0025 0.0175 0.0200 0.18 0.10 0.71 0.82 

41 0.0240 0.0042 0.0024 0.0175 0.0198 0.17 0.10 0.73 0.83 

42 0.0236 0.0039 0.0023 0.0175 0.0197 0.16 0.10 0.74 0.84 

43 0.0232 0.0036 0.0022 0.0174 0.0196 0.15 0.09 0.75 0.85 

44 0.0228 0.0033 0.0021 0.0174 0.0195 0.15 0.09 0.76 0.86 

45 0.0225 0.0031 0.0020 0.0174 0.0194 0.14 0.09 0.77 0.86 

46 0.0222 0.0029 0.0019 0.0174 0.0193 0.13 0.09 0.78 0.87 

47 0.0219 0.0027 0.0019 0.0173 0.0192 0.12 0.09 0.79 0.88 

48 0.0216 0.0025 0.0018 0.0173 0.0191 0.12 0.08 0.80 0.88 

49 0.0213 0.0023 0.0017 0.0173 0.0190 0.11 0.08 0.81 0.89 

50 0.0211 0.0022 0.0017 0.0173 0.0189 0.10 0.08 0.82 0.90 

50.9 0.0209 0.0021 0.0016 0.0172 0.0188 0.10 0.08 0.82 0.90 

51 0.0209 0.0020 0.0016 0.0172 0.0188 0.10 0.08 0.83 0.90 

51.3 0.0208 0.0020 0.0016 0.0172 0.0188 0.10 0.08 0.83 0.90 

52 0.0207 0.0019 0.0016 0.0172 0.0187 0.09 0.08 0.83 0.91 

53 0.0205 0.0018 0.0015 0.0172 0.0187 0.09 0.07 0.84 0.91 

54 0.0203 0.0017 0.0015 0.0171 0.0186 0.08 0.07 0.85 0.92 

55 0.0201 0.0016 0.0014 0.0171 0.0185 0.08 0.07 0.85 0.92 

56 0.0199 0.0015 0.0014 0.0171 0.0184 0.08 0.07 0.86 0.92 

57 0.0198 0.0014 0.0013 0.0170 0.0183 0.07 0.07 0.86 0.93 

58 0.0196 0.0013 0.0013 0.0170 0.0183 0.07 0.07 0.87 0.93 

59 0.0195 0.0013 0.0012 0.0170 0.0182 0.07 0.06 0.87 0.93 

59.5 0.0194 0.0012 0.0012 0.0169 0.0182 0.06 0.06 0.87 0.94 

60 0.0193 0.0012 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0187 0.0009 0.0010 0.0168 0.0178 0.05 0.06 0.90 0.95 

70 0.0182 0.0007 0.0009 0.0166 0.0175 0.04 0.05 0.91 0.96 

75 0.0178 0.0006 0.0008 0.0164 0.0172 0.03 0.04 0.92 0.97 

80 0.0174 0.0005 0.0007 0.0162 0.0169 0.03 0.04 0.93 0.97 

85 0.0171 0.0004 0.0006 0.0160 0.0167 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0159 0.0164 0.02 0.03 0.95 0.98 

95 0.0165 0.0003 0.0005 0.0157 0.0162 0.02 0.03 0.95 0.98 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-19: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of oven-dry wood (total mean) as sum of the 

single coefficients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scat-

tering (coh), and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-

oriented energy range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical 

and literature data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table 

VII-9), complete with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



400 4   Mass attenuation coefficient computation Section VII 

Cellulose (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2185 3.1606 0.0470 0.0107 0.0576 0.98 0.01 0.00 0.02 

6 1.8572 1.8070 0.0379 0.0119 0.0498 0.97 0.02 0.01 0.03 

7 1.1661 1.1219 0.0314 0.0128 0.0442 0.96 0.03 0.01 0.04 

8 0.7802 0.7402 0.0266 0.0136 0.0401 0.95 0.03 0.02 0.05 

9 0.5487 0.5117 0.0229 0.0141 0.0370 0.93 0.04 0.03 0.07 

10 0.4019 0.3672 0.0200 0.0146 0.0346 0.91 0.05 0.04 0.09 

11 0.3044 0.2716 0.0177 0.0150 0.0327 0.89 0.06 0.05 0.11 

12 0.2372 0.2060 0.0158 0.0154 0.0312 0.87 0.07 0.06 0.13 

12.7 0.2022 0.1720 0.0147 0.0156 0.0303 0.85 0.07 0.08 0.15 

13 0.1896 0.1597 0.0143 0.0157 0.0299 0.84 0.08 0.08 0.16 

14 0.1548 0.1260 0.0129 0.0159 0.0288 0.81 0.08 0.10 0.19 

15 0.1289 0.1010 0.0118 0.0161 0.0279 0.78 0.09 0.13 0.22 

15.5 0.1184 0.0909 0.0112 0.0162 0.0275 0.77 0.09 0.14 0.23 

16 0.1092 0.0820 0.0108 0.0163 0.0271 0.75 0.10 0.15 0.25 

16.9 0.0953 0.0688 0.0100 0.0165 0.0265 0.72 0.10 0.17 0.28 

17 0.0939 0.0675 0.0099 0.0165 0.0264 0.72 0.11 0.18 0.28 

18 0.0819 0.0561 0.0091 0.0167 0.0258 0.69 0.11 0.20 0.31 

19 0.0724 0.0471 0.0084 0.0168 0.0252 0.65 0.12 0.23 0.35 

20 0.0647 0.0399 0.0078 0.0169 0.0247 0.62 0.12 0.26 0.38 

21 0.0584 0.0341 0.0073 0.0170 0.0243 0.58 0.12 0.29 0.42 

21.1 0.0578 0.0336 0.0072 0.0171 0.0243 0.58 0.12 0.30 0.42 

21.2 0.0573 0.0330 0.0071 0.0171 0.0242 0.58 0.12 0.30 0.42 

21.5 0.0557 0.0316 0.0070 0.0171 0.0241 0.57 0.13 0.31 0.43 

22 0.0532 0.0293 0.0068 0.0171 0.0239 0.55 0.13 0.32 0.45 

23 0.0489 0.0254 0.0063 0.0172 0.0235 0.52 0.13 0.35 0.48 

24 0.0453 0.0221 0.0059 0.0173 0.0232 0.49 0.13 0.38 0.51 

24.2 0.0446 0.0215 0.0058 0.0173 0.0231 0.48 0.13 0.39 0.52 

25 0.0422 0.0193 0.0055 0.0173 0.0229 0.46 0.13 0.41 0.54 

26 0.0396 0.0170 0.0052 0.0174 0.0226 0.43 0.13 0.44 0.57 

26.3 0.0389 0.0164 0.0051 0.0174 0.0225 0.42 0.13 0.45 0.58 

27 0.0373 0.0150 0.0049 0.0174 0.0223 0.40 0.13 0.47 0.60 

27.3 0.0367 0.0145 0.0048 0.0174 0.0222 0.39 0.13 0.47 0.61 

28 0.0354 0.0133 0.0046 0.0175 0.0221 0.38 0.13 0.49 0.62 

29 0.0337 0.0119 0.0043 0.0175 0.0218 0.35 0.13 0.52 0.65 

29.2 0.0334 0.0116 0.0043 0.0175 0.0218 0.35 0.13 0.52 0.65 

30 0.0323 0.0106 0.0041 0.0175 0.0216 0.33 0.13 0.54 0.67 

31 0.0310 0.0096 0.0039 0.0175 0.0214 0.31 0.13 0.57 0.69 

32 0.0298 0.0086 0.0037 0.0175 0.0212 0.29 0.12 0.59 0.71 

33 0.0288 0.0078 0.0035 0.0175 0.0210 0.27 0.12 0.61 0.73 

34 0.0279 0.0071 0.0033 0.0175 0.0209 0.25 0.12 0.63 0.75 

35 0.0271 0.0064 0.0032 0.0175 0.0207 0.24 0.12 0.65 0.76 

35.1 0.0270 0.0064 0.0031 0.0175 0.0207 0.24 0.12 0.65 0.77 

35.4 0.0268 0.0062 0.0031 0.0175 0.0206 0.23 0.12 0.65 0.77 

continued on page 401 

 



Section VII 4   Mass attenuation coefficient computation 401 

continued from page 400 

Cellulose (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0264 0.0058 0.0030 0.0175 0.0205 0.22 0.11 0.66 0.78 

37 0.0257 0.0053 0.0029 0.0175 0.0204 0.21 0.11 0.68 0.79 

38 0.0252 0.0049 0.0027 0.0175 0.0203 0.19 0.11 0.70 0.81 

39 0.0246 0.0045 0.0026 0.0175 0.0201 0.18 0.11 0.71 0.82 

40 0.0241 0.0041 0.0025 0.0175 0.0200 0.17 0.10 0.72 0.83 

41 0.0237 0.0038 0.0024 0.0175 0.0199 0.16 0.10 0.74 0.84 

42 0.0233 0.0035 0.0023 0.0175 0.0198 0.15 0.10 0.75 0.85 

43 0.0229 0.0033 0.0022 0.0174 0.0196 0.14 0.10 0.76 0.86 

44 0.0225 0.0030 0.0021 0.0174 0.0195 0.13 0.09 0.77 0.87 

45 0.0222 0.0028 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

46 0.0219 0.0026 0.0020 0.0174 0.0193 0.12 0.09 0.79 0.88 

47 0.0216 0.0024 0.0019 0.0173 0.0192 0.11 0.09 0.80 0.89 

48 0.0214 0.0023 0.0018 0.0173 0.0191 0.11 0.08 0.81 0.89 

49 0.0211 0.0021 0.0017 0.0173 0.0190 0.10 0.08 0.82 0.90 

50 0.0209 0.0020 0.0017 0.0173 0.0189 0.09 0.08 0.82 0.91 

50.9 0.0207 0.0019 0.0016 0.0172 0.0189 0.09 0.08 0.83 0.91 

51 0.0207 0.0019 0.0016 0.0172 0.0189 0.09 0.08 0.83 0.91 

51.3 0.0206 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0205 0.0017 0.0016 0.0172 0.0188 0.08 0.08 0.84 0.92 

53 0.0203 0.0016 0.0015 0.0172 0.0187 0.08 0.07 0.85 0.92 

54 0.0201 0.0015 0.0015 0.0171 0.0186 0.08 0.07 0.85 0.92 

55 0.0200 0.0014 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

56 0.0198 0.0014 0.0014 0.0171 0.0184 0.07 0.07 0.86 0.93 

57 0.0196 0.0013 0.0013 0.0170 0.0184 0.07 0.07 0.87 0.93 

58 0.0195 0.0012 0.0013 0.0170 0.0183 0.06 0.07 0.87 0.94 

59 0.0194 0.0011 0.0012 0.0170 0.0182 0.06 0.06 0.88 0.94 

59.5 0.0193 0.0011 0.0012 0.0170 0.0182 0.06 0.06 0.88 0.94 

60 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0186 0.0008 0.0010 0.0168 0.0178 0.04 0.06 0.90 0.96 

70 0.0181 0.0006 0.0009 0.0166 0.0175 0.04 0.05 0.91 0.96 

75 0.0177 0.0005 0.0008 0.0164 0.0172 0.03 0.05 0.93 0.97 

80 0.0174 0.0004 0.0007 0.0162 0.0169 0.02 0.04 0.93 0.98 

85 0.0170 0.0003 0.0006 0.0161 0.0167 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0159 0.0164 0.02 0.03 0.95 0.98 

95 0.0165 0.0002 0.0005 0.0157 0.0162 0.01 0.03 0.95 0.99 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-20: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of cellulose (mean) as sum of the single coeffi-

cients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), 

and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical and literature 

data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete 

with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



402 4   Mass attenuation coefficient computation Section VII 

Hemicelluloses (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 3.2105 3.1527 0.0469 0.0106 0.0576 0.98 0.01 0.00 0.02 

6 1.8525 1.8023 0.0379 0.0119 0.0497 0.97 0.02 0.01 0.03 

7 1.1630 1.1189 0.0314 0.0128 0.0442 0.96 0.03 0.01 0.04 

8 0.7781 0.7382 0.0265 0.0135 0.0401 0.95 0.03 0.02 0.05 

9 0.5473 0.5103 0.0229 0.0141 0.0370 0.93 0.04 0.03 0.07 

10 0.4008 0.3662 0.0200 0.0146 0.0346 0.91 0.05 0.04 0.09 

11 0.3036 0.2709 0.0177 0.0150 0.0327 0.89 0.06 0.05 0.11 

12 0.2366 0.2055 0.0158 0.0153 0.0312 0.87 0.07 0.06 0.13 

12.7 0.2017 0.1715 0.0147 0.0155 0.0302 0.85 0.07 0.08 0.15 

13 0.1891 0.1592 0.0142 0.0156 0.0299 0.84 0.08 0.08 0.16 

14 0.1544 0.1256 0.0129 0.0159 0.0288 0.81 0.08 0.10 0.19 

15 0.1286 0.1007 0.0118 0.0161 0.0279 0.78 0.09 0.13 0.22 

15.5 0.1181 0.0906 0.0112 0.0162 0.0274 0.77 0.10 0.14 0.23 

16 0.1089 0.0818 0.0108 0.0163 0.0271 0.75 0.10 0.15 0.25 

16.9 0.0950 0.0686 0.0100 0.0165 0.0264 0.72 0.10 0.17 0.28 

17 0.0937 0.0673 0.0099 0.0165 0.0264 0.72 0.11 0.18 0.28 

18 0.0817 0.0560 0.0091 0.0166 0.0258 0.68 0.11 0.20 0.32 

19 0.0722 0.0470 0.0084 0.0168 0.0252 0.65 0.12 0.23 0.35 

20 0.0645 0.0398 0.0078 0.0169 0.0247 0.62 0.12 0.26 0.38 

21 0.0582 0.0340 0.0072 0.0170 0.0243 0.58 0.12 0.29 0.42 

21.1 0.0577 0.0335 0.0072 0.0170 0.0242 0.58 0.12 0.30 0.42 

21.2 0.0571 0.0329 0.0071 0.0170 0.0242 0.58 0.13 0.30 0.42 

21.5 0.0555 0.0315 0.0070 0.0171 0.0241 0.57 0.13 0.31 0.43 

22 0.0531 0.0292 0.0068 0.0171 0.0238 0.55 0.13 0.32 0.45 

23 0.0488 0.0253 0.0063 0.0172 0.0235 0.52 0.13 0.35 0.48 

24 0.0451 0.0220 0.0059 0.0172 0.0231 0.49 0.13 0.38 0.51 

24.2 0.0445 0.0214 0.0058 0.0173 0.0231 0.48 0.13 0.39 0.52 

25 0.0421 0.0193 0.0055 0.0173 0.0228 0.46 0.13 0.41 0.54 

26 0.0395 0.0169 0.0052 0.0174 0.0225 0.43 0.13 0.44 0.57 

26.3 0.0388 0.0163 0.0051 0.0174 0.0225 0.42 0.13 0.45 0.58 

27 0.0373 0.0150 0.0049 0.0174 0.0223 0.40 0.13 0.47 0.60 

27.3 0.0366 0.0144 0.0048 0.0174 0.0222 0.39 0.13 0.47 0.61 

28 0.0353 0.0133 0.0046 0.0174 0.0220 0.38 0.13 0.49 0.62 

29 0.0337 0.0119 0.0043 0.0175 0.0218 0.35 0.13 0.52 0.65 

29.2 0.0333 0.0116 0.0043 0.0175 0.0217 0.35 0.13 0.52 0.65 

30 0.0322 0.0106 0.0041 0.0175 0.0216 0.33 0.13 0.54 0.67 

31 0.0309 0.0095 0.0039 0.0175 0.0214 0.31 0.13 0.57 0.69 

32 0.0298 0.0086 0.0037 0.0175 0.0212 0.29 0.12 0.59 0.71 

33 0.0288 0.0078 0.0035 0.0175 0.0210 0.27 0.12 0.61 0.73 

34 0.0279 0.0070 0.0033 0.0175 0.0208 0.25 0.12 0.63 0.75 

35 0.0271 0.0064 0.0032 0.0175 0.0207 0.24 0.12 0.65 0.76 

35.1 0.0270 0.0063 0.0031 0.0175 0.0207 0.23 0.12 0.65 0.77 

35.4 0.0268 0.0062 0.0031 0.0175 0.0206 0.23 0.12 0.65 0.77 

continued on page 403 

 



Section VII 4   Mass attenuation coefficient computation 403 

continued from page 402 

Hemicelluloses (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0263 0.0058 0.0030 0.0175 0.0205 0.22 0.11 0.66 0.78 

37 0.0257 0.0053 0.0029 0.0175 0.0204 0.21 0.11 0.68 0.79 

38 0.0251 0.0049 0.0027 0.0175 0.0202 0.19 0.11 0.70 0.81 

39 0.0246 0.0045 0.0026 0.0175 0.0201 0.18 0.11 0.71 0.82 

40 0.0241 0.0041 0.0025 0.0175 0.0200 0.17 0.10 0.73 0.83 

41 0.0236 0.0038 0.0024 0.0174 0.0198 0.16 0.10 0.74 0.84 

42 0.0232 0.0035 0.0023 0.0174 0.0197 0.15 0.10 0.75 0.85 

43 0.0229 0.0032 0.0022 0.0174 0.0196 0.14 0.10 0.76 0.86 

44 0.0225 0.0030 0.0021 0.0174 0.0195 0.13 0.09 0.77 0.87 

45 0.0222 0.0028 0.0020 0.0174 0.0194 0.13 0.09 0.78 0.87 

46 0.0219 0.0026 0.0020 0.0173 0.0193 0.12 0.09 0.79 0.88 

47 0.0216 0.0024 0.0019 0.0173 0.0192 0.11 0.09 0.80 0.89 

48 0.0213 0.0023 0.0018 0.0173 0.0191 0.11 0.08 0.81 0.89 

49 0.0211 0.0021 0.0017 0.0172 0.0190 0.10 0.08 0.82 0.90 

50 0.0209 0.0020 0.0017 0.0172 0.0189 0.09 0.08 0.82 0.91 

50.9 0.0207 0.0019 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51 0.0207 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

51.3 0.0206 0.0018 0.0016 0.0172 0.0188 0.09 0.08 0.83 0.91 

52 0.0205 0.0017 0.0016 0.0172 0.0187 0.08 0.08 0.84 0.92 

53 0.0203 0.0016 0.0015 0.0171 0.0187 0.08 0.07 0.85 0.92 

54 0.0201 0.0015 0.0015 0.0171 0.0186 0.08 0.07 0.85 0.92 

55 0.0199 0.0014 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

56 0.0198 0.0014 0.0014 0.0170 0.0184 0.07 0.07 0.86 0.93 

57 0.0196 0.0013 0.0013 0.0170 0.0183 0.07 0.07 0.87 0.93 

58 0.0195 0.0012 0.0013 0.0170 0.0183 0.06 0.07 0.87 0.94 

59 0.0193 0.0011 0.0012 0.0169 0.0182 0.06 0.06 0.88 0.94 

59.5 0.0193 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

60 0.0192 0.0011 0.0012 0.0169 0.0181 0.06 0.06 0.88 0.94 

65 0.0186 0.0008 0.0010 0.0167 0.0178 0.04 0.06 0.90 0.96 

70 0.0181 0.0006 0.0009 0.0166 0.0175 0.04 0.05 0.91 0.96 

75 0.0177 0.0005 0.0008 0.0164 0.0172 0.03 0.05 0.93 0.97 

80 0.0173 0.0004 0.0007 0.0162 0.0169 0.02 0.04 0.93 0.98 

85 0.0170 0.0003 0.0006 0.0160 0.0167 0.02 0.04 0.94 0.98 

90 0.0167 0.0003 0.0006 0.0159 0.0164 0.02 0.03 0.95 0.98 

95 0.0164 0.0002 0.0005 0.0157 0.0162 0.01 0.03 0.95 0.99 

100 0.0162 0.0002 0.0005 0.0155 0.0160 0.01 0.03 0.96 0.99 

Table VII-21: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of hemicelluloses (mean) as sum of the single 

coefficients following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering 

(coh), and incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented 

energy range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical and 

literature data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), 

complete with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 

  



404 4   Mass attenuation coefficient computation Section VII 

Lignin (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

5 2.6920 2.6386 0.0423 0.0108 0.0531 0.98 0.02 0.00 0.02 

6 1.5507 1.5040 0.0342 0.0120 0.0462 0.97 0.02 0.01 0.03 

7 0.9729 0.9316 0.0284 0.0129 0.0413 0.96 0.03 0.01 0.04 

8 0.6510 0.6133 0.0241 0.0136 0.0377 0.94 0.04 0.02 0.06 

9 0.4583 0.4233 0.0209 0.0142 0.0350 0.92 0.05 0.03 0.08 

10 0.3362 0.3033 0.0183 0.0146 0.0330 0.90 0.05 0.04 0.10 

11 0.2553 0.2240 0.0163 0.0150 0.0313 0.88 0.06 0.06 0.12 

12 0.1997 0.1697 0.0146 0.0154 0.0299 0.85 0.07 0.08 0.15 

12.7 0.1707 0.1416 0.0135 0.0156 0.0291 0.83 0.08 0.09 0.17 

13 0.1602 0.1314 0.0131 0.0157 0.0288 0.82 0.08 0.10 0.18 

14 0.1314 0.1036 0.0119 0.0159 0.0278 0.79 0.09 0.12 0.21 

15 0.1100 0.0830 0.0109 0.0162 0.0270 0.75 0.10 0.15 0.25 

15.5 0.1013 0.0746 0.0104 0.0163 0.0266 0.74 0.10 0.16 0.26 

16 0.0937 0.0674 0.0099 0.0164 0.0263 0.72 0.11 0.17 0.28 

16.9 0.0822 0.0565 0.0092 0.0165 0.0257 0.69 0.11 0.20 0.31 

17 0.0810 0.0554 0.0091 0.0165 0.0257 0.68 0.11 0.20 0.32 

18 0.0711 0.0460 0.0084 0.0167 0.0251 0.65 0.12 0.23 0.35 

19 0.0632 0.0386 0.0078 0.0168 0.0246 0.61 0.12 0.27 0.39 

20 0.0568 0.0327 0.0072 0.0170 0.0241 0.58 0.13 0.30 0.42 

21 0.0516 0.0279 0.0067 0.0171 0.0237 0.54 0.13 0.33 0.46 

21.1 0.0512 0.0275 0.0066 0.0171 0.0237 0.54 0.13 0.33 0.46 

21.2 0.0507 0.0270 0.0066 0.0171 0.0237 0.53 0.13 0.34 0.47 

21.5 0.0494 0.0258 0.0064 0.0171 0.0236 0.52 0.13 0.35 0.48 

22 0.0473 0.0240 0.0062 0.0171 0.0234 0.51 0.13 0.36 0.49 

23 0.0438 0.0207 0.0058 0.0172 0.0230 0.47 0.13 0.39 0.53 

24 0.0408 0.0180 0.0054 0.0173 0.0227 0.44 0.13 0.42 0.56 

24.2 0.0402 0.0175 0.0054 0.0173 0.0227 0.44 0.13 0.43 0.56 

25 0.0382 0.0158 0.0051 0.0173 0.0224 0.41 0.13 0.45 0.59 

26 0.0360 0.0139 0.0048 0.0174 0.0222 0.39 0.13 0.48 0.61 

26.3 0.0355 0.0134 0.0047 0.0174 0.0221 0.38 0.13 0.49 0.62 

27 0.0342 0.0123 0.0045 0.0174 0.0219 0.36 0.13 0.51 0.64 

27.3 0.0337 0.0118 0.0044 0.0174 0.0219 0.35 0.13 0.52 0.65 

28 0.0326 0.0109 0.0042 0.0175 0.0217 0.33 0.13 0.54 0.67 

29 0.0312 0.0097 0.0040 0.0175 0.0215 0.31 0.13 0.56 0.69 

29.2 0.0309 0.0095 0.0039 0.0175 0.0214 0.31 0.13 0.57 0.69 

30 0.0300 0.0087 0.0038 0.0175 0.0213 0.29 0.13 0.58 0.71 

31 0.0289 0.0078 0.0036 0.0175 0.0211 0.27 0.12 0.61 0.73 

32 0.0279 0.0070 0.0034 0.0175 0.0209 0.25 0.12 0.63 0.75 

33 0.0271 0.0063 0.0032 0.0175 0.0207 0.23 0.12 0.65 0.77 

34 0.0263 0.0057 0.0030 0.0175 0.0206 0.22 0.12 0.67 0.78 

35 0.0257 0.0052 0.0029 0.0175 0.0204 0.20 0.11 0.68 0.80 

35.1 0.0256 0.0052 0.0029 0.0175 0.0204 0.20 0.11 0.69 0.80 

35.4 0.0254 0.0050 0.0028 0.0175 0.0204 0.20 0.11 0.69 0.80 

continued on page 405 
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Lignin (mean) 

Energy 
𝝁𝒊
𝝆
(𝑬) [m2 kg⁄ ] 𝝃(𝒊) [−] 

𝑬 [keV]  total photo coh incoh scat photo coh incoh scat 

36 0.0250 0.0048 0.0028 0.0175 0.0203 0.19 0.11 0.70 0.81 

37 0.0245 0.0043 0.0026 0.0175 0.0201 0.18 0.11 0.71 0.82 

38 0.0240 0.0040 0.0025 0.0175 0.0200 0.17 0.10 0.73 0.83 

39 0.0236 0.0037 0.0024 0.0175 0.0199 0.16 0.10 0.74 0.84 

40 0.0231 0.0034 0.0023 0.0175 0.0198 0.15 0.10 0.76 0.85 

41 0.0228 0.0031 0.0022 0.0175 0.0197 0.14 0.10 0.77 0.86 

42 0.0224 0.0029 0.0021 0.0174 0.0195 0.13 0.09 0.78 0.87 

43 0.0221 0.0026 0.0020 0.0174 0.0194 0.12 0.09 0.79 0.88 

44 0.0218 0.0025 0.0019 0.0174 0.0193 0.11 0.09 0.80 0.89 

45 0.0215 0.0023 0.0019 0.0174 0.0192 0.11 0.09 0.81 0.89 

46 0.0212 0.0021 0.0018 0.0173 0.0191 0.10 0.08 0.82 0.90 

47 0.0210 0.0020 0.0017 0.0173 0.0190 0.09 0.08 0.82 0.91 

48 0.0208 0.0018 0.0017 0.0173 0.0189 0.09 0.08 0.83 0.91 

49 0.0206 0.0017 0.0016 0.0172 0.0189 0.08 0.08 0.84 0.92 

50 0.0204 0.0016 0.0015 0.0172 0.0188 0.08 0.08 0.85 0.92 

50.9 0.0202 0.0015 0.0015 0.0172 0.0187 0.07 0.07 0.85 0.93 

51 0.0202 0.0015 0.0015 0.0172 0.0187 0.07 0.07 0.85 0.93 

51.3 0.0201 0.0015 0.0015 0.0172 0.0187 0.07 0.07 0.85 0.93 

52 0.0200 0.0014 0.0014 0.0172 0.0186 0.07 0.07 0.86 0.93 

53 0.0198 0.0013 0.0014 0.0171 0.0185 0.07 0.07 0.86 0.93 

54 0.0197 0.0012 0.0013 0.0171 0.0184 0.06 0.07 0.87 0.94 

55 0.0195 0.0012 0.0013 0.0171 0.0184 0.06 0.07 0.87 0.94 

56 0.0194 0.0011 0.0013 0.0170 0.0183 0.06 0.06 0.88 0.94 

57 0.0193 0.0010 0.0012 0.0170 0.0182 0.05 0.06 0.88 0.95 

58 0.0191 0.0010 0.0012 0.0170 0.0181 0.05 0.06 0.89 0.95 

59 0.0190 0.0009 0.0011 0.0169 0.0181 0.05 0.06 0.89 0.95 

59.5 0.0189 0.0009 0.0011 0.0169 0.0180 0.05 0.06 0.89 0.95 

60 0.0189 0.0009 0.0011 0.0169 0.0180 0.05 0.06 0.89 0.95 

65 0.0183 0.0007 0.0010 0.0167 0.0177 0.04 0.05 0.91 0.96 

70 0.0179 0.0005 0.0008 0.0165 0.0174 0.03 0.05 0.92 0.97 

75 0.0175 0.0004 0.0007 0.0164 0.0171 0.02 0.04 0.93 0.98 

80 0.0172 0.0003 0.0006 0.0162 0.0168 0.02 0.04 0.94 0.98 

85 0.0169 0.0003 0.0006 0.0160 0.0166 0.02 0.03 0.95 0.98 

90 0.0166 0.0002 0.0005 0.0158 0.0163 0.01 0.03 0.96 0.99 

95 0.0163 0.0002 0.0005 0.0157 0.0161 0.01 0.03 0.96 0.99 

100 0.0161 0.0002 0.0004 0.0155 0.0159 0.01 0.03 0.96 0.99 

Table VII-22: Total mean mass attenuation coefficients 𝜇 𝜌⁄ (𝐸)mix of lignin (mean) as sum of the single coefficients 

following eq. (II-14) for the attenuation processes photoelectric absorption (photo), coherent scattering (coh), and 

incoherent scattering (incoh) as well as scattering coefficient (scat = coh + incoh) for a practice-oriented energy 

range (incl. particular device energies, bold, refer to Table VII-2) determined on basis of empirical and literature 

data (Table IV-14) via eq. (II-31) by means of XCOM (2010) elemental data (Table VII-3 to Table VII-9), complete 

with the attenuation fractions 𝜉(𝑖) following eq. (II-15) of the single mechanisms. 
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