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Abstract

At the present day, high harmonic generation (HHG) from solids is an emerging
field, rapidly maturing to a fundamental part of modern attosecond science. It
promises wide-ranging applications, for instance as a compact solid-state source of
ultrashort coherent extreme ultraviolet radiation, as a novel spectroscopic tool for
the investigation of solids and as a cornerstone of petahertz optoelectronics. The
precise dynamics underlying solid HHG are naturally complicated and so far no
simple-mans model has been proven sufficient to describe the multitude of observed
phenomena. One exciting aspect of solid HHG is its response to elliptically polar-
ized excitation, which has been shown to behave very differently to what is known
from HHG from gases. This thesis aims at exploring several facets of this, putting
special emphasis on dissecting the polarization states of the emitted harmonics.

In experiments from Si, several key features are found for the first time. For
instance, circularly polarized harmonics can be generated with circularly polar-
ized laser pulses. Furthermore, with elliptical driving polarization, the harmonic
ellipticities peak for certain driving conditions, enabling the generation of circular
harmonics from elliptical laser pulses. Harmonic orders are shown to behave differ-
ently, demonstrating that different generation mechanisms can underlie different
harmonics. The experiments are supported by an ab-initio time-dependent density
functional theory framework (by N. Tancogne-Dejean, A. Rubio) which considers
the full band structure and describes the experimental results convincingly.

To get further insights into the microscopic origin of some of the observed
phenomena, a single-particle intraband-only model is developed and applied to a
model-type tight-binding band structure as well as to the band structure of ZnS.
In the latter case the results are also compared to experimental data. Several
of the experimentally observed features can be reproduced in these simulations,
e.g., sharply defined driving conditions that maximize the harmonic ellipticities
with elliptical excitation, a rotation of the major axis of the harmonics as well as
depolarization that increases with the peak electric field strength. By comparing
simulations and experiments in ZnS, it is found that the intraband-only model
provides a reasonable approximation for a below-band-gap harmonic but fails to
describe a harmonic above the band gap, implying that there, the dynamics cannot
be described sufficiently with a single band. Thus, the ellipticity response of solid
HHG intrinsically carries information about its generation mechanism.

Finally, an extreme-ultraviolet beam line is set up in order to investigate high-
order harmonics from MgO. These experiments confirm earlier results that the
intensity of certain harmonics can be greatly enhanced with elliptical excitation.
However in this case, and contrary to a previous theoretical prediction, the exper-
iments do not show an extension of the cutoff with elliptical excitation.

The work described in this thesis can be expected to play a vital role in the fur-
ther development of a microscopic understanding of the strong-field-driven charge
dynamics in solids as well as in the construction of compact ultrafast circularly
polarized HHG sources.
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Zusammenfassung

Zum heutigen Zeitpunkt ist die Hohe Harmonische Erzeugung (HHG) von Festkör-
pern ein aufstrebendes Feld der ultraschnellen Optik und im Begriff, ein zentraler
Bestandteil moderner Attosekundenphysik zu werden. Potenzielle Anwendungen
reichen von der Nutzung als kompakter Quelle ultrakurzer kohärenter Pulse im
extrem-ultravioletten Spektralbereich, über Nutzung als neues spektroskopisches
Werkzeug zur Analyse von Festkörpern sowie als Bestandteil zukünftiger PHz-
Optoelektronik. Verschiedene gekoppelte Dynamiken unterliegen der Erzeugung
von HHG in Festkörpern und daher existiert bislang kein simples Modell, welches
die vielfältigen, teils überraschenden Eigenschaften zuverlässig beschreibt. Dabei
ist die Erzeugung Hoher Harmonischer mit elliptisch polarisierten Laserpulsen
zu erwähnen, wo große Unterschiede zum bekannten Fall von HHG von Gasen
aufgezeigt wurden. Diese Dissertation zielt darauf ab, dieses Verhalten und dabei
speziell die Polarisationszustände der Harmonischen näher zu untersuchen.

In Experimenten an Si werden vielerlei Effekte zum ersten Mal gezeigt. Beispiel-
sweise lassen sich zirkular polarisierte Harmonische mit zirkular polarisierten Laser-
pulsen erzeugen. Weiterhin gibt es auch Situationen, in denen mit elliptischer
Laserpolarisation zirkular polarisierte Harmonische erzeugt werden. Es wird gezeigt,
dass sich verschiedene Harmonische unterschiedlich verhalten, was als Beweis gel-
ten kann, dass sie von verschiedenen Mechanismen erzeugt werden. Diese Ex-
perimente werden von Simulationen mittels ab-initio zeitabhängiger Dichtefunk-
tionaltheorie unterstützt (N. Tancogne Dejean, A. Rubio), welche die gesamte
Bandstruktur mit einbeziehen und die Experimente überzeugend beschreiben.

Um tiefere Einblicke in die Ladungsträgerdynamiken hinter diesen Beobachtun-
gen zu gewinnen, wird ein einfaches Modell entwickelt, welches ein lasergetriebenes
Elektron in einem Leitungsband beschreibt. Damit werden verschiedene Fälle
simuliert und mit den Experimenten verglichen. Hierbei können entscheidene
Beobachtungen reproduziert werden, beispielsweise die scharfdefinierten Laser-
parameter, für welche einzelne Harmonische zirkular polarisiert erzeugt werden.
Auch eine Drehung der Hauptachse sowie Depolarisationsmechanismen werden
von diesem einfachen Modell beschrieben und im Experiment gefunden. Für eine
Harmonische oberhalb der Bandlücke stimmen die Simulationen nicht mit Experi-
menten überein, was verdeutlicht, dass hier noch andere Dynamiken relevant sind.

Zu guter Letzt wird ein Apparat aufgebaut, in dem sich Hohe Harmonische
im extrem ultravioletten Spektralbereich erzeugen und detektieren lassen. An
Experimenten von MgO können frühere Beobachtungen bestätigt werden, dass
sich die Intensität von gewissen Harmonischen stark mit elliptisch polarisierten
Laserpulsen vergrößern lässt. Eine theoretische Vorhersage, dass auch der Cutoff
mit elliptischer Polarisation erhöht werden kann, wird nicht bestätigt.

Diese Arbeit leistet entscheidene Beiträge, um das mikroskopisches Verständ-
nis der starkfeldgetriebenen Ladungsträgerdynamiken in Festkörpern weiterzuen-
twickeln und erlaubt die Konstruktion von kompakten HHG-Quellen mit beliebigen
Polarisationszuständen.
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Chapter 1

A brief introduction to high
harmonic generation

Linear light-matter interactions have revealed themselves to mankind since its
very beginning. With dispersion, reflection and absorption alone, one can describe
almost our entire visual experience - a sense that most people would call paramount
to their perception of the world. Even more so, from a quantum field theory
perspective, photons are the force carriers of electromagnetic interactions. Hence
even interaction of matter with itself seems to be mediated by light. This hardly
leaves any directly observable phenomenon that is not at its core a light-matter
interaction. Linear light-matter interactions are macroscopically characterized by
an intensity-independent refractive index, i.e. the field-induced polarization in
matter is linear to the amplitude of the light field. 60 years ago, this was found to
not always be the case.

Only one year after the invention of the laser, Franken et al. famously reported
that they doubled the frequency of laser light by focussing it on a quartz crystal
[1]. Almost simultaneously, Kaiser et al. reported the observation of two-photon
absorption in doped CaF2 [2]. Both of these effects were immediately understood
as observations of a second-order nonlinear effect, made available by the large
photon flux of the newly invented laser [1–4]. Since then, the rapid development
of perturbative nonlinear optics has led to countless applications in fields like
consumer electronics, communication and medicine [5] and has revolutionized the
fields of spectroscopy [6] and microscopy [7, 8].

The invention of chirped pulse amplification (CPA) by Strickland and Mourou
in 1985 [9] (Nobel prize 2018) enabled the amplification of laser pulses with fem-
tosecond pulse durations (1 fs = 10−15 s) to the mJ-level. This had tremendous
consequences on the feasible peak powers of laser pulses. If compressed to a short
enough time, already µJ’s of energy can easily produce high enough electric field
strengths to rival the intraatomic electric field. Nowadays, the highest possible elec-
tric field strengths can be generated with ultrashort lasers. They are anticipated
for approaches to overcome the proton-proton repulsion for nuclear fusion [10] and
to reach the Schwinger limit, at which the electric field is strong enough to separate
spontaneously generated electron-hole pairs and thereby break down the quantum
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Chapter 1. A brief introduction to high harmonic generation

vacuum [11].
Shortly after the invention of CPA, it was reported that high-order harmonics

could be generated when strong laser pulses were focussed on gas atoms [12–14].
The conventional theory of perturbative optical harmonic generation was not suffi-
cient to explain how an infrared laser pulse could generate the observed plateau-like
spectrum of high-order harmonics up into the extreme ultraviolet (XUV) region
of the electromagnetic spectrum. However, a comprehensive theory was developed
within seven years of its first observation. It involved tunnel ionization (theoret-
ically developed by Keldysh already in 1965 [15]), subsequent acceleration of the
partly freed electron wave packet and due to the polarity change of the laser field,
interference with the wave packets unionized portion in its parent ion [16,17]. High
harmonic generation (HHG) from gases has since then matured to a substantial
part of ultrafast optics. With HHG, the shortest light pulses (or the shortest events
at all for that matter) ever have been created [18], as well as photon energies up to
1.6 keV [19]. This makes HHG an ideal source to study dynamics on the natural
timescales of electrons [20–24].

It was early observed and understood that elliptically polarized driving pulses
diminish the high-harmonic yield because the freed electron does not find its way
back to its parent ion with an electric-field vector that is changing directions in time
[16,25–28]. As a consequence, circularly polarized high-harmonic pulses cannot be
produced from atoms with a single circularly polarized driving field. However,
rather elaborate schemes have recently attracted a lot of attention in generating
circularly polarized HHG nevertheless. These included counter-rotating circularly
polarized bi-color pulses [29–31], non-collinear counter-rotating circularly polarized
pulses [32] or the combination of two orthogonally polarized HHG beams with an
appropriate phase shift [33]. In general, circularly polarized, ultrashort XUV-
sources are a promising tool to investigate chiral systems [34, 35] and magnetic
materials [36, 37].

In 2011, Ghimire et al demonstrated the first non-perturbative HHG from a
solid material, the crystal ZnO [38]. This work has sparked significant interest
in the scientific community. The manifold of different solid materials represent
a large playground of opportunities for such a new field. For instance, much
lower intensities are needed when compared to gas HHG, which could lead to
extremely compact solid-state attosecond sources. Another interesting aspect is
that solid HHG itself could serve as a spectroscopic tool. For instance, it has been
proposed that the band structure of a solid can be reconstructed from it [39, 40].
Also, it contains signatures of the dynamics in interesting materials like topological
insulators [41], strongly correlated materials [42,43] or epsilon-near-zero materials
[44]. The precise strong-field dynamics underlying HHG from solids are naturally
complicated and subject to an intense scientific debate of which no complete picture
has yet emerged.

In 2017, it was reported that the response of harmonic 19 (HH19) to driving-
laser ellipticity was vastly different than in the gas HHG case [45]. The yield was
not zero with circular excitation and for certain crystal rotations it was found that
the yield could actually be maximized with elliptically polarized excitation. Similar

2



1.1. High harmonic generation from gases

observations have then been made from harmonics in the visible wavelength range
from Graphene and MoS2 [46]. Here, Yoshikawa and coworkers have also looked at
the polarization of the harmonics and found that in some cases, the polarization
angle could be rotated to the driving axis [46]. Tancogne-Dejean and coworkers
have modeled this behavior with an ab-initio time dependent density functional
theory approach (TDDFT) and were able to reproduce the results from MgO and
predicted, among other things, that circularly polarized high-harmonic could be
generated from solids with circularly polarized driving fields. Also, for elliptical
polarization, Tancogne-Dejean et al. predicted that the harmonics polarization
could deviate from the polarization of the driving pulses. Furthermore, under
certain conditions in MgO, the cutoff could be enhanced with elliptically polarized
excitation. All of this is far from intuitive when used to the gas HHG dynamics.
Even more so, since the precise ultrafast carrier dynamics in solids that underlie
solid HHG are not well understood, the high-harmonic response to elliptically
polarized excitation could link to some fundamental insights on the one hand and
some fascinating applications on the other. The aim of the present project is to
explore this behavior in more detail than has been done so far.

This thesis is organized as follows. This chapter introduces gas HHG and
discusses its response to elliptical excitation as well as review the methods to
generate circularly polarized high-harmonics from gases. Then, we shall review the
most important findings of solid HHG to date and discuss some general aspects and
challenges of its description. Also, a review on what has been done with elliptical
and circular polarization so far will be given. Chapter 2 presents experimental
work that mostly revolves around HHG from silicon in which harmonics between
200 nm and 700 nm will be studied. Here, two methods of generating circularly
polarized HHG from solids will be presented as they have been found in these
experiments for the first time. To better understand the observed phenomena,
chapter 3 presents results on single-particle intraband-only calculations which, for
the first time, have been applied to solid HHG with elliptically polarized excitation.
Some ideas will be developed, as to how the polarization states of the harmonics
can deviate so strongly from those of the driving pulses. In chapter 4, this work
is extended to the extreme ultraviolet spectral region and it is investigated how
high-harmonics generated from MgO respond to elliptically polarized excitation.
The conclusions will be drawn in chapter 5.

1.1 High harmonic generation from gases
Even the longest journey begins with a single step - as Lao Tzu has been ascribed
to have said - and so, let us start by examining the relevant fundamentals to
this work. High-harmonic generation in gases has matured to a reliable source
of coherent XUV-pulses that is nowadays implemented in dozens of laboratories
worldwide. The generation mechanism is quite well understood and has been
described comprehensibly in well received sources. It might seem odd to discuss
HHG from gases here since the project that culminates in this thesis revolves
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around HHG from solids. However, since HHG from solids is far less understood
than its gas counterpart and since there are significant similarities between the
two, it makes sense to discuss relevant phenomena in gases first. A central aspect
of this thesis is the generation of circularly polarized high harmonics and thus,
it is particularly useful to review existing approaches that achieve the same from
gases. This should help to discuss similarities and differences as well as possible
advantages and disadvantages of the here provided findings. This chapter will
take some knowledge about perturbative nonlinear optics and the generation and
methodology of ultrashort laser pulses for granted. If interested, the reader is
advised to look up standard literature on this topic. For nonlinear optics this
could be, e.g., Refs. [47,48] and for ultrafast optics, e.g., Refs. [49,50].

1.1.1 Fundamentals
The elementary features of HHG are captured by its unique spectrum. While for
perturbative harmonic generation, higher orders than the 5th harmonic are seldom
observed, the typical HHG spectrum exhibits dozens to hundreds of odd∗ harmonic
orders. While for perturbative harmonic generation, the harmonic yields, i.e. the
intensities of the harmonics, decrease exponentially with increasing harmonic or-
der, this is only the case for the first few harmonics in an HHG spectrum. Most
of the harmonics of an HHG spectrum lie in the ’plateau’-regime, in which the
harmonic signal varies only very little for different harmonic order. The high-
est harmonics can be found in the ’cutoff’-regime, in which the harmonic yield
decreases exponentially again (see Fig. 1.1a).

The HHG process can be described with a three-step model, either semiclassi-
cally [16] or with a full quantum-mechanical description [17] (see also Fig. 1.1b).
The three steps are:

1. Tunneling The electric field strength of the laser pulse is strong enough
to rival the intra-atomic electric field. That means it distorts the atomic
potential, opening up a window for the bound electrons to tunnel out [15].

2. Acceleration This is where the classical part of the semiclassical description
begins. A free electron is born at the position of the atom and accelerated
away from its parent ion. Upon polarity change of the electric field, it is
accelerated back towards its parent ion. Its precise trajectory depends on
the time of ionization and naturally on the laser parameters. In the quantum
description, an electron wave packet is accelerated by the laser field and its
expectation value coincides with the classical description. Additionally, it
undergoes quantum diffusion which heavily depends on the time spent in the
continuum.

∗This is for the typical case of a multi-cycle pulse irradiating rare-gas atoms. For single-cycle
or sub-cycle pulses, the spectrum does not show distinct harmonic orders. With non-inversion-
symmetric molecules instead of rare-gas atoms, the spectrum can also contain even harmonic
orders. But these cases have so far been the exception in the literature and therefore they shall
be treated as such here as well.

4



1.1. High harmonic generation from gases

a b 1

2

3

Figure 1.1: a: A schematic gas HHG spectrum. b: Visualization of the three-
step model with (1) ionization, (2) acceleration and (3) recombination. Ip is the
ionization potential and Wkin the kinetic energy of the free electron (adapted from
[51])

3. Recombination If the trajectory of the electron crosses its parent ion, there
is the chance for the electron to recombine with it. Hereby it emits its final
kinetic energy plus the ionization potential of the atom. A key difference lies
in the quantum mechanical description where the light-emitting process is a
result of interference of the continuum wave packet with its bound portion
that did not tunnel out. This interference causes dipole oscillations with
the frequency of the energy difference of the two wave packets divided by
Plancks constant. These dipole oscillations emit photons. The quantum
diffusion that acted on the continuum wave packet significantly decreases
the strength of the oscillating dipole.

For multi-cycle laser pulses, XUV-bursts are emitted every half-cycle. Fourier-
transforming such a temporal signal leads to the eponymous spectrum containing
only odd-order harmonics of the driving frequency. Because high harmonics are
only emitted when electrons and parent ions recollide - and because this is only
the case for a short range of ionization times - the individual XUV-bursts are
significantly shorter than a laser period. To make use of the temporal resolution
that is determined by these short burst durations, one needs to isolate a single
attosecond burst out of the pulse train. Over the last two decades, several methods
have been developed to gate the HHG process accordingly (one will be mentioned
in the next section). The shortest pulse duration achieved with HHG to date is 43
attoseconds [18]. This is the shortest controlled event that mankind has created
thus far. HHG-based attosecond pulses are inherently synchronized to the driving
laser pulses, which enables pump-probe experiments with unprecedented temporal
precision (see for instance Refs. [52,53]).
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The plateau has its origin in two contributions: Uncertainty in the precise
timing of ionization as well as quantum diffusion that smears out the energy of the
free-electron wave packet at the moment of ’recollision’. This equalizes the effect
of different ionization probabilities at slightly different phases of the laser pulse.
Plateau harmonics do vary in relative strength but their variation is minor when
plotted on a logarithmic scale. The other characteristic spectral feature of HHG
- the cutoff - can be determined both with the semiclassical and the quantum-
mechanical model. It turns out to be

Emax = Ip + 3.17Up, (1.1)

where Ip is the ionization potential of the atom and Up is the ponderomotive
potential, also called the ’quiver’ energy of the electron. Up is proportional to λ2

(λ is the laser wavelength) as well as to the driving intensity I. A lot of effort
has been put in increasing Up by driving HHG with longer wavelengths [19,54,55],
however, the HHG efficiency scales with λ−5 to λ−6 [56, 57]. Novel approaches
are trying to circumvent this limitation with ultrabroadband sculptured sub-cycle
pulses [58].

In the quantum mechanical picture, the electron interferes with itself. This is
not only interesting as a source for ultrashort highly energetic radiation but also
as a spectroscopic tool to gain insight about the gas medium itself. For instance,
in Refs. [20,59], HHG has been proposed as a tool to tomographically reconstruct
the atomic or molecular orbitals.

So far, we have only discussed the single-atom response. When looking at HHG
as a macroscopic phenomenon with laser-gas interaction lengths of a few mm to
cm it becomes crucial to match the group velocity of the fundamental frequency
and the desired harmonic order. This is - in parts - possible by carefully coun-
terbalancing different physical parameters, for instance the refractive index (e.g.
due to free electron dispersion) or the driving laser phase (e.g. due to Gouy phase
shift) but it is a tough business and by definition not possible for all frequencies
simultaneously. Typical conversion efficiencies for high-harmonic sources lie in the
range of 10−9 to 10−6 per harmonic order, depending on the desired wavelength
range and therefore the gas medium.

1.1.2 Elliptical polarization
One possible validation of the trajectory-picture of the three-step model lies in
modification of this trajectory and confirming if the outcome overlaps with pre-
dicted results. The easiest way to do so is by inserting a quarter-wave plate (QWP)
into the beam which enables adjusting the driving laser to elliptical or even circu-
lar polarization. Since the field itself drives the trajectories of the free electrons,
elliptical excitation can be expected to have a major impact. To show this, we
can investigate the classical acceleration step of the three-step model under the
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1.1. High harmonic generation from gases

influence of the laser field. The laser field EL is polarized in the x-y-plane

EL(t) = Ẽ√
1 + ε2

 cos(ωt)
ε sin(ωt)

 . (1.2)

Ẽ is the field amplitude and ω the angular driving frequency. For simplicity we
ignore any time dependence of Ẽ, but the same analysis is valid if Ẽ is time
dependent. The ellipticity ε = Ey/Ex

† is defined in the range 0 < ε < 1, with 0
representing linear and 1 defining circular polarization. Next, we can just calculate
the classical trajectory of the electron and study under which conditions it comes
back to its origin. The classical equation of motion for the free electron is

d2r(t)
dt = −eEL(t)

me

= − eẼ

me

√
1 + ε2

 cos(ωt)
ε sin(ωt)

 , (1.3)

where e andme are the electron charge and mass and r the excursion of the electron
from its parent ion. Equation 1.3 can be integrated such that the velocity reads

v(t) = eẼ

meω
√

1 + ε2

− sin(ωt) + sin(ωti)
ε cos(ωt)− ε cos(ωti)

 , (1.4)

ti is the time of ionization. And then, after one more integration, we finally reach
the time-dependent excursion of the free electron to its parent ion

r(t) = eẼ

meω2
√

1 + ε2

 cos(ωt)− cos(ωti) + ω(t− ti) sin(ωti)
ε [sin(ωt)− sin(ωti)]− ωε(t− ti) cos(ωti)

 . (1.5)

Due to the heavy mass of the ion, one typically assumes that it does not move,
i.e. that it remains at x = y = 0. From Eq. 1.4 one can calculate ti for which the
electron acquires the highest velocity at recollision, which results in the cutoff law
described by Eq. 1.1. The point of this section however, is to explore what the
three-step model implies for elliptical polarization. Since Eq. 1.5 allows basically
two knobs to turn, ti and ε, Fig. 1.2 visualizes different trajectories for variation
of these two cases. According to our definition of the laser field, the major axis is
always polarized along the x-direction and any perpendicular component due to ε
points to the y-direction.

Fig. 1.2a depicts trajectories for different ε ranging from linear (ε = 0) to
circular (ε = 1) driving pulse polarization. Here, the ionization time is ti = 0.1 fs
after the peak of the electric field. ε = 0 is the typical HHG case: the electron gets
accelerated away from its parent ion at x = y = 0 and once the polarity of the
electric field changes sign, it gets accelerated towards its parent ion again. Finally,
after some travel time it reaches x = y = 0, which is the moment of recollision
that is often referred to as return time tr. The velocity that the electron has at

†In later sections, a slightly more general definition for ε will be used.
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a b

Figure 1.2: Trajectory visualizations of the three-step model with elliptically po-
larized laser pulses of 800 nm (period 2.7 fs). a: Comparison of trajectories for
different ellipticities with ti = 0.1 fs. b: Comparison of trajectories with linear
polarization along x-component, ε = 0 (curves with no y-excursion), and elliptical
polarization with ε = 0.3 (respective curves with y-excursion) for different ioniza-
tion times ti with respect to the peak of the field. Note the different units on x-
and y-excursion in both a and b. The parent ion is not depicted and remains at
x = y = 0 (but propagates linearly on the time axis).

tr depends on the driving intensity, wavelength and ti. Since Eq. 1.5 contains no
recollision, the trajectory in Fig. 1.2a extends further into the negative x direction.
Obviously, the electrons we are interested in do recollide, therefore this region does
not matter in the discussion here.

For non-zero driving ellipticities, the electrons acquire momentum in the y-
direction. As it can be seen from Eq. 1.2, x and y-components are oscillating with
a 90◦-phase shift between each other. This implies that x and y-components have
different times at which they become zero and it is not possible to find a driving
condition with ε > 0 for which electron and parent ion recombine.

The same is true for variation of the ionization time ti, see. Fig. 1.2b. Here,
some ti are plotted both for linear and for elliptical (ε = 0.3) polarization. Note
that the ti are chosen in such a way that they all lead to recollision with linear
polarization. Different ti do alter the excursion of the electron as well as their total
kinetic energy. But once again, for elliptical excitation it is not possible to find a
ti for which x- and y-component equal zero at the same time. The semiclassical
three-step model therefore implies that there is no high-harmonic emission for
ε 6= 0.

In Ref. [26] it is argued, that for a typical peak intensity of 5 × 1014 W
cm2 with

a Ti:Sapphire laser, already ε = 0.01 is sufficient to displace the electron by more
than one atomic dimension in y-direction, circumventing recollision. Although in
experimental data, the harmonic yield does decrease very rapidly with increasing ε,
harmonics can usually still be observed for ε ≈ 0.3 with 800 nm and the usual peak
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1.1. High harmonic generation from gases

intensities‡. Consequently, the simple semiclassical model described by Eq. 1.3 is
lacking some accuracy in that regard. In ref. [26] it is argued, that one can assume
the ionized electron to have some initial transverse momentum which counteracts
the y-component of the elliptically polarized laser field. The measured harmonic
yields versus ε are then interpreted as direct measurements of this initial transverse
momentum [26]. In the full quantum mechanical description of Lewenstein et al.,
in which the ionized electron is not a well localized particle but an extended wave
function, the interpretation of the ellipticity dependence follows more natural.
The fact that the harmonic yield does not diminish fully with small ε is a direct
consequence of the spatial ’extent of the wave packet and quantum diffusion’ [28,
60]. In any case, the Lewenstein model also predicts the harmonic yield to decrease
rapidly with increasing ε [28, 60].

Here, one can see a good exhibition of the typical interpretation pathway in the
field of gas HHG. A simple semiclassical model exists that can predict a general
trend quite accurately and also gives an intuitive explanation. If one then takes into
account the whole quantum model one can often quickly resolve the remaining open
questions without taking too much of a conceptual leap. Throughout this thesis,
the monotonically decreasing yield with increasing ε will be called an ’atomic-like’
behavior.

If one wants to utilize the attosecond time resolution of the HHG-emission for
further experiments, one typically wants to isolate a single HHG burst in time.
Therefore, several gating mechanisms exist. A very popular method exploits the
behavior of gas HHG with elliptical polarization. If one wants to generate an
isolated attosecond pulse from few-cycle driving pulses, then one can split the
pulse into two replicas, converting the first one to LHCP and the second one to
RHCP (or vice versa). As argued above, both pulses individually will not generate
any harmonics. However if they are overlapped in time, the two circular waves
compensate each other to an effectively linearly polarized field for a short amount
of time. If one sets conditions just right, it is thus possible to generate an isolated
attosecond pulse. This approach is called ’polarization gating’ [61].

1.1.3 The polarization of high harmonics from gases
After the ellipticity dependence of gas HHG was first demonstrated, it did not
take long for researchers to try to investigate the polarization of those harmonics.
Experimentally this is challenging, in particular because in the XUV there are no
transmissive optics that can perform this task. The usual workaround utilizes the
difference in the p- and s-reflectivity components of metallic mirrors under grazing
incidence. By using multiple reflections one can achieve a reasonable contrast for
the different polarization components [62,63]. Since gas HHG is usually performed
from noble gas atoms and those are isotropic, the results should not depend on
the rotation of the driving field. Therefore, one can get away experimentally with

‡Sometimes also with higher ε depending on the driving conditions and the detection sensi-
tivity
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rotating the driving field with a half-wave plate instead of rotating the mirror
assembly that functions as a polarizer. These kind of experiments have been done
first in 1995 by Weihe et al. [64] in which they discovered that the harmonics’
major axis rotates with increasing driving ellipticity ε. A rotation of up to 45◦
was observed for ε ≈ 0.4. In Ref. [28], Antoine and coworkers extended these
experiments for different noble gases and for higher harmonics. They confirmed
that the harmonics’ major axis rotates with increasing ε.

In a recollision-type picture it might seem intuitive that the harmonics’ polar-
ization axis rotates with driving ellipticity because the angle at which electrons and
parent ions recombine changes. This angle is dependent on the ionization time and
hence on the photon energy of the harmonic order. This simple discussion shows
how crucial these experiments were to understand and visualize the generation
mechanism of gas HHG. Ref. [28] also looked at the ellipticity of the harmonics.
In fact, they were only able to give an upper limit on the ellipticity because a
true ellipticity measurement requires also to measure the circular component of
the light. This is closely related to the degree of polarization (see Sec. 2.3.3) and
its measurement is challenging in the XUV, to say the least [65]. In any case, by
observing the upper limit and comparing with simulations, they found that the
harmonics’ in fact get elliptically polarized with increasing ε. For extreme cases
in neon, the upper limit of the ellipticity of harmonic 23 (HH23) was reported to
be 0.8 for a fundamental ellipticity ε = 0.3. The quantum model utilized in that
same paper was able to reproduce results quite accurately although it did not cover
this large ellipticity in neon. They argued that macroscopically, the driving pulses
polarization varies in space over the spatial profile, which has a depolarizing effect
on the harmonics [28].

The origin of the ellipticity observed for harmonics when driving with elliptical
fields can be understood in the quantum mechanical picture of HHG. The spatial
extension of the wave packet due to the uncertainty of the transverse initial electron
momentum and the subsequent acceleration in y-direction due to the elliptically
polarized field leads to an asymmetric probability amplitude of the wave packet
in y-direction. The oscillating dipole of the wave packet’s interference then also
exhibits a y-component with π/2 phase shift. This is elaborated on in detail in
Refs. [66, 67].

Atoms exhibit spherical symmetry and in a sense, all results presented so far,
can be viewed as consequences from that. With aligned diatomic molecules, it has
been shown that the polarization major axis can strongly rotate and is correlated
to the symmetry axis of the molecules [68, 69]. Moreover, it can differentiate be-
tween σg and πg symmetries of CO2 and N2 [68]. In Ref. [69] it was also found
that the harmonics were elliptically polarized when the laser was not aligned to
the symmetry axes of the molecules. Another interesting effect resulting from the
orbital structure of molecules is an asymmetric harmonic response for positive and
negative ellipticities, i.e. the handedness of elliptically polarized driving fields.
This was found, for instance, in CO2 [70] and was later exploited to probe molec-
ular chirality in two enantiomers [71]. In the future, this could become a unique
spectroscopic tool enabling experiments on the chirality of molecules on sub-cycle
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timescales.

1.1.4 A review on methods to generate circularly polarized
high harmonics from atomic gases

HHG offers unique capabilities to explore electron dynamics on their natural
timescales and no other tabletop method can provide that to date. In fact, even
state-of-the-art free electron lasers (FELs) cannot provide the timing accuracy that
HHG sources can offer [72–74] although work is being done to change that [75].

For a variety of research, circularly polarized XUV or soft x-ray pulses are cru-
cial. This is true for the spectroscopy of chiral matter [34] but even more so for the
study of ultrafast nanoscale magnetization dynamics. A list from 2013 counted 55
synchrotron beamlines worldwide with x-ray magnetic circular dichroism (XMCD)
capabilities [76]. While synchrotrons produce extremely brilliant hard x-ray radia-
tion they cannot provide good time resolution. Spin dynamics that are responsible
for the formation of magnetic domains can therefore not be studied. Ref. [77] even
puts the development of XMCD-setups with subpicosecond temporal resolution as
one of the main goal of magnetization physics, as of 2010. This is not referring
to HHG methods but HHG sources can reach the necessary photon energies and
if they could do so with circular polarization this would open a completely new
window to investigate the ultrafast dynamics of magnetization.

Approaches to achieve high harmonics from gases with circular polarization can
be grouped in two classes. One way is to generate harmonics in the conventional
way with linearly polarized laser pulses and then manipulate the high-harmonic
pulses afterwards. The other way is to manipulate the laser pulses in such a way
that high-harmonic pulses are generated circularly polarized right away. Let us
take a moment to discuss the two and what has been done with them so far.

Converting a linearly polarized harmonic pulse train to a circular one can
be done, for instance, by utilizing the phase shift introduced between p- and s-
component upon reflection on a mirror. This phase shift depends on the material,
the wavelength and the incidence angle. Ref. [78] demonstrated a setup consisting
of four reflections on a molybdenum mirror (see Fig. 1.3a). The reflection angles
were optimized such that p- and s-components experienced approximately the same
reflectivities (anything else would cause the resulting wave to be elliptically polar-
ized). A degree of circular polarization of almost 100% could be achieved. Due to
the relatively low reflectivities of each mirror, the total efficiency of the ’circular
polarizer’ was in the range of a few percent [78], which is also the main drawback
of this method. HHG intrinsically suffers from a low generation efficiency and los-
ing two additional orders of magnitude of flux converts one hour integration time
into hundred hours of integration time which can prohibit experiments altogether.
A more efficient approach is to coherently combine two linearly polarized HHG
pulses with orthogonal polarization. This has very recently been achieved [33] by
generating high harmonics in one gas jet and then reflecting the infrared and the
HHG beam from a two segment mirror, which center can be moved to introduce
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a

b

Figure 1.3: Two methods to convert linearly polarized high-harmonic pulses into
circularly polarized ones. a from Ref. [78], b from Ref. [33]

a delay between HHG and infrared pulse (see Fig. 1.3b). Then, the two beams
pass through a HWP that has a small drilled hole in the center to pass through
the HHG beam unperturbed. Therefore the HWP only acts on the infrared pulse,
rotating its polarization axis by 90◦. This beam then generates high harmonics in a
second gas cell. With careful stabilization, the two high-harmonic pulses are phase
locked and the polarization state of the combined high-harmonic pulse can be con-
trolled with the delay on the two segment mirror [33]. This approach seems very
challenging to implement and to stabilize but apart from that does not have any
obvious fundamental limitations. Both of the discussed approaches are wavelength
selective, i.e. they do not permit to circularize a broad bandwidth of harmonics at
the same time.

The second class of methods to generate circularly polarized high harmonics
is to manipulate the driving laser pulses in such a way that circularly polarized
harmonics can be generated directly. So far, this has been demonstrated with two
techniques. One relies on generation with bichromatic, bicircular fields and the
other one utilizes non-collinear bicircular fields. Let us first discuss the bicolor,
bicircular field approach.

These type of fields can be generated by frequency doubling the driving laser
pulses partly and then converting both the second harmonic and the remaining fun-
damental to circularly polarized pulses with opposite helicities (Fig. 1.4a). The
resulting total waveform of these bicircular fields is a propeller-shaped Lissajous
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a b

c

Figure 1.4: a Experimental setup for bicolor, bicircular generation of circularly
polarized high harmonics. b shows a typical Lissajous-curve produced by such a
setup. c exemplary high-harmonic spectrum, showing suppression of every third
harmonic. a adapted from Ref. [30], c adapted from Ref. [31]

curve (Fig. 1.4). This field consists of three identical regions that resemble ellipti-
cal polarization. However, each of the three ellipses exhibit rather low ellipticities.
This means that field-driven electrons in the HHG process do not acquire a large
amount of perpendicular momentum, thereby keeping the HHG yield at a reason-
able level. Recollisions happen three times per laser cycle and the XUV-emission
of consecutive recollision events are 120◦ rotated from another (this is due to the
propeller shape of Fig. 1.4b). The fact that recollisions happen three times per
laser cycle is manifested in the frequency spectrum in such a way, that two con-
secutive harmonic orders appear, while every third harmonic order is suppressed
(Fig. 1.4c). The consecutive harmonics are circularly polarized with alternating
helicities. Note that because the symmetry of the field is different than in the
usual case, odd and even high-harmonic orders can be produced.

This approach has been pioneered already in 1995 [29] however without having
measured the harmonics’ polarization. Theoretical work has explored this ap-
proach further [79] until over the past years this method has gained significant
momentum especially due to work from the group of O. Cohen, who have char-
acterized the polarization states [30] (but not the degree of polarization) and in-
creased the brightness to a comparable level with linearly polarized generation [31].
Furthermore, they performed first magnetic circular dichroism measurements on
M-shell edges of Co [31] and on nanoscale magnetic domains of a Co/Pd multilayer
structure [36]. So far, these experiments have not been time resolved but there
is no reason why they should not be. As mentioned in the introduction of this
section, time-resolved experiments with circular HHG sources would open a win-
dow into completely new physics: Magnetism on the few femto- or even attosecond
timescale.

Of course the ω-2ω-field of Fig. 1.4 is only an example. The same type of
approach has been followed with two fields consisting of 1.3µm and 0.79µm which
end up in an eightfold rosetta-shaped field, generating in that case harmonics up
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to 160 eV [37] reaching closer and closer to important L-edges. Further increasing
the wavelength to increase the harmonic cutoff [19] seems to not contradict this
HHG approach at all. However, it should be mentioned, that recent work has
characterized the full polarization state of the bichromaticly generated circularly
polarized harmonics, including the S3 Stokes parameter that is required to deter-
mine the degree of polarization and that is often neglected [80]. They have found
that harmonic ellipticities are on the order of 0.6 and that the harmonics are not
fully polarized. In fact, for certain situations the degree of polarization has been
reported to be as low as 0.4 (1 is fully polarized) [80]. This does not rule out
applications but future work has to take these considerations into account.

Another method to generate circularly polarized harmonics by manipulating
the driving field is the non-collinear approach. Here, a driving pulse is split into
two and the resulting two pulses are converted to right and left handed circular
polarization (RHCP and LHCP) respectively. Then they are focussed into the
same spot in a gas jet with an angle to each other [32, 81]. Each individual pulse
cannot generate harmonics by itself because it is circularly polarized. But, in
the photon picture, one can imagine that harmonics are generated by sharing a
certain number of photons from the RHCP and the LHCP field. The total number
of photons is odd and the residual spin angular momentum is converted into the
harmonic being circularly polarized [32]. Importantly, because for every harmonic,
the mixture of photons from the LHCP and the RHCP field is different, each
harmonic is emitted under a different angle. This method was used to generate
and characterize arbitrary HHG polarization states [81] and for first magnetic
circular dichroism measurements on an iron film [32]. The authors claimed that
this was the only known method that would in principle allow the generation
of a circularly polarized isolated attoscond pulse [32] although this has not yet
been experimentally demonstrated. It will be interesting to see which of all these
methods will be capable of detecting time-resolved dynamics reliably enough to
draw scientifically important conclusions from them.

1.2 High harmonic generation from solids
After several works predicted that non-perturbative high harmonics could be gen-
erated from a crystalline structure [82–84], in 2011 it was first experimentally
demonstrated by Ghimire et al. [38]. They irradiated a 500µm-thick ZnO crystal
with 3.25µm wavelength, 9-cycle laser pulses with a peak electric field strength in
matter of 0.6V/Å and observed harmonics up to the 25th order (9 eV). In contrast
to the isotropic response of atomic gas HHG, they observed the harmonic yield to
vary with rotation of the crystal, directly representing the crystal symmetry class
of ZnO. A remarkable observation was furthermore that the high-harmonic cutoff
scaled linearly with the electric field strength. This is contrary to the quadratic
dependence in the cutoff law of gas HHG (Eq. 1.1). This fact already showed that
some fundamental dynamics of solid HHG need to be different compared to its gas
counterpart. It turns out that there are multiple dynamics in the crystal that can
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emit high harmonics and significant amount of effort has been put into identifying
which mechanism is dominating in what kind of systems and under which driv-
ing conditions. This section will first introduce the fundamental dynamics in the
crystal in Sec. 1.2.1. Afterwards we shall review some important results related to
solid HHG (Sec. 1.2.2) and finally, we will show the HHG results that are directly
related to this work (Sec. 1.2.3).

1.2.1 Generation mechanisms
As a preface to this section, one should emphasize that despite extensive recent
scientific effort on the topic, solid HHG is still lacking an intuitive ’simple-mans-
model’ that captures most of the observed phenomena and can be consulted to
make reliable predictions. In fact, it is even unclear what ’most of the phenomena’
means. Indeed, the investigated systems so far include unconventional ones like
2D materials [46,85], topological materials [41], metamaterials [44], solidified rare-
gas crystals [86] or amorphous glass [87]. But even the high-harmonic response
of conventional crystals has been shown to differ from another much more than
this is the case for rare gas atoms, with very low band gap materials that can
be driven with 10µm wavelengths emitting harmonics spanning almost the whole
THz-range [88] or rather high band gaps materials like SiO2, driven by Ti:Sapphire
systems with harmonics well into the XUV-regime [89]. All this makes the high-
harmonic response naturally very versatile and the fact that gas HHG can be
described with a ’simple-mans-model’ that captures most of the important physics
might remain a luxury inherent to gas HHG. In any case, a lot can be learnt from
the different models and instead of being too pessimistic about the theoretical
descriptions we should discuss them appropriately.

In general, a crystalline insulator§ can be described by a band structure, which
consists of valence bands that are fully occupied and conduction bands that are
initially unoccupied. When driven by a strong electric field, the electrons from
the valence bands can be promoted to the conduction band, either by tunneling or
multiphoton ionization. Once an electron is in the conduction band it can undergo
extremely nonlinear, strong-field-driven dynamics which are usually grouped into
transitions within a band (intraband) and transitions between bands (interband).
As we shall see later, both intraband and interband dynamics can individually
emit high harmonics. However, to complicate things further, both mechanisms
are intrinsically coupled because one cannot have intraband dynamics without
the tunneling step first and one cannot have high-harmonic interband transitions
without having accelerated the electron to higher-lying states within a band first.

An instructive case to consider is a band structure that consists only of two
bands: one valence and one conduction band (Fig. 1.5). This is a very minimalistic
approach that fails to describe most real materials but it provides a useful picture
of the prevalent dynamics. In this case, one could venture to simplify things even

§For the sake of argument, let us not differentiate between semiconductors and insulators
here and consider any material with a Fermi energy within the band gap as an insulator
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Figure 1.5: Visualization of interband and intraband dynamics that underlie solid
HHG. Adapted from Ref. [90]

further and imagine a succession of steps when a strong laser field is applied to the
system:

1. An electron is promoted from the valence to the conduction band by tunnel-
ing due to the strong electric field of the laser. Tunneling has an exponential
dependence on the band gap and therefore this tunneling will most likely
happen at the Γ-point, which is the k-value with the lowest band gap. The
tunneling process leaves behind a hole in the valence band.

2. The electron oscillates in the conduction band driven by the electric field of
the laser. The hole oscillates also. If the excursion in k exceeds the (first)
Brillouin zone, Bloch oscillations occur.

3. The electron can recombine with a hole, emitting the momentary band gap
energy as a photon.

The resemblance of this model to the three-step model of gas HHG is no accident
and it has been in parts developed by the same people [91,92]. Note that there are
certain, very important differences to the gas HHG case. While the acceleration
step in gases happens in vacuum, in a solid, the electron is accelerated within the
conduction band dispersion which manifests itself in a nonlinear dependence of
the electrons’ velocity on the driving electric field. This itself leads to an emission
of higher frequency components and is one of the intraband mechanisms. It has
absolutely no analogy to the gas HHG case.

It is also important to realize that the electron leaves behind a hole in the
valence band which oscillates as well and can therefore also radiate. Its influence
has been investigated only very little so far [93] but there is no fundamental reason
to neglect it. Although the effective mass of the hole is usually higher than the
electron, it is by no means as high as the mass of the positively charged parent ion
in the gas HHG case [93–95].
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1.2. High harmonic generation from solids

Another important difference lies in the absence of clear trajectories. In gas
HHG, one can ascribe a well defined trajectory to every ionization time and only
those trajectories lead to high-harmonic emission that come back to the spatial ori-
gin of ionization. One can do a similar analysis in a solid by solving the Newtonian
equations of motion for electron and hole with the respective band-dispersion-
dependent group velocities [96]. This picture of trajectories in a solid is highly
questionable however, even more so than the semiclassical trajectory picture in
gas HHG. In a solid, electron waves are delocalized, which is precisely why the
band structure description becomes so important. It is also feasible that electrons
recombine with holes from different unit cells in which case this analysis needs to
be refined. Furthermore, it is also conceivable that electrons remain in the conduc-
tion band for longer than one laser cycle and recombine at a later time. All this is
not really accounted for in this simple model. For a comprehensive tutorial on the
three-step model of solid HHG, see Ref. [96]. It has also recently been discussed
by Ishikawa et al. in Ref. [97].

For a more general description, full quantum models have been developed.
There are multiple approaches, for instance solving the time-dependent Schrödinger
equation (TDSE) (see for instance Refs. [43, 98–100]), a density matrix formal-
ism [92, 96] or, similarly, the semiconductor Bloch equations [84, 101, 102] in sec-
ond quantization. Another approach are multiscale ab-initio TDDFT-simulations
[103–105] which can be seen as numerical experiments, employing the complete
band structure without any a-priori assumptions. These will support the experi-
mental work in Chap. 2.

As said in the beginning of this section, there is a lively debate about the most
appropriate formalism and especially about adjustments that need to be made
to match experimental data. For instance, the dephasing time constitutes a great
uncertainty, with works claiming extremely low dephasing times on a fraction of the
pulse duration [92] while Floss et al. discuss that accounting for intensity variations
over the beam focus can overcome the assumption of these small dephasing times
[106].

Let us follow here the approach of Kira, Koch et al. which does not treat
the nonlinear dynamics as a succession of steps. Although extension to two-
dimensional systems is straight forward, the one-dimensional case shall be used
for now. Then, the interband (P (t)) and intraband (J(t)) dynamics are generally
given as [84,102]:

P (t) =
∑
k

[dkpk(t) + c.c.] , (1.6)

J(t) =
∑
λ,k

evλkn
λ
k(t). (1.7)

Here, dk is the interband dipole matrix element, λ is the band index and can be
chosen such that the group velocity vλk describes electrons and holes. c.c. is the
complex conjugate. nλk(t) and pk(t), which represent the time-dependent occu-
pations and polarizations can be calculated by solving the semiconductor optical
Bloch equations (SCOBEs) numerically [84]. Importantly, in the SCOBEs neither
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Chapter 1. A brief introduction to high harmonic generation

the interband nor the intraband contributions are decoupled from another. That
means, nλk(t) depends on pk(t) and vice versa.

The crystal momentum k(t) is described by the acceleration theorem

d
dtk(t) = − e

~
EL(t). (1.8)

Here, it is apparent that light-induced shifts of the wavevector require high electric
field strengths and this does usually not happen in conventional semiconductor
optics. Therefore, there, intraband dynamics are usually neglected. For the electric
field strengths discussed here, the transient shifts of k described by Eq. 1.8 can
even exceed the width of the Brillouin zone and hence, intraband dynamics become
very important. It should be noted however, that, although it is quite oftenly used,
the acceleration theorem has been shown to overestimate the crystal momentum
when the full multiband dynamics are included [105].

The time-dependent electric field is given by

E(t) ∝ ∂

∂t
P (t) + J(t), (1.9)

and finally, the emitted frequency spectrum is obtained by Fourier transforming
E(t)

I(ω) = |E(ω)|2 ∝ |ωP (ω) + iJ(ω)|2 . (1.10)

ωP (ω) is the contribution of interband dynamics, iJ(ω) represents the intraband
contribution. Many works compare these two terms and then, e.g. conclude that
interband dynamics dominate [91, 92], however, it is apparent that there is a cou-
pling term between them too that is often ignored. In any case, let us elaborate a
little on the different mechanisms and what to expect from them.

The most obvious nonlinear intraband dynamics results from the fact that the
electron velocity is

vk = 1
~
∇Ek (1.11)

In vacuum, the free electron dispersion is proportional to k2. This causes the
electron velocity to be proportional to its momentum. In a crystal, however, this
is not the case. For instance, in a nearest-neighbor tight-binding approximation
the conduction band dispersion is Ek ∝ 1 − cos(k) (see Fig. 1.5) [107]. In other
cases, ∇Ek can even change sign, causing the electron to move opposite to the
electric field. This nonlinear dependence of the velocity on the electric field causes
emission of higher frequency components, which end up being high harmonics when
happening in succession over multiple half-cycles of a laser pulse.

There are even more unique dynamics when an electron (or a hole) is accelerated
by a strong electric field within a band. Consider a DC electric field that is
permanently increasing the momentum k of a crystal electron. Once k reaches
the Brillouin-zone edge, the crystal momentum is reversed to its negative value.
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1.2. High harmonic generation from solids

Figure 1.6: Dynamical Bloch oscillations leading to a high-harmonic spectrum
spanning almost the entire THz-range. The blue dashed line is a simulated curve.
Reprinted from Ref. [88].

One way to visualize this is that the wavelength of the Bloch wave describing an
electron equals the lattice constant and this causes Bragg reflection on the lattice.
If the DC field continues to be applied the electron momentum then describes a
so called Bloch oscillation with the frequency

ωB = ae|E|
~

. (1.12)

Here, a is the lattice constant and E the electric field strength. This idea has
been brought forward almost 100 years ago by Bloch [108] and Zener [109] but
could never be observed because the scattering times within solid materials are
much shorter than the time period determined by Eq. 1.12 [110] for DC-electric
fields that could realistically be applied to a solid. However, with the advent
of semiconductor superlattices - artificial structures with much greater ’global’
lattice constants a - the observation of Bloch oscillations seemed to be feasible
[111]. Finally, in the early 1990’s Bloch oscillations have been observed [112] and
subsequently also the THz radiation they emitted [113]. So far, this discussion
revolved around static electric fields but of course in principle a far off resonant
ultrafast laser pulse could also drive an electron to the Brillouin-zone edge. This
requires a relatively long wavelength such that electrons get accelerated for longer
times in one half-cycle of the field before it reverses sign and shifts the momentum
to the other direction. In fact, once again, ultrafast laser pulses turn out to be
ideal drivers for this because field strengths comparable to the inner-atomic electric
field strengths can be applied without destroying the crystal. Shortly after the
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Figure 1.7: HHG XUV-spectrum taken from MgO with 1.3µm, 30 fs pulses. Har-
monics above 20 eV form a second plateau. The spectrum is not calibrated for
spectrometer response, especially the harmonic around 10 eV is at the edge of de-
tection range.

experimental discovery of solid HHG, Schubert et al. have irradiated a GaSe
crystal with 30THz pulses and 0.7V/Å peak electric field strength. They detected
harmonics up to the 22nd-order through-out almost the entire THz-range [88] -
formerly called the THz-gap. Simulations revealed that the electrons in their case
passed the Brillouin-zone edge and this obviously is a source of highly nonlinear
oscillation that emits high harmonics by itself - purely by intraband dynamics [88].

Intraband dynamics result in a linear dependence of the harmonic cutoff versus
electric field strength, as has been observed in ZnO [38]. After having established
that even without any recombination, we would expect non-perturbative high-
order harmonics from solids due to the intraband dynamics, we can also look at
the recombination step, which is referred to as interband mechanism.

The interband mechanism resembles the recollision mechanism of gas HHG,
with some important differences that we should mention here. In a gas, the cutoff
is proportional to the ponderomotive potential. In a solid, this dependency is much
less clear. The energy of the electron depends on the precise band structure and,
since the hole also moves, it is much less obvious which conditions maximize the
electrons energy at time of recollision. What can be stated with certainty is that for
each band the maximum band gap and therefore the maximum achievable photon
energy is limited. If one drives electrons further than this point, it will undergo
Bragg reflection at the zone boundary and then decrease its momentary band gap
again. On the other hand, it can also enter a higher conduction band with a higher
maximum band gap. This behaviour causes multiple cutoffs to appear [86,99]. In
Fig. 1.7 this behaviour is experimentally observed from MgO.

The relative importance of intraband and interband mechanism has been one
of the main targets of investigations of solid HHG publications so far. For both
mechanisms there have been numerous publications claiming it to dominate. From
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1.2. High harmonic generation from solids

experimental side, one way to extract the generation mechanism is attosecond
streaking which allows reconstructing the full temporal profile of the high harmonic
pulses [18, 114, 115]. In an interband scenario, one would expect different photon
energies to be emitted at different times - the so-called attochirp [96]. Streaking
experiments performed with HHG from SiO2 showed basically no group delay for
different high-harmonic photon energies [116], indicating high-harmonic emission
due to intraband dynamics. As mentioned already, the Bloch oscillation experi-
ments on GaSe showed also dominating intraband dynamics [88]. On the other
hand, by adding a second harmonic field to the fundamental with a variable time
delay, Vampa et al. showed, that the optimum delay between ω-2ω field in ZnO
corresponds to the optimum delay one would expect for interband dynamics [91].
As argued earlier, showing that one mechanism dominates in one scenario does
not imply that this is the case for all systems and driving conditions. Generally,
as can be seen from the SCOBEs and Eq. 1.10 one cannot isolate one mechanism
from the other.

As pointed out by Tancogne-Dejean et al., there are two situations however,
where one can say with relative certainty that interband dynamics should play a
minor role [104,105]. First of all, the minimum energy difference between valence
and conduction band is the minimum energy for which interband transitions can
occur. If harmonics below this photon energy are observed, they are generated
by intraband dynamics. Secondly, for harmonics above the direct band gap to be
emitted via interband polarization it is required that there are electronics states
in this energy range. The joint density of states (JDOS) is defined as [117]

ρcv(~ω) =
∫
BZ

dk
|∇k(Ec − Ev)|Ec−Ev=~ω

. (1.13)

Ec and Ev are k-dependent conduction and valence bands respectively. One can
see that the greatest contributions to the JDOS come from either extrema of both
bands, or if Ec−Ev remains constant for a large range of k. Importantly, decreasing
ρcv decreases also the likeliness of interband transitions to occur [104]. Hence, if
harmonics are observed in an energy range with low ρcv, they stem most likely
from intraband dynamics. This line of reasoning will be important throughout
this thesis.

1.2.2 Prospects
One can identify three major categories that underlie the interest in high harmonic
generation from solids: to use it as a compact source of VUV- or XUV-radiation, to
use it as a spectroscopic tool or, closely related, to use it as signatures of ultrafast
oscillations that could be used for Petahertz (PHz)-electronics. Let us look at
these points individually.

Looking through a gas HHG perspective on solid HHG, the most obvious ap-
plication might be to use it as a photon source for experiments. This is compelling
because solid HHG allows for relatively compact setups (no gas capillary, no dif-
ferential pumping stages). This is even more true, considering the required pulse
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energies to produce high harmonics from solids. The intensities required for solid
HHG are limited by the damage threshold of the respective crystal. While it is
impossible to give a general figure for this damage threshold because it depends
on the crystal, pulse duration, wavelength and the number of shots [118–121], it
can be estimated that peak electric fields are on the order of 0.1 - 1V/Å, which is
ten to hundred times lower than in the gas HHG case. On the other hand, also the
charge concentrations are about hundred times higher in a crystal than in a noble
gas of 100mbar. The lower damage threshold could just mean that one relies on os-
cillators, which can produce CEP-stable sub-two-cycle pulses with MHz-repetition
rate [122,123], as it has been done with metal-sapphire nanostructures [124]. It is
also possible to use fiber lasers with MHz-repetition rate [125]. Both approaches
are far more compact and cheaper than any gas HHG setup. With relatively low
peak electric field strengths it can also be thought of to implement solid HHG-
based attosecond sources on a chip. In any case, if the field strengths are not
high enough, solid samples offer unique opportunities for field enhancement via
plasmonic structures that are implemented directly on the samples [124,126]. Also
refocusing or other kind of manipulation of the high-harmonic beam can done with
structuring the solid sample [127]. Another interesting, very recent development
is the generation of high harmonics in reflection [128–130]. Because in reflection
the crystals’ thickness can be ignored, one can imagine using bulky crystals with a
large surface aperture. By irradiating these with mJ-level pulses (or even higher)
that are not focussed down so hard, one should be able to greatly enhance the
high-harmonic brightness. This can not be easily done with gas HHG.

The maximum achievable photon energy seems to be limited thus far to the
low end of the XUV-photon-energy range, with maximum photon energies around
40 eV, generated with a hollow-core-fiber pumped sub-cycle waveform synthesizer
[89,131]. This is orders of magnitude lower than the achievable cutoff in gas HHG.
Currently, the cutoff law is not well understood and it is probably dependent
on the precise generation dynamics. The cutoff does not simply scale linearly
with the electric field as found in Ref. [38], because the appearance of a second
plateau can give a sudden sharp increase of the cutoff photon energy [86]. Also the
wavelength-dependence is unclear. While some works predict an increase of the
cutoff with driving wavelength [132], other works predict that such dependencies
do not exist [104,133]. Currently one would most probably refrain from using the
XUV-radiation emitted by solid HHG for further experiments as researchers do
with gas HHG. But then again, solid HHG is also still a very young field.

Just like HHG from gases can be used to study atomic dynamics itself on
attosecond timescales (see, e.g., Refs. [20, 134]), solid HHG offers a unique per-
spective into a large range of ultrafast strong-field dynamics in a solid. Solid
HHG has been used for instance to reconstruct the band structure from ZnO [39],
SiO2 [89] and ZnSe [40]. Because electrons driven in a band are also influenced by
the Berry curvature, recent work reported the Berry curvature to be reconstructed
from SiO2 [135] by high-harmonic spectroscopy. Generally, the discussion if high-
harmonic emission is dominated by intra- or interband dynamics is by itself not an
HHG discussion but a discussion about how strong-field-driven charge dynamics
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play out in an insulator. The lively debate about this topic demonstrates how
many fundamental questions still exist in this field. Furthermore, high-harmonic
spectroscopy has been proposed as a method to investigate novel quantum materi-
als that are even less understood than common semiconductors. For instance one
could track light-induced changes of the Hubbard U with HHG from NiO [42] or
one could observe phase transitions in topological insulators [41, 136]. The latter
relies on characterizing the polarization-states of emitted harmonics.

It is also clear that high-harmonic emission is a direct signature of induced
PHz-oscillations in the solid. These reversible dynamics happen on time scales that
can currently not be triggered in other ways. If one could control these currents
one could think of developing devices with PHz bandwidth [137–140] which would
break new ground in capabilities to sample light fields or even for new kind of
computing tasks. One key problem of this development is that clock rates are
given by the repetition rate of the laser which, currently, are not faster than the
MHz scale (when using oscillators). It will be interesting to observe what the future
holds for PHz-computing and which role solid HHG will play in understanding the
underlying dynamics further.

1.2.3 Elliptical driving polarization and polarization of the
harmonics

As argued in Sec. 1.1.2, investigating gas HHG with elliptical¶ excitation was
paramount to the development of both the semiclassical as well as the full quan-
tum mechanical description. For solid HHG, the analysis of the ellipticity-response
can be argued to play an even more vital role. Steering the electrons in a two-
dimensional cut of the band structure will imprint signatures onto the high-harmonic
spectra that have no counterpart in gas HHG. This is due to the intraband mecha-
nism on the one hand but also due to the k-dependent JDOS (see Eq. 1.13). This
is similarly true for the high-harmonic yield as well as the polarization states of
the high harmonics. Both can count as fingerprints of the fastest light-wave-driven
charge dynamics in solids and solid HHG seems to be a natural probe to these.
Also, one can argue that insights into the generation mechanism of solid HHG itself
can be gained by studying the high-harmonic response with elliptical excitation.

Already the first experimental paper on solid HHG by Ghimire et al. there-
fore investigated the harmonics’ spectra with driving ellipticities ε of 0, 0.5 and
1. They observed a decrease of harmonic yield with increasing ellipticity. This
decrease was, however, much weaker than in the case of gas HHG. The interpreta-
tion was that the HHG process is not limited to ’ionization and recombination at
the same [atomic] site’ (quoted from Ref. [38]). Contrarily, in crystallized rare-gas
solids, the harmonics’ yield has been shown to decrease very rapidly with increasing
ellipticities - even more rapidly than in the corresponding gas case [86].

In 2017, You et al. reported several remarkable observations by studying the
¶For convenience, unless it is otherwise noted, in this thesis the terms elliptical and circular

are abbreviations for elliptically polarized and circularly polarized.
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harmonics’ yield of HH19 (high harmonic 19) from MgO versus driving elliptic-
ity [45]. Irradiating a 200µm-thin, (100)-cut crystal with 1.3µm driving pulses of
50 fs pulse durations, they found that the harmonics’ ellipticity-dependence was
strongly anisotropic for the four crystal rotations shown. With driving major axis
along the Mg-O bonding direction they observed a decreasing yield of HH19 with
increasing ellipticity up to a value of ε ≈ 0.4. For ε > 0.4 the harmonic yield
increased again, with significant harmonic yield for circular excitation. The be-
havior was even more astounding when the major axis was oriented along the
Mg-Mg bonding direction. Here, the very weak harmonic signal with linearly
polarized excitation could be enhanced with increasing ellipticity, peaking at a
value of ε = 0.65. The ellipticity dependencies were symmetric with respect to
the helicity along those major symmetry axes of the crystal. When rotating the
crystal such that the major axis of the driving field was off a major symmetry
axis, they found that the ellipticity dependencies became asymmetric, i.e. that
the yield differed when irradiating with the same absolute ellipticity but oppo-
site helicity. While the symmetry-related results could be easily understood by
considering the cubic symmetry of MgO, the other results came as a surprise to
researchers. How can elliptical polarization enhance the harmonic yield? What
does it mean to have harmonic yield for circular excitation? Can one naively
assume that circularly polarized harmonics are generated, as was observed for per-
turbative harmonic generation [141,142] or does the strong-field character of HHG
affect the polarization-states of the emitted harmonics in a different way? In the
same paper, the authors attempted to explain their results with a semiclassical
real-space-trajectory recollision model. Electrons were said to be promoted to the
conduction band at the spatial position of the O atoms and were then subsequently
accelerated by the laser field. If the resulting electron trajectory was colliding with
another atomic site, the yield would be enhanced, if it wouldn’t the yield would
decrease. This is basically an extension of the recollision model in gas HHG with
the difference that recollisions do not happen at the point of ionization (they can-
not because trajectories do not come back with elliptical excitation) but with any
other atomic site. This model was able to qualitatively explain some of the ob-
served results however it raises also some fundamental questions: In gas HHG, the
harmonics are emitted as the wave packet interferes with itself. How does this
work for recollision with a neighbouring atomic site, especially if this is a different
type of atom (Mg instead of O)? Can a real-space-trajectory picture really capture
the dynamics in a crystal where electron waves are delocalized? Furthermore, the
model seems to predict different harmonic yields for LHCP and for RHCP which
was also observed in the experiment (see Fig. 5 in [45]) but is forbidden by symme-
try for a cubic system. Also, with this model it seems that the emitted harmonics
have linear polarization, which is questionable, especially in light of the results
presented in this thesis. These questions were not really addressed in Ref. [45].

In a more recent publication, the same Stanford group measured the polariza-
tion of the high harmonics generated from MgO generated with linearly polarized
driving fields [143], also from a sample with 200µm thickness. Interestingly, they
found that the harmonics were rotated with respect to the driving axis when ir-
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radiated off a major symmetry axis of the MgO-crystal. In an attempt to explain
these results they used the same model as in Ref. [45] and assumed the electrons’
velocity vector at moment of recollision to correspond to the harmonics’ polariza-
tion. They were able to predict different behavior of HH13-HH15 to HH17-HH19
due to different conduction bands but the model failed when predicting the direc-
tions of HH17-HH19. It is clear that such a model can not provide a quantitative
solution to the complicated dynamics of solid HHG, especially for the higher lying
conduction bands. The model however did predict some details quite accurately,
for instance the angle dependence with driving field strength. So it could perhaps
be used to provide an intuitive general idea. But if harmonics were found to be
emitted elliptically polarized in certain situations, the recollision model would have
a hard time explaining it. In Chapter 3, an alternative simplified model for rotated
major axes will be presented that does also include elliptically polarized harmonics
- although probably not valid for MgO.

Using an ab-initio TDDFT approach, Tancogne-Dejean et al. were able to
theoretically reproduce the experimentally measured ellipticity dependencies from
MgO [45] and predicted that different harmonic orders would exhibit different
ellipticity responses [105]. This was argued to be due to the different interplay
of interband and intraband contributions. In silicon, this reasoning led to the
separation of harmonics generated by coupled intraband and interband dynamics
(high JDOS) and harmonics generated only by intraband dynamics (low JDOS)
[104]. Those two classes of harmonics showed different ellipticity dependencies.
Perhaps most importantly, the authors argued that circularly polarized harmonics
could be generated from both Si and MgO with circularly polarized excitation. In
this case, subsequent harmonics were predicted to have counter-rotating helicities
as is known from selection rules of the gas HHG case. Furthermore, the authors
predicted that the dependence of the harmonics’ ellipticities εn on the driving
ellipticities ε was non-trivial and also that the harmonics’ polarization-state could
be changing over the course of the pulse duration. Another impressive prediction
was - counter-intuitively coming from gas HHG - that elliptical excitation could
increase the high-harmonic cutoff in MgO along ΓK-direction. This last prediction
will be investigated in Chapter 4.

When the project that is summarized in this thesis started, basically only these
works existed (excluding [143]). The goal of this thesis was to investigate the pre-
dictions of [105] and to gain a deeper understanding of the ellipticity-response
of HHG from solids. However, during the course of these four years, other re-
searchers have worked on related problems and those shall be summarized in the
next paragraphs.

The first and so far only other work that studied the polarization of high
harmonics from solids generated by elliptically polarized fields has done so from
2D-materials like Graphene and MoS2 [46]. There, the authors found, similarly to
Ref. [45], that the harmonic yield in graphene could be enhanced with elliptical
excitation. In fact, with increasing ellipticity, they found that the field compo-
nent parallel to the major axis of the driving ellipse was decreasing in strength
while the perpendicular component increased to a value three times larger than
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the parallel component. This caused harmonics to be almost perpendicularly po-
larized with respect to the driving ellipse for ε = 0.32. However, the harmonics
remained more or less linearly polarized, which implies that the relative phase be-
tween these two components is close to zero. For circular excitation, the harmonics
vanished. The authors developed a full quantum model [144] with which they were
able to explain their observations. Graphene is a metal with a band gap of zero
and a Dirac cone in the conduction band and therefore, its behavior is known to
be quite unique [145]. For example, the authors in Ref. [46] reported that the
harmonics’ behavior was independent on the crystal rotation. This makes a lot of
sense, considering that the Dirac cone of graphene is isotropic. But this behavior
is quite unusual, considering most band structures are strongly anisotropic. MoS2
exhibited an atomic-like ellipticity dependence. Its harmonic yield was monotoni-
cally decreasing with increasing ellipticity and the perpendicular component of the
harmonics’ polarization ellipse remained close to zero for any driving ellipticity.

The first report of a non-perturbatively generated circularly polarized high-
harmonic from solid has been given by us at the ATTO-conference in 2017 [146].
However, the first peer-reviewed research article appeared shortly after by Saito
and coworkers [147]. In a crisp study, Saito et al. demonstrated that high har-
monics generated from a 30-µm-thin, z-cut GaSe crystal with circularly polarized
3.5µm pulses followed the selection rules that have been brought forward theoret-
ically long before solid HHG was discovered (In Refs. [141, 142] with conventional
perturbative nonlinear polarization analysis, in Ref. [148] with group theoreti-
cal methods for arbitrary crystal symmetries and harmonic order as well as in
Ref. [149] with a Floquet-type analysis specifically for HHG). In their case, the
three-fold symmetric crystal GaSe led to odd and even harmonic orders with lin-
ear excitation. When switching to circular excitation however, they observed every
third harmonic order to disappear. The remaining harmonics were circularly po-
larized and counter-rotating. The results could be explained in numerous ways.
An intuitive one is that the crystal symmetry class is imprinted onto the fully
symmetric circular driving field. Imprinting an N-fold crystal symmetry on the
driving field leads exactly to selection rules of the kind [147]

nHH = σ +Nj, (j ∈ N). (1.14)

Here, nHH is the harmonic order and σ = ±1 the helicity of the harmonic. It
means that for a three-fold symmetric crystal only the harmonic orders 3j ± 1 are
allowed. Interestingly, Saito et al. also showed that the harmonic yield for linear
and circular drving polarization was the same for the allowed harmonics with their
driving conditions and sample.

The last two publications that shall be described here tried to extract phys-
ical insights about the charge dynamics by polarization-resolved analysis. The
semiclassical equation of motion for a charge within a single band is

v = 1
~
∂Ek(k)
∂k

− e

~
E(t)×Ω(k). (1.15)
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1.2. High harmonic generation from solids

The first term is the conventional dependence of velocity and the band deriva-
tive and known from physics textbooks. The second term is called the anomalous
velocity and includes the Berry curvature Ω(k). The anomalous velocity needed
to be added to the equation after Berry carefully investigated the previously un-
acknowledged phase that a quantum particle accumulates after propagating in a
closed loop [150]. It is a recent and still rather mysterious quantity that is very
important for the development of lively topics like topological insulators (Nobel
price for physics in 2016 [151]). In Eq. 1.15, it is apparent that the anomalous
velocity term causes a polarization component perpendicular to the driving field
E(t). Also, it can be shown that for nearest-neighbor-type tight-binding band
structures the second term is responsible for the generation of even harmonics and
the first term for odd harmonics [85,135]. Note that Eq. 1.15 ignores contribution
of multiple bands, i.e. interband dynamics. This argumentation led to two papers
that analyzed the Berry curvature from the even-order harmonic response from
the two-dimensional material MoS2 and from SiO2. In the latter, in which the
polarization major-axis of XUV harmonics has been analyzed, the authors have
even reconstructed the Berry curvature.

With papers that reconstructed the one-dimensional band structure with high-
harmonic spectroscopy [39,89] and here, also the Berry curvature in one direction
[135], it should be very interesting to do this with elliptical excitation. This would
allow for reconstruction of these quantities in the full two or even three-dimensional
k-space, potentially with the attosecond time resolution that is inherent to HHG.

This chapter introduced the field of HHG both from gases and solids and has
elaborated on the differences and the current status of solid HHG. It can be ex-
pected that polarization-state-resolved analysis of solid HHG will become a key
part of ultrafast oscillation analysis in insulators (and semiconductors) as well as
in novel quantum materials like topological insulators or strongly correlated mate-
rials. Introducing elliptical excitation simultaneously allows for probing the charge
dynamics uniquely in a multidimensional space opening up new avenues for spec-
troscopic tools with degrees of freedom that gas HHG spectroscopy does not have.
The next chapters will revolve around precisely those tools.

27



Chapter 2

Visible high harmonics and their
response to ellipticity

This chapter experimentally scrutinizes the high-harmonic response to elliptically
polarized excitation. The most significant role in these investigations will be played
by a set of experiments in Sec. 2.3, in which the polarization states of the harmonics
are investigated. As argued in the previous chapter, this has not been done prior
to this work with elliptically polarized - and even very scarcely with circularly
polarized [147] - excitation. When doing so, it comes natural to not only study the
polarization states but also the high-harmonic yields under the same excitation
conditions. This is done in Sec. 2.2. The experimental setup and methods that
enabled the subsequent research are described in Sec. 2.1.

But first, let us start with some general remarks on these experiments. HHG
can be an extremely broadband light source and thus, the experimentalist can chose
different wavelength ranges to study. Optics, spectrometers and the experimental
methods need to be chosen in compliance with this wavelength range. Moreover,
the absorption of air for photon energies larger than roughly 6 eV (wavelength
smaller than 200 nm) poses a hard boundary. If one wishes to investigate harmonics
in the VUV or EUV-region, one needs to place the experimental setup into vacuum
and it becomes increasingly difficult to manipulate the harmonics itself, for instance
with a polarizer.

In this chapter, we limit ourselves to the detection of harmonics that do still
propagate in air, i.e. wavelengths mostly visible to the human eye∗. From a gas-
HHG perspective, this might seem like a surprisingly low photon energy range,
since there, typical HHG spectra are shown in the XUV. This is because the XUV-
signal is the most interesting part of the spectrum for further experiments on the
one hand, but also because laser wavelengths are typically rather low (800 nm)
and thus, there are only a few harmonic orders above 200 nm. However, if we
can live with the fact that the detected radiation is not particularly useful for
further experiments, it will be much simpler to study HHG in the visible range.

∗For simplicity, let us call wavelengths between 200 nm and 700 nm ’visible’, although this is
a slight exaggeration of the eye’s performance.
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2.1. Experimental setup and procedure

Figure 2.1: Schematic of the experimental setup.

This is valid if we show that those harmonics are generated non-perturbatively, as
we will do. Then, from a physics stand point, there seems to be no substantial
difference between high harmonics in different wavelength regimes. It should be
noted that there is a lively discussion about this topic. Claims have been made
that high harmonics generated in the XUV range tend to be generated by the
interband mechanism (see e.g. ref. [152]). However, contrary to this claim lies the
fact that the highest photon energies generated from solids to date were modeled
with an intraband-only theoretical description [89, 116]. It is clear, that high-
harmonic emission stems from the extremely nonlinear charge dynamics in the band
structure where intra- and interband dynamics are intrinsically coupled. Hence,
any differentiation between low-order and high-order seems to be artificial as long
as high harmonics are generated non-perturbatively.

2.1 Experimental setup and procedure
Let us first discuss the overall experimental scheme before later sections will look
at the individual components in detail. The experimental setup is sketched in
Fig. 2.1. A home-built CEP-stable OPA-source delivers 120 fs pulses at 2.1µm
with pulse energies of 13µJ (Sec. 2.1.1). The pulse energy is adjusted with ND-
filters. The polarization state of the incoming light pulses is fixed by transmitting
through a wire-grid polarizer (WGP) in order to get it properly linearly polarized
first. The transmission through a quarter-wave plate (QWP) and a half-wave plate
(HWP) allows for setting any ellipticity while keeping the major axis fixed (Sec.
2.1.5). Unless otherwise noted, the pulses are focused with a CaF2-lens of 25 cm
focal length. The sample is mounted in a motorized rotational stage and placed
in the focus (Sec. 2.1.2). After 50 cm of propagation, an iris is used to spatially
suppress the otherwise very strong third harmonic. The light is then coupled into
an Ocean Optics HR4000 spectrometer with a curved mirror (CM) made out of
UV-enhanced aluminum (f = 5 cm). It was beneficial to use a curved mirror
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Chapter 2. Visible high harmonics and their response to ellipticity

Figure 2.2: Schematic drawing of the OPA source. TFP: Thin-film polarizer; PS:
Pointing stabilizer; WLG: White-light generation; SHG: Second-harmonic gener-
ation; QPD: Quadrant photo-diode; PZT-DL: Piezo delay stage. Redrawn from
Refs. [58, 154]

instead of a lens to avoid chromatic aberrations and hence to align the setup in
such a way that it is optimized for all harmonics at the same time. Depending
on the experiment, a Rochon polarizer (RP) was added between the sample and
the spectrometer. A rochon polarizer is an intrinsically broadband polarizer that
transmits the ordinary ray with no spatial deviation. The RP used here was made
from α-BBO, which is transmissive between between 190 nm and 3500 nm. For
measurements of the Stokes parameters (Sec. 2.3.3), a tunable QWP was added
between sample and RP. In later experiments (Sec. 2.4.2 & 2.4.3), a Fresnel rhomb
was used instead of a second QWP, which served the same purpose but acted as
an ultrabroadband QWP as it geometrically induces a π/4-phase shift by multiple
internal reflections.

2.1.1 OPA-source
The OPA-source that was used in these experiments was developed by Dr. G.
M. Rossi and Dr. R. E. Mainz to be employed as a CEP stable seed laser for
subsequent amplification stages of a sub-cycle parametric waveform synthesizer.
Although briefly described here, for a deeper reading the reader is advised to
Refs. [153,154] or other works that describe white-light-seeded optical parametric
amplifiers. The development and maintenance of this system was out of the scope
of the author’s work.

The OPA is pumped with a commercial cryogenically-cooled Ti:sapphire laser
system (Coherent Legend Elite Cryo PA) that delivers 150 fs pulses with ~20mJ
and 1 kHz repetition rate. A small part (~500µJ) of this energy is coupled into the
boxed and temperate-stabilized OPA-system. There, yet another small portion of
it is used to generate a white-light continuum from a 2mm YAG crystal by means
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Figure 2.3: a: Fundamental spectrum with reconstructed spectral phase from 2DSI
(F. Scheiba). b: Two measurements of the reconstructed temporal intensity, one
of the frequency-doubled idler with FROG from 2017 (Dr. G. Cirmi), one of the
2080 nm pulse with 2DSI from 2018 (F. Scheiba). c: The FWHM-beam diameter
after transmitting through a CaF2-lens (f = 250mm) as reconstructed with a
knife-edge. Inlet shows the differentiation of the knife-edge measurement in the
focus. Solid line in the inlet is a Gaussian fit.

of SPM. A first OPA-stage amplifies the spectral region around 1300 nm (BBO
type-II 2.5mm, θ = 25.9◦). A narrow-band band-pass filer selects a 3 nm wide
wavelength region around 1300 nm to ensure that the seed pulse duration exceeds
the pump duration [155]. Then another BBO amplifies this spectrum and also
generates the passively CEP-stable [155] idler (BBO type-II 4mm, θ = 25.9◦) at
2080 nm with ~40µJ. In order to pump the white lights of the synthesizer, this idler
is then frequency doubled in another BBO (type-I 0.5mm). For the experiments
here however, the residual idler at 2080 nm was used.

Due to its purpose of serving as a seed for a sub-cycle waveform synthesizer,
great effort has been put into stabilization of this system. The input pulses are spa-
tially stabilized with a beam-pointing-stabilizer system. The whole OPA-system
is boxed and build on a breadboard that is slightly heated above room tempera-
ture to actively stabilize the temperature below 1mK rms. This reduces drifts of
the optics due to long-term temperature changes of the ambient air. An f-2f in-
terferometer measures CEP-fluctuations for every laser shot and sends a feedback
control signal to a piezo delay stage, actively locking the CEP to fluctuations of
~150mrad rms for the 2080 nm pulses [153]. Note that the precise central wave-
length of the idler is subject to the exact phase-matching conditions achieved in
the BBO’s and thus, it varies throughout this thesis between roughly 2080 nm and
2120 nm.

The spectrum (Fig. 2.3a) shows slight side-lobes that are residues of pump-
depletion by the frequency-doubling. The precise shape of the spectrum was
changing slightly over the course of the project due to differently achieved phase-
matching conditions in the SHG-crystal. The spectral phase, as has been recon-
structed by 2DSI (F. Scheiba), shows the pulses are well compressed, leading to
a FWHM-pulse duration of 73 fs. A FROG measurement from before this project
was started (by Dr. G. Cirmi) of the frequency-doubled 1040 nm pulses showed
a pulse duration of 120 fs, also without any significant chirp. This difference is
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Chapter 2. Visible high harmonics and their response to ellipticity

a little surprising because typically one would expect the second harmonic to be
shorter than the fundamental. Note that this discrepancy does not stem from us-
ing two different methods, as also a FROG measurement was taken after the 2DSI
measurement, giving a similar result around 70 fs. Since the OPA was sometimes
re-optimized after this project was started, we will assume that the pulse duration
changed meanwhile the measurements presented in the chapter took place. Hence,
let us assume a 120 fs pulse duration for the most part of this chapter, while the
last experiments, that were done around the same time of the 2DSI-measurement,
were done with a pulse duration of 73 fs. Note that since these are many-cycle
pulses, the precise pulse duration does not affect any of the interpretation and
only influences the stated value for the peak intensity - which in any case is a
parameter prone to experimental uncertainties.

Another important parameter that determines the peak intensity is the beam
size, which has been determined by inserting a knife edge lateral to the beam while
measuring the transmitted pulse energy behind. The derivative of the function,
describing the laser energy over knife-edge position is then equal to the lateral (one-
dimensional) beam profile. In our case, the differentiation has a Gaussian shape,
as is shown in the inlet of Fig. 2.3c. The FWHM is calculated from the Gaussian
fit and plotted for different positions along the beam propagation direction in Fig.
2.3c. With these focusing conditions, the FWHM beam diameter in the focus is
95µm.

The peak intensity is

Ipk = E

τπr2 , (2.1)

where E is the pulse energy, τ the pulse duration and r the FWHM beam
radius. With the parameters discussed here, and with 120 fs pulse duration, we
get Ipk = 0.6TW/cm2 in the focus. Note that typically for a Gaussian beam,
Ipk is multiplied with a factor of two. In our case, since this intensity will be
important also for cross-checking with the TDDFT-calculations, we decided to
take the intensity as described by Eq. 2.1. This ’averaged’ peak intensity over the
focus makes sense in our case, as the whole focal spot is likely to contribute to the
high-harmonic emission process.

2.1.2 Crystal considerations
Most of the experimental work described in this chapter was done with silicon.
Silicon was an appealing choice for a number of reasons:

1. Silicon has arguably been the most important technological material of the
past century and, with silicon photonics on the rising, it continues to inhabit
that role. Because it has been extremely well studied, it is a captivating idea
to explore completely new strong-field dynamics of it.

2. A consequence of the previous point is that the manufacturing capabilities
of silicon are among the most sophisticated. Thus, silicon can be obtained
extremely thin with a good surface quality for a relatively low price.
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Figure 2.4: a: 3.5mm × 3.5mm wide, 2µm thin silicon sample. b: X-ray diffrac-
tion data of that sample (acquired with the help of M. Spiwek). c: Fundamental
spectrum with and without being propagated through the 2µm silicon sample. ε
denotes the ellipticity, ε = 1 is circular polarization.

3. Silicon is known as a semiconductor with a 1.1 eV indirect band gap. To pro-
mote an electron via the indirect band gap however requires interaction with
a phonon which can usually be neglected on the sub-optical-cycle ultrafast
timescales that are discussed in this thesis. The direct (optical) band gap
of silicon lies at 3.3 eV. That means, with our excitation energy of 0.59 eV,
6 photons are required to promote electrons to the conduction band. This
fulfills the requirement of being far off-resonant for solid HHG. Furthermore,
this band gap value means that we can observe two harmonic orders below
the band gap (HH3, HH5) and two above (HH7, HH9) which will be helpful
for interpretation.

4. Silicon can and has been simulated with the ab-initio TDDFT approach of
our collaboration partners (N. Tancogne Dejean, A. Rubio).

5. At the beginning of this project, no peer-reviewed work has reported exper-
iments on solid HHG from silicon. Hence, even the most basic experiments
presented novelty in itself.

It is extremely important to keep samples as thin as possible in solid HHG.
While for perturbative harmonic generation in crystals and HHG in gases, it is a
common attempt to increase the interaction length of the laser with the medium (as
long as phase-matching can hold up), solid HHG often concerns above-band-gap
harmonics and in this case, re-absorption of those plays a pivotal role. Although
any other material could be discussed here, let us look at the absorption coefficient
of silicon. Here, a wavelength of 300 nm (HH7 in our case) experiences an absorp-
tion coefficient of α = 1.759 · 108 m−1 [156]. This means, its intensity drops by e−2

after propagating for only 11 nm. For HH9, the situation is similar. Consequently,
any crystal thickness greater than this does not increase the harmonic yield at the
output surface of the crystal. Quite to the contrary, considering the other highly
nonlinear processes that a pulse of such high electric field strengths will experi-
ence during propagation, it is desirable to keep the sample as thin as possible.
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Chapter 2. Visible high harmonics and their response to ellipticity

Of course, a few nanometers thickness are usually not feasible, at least not for
free-standing samples. In personal experience, after changing from 20µm-thin Si
crystals to 2µm-thin Si crystals, the high-harmonic yield increased by a factor of
ten. We also did experiments with 200 nm-thin samples however those turned out
to be too fragile to work with on a day-to-day basis.

Especially for spectroscopy that requires precise knowledge of the input pulse,
samples that are thick enough for the pulse to undergo nonlinear effects prior to
the ones under investigation make a thorough analysis quite challenging. For this
reason, recent works have proposed to work in reflection [129, 157, 158]. However,
as pointed out in point 2) of the previous list, silicon can be manufactured quite
thin with a good optical quality and therefore propagation effects should play a
minor role. Propagation effects will become important later and will be discussed
accordingly (Sec. 4.2.3).

We have mostly worked with silicon samples from Norcada. Fig. 2.4a shows a
photograph of one of their samples. Fig. 2.4b shows an x-ray diffraction measure-
ment that reveals the mono-crystalline nature of the sample and that it has cubic
symmetry. This x-ray diffraction pattern has been acquired at the facilities of
DESY with the assistance of M. Spiwek. With the 2µm Si sample predominantly
discussed in this chapter, the driving spectrum does change slightly due to non-
linear propagation effects (Fig. 2.4c) however a change of this small magnitude
can be expected to play a minor role for HHG. Polarization-related propagation
effects on these samples will be looked at in Sec. 2.1.5.

2.1.3 Data acquisition
To perform the measurements, four motorized rotational stages needed to be con-
trolled and scanned, i.e. QWP, HWP, sample and polarizer. For each rotation
angle of any of those stages, a spectrum had to be acquired. It is important to
subtract a dark spectrum from the acquired spectra to avoid influences of the ambi-
ent lighting and electronic noise of the spectrometer. Since the final measurements
were taken non-stop over 48 hours, the ambient lighting and that noise level could
change over that period, making it a necessity to record additional dark spectra in
between the measurements. All of these requirements were fulfilled with a MAT-
LAB routine that was written by G. Di Sciacca, supervised by the author of this
thesis.

Fig. 2.5 shows the graphical user interface (GUI) of that MATLAB routine.
First of all it includes the ’obvious’ tasks, i.e. moving the four motorized rotational
stages independently of another within a given range and with a certain step size.
For any set of stage-positions, the program acquires spectra with a given integration
time and averaging number. The user can enter a folder name and the program
will create this folder with an exact datetime string attached in the name. The
program saves each measured spectrum as a ’.txt’-file. Additionally, a MATLAB
’.mat’-file is created that contains a structure, including every measurement as
well as information about the scanned values and the other input parameters. For
required subsequent data analysis it is enough to import the ’.mat’-file.
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2.1. Experimental setup and procedure

Figure 2.5: The Matlab GUI.

With a motorized shutter in the beam path, the program allows for subtraction
of a new dark spectrum after a given amount of spectra. Furthermore, the user can
choose to lock the HWP-angle to the QWP-angle, such that the HWP is moved
with the fixed relationship to the QWP that keeps the major axis of the driving
ellipse constant (see Sec. 2.1.5). However, the HWP can also rotate independently.
This is useful if one wants to rotate the light field instead of the sample, for instance
if the samples’ surface is irregular and different positions on it give different results.
The GUI calculates the duration of the measurement which turned out to be a
particularly useful feature especially for the longer measurements.

The program can also be used with a Coherent powermeter instead of the Ocean
Optics spectrometer. This allows to automatically calibrate the waveplates, as will
be discussed in Sec. 2.1.5.

2.1.4 Data analysis
For any spectrum that is acquired, the harmonic yield can be calculated either as
an integration over the harmonic peak or as the maximum value of an harmonic
peak. In the solid-HHG-literature it is usually not stated how people define the
harmonic yield. We found very little differences between the two methods and
hence, to be consistent with the definition of our collaboration partners, use the
integration method to calculate the harmonic yield [105].
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Figure 2.6: Polarization scans for HH5 and HH9 from silicon with ε = 0.32 and
θ = ΓX+5◦. b shows the same data as a but as polar plot. Solid lines are sin2-fits.

We have two different types of datasets that need to be evaluated. To simplify
things, let us refer to the combined QWP and HWP rotation as ε (meaning the
driving ellipticity), to the sample rotation as θ and to the polarizer rotation as ξ.
If only interested in the harmonic yield, spectra are acquired under variation of ε
and θ and the polarizer is not in the beam path (This is the case in Sec. 2.2). The
harmonic yield is calculated for each of the harmonics, depends on ε and θ (and
the driving intensity) and can thus be further analyzed.

If interested in the harmonics’ polarization states, complexity of data analysis
slightly increases. The inserted polarizer in the beam path means that the har-
monic yield depends now on ε, θ and ξ. Moreover, because the ξ-dependence carries
the information about the polarization state of the harmonic, individual ξ-scans
need to be evaluated as a whole. Typically, in these experiments, the polarizer is
rotated in 13 steps of 18◦. The harmonic yield in dependence of ξ can then be
fitted with the function I(ξ) = b−a cos(2(ξ−φ)) (this is Malus law for elliptically
polarized light and basically a sin2-fit.). Here, φ is the major-axis rotation of the
harmonics’ polarization ellipse. Also, the absolute value of the harmonic ellipticity
of harmonic order n is

|εn| =

√√√√min[In(ξ)]
max[In(ξ)] . (2.2)

In is the intensity of the nth-harmonic.
Note that these kind of measurements are not sensitive to the helicity of the

harmonics, i.e. the sign of εn (this will be addressed in Sec. 2.3.3). For each
polarizer scan, the fit is individually calculated for HH5, HH7 and HH9. Fig. 2.6
shows HH5 and HH9 for an exemplary polarizer scan, including the respective fits
as solid lines. Because the data is sampled quite well with a step size 10 times
smaller than the period, the fits are usually of good accuracy. Polar plots are a
great and intuitive way to visualize polarizer scans, as can be seen in fig. 2.6b. Here
the angle is the polarizer rotation angle while the radial distance is the normalized
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intensity. In the case of this data set we find:

ε5 = 0.69 (2.3)
ε9 = 0.47 (2.4)
φ5 = 17.9◦ (2.5)
φ9 = 75.7◦. (2.6)

Without any further reference, these values might feel a little out of place here,
although it can be noted that ε and φ are different for different harmonics with the
same driving conditions. This will be one important result of Sec. 2.3 and hence,
will be discussed thoroughly there.

As discussed in the next section, calibration of the QWP and the HWP requires
careful characterization of their influence on the polarization state of the driving
laser pulses. This is done very similarly as for harmonics by rotating a polarizer
and calculating ε and θ as defined above.

Because the reflectivity of mirrors and the grating in the spectrometer can
differ for p- and s-polarization, it is important to calibrate this influence for all
the wavelengths that are relevant here. This has been done with an unpolarized
white-light source and it was found that p- and s- polarization differ by up to
15% in intensity. When evaluating the ξ-scan in post-processing, these calibration
measurements have been taken into account.

2.1.5 Waveplate calibration
An ideal quarter-wave plate (QWP) acts on a monochromatic linearly polarized
light wave by shifting the phase of one axis to the phase of the perpendicular axis
by π/2. Here, we call the angle between the initial linear polarization direction
and the fast axis of the QWP α. α = 0◦ will do nothing to the light wave, while
α = 45◦ will convert it circular polarization. For 0 < α < 45◦, the light wave
will not only be elliptically polarized but also experience a rotation of its major
axis by the angle −α. To adjust ε without rotating the major axis, an additional
HWP can be used. To confirm this, let us consult the Jones-matrix for a rotated
retarder [159,160]:

JR(β, α) =
cos(β/2) + i sin(β/2) cos(2α) i sin(β/2) sin(2α)

i sin(β/2) sin(2α) cos(β/2)− i sin(β/2) cos(2α)

 .
(2.7)

β is the phase shift introduced by the retarder (for a QWP it is π/2, for a
HWP π) and α is the rotation angle of its fast axis relative to the lab frame. In
Fig. 2.7, the Jones calculus has been applied to calculate the polarization ellipse of
an originally linearly polarized light field after propagating through a single QWP
with angle α (blue) as well as after propagating through a QWP with angle α and
a HWP with angle α/2. As it is apparent from this figure, the major axis can be
fixed if the HWP is set to the angle α/2.
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Chapter 2. Visible high harmonics and their response to ellipticity

Figure 2.7: Calculation to demonstrate influence of a QWP on the polarization
major axis and the ellipticity of an initially linearly polarized light field. The angle
α is the angle between initial polarization axis (horizontal) and the fast axis of
the QWP. Blue: Propagation through a QWP with angle α. Red: Propagation
through a QWP with angle α and a HWP with α/2.

Of course in the real world, waveplates are not perfect and the laser pulses
have a certain bandwidth. Because a strongly nonlinear process like solid HHG is
extremely sensitive to the exact driving conditions (especially ε and θ), great care
has to be taken to characterize both QWP and HWP as well as to calibrate both
of their influences on the laser pulses. As an example, Ref. [45] shows ellipticity
profiles from MgO with two orders of magnitude different harmonic yields for
ε = −1 and ε = 1. In a cubic material like MgO and with multi-cycle laser
pulses, it should not make a difference if the driving field is rotating clockwise or
counterclockwise when it is circularly polarized. One explanation for this could be
that the waveplates were not carefully calibrated there but of course that is only
speculation.

In our case, the waveplates were calibrated by propagating the laser pulses
through them and a subsequent Rochon polarizer that is rotated in 10 steps be-
tween 0◦ and 200◦ for every configuration of QWP and HWP angle. The trans-
mitted power through the polarizer was measured with a Coherent power meter.
The resulting curves were then fitted with an I(ξ) = b− a cos(2(ξ − φ)) function.
From the fit, |ε| has been calculated as described in the previous section for the
harmonics.

Figure 2.8a shows the hereby obtained calibration of the QWP and HWP en-
semble. One can see that the major-axis remains within 3◦ for |ε| < 0.8. We were
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Figure 2.8: a: Calibration of QWP and HWP. b: Assessment of prevalent bire-
fringence effects by measurement of ε and θ with and without a silicon sample in
the focus. Here sample is placed such that θ is oriented along ΓK.

able to reach ellipticity values between 0.02 < |ε| < 0.97. Actually to reach per-
fectly linear polarization turns out to be quite challenging. The energy resolution
for standard commercial powermeters is on the order of 100 nJ and hence, when
using 8µJ pulses, it is difficult to measure ε < 0.1 and any measurement in this
range needs to be taken with a grain of salt. Also to achieve perfectly circular po-
larization is challenging because the light before the QWP needs to be as linearly
polarized as possible, which, as argued before, is difficult. In fact two wire-grid
polarizers before the QWP were used, to have a well defined linearly polarized
laser pulses.

Influence of birefringence effects of the 2µm Si sample are neglible, as is shown
in Fig. 2.8b. Difference in θ appear only for large ε-values, where the major axis
alltogether is not so well defined anymore. ε differs slightly for close-to linear
polarization. As elaborated on before, it is difficult to determine the polarization
state for ε ≈ 0 in any case.

2.2 Yield-resolved high-harmonic analysis

2.2.1 Perturbative and non-perturbative harmonics
With the spectrometer cutting off at 200 nm and a driving wavelength of 2100 nm,
harmonics up to the ninth order can be detected. Fig. 2.9a shows typical spectra,
in this case for three different driving intensities. Silicon is a cubic crystal with
inversion symmetry which explains why only odd harmonics are observed [38,162].
HH3 is consistently the strongest of all harmonics and it is saturating the detec-
tor for 0.6TW/cm2. Although it would be definitely also interesting to study the
transition from perturbative to non-perturbative behavior of HH3, in this work,
mainly the harmonics 5,7 and 9 will be discussed. Those are rather similar in mag-
nitude and therefore simultaneous detection of those makes the experimentalists
life easier. Additionally for those harmonics, the term ’high-harmonic generation’
seems slightly more appropriate than for the lowest-possible harmonic order 3.

When studying relatively low-order high-harmonic generation from solids one
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Figure 2.9: a: Typical high-harmonic spectra from silicon with three different
driving intensities. b: Scaling of harmonics 5,7 and 9 with the driving intensity.
Linearly polarized driver. b is adapted from [161]

has to make sure that these harmonics are indeed generated in a non-perturbative
fashion, instead of the conventional harmonic generation which is commonly de-
scribed as anharmonic oscillations of the localized electron clouds. This can be
confirmed by measuring the dependence of harmonics’ yields versus driving inten-
sity. A perturbative behavior would imply a power scaling of In ∝ In. Deviations
to this are a good indication for the non-perturbative nature of the harmonics.
Here, I is the driving pulse intensity, n is the harmonic order and In the corre-
sponding harmonic intensity.

Fig. 2.9b shows the intensity scaling for HH5, HH7 and HH9. With low
driving intensities, HH5 follows exactly the expected perturbative power scaling.
The higher harmonics 7 and 9 seem to already deviate from their power scaling
with the lowest intensities scanned here. It is possible that they only appear in a
non-perturbative fashion, since these are already relatively high harmonic orders.

For driving intensities above 0.2TW/cm2, also HH5 starts to deviate from its
power scaling. For the highest intensities one can see a saturation-like intensity
dependence for all harmonics, which is consistent with earlier observations on HHG
from solids [38, 85, 88, 126, 163]. This is clearly non-perturbative behavior. Unless
otherwise noted, the experiments in this chapter will be done with 0.6TW/cm2.
For intensities above approximately 0.8TW/cm2 laser-induced damage on the sam-
ple has been observed which appeared as a decreasing harmonic yield over time.

On another note, the behavior of HH7 in this scan is quite peculiar. One would
not expect a higher harmonic to be more intense than a lower harmonic, especially
for low intensities, where perturbative nonlinear optics might still be applied. In
Ref. [130] a very similar behavior is observed and there, it is speculated that
these anomalies can stem from resonant effect due to strong features in the JDOS.
Indeed, due to the high JDOS in the energy range of HH7 - being just above
the direct band gap - it is feasible that interband effects already start to arise in
this driving intensity range. For HH5, on the other hand, because it is below the
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HH5 HH7 HH9

Figure 2.10: The harmonic yields of HH5-HH9 versus rotation of the laser (’HWP’)
or the crystal (’Sample’) for different sample thicknesses. ’Exp.’ refers to experi-
mental data, ’TDDFT’ to TDDFT simulations performed by N. Tancogne-Dejean.

direct band gap, this cannot happen. Further work would be needed to clarify
this behavior but it seems to be a signature of the transition from perturbative to
non-perturbative nonlinear optics.

2.2.2 Sample rotation, influence of sample thickness and
first comparison to simulations

Having established the non-perturbative nature of the generated harmonics, one
can think of the first real experiments to perform. Something that might come
to mind when the sample is mounted on a rotational stage, is rotating the crystal
with rotational axis parallel to the laser propagation direction. Since a crystal is
anisotropic in general, one would expect different harmonics’ behavior for different
crystal orientations [38, 45]. A serious investigation of rotation-dependent spectra
poses an important practical requirement on the sample quality. Since the center
of this rotation does generally not coincide with the position on which the laser
beam hits the sample, rotating the sample means that the laser will hit a different
spot on it. Generally, in order to draw conclusions out of this experiment, it
is required that the influence of spot-to-spot variations due to surface quality is
rather low. In the authors own experience, this is not always a problem but
depends on the crystal, the vendor and the thickness. To find out if whatever
variation in the harmonic yield originates from spot-to-spot variations or from the
crystal orientation, one can also keep the sample fixed but rotate the HWP. This
should negate the influence of spot-to-spot variations. In Fig. 2.10, these kind
of measurements have been done for different sample thicknesses. Here ’Sample’
refers to rotation of the sample while ’HWP’ refers to rotation of the HWP with
the HWP rotation angle multiplied by two.

In these plots, 0◦ is the (100)-crystal direction, or ΓX in reciprocal coordinates.
45◦ is (110) or ΓK accordingly. All harmonic signals are four-fold symmetric, as
one would expect from a cubic crystal. HH5 peaks along ΓK while HH9 peaks
along ΓX. For HH7, the sample thickness has an impact on the direction with
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maximum yield. The 10µm sample peaks along ΓK while 2µm-samples seem to
maximize approximately 15◦ off ΓK. 1µm thickness shows hardly any dependence
on rotation.

In general, one wants to keep the sample thickness as small as possible to
mitigate the influence of non-linear propagation effects on the driving laser. If the
pulse is unaffected by propagation effects, this clearly helps for interpreting the
obtained harmonic spectra. Furthermore, as mentioned in Sec. 2.1.2, the harmonic
yield could be greatly enhanced with decreasing sample thickness. All this is a
trade off however, because thinner samples are not only more expensive, they often
exhibit mechanical weaknesses, leading to variations over the sample surface and
therefore cause (above mentioned) spot-to-spot variations in the harmonic signal.
For the 1µm sample that was used here, the signal clearly differed for different
spots on the sample (not shown). Since the results obtained from HWP rotation
on the 1µm sample have been rather similar to the results of the 2µm sample
rotation scans, all further measurements on the (100)-silicon crystals have been
performed with a thickness of 2µm. The 2µm sample from Norcada exhibited
great reproducible surface quality, as can be validated by comparing the orange
and red curves in Fig. 2.10.

Fig. 2.10 also shows first comparisons with ab-initio TDDFT-calculations per-
formed by N. Tancogne-Dejean. In these, the quantum-mechanical response of
one unit cell to the oscillating laser field is computed, by taking into account the
complete band structure and the real crystal structure. Things that are not in-
cluded are surface and propagation effects as well as dephasing (for details on
the simulations, see Refs. [104, 105]). This means that differences can arise from
propagation effects introduced by the samples’ thickness but also scattering and
dephasing are not included of which the influence on solid HHG spectra is not yet
fully resolved [91,106]. For HH5, these calculations show almost perfect agreement
to the measurements. For HH9, the main features are well reproduced however
their relative intensities are not properly captured by the simulations. For HH7,
the agreement is quite bad and it is clear that some important aspects of the
strong-field processes prevalent here are not properly accounted for in the simula-
tions. Since HH7 and HH9 are harmonics above the bandgap, they are only emitted
within the last few atomic layers of the crystal. Therefore, they will heavily be
influenced by the propagation of the laser pulse and maybe also by surface effects.
Furthermore, the TDDFT-description ignores not so well understood effects such
as, for instance, said electron-electron interactions. It has been argued before that
dephasing plays a crucial role in solid HHG [92] so some of the discrepancies in
comparing experiment and TDDFT could also originate from that.

2.2.3 Dependence on ellipticity and sample rotation
Before diving deeper into this topic, let us take a moment to define some variables
and clarify the symmetries that we should expect when scanning ellipticity ε and
sample rotation θ simultaneously. Fig. 2.11 shows a visualization of the crystals’
lattice (atoms in blue) with its major symmetry directions (100) and (110). The
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2.2. Yield-resolved high-harmonic analysis

Figure 2.11: Definition of the relevant variables ellipticity ε and sample rotation
θ. Furthermore visualization of the symmetry between (ε, θ) ⇐⇒ (−ε,−θ).

a b c
HH7 HH9HH5

Figure 2.12: Measured harmonic yields of HH5-HH9 in dependence of the driving
ellipticity and sample rotation. 0◦ refers to ΓX direction, 45◦ to ΓK. White dotted
lines are the centers of mass of the distributions (×5 to enhance visibility of the
variation). Adapted from [161].

driving electric field ellipse is depicted in red. In (100)-cut Si, the variable θ is
defined as the angle between the driving major axis and the (100)-crystal direction
(equivalent to ΓX in reciprocal space). ε on the other hand is defined as minor
axis divided by major axis, while the sign of ε gives its handedness. The difference
between left and right panels is that ε and θ have been transformed to −ε and −θ.
From this we see directly that for a cubic crystal like silicon, we should expect
the same results for this type of transformation, i.e. (ε, θ) ⇐⇒ (−ε,−θ). Only
the handedness of the polarization ellipses of the harmonics should be subject to
change but this will be discussed later. Further symmetry rules that we can expect
are (ε, θ) ⇐⇒ (ε, θ ± 90◦) as well as (ε, θ) ⇐⇒ (−ε, 90◦ − θ).

After having clarified the major definitions and symmetries, Fig. 2.12 shows
scans of ε and θ and the respective normalized yields of HH5, HH7 and HH9 on
logarithmic scale. Such a complete dataset, depicting the harmonics’ dependence
on ε and θ has not been shown from solids before. The ellipticity responses in
Refs. [45, 46] already revealed that one can expect deviations from the strictly
monotonically decreasing harmonic yields with increasing driver ellipticity in the
atomic case. But here, this behavior is investigated for multiple harmonics simul-
taneously and for every sample rotation.
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First of all, one can nicely observe above discussed symmetries, i.e. again 90◦
repetition of the harmonic yields as well as the same harmonic yields for (ε, θ) ⇐⇒
(−ε,−θ) and (ε, θ) ⇐⇒ (−ε, 90◦− θ). Those are purely dependent on the crystal
symmetry and we can expect to find them for every cubic crystal - completely
independent of its band structure.

Let us discuss the individual harmonics behavior starting from HH5. HH5
is the harmonic order with the lowest photon energy of the ones presented here.
Thus, electron oscillations that emit HH5 stem most likely from relatively low
excursions in the conduction band. Electrons are predominantly promoted to the
conduction band at the Γ-point, which is the k-value with the lowest direct band
gap. The conduction band dispersion of Si can be approximated with a parabolic
k-dependence close to this Γ-point. HH5 is a low-order harmonic which photon
energy lies below the optical band gap. It can therefore only be generated by
the intraband mechanism by electrons with relatively low energy. HH5 exhibits
a response similarly to the atomic case with monotonically decreasing yield for
increasing |ε| for almost all θ. As will be argued in Sec. 3.2.2, the intraband
mechanism alone does not necessarily predict a decrease of the harmonic yield with
increasing |ε|. The fact that we observe it here can mean that the band structure
of silicon is shaped in such a way that elliptical polarization decreases the yield
of HH5, as argued in [161]. However, the decrease of harmonic yield could also
originate from a decrease of electrons being promoted to the conduction band. The
driving field strength scales with 1/

√
1 + ε2 and, because electrons are promoted

to the CB by tunneling, any decrease in the field strength will cause significant less
tunneling [164]. Thereby less electrons will contribute to the harmonic emission
process. This seems to be one reason for the decrease of harmonic yield, especially
since this is generally a recurring behavior for all harmonics from Si. Exceptions
to the monotonically decreasing yield of HH5 can be found along θ = ΓX (0◦, 90◦).
Here, for ε = 0.7, the yield almost disappears and then increases again for even
higher ε. This is unquestionably due to the specific shape of the band structure.

The behavior of HH7 and HH9 carries clear non-atomic signatures. For those
harmonics, one can note quite generally that the yield-distributions are asymmet-
ric around ε = 0. Ref. [45] explains these kind of asymmetries with a real-space-
trajectory recollision model in which electrons start its path close to the electroneg-
ative oxygen atoms in MgO. However, such a model is not applicable here because
silicon is a monoatomic crystal and electrons can be expected to be delocalized
in space. Furthermore, the high-harmonic response stems from coupled intra- and
interband dynamics, which makes interpretation even more complicated. One can
see how an interband mechanism could cause such asymmetries: Electrons would
have different momentary band gaps at different times when driven with ε or −ε.
But also the JDOS is different for different helicities, which alters the interband
contribution all together. These effects could lead to a different ratio of harmonics
being emitted with different helicities. How a pure intraband process could gen-
erate these asymmetries is unclear. Ultimately, these kind of asymmetries are not
well understood and the most secure, although perhaps unsatisfying, statement
that one can make about them is that they originate from the strong-field-induced
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Figure 2.13: a: The center of mass curves of fig. 2.12. Adapted from [161].
b: Harmonic yields along θ = 0◦. Dots are measurements and lines TDDFT-
calculations (by N. Tancogne-Dejean).

coupled intraband and interband dynamics. One should also mention that the
asymmetry with respect to ε = 0 only appears for θ 6= 0◦, 45◦, 90◦, 135◦. These
direction mark the major symmetry axes of the crystal and we would expect no
difference in the response to ε and −ε along these directions.

It is interesting to note that for all harmonics the yield does not disappear with
ε = 1 but remains in the percent level, compared to linear excitation. The fact
that there is still significant yield with ε = 1 is consistent with earlier observations
in solids [45,147] but still astonishing, if one considers the recollision-type picture
in gas HHG.

The white dotted lines in Fig. 2.12 are the center-of-mass curves (CoM) of the
respective θ-dependent distributions (exaggerated in its proportions). Those are
calculated using

CoM(θ) =

∑
|ε|<0.5

ε · In(ε, θ)∑
|ε|<0.5

In(ε, θ) , (2.8)

where In is the yield of the respective harmonic order. The CoMs are calculated
in an interval |ε| < 0.5 to emphasize the asymmetric response in the most intense
region of the ellipticity profiles. Fig. 2.13a shows the same CoM-curves plotted
individually.

As said before, HH5 shows atomic-like behaviour and therefore does not exhibit
strong asymmetries for any θ. This is different for HH7 and HH9. Importantly,
for certain θ, the CoMs of HH7 and HH9 have different signs, implying that they
are generated predominantly with different driving helicities. This is a strong in-
dication for them being generated with different generation mechanisms. Indeed,
it is hard to reconcile how the same generation mechanism can lead to those har-
monics being generated more efficiently with differing driver helicities. Already
in Refs. [104, 105] it was argued, that the JDOS is an important measure for the
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Figure 2.14: The absolute harmonic ellipticities of HH5-HH9 in dependence of ε
and θ. As in Fig. 2.12, 0◦ refers to ΓX direction, 45◦ to ΓK. Adapted from [161].

relative magnitude of interband to intraband mechanism. Also, there it was shown
that for the energy region of HH7, the JDOS is rather high, meaning that har-
monic is generated by coupled inter- and intraband dynamics. The energy region
of HH9 exhibits a relatively low JDOS, which implies that it is generated mainly
by intraband dynamics. We will later discuss other manifestations of this but for
now, let us note that we can see that HH7 and HH9 are generated in a different
way and we can explain this by arguing with the JDOS. Note that CoM = 0 is
required by mirror symmetry along the symmetry axes ΓX and ΓK and this is well
reproduced in the data of Fig. 2.13a. Furthermore, the precise 90◦-symmetry can
count as a good sanity check for the validity of this dataset.

Fig. 2.13b shows the harmonic yields along sample rotation 0◦, compared
with the TDDFT-calculations of N. Tancogne-Dejean. Harmonics decrease with
increasing ellipticity, however, HH5 and HH7 do not show a monotonic behavior.
As it was the case in Sec. 2.2.2, simulations and measurements agree extremely well
for HH5. For HH7 and HH9, some differences appear, however the major features
seem to be reproduced, i.e. the rate of decrease of harmonic yield and the second
plateau of HH7. As has been discussed in Sec. 2.2.2, it is clear that experimental
data includes effects that are not integrated in the ab-initio description and that it
is therefore not surprising to find deviations in quantitative comparisons like that.
The qualitative features are well reproduced and that suffices to make predictions
from these calculations.

2.3 Polarization-state-resolved high-harmonic anal-
ysis

After having investigated the dependence of the harmonics’ yield on the driving
ellipticity ε and sample rotation θ, it is time to add a level of complexity and rotate
a polarizer for each ε and θ. This provides insights into the harmonics polarization
states. The data resulting from these measurements can count as the main results
of the corresponding publication [161].

Fig. 2.13 shows the absolute harmonic ellipticities |εn| versus ε and θ. These
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maps are signatures of rich dynamics in the solids for a large variety of excitation
conditions. We shall discuss them one after another. For linearly polarized excita-
tion, harmonics are approximately linearly polarized. This might be intuitive and
is definitely required by symmetry along the major symmetry axes ΓX and ΓK.
For HH9 and excitation off a major symmetry axis (for instance around θ = −10◦
or θ = 22◦) it is slightly elliptically polarized.

For circularly polarized excitation, all harmonics become circularly polarized.
For reasons of symmetry, this is independent of the sample rotation for a multi-
cycle pulse. This is an extremely important result and when those measurements
were firstly done [146], there was no experimental report on this behavior. It
implies that one can take a cubic crystal, irradiate it with circularly polarized
laser pulses and produce circularly polarized high harmonics - unthinkable in gas
HHG. These types of harmonics will be further discussed in Sec. 2.3.1.

Perhaps most astounding are the features with 0 < |ε| < 1. Here, distinct driv-
ing conditions are observed for which the harmonics become circularly polarized.
These features will be often called ’islands’ over the course of this thesis. Again one
can make out certain symmetry rules that stem purely from the cubic crystal class,
as discussed in Sec. 2.2.3. Similarly high |εn| for elliptical excitation have been
reported before from TDDFT-simulations (Fig. 7a of Ref. [105]). There however,
they have been left mostly uncommented with the focus being on the generation
of circularly polarized harmonics from circularly polarized drivers. Therefore, the
observation that circularly polarized harmonic can be generated with elliptical ex-
citation from solids can count as a surprising and important result of this work.
This will be discussed in Sec. 2.3.2.

2.3.1 Circularly polarized driving pulses
Independently of the precise dynamics in the silicon crystal, circular harmonics
from circular drivers (CHCD) could be expected in a broad sense by requirements
of symmetry. The selection rules for circular polarization can be calculated quite
easily for specific cases [141] and have been extended to arbitrary symmetry groups
and higher harmonics by Tang et al. with group theoretical methods (see also Sec.
1.2.3). There, Tang et al. pointed out that for cubic systems, harmonics should all
be circularly polarized with alternating helicities. Nevertheless, although obvious
in a sense, this does not mean that the generation of circularly polarized harmonics
is trivial or not worth being looked at. As argued in Sec. 1.1.4, there is great
interest in generating circularly polarized high harmonics and the complexity of
doing so in gases makes its solid HHG counterpart quite appealing.

Fig. 2.15a shows a polarizer scan of the three harmonics HH5-HH9 from silicon
with circular driving excitation. For all harmonics there is almost no variation in
intensity over polarizer rotation ξ. For reference, high harmonics have been gen-
erated with the same driving pulses but with a higher intensity of approximately
40TWcm−2 from 50µm-thin z-cut α-SiO2 samples. A corresponding ξ-scan is
shown in Fig. 2.15b, showing two harmonics from SiO2. The trigonal symmetry
group of SiO2 allows for even harmonics to be generated, hence HH4 can be ob-
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cba Si SiO2 Si

Figure 2.15: Polarizer scans of high harmonics from Si (a) and SiO2 (b). Solid
lines are sin2-fits. c shows |εn| (radial) from Si versus sample rotation (angle). In
all figures, the driving pulses are circularly polarized. Adapted from [161].
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Figure 2.16: Observation of selection rules from Si and SiO2 with circular ex-
citation. The polarization rotation angle ψ following propagation of harmonics
through a second QWP for the cases of HHG from Si (a) and SiO2 (b). c: The
harmonic yields of HH3 and HH4 from SiO2 when going from linear to circular
driver polarization. Adapted from [161].

served. The selection rules will be elaborated on below. Also here, both harmonics
do not show any variation in intensity over ξ.

Fig. 2.15c shows another polar plot but this time it is not a ξ-scan. Here,
the radial variable is |εn| and the sample rotation is the angular variable. For
pulses that are at least a couple of cycles long, a rotation of the sample should
not cause variations in |εn| or the harmonic yield when the driving pulses are
circularly polarized. This is because there is no specific time where electrons are
born because the magnitude of the electric field varies little over the course of a
cycle. Then it does not matter if the sample is rotated, and all sample rotations
should be equivalent (except for a phase shift, as is shown in the supplement of
Ref. [147]). In Fig. 2.15c this is clearly visible in the form of very little variation
of |εn| over 180◦-variation of θ. Residual variation stems from the driving pulses
not being perfectly circularly polarized, but instead ε ≈ 0.97 (see Sec. 2.1.5).

The selection rules of CHCD can be seen as conservation of spin angular mo-
mentum of light [147]. In cubic materials for instance, it is required by selection
rules that the helicities of successive harmonics are alternating [105,147,148], mean-
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ing successive harmonics rotate in opposite senses. One method to measure the
helicity of a circular wave, relies on phase-shifting one polarization direction to
the one perpendicular by λ/4. This is easy to see. In Jones calculus, a circularly
polarized wave is written as

Jcirc = 1√
2

 1
±i

 . (2.9)

The + sign (- sign) in front of the imaginary unit is applied for left handed (right
handed) polarization. Using the Jones matrix for a QWP with fast axis along the
x-axis:

Ĵqwp · Jcirc = e−iπ/4
√

2

1 0
0 i

 ·
 1
±i

 = e−iπ/4
√

2

 1
∓1

 . (2.10)

Thus, the resulting wave will be linearly polarized and its polarization axis ψ
will be rotated to the x-axis by 45◦ or −45◦ depending on its initial helicity. On
the experimental side, a QWP that works sufficiently for the wavelength range of
observed harmonics (700 nm to 230 nm) could not be found. Therefore, in these
experiments a tunable QWP from Alphalas made of α-BBO has been used. It is
not a broadband QWP by itself, but the mount of this QWP allows tilting the
angle of incidence, thereby optimizing the QWP for different wavelengths. In Fig.
2.16a and b, this procedure has led to the measurement of ψ, the polarization-
axis rotation angle with respect to the x-axis. There, one can see, that successive
harmonics are indeed counter-rotating.

While selection rules of cubic materials require odd harmonics to have alternat-
ing helicities, the symmetry group of SiO2 requires 2 of 3 harmonics to exist with
alternating helicities [148]. Every third harmonic disappears when going from lin-
ear to circular polarization. This is confirmed experimentally in Fig. 2.16c, where
the yield of HH3 drastically decreases with increasing ε. In total, the yield di-
minishes below the noise floor after a reduction of four orders of magnitude going
from linear to circular driving polarization, unambiguously confirming the selection
rules.

Another interesting thing to note from Fig. 2.16c is that the yield of HH4 does
not decrease with elliptical or even circular driving polarization. In fact, it even
increases, peaking around ε ≈ 0.4. The yield with ε = 0 and ε = 1 is equal. A
similar behavior has also been observed by Saito et al. from GaSe [147]. This
raises interesting questions because from gas HHG one would always expect the
harmonic yield to decrease with increasing ε. One possible explanation could lie
in the intraband mechanism dominating the harmonic emission process in these
cases. Here, electrons and holes do not need to overlap again and therefore the yield
does not necessarily decrease with increasing ε. For the case of SiO2 this is a likely
explanation because these harmonics are far below the band gap of 9.2 eV. It should
however be mentioned that at this point it has not been confirmed generally that
the interband mechanism diminishes the yield with elliptical excitation. In that
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case the precise behavior is unclear because holes are mobile too and electrons can
re-encounter holes from neighbouring atomic sites [90]. Both these circumstances
should affect the recombination probability differently than in the gas HHG case
but should also be band-structure dependent.

It should be pointed out that the observation of a constant harmonic yield over
polarizer rotation ξ is no unambiguous proof of circular polarization. In principle,
harmonics could be fully unpolarized and in such a ξ-scan, one would not notice.
To fully characterize the polarization states of CHCD, a characterization of the
Stokes parameters is performed in Sec. 2.3.3.

2.3.2 Elliptically polarized driving pulses
While CHCD can be fully explained by arguments of symmetries and do not seem
to depend so much on the exact dynamics of the system, we should investigate the
high-harmonic response to elliptical driving polarization deeper. In this case, sym-
metry arguments did not make corresponding predictions and it will be shown in
this section, that circular harmonics from elliptical drivers (CHED) stem from the
microscopic strong-field dynamics and not from symmetry alone. Unless otherwise
noted, the 2µm-thin (100)-cut Si samples are used. Additionally, this section con-
tains some TDDFT-simulations performed on a Si unit cell by N. Tancogne-Dejean
(as described in Sec. 2.2.2).

Figure 2.17: A polarizer scan with ε = 0.4
and θ = ΓX + 5◦.

With elliptically polarized drivers
one can observe well defined driv-
ing conditions to generate circularly
polarized harmonics. Perhaps even
more astoundingly, these conditions
are different for every harmonic order.
While HH5 exhibits only one island of
|ε5| ≈ 1 in the range of 0 < ε < 1 and
0◦ < θ < 90◦, HH9 shows at least four
(compare Fig. 2.14). The shape of
HH7 in the map of Fig. 2.14 looks sys-
tematically different with much more
elongated regions of |ε7| ≈ 1, com-
pared to HH5 and HH9. While N.
Tancogne-Dejean et al. already pre-
dicted that individual harmonic or-
ders would respond differently to elliptical driving excitation [105], this is the
first experimental observation of such a behavior. Fig. 2.17 shows an examplary
polarizer scan with fixed driving conditions. All harmonics have different polar-
ization states simultaneously, with HH9 being linearly, HH7 elliptically and HH5
circularly polarized.

It is interesting to track the evolution of the polarization states for fixed θ but
varying ε. As stated before, for linearly polarized drivers, harmonics are mostly
linearly polarized, while for circularly polarized drivers, harmonics are circularly
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Figure 2.18: Polarizer scans of HH5-HH9 for different ε showing cases of CHED.
a: θ = ΓX + 8◦; b&c: θ = ΓX + 3◦.

polarized. CHED therefore naturally implies that the polarization states vary in
between ε = 0 and ε = 1 in a unique way. To get an impression of this, Fig. 2.18
shows polarizer scans of HH5-HH9 for fixed θ but varying ε. First, let us discuss
Fig. 2.18a in detail. For close-to-linear excitation (ε = 0.02), HH5 is linearly
polarized along the x-axis, which is parallel to the driving field. With increasing
ε, |ε5| increases too, until, for ε = 0.41 it is almost perfectly circularly polarized†.
Interestingly, for higher ε, the harmonic becomes linearly polarized again, however
with its polarization axis rotated by approx. 110◦. In a sense, the harmonics’
behavior can be understood as an increase of the perpendicular component with
increasing ε to a point where the perpendicular component dominates the parallel
component, causing the major axis to rotate. The conditions for which the har-
monic is circularly polarized is the crossover point of equal intensities of parallel
and perpendicular component. These characteristics will be investigated in-depth
in the calculations of Chapter 3.

The depicted cases of HH7 and HH9 are similar. For HH9 (Fig. 2.18c), there
is a slight modification, since it seems to have two of the previously mentioned
crossover points. It becomes circularly polarized for ε = 0.24 and then almost
circularly polarized again for ε = 0.52. For the values in between it undergoes
rotation, as can be seen from ε = 0.35, where it is rotated with respect to the
driving field, while for ε = 0.58, it is parallel to the driving field again. Note also
the different ranges of ε in Fig. 2.18. For HH9, driving conditions for CHED are
much more sensitive than for HH5.

The close collaboration with our theory partner, N. Tancogne-Dejean, provides
unique possibilities to cross check the validity of the results on the one hand and
to explore further predictions on the other. The harmonics’ ellipticity as well
as the harmonics’ major-axis rotation have been measured along θ = ΓX and
compared with the corresponding TDDFT-calculations (see Fig. 2.19). At this
point, one should strongly emphasize the ab-initio character of these simulations.
There are no free parameters to input in the calculations, as it is often done in this
field (e.g. the number of bands). Keeping this in mind, experiment and theory

†Let us keep in mind that these kind of polarizer scans are not actually a proof of circular
polarization due to ambiguities with unpolarized light. We will need to assess to degree of
polarization later on in Sec. 2.3.3.
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Figure 2.19: |εn| (a) and harmonics’ major axis rotation (b) along θ = ΓX. The
solid lines are TDDFT-calculations performed by N. Tancogne-Dejean. For all
plots, the values are interpolated between θ = ΓX + 2◦ and θ = ΓX − 3◦ and
averaged over positive and negative ε values. The error bars are the averaged
absolute deviations.
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Figure 2.20: Measurements of |εn| for fixed ε and θ, but varying driving field
intensities. a: ε = 0.4, θ = ΓX + 10◦; b: ε = 0.3, θ = ΓX + 15◦

match very well. The previous observation that HH5 fits best continues to be true
here. However, the other harmonics are well captured too. Even the double-island
structure of HH9 appears both in experiments and theory in Fig. 2.19a, although
there, the absolute positions are slightly off. The rotation of the major axis was an
effect previously not mentioned at all but also there, experiment and simulations
fit very well.

Since these calculations only take microscopic effects into account, the agree-
ment to experiments is a good indication that the experimental results are not
produced by some parasitic phenomena. One could for instance think of surface or
nonlinear propagation effects (e.g. induced birefringence) or artifacts (e.g. doping
or strain) of the acquired samples. The agreement to the calculations implies that
the here discovered phenomena are directly linked to the strong-field-driven charge
dynamics inside the crystal.

While CHCD could be perfectly deducted from symmetry arguments, the ques-
tion arises how and if this is also the case for CHED. While of course the individual
islands in the ellipticity maps in Fig. 2.14 reproduce the crystal symmetries (four-
fold symmetric, etc.), it should be investigated if also the position of the islands
itself can be explained by symmetry. One way of doing so is by studying the in-
tensity dependence of the CHED. This has been done in Fig. 2.20, where for fixed
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Figure 2.21: Harmonic yields for HH5-HH9 for cases of circular polarization. The
yields are normalized to the linear case with ε = 0 (indicated by the light colors).
Adapted from Ref. [161].

ε and θ the driving intensity was varied and |εn| was measured. It is apparent that
|εn| is dependent on the intensity for all harmonic orders. Most variation can be
found for HH7 in these plots, which varies from |ε7| ≈ 0.25 to |ε7| ≈ 0.9 in Fig.
2.20b. Symmetry arguments alone could not be used to explain this behavior since
no symmetry is changed when varying the intensity. This indicates again that the
polarization states of high harmonics emitted with elliptically polarized driving
pulses are a direct consequence of the strong-field-driven dynamics in the system.
It shows also that besides ε and θ, also the driving intensity plays a crucial role in
the high-harmonic response from solids. This is obvious in a sense, since the elec-
trons can be driven to completely different regions in the Brillouin zone for higher
intensities. This could for instance trigger the transition to a higher-lying conduc-
tion band or lead to some strongly changed curvature of the populated conduction
band. As argued before, HH7 is generated by coupled interband and intraband
dynamics. It is interesting that this is the harmonic that shows the most variation
in Fig. 2.20, while for the intraband-only harmonics HH5 and HH9 the variation
is not so significant. One could speculate that sudden changes of the JDOS can
arise when electrons reach different k-values in the Brillouin zone and that this
could give rise to the observed change in |εn| with intensity. This would of course
be especially important for the interband mechanism and hence HH7 in this case.
But further data would be needed to verify this hypothesis. In any case, as will
be shown in Sec. 3.3, the harmonics’ polarization states are also dependent on the
intensity when only considering intraband dynamics.

An interesting property of CHED at least from silicon is its relatively good effi-
ciency. In silicon, since the yield of the harmonics overall decreases with increasing
driving ellipticity, generating circularly polarized harmonics with ε = 1 causes the
yield to decrease to the percent level, compared to linearly polarized harmonics
(see Fig. 2.21). With elliptically polarized drivers, the yield does not decrease so
much. In the most extreme case observed here, the yield of circularly polarized
harmonics can be boosted up to 20x when generating HH9 with ε = 0.2 instead of
ε = 1.
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2.3.3 Stokes parameters
As mentioned repeatedly throughout the last sections, measuring no intensity vari-
ation over rotation of a polarizer does not unambiguously proof circular polariza-
tion of the investigated light wave. It could also be fully unpolarized or elliptically
polarized with a major-axis rotating over the course of a pulse. This is an im-
portant point. Taking the intensity dependence of |εn| into account (compare Fig.
2.20), it can be expected in a sense that the polarization states of the emitted
harmonics change over the course of the pulse. The next step is therefore to take
a closer look at the degree of polarization of CHCD and CHED.

The classic method to characterize the full polarization state of a light wave is
by means of the Stokes parameters - a set of four parameters that Stokes introduced
in 1852 [165]. They are [160]

S0 = E2
0x + E2

0y (2.11a)
S1 = E2

0x − E2
0y (2.11b)

S2 = 2E0xE0y cos δ (2.11c)
S3 = 2E0xE0y sin δ. (2.11d)

E0x and E0y are the amplitudes of the fields’ x- and y-components and δ is their
relative phase. The Stokes parameters can be measured with a polarizer and a
device introducing a π/2 phase shift between x- and y- component (for instance a
Fresnel rhomb or a QWP). Let I(α, β) be the detected intensity behind a polarizer
with angle α and an introduced phase shift between x- and y- component of β.
Then [160]

S0 = I(0, 0) + I(π/2, 0) (2.12a)
S1 = I(0, 0)− I(π/2, 0) (2.12b)
S2 = 2I(π/4, 0)− S0 (2.12c)
S3 = S0 − 2I(π/4, π/2). (2.12d)

Often the parameters S1 to S3 are normalized by S0, because it is just the total
intensity. Then all Stokes parameter S1/S0, S2/S0 and S3/S0 range from -1 to 1.
One can describe S1 as the degree of linear polarization in the x- and y-direction,
S2 as the degree of linear polarization in the 45◦- and 135◦-direction and S3 as the
degree of circular polarization (with its sign noting the helicity). All parameters
except S3 can be measured without an additional QWP (or Fresnel rhomb) by
simply rotating a polarizer. This is what has been done so far throughout this
thesis. The degree of polarization (DoP) however, requires knowledge of S3:

DoP = Ipol

Itot
=

√
S2

1 + S2
2 + S2

3

S0
, DoP ∈ [0, 1]. (2.13)

Fig. 2.22 shows the Stokes parameters S1, S2 and S3 as well as the DoP with
circular driving polarization for varying sample rotations. We see that S1 and S2
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2.3. Polarization-state-resolved high-harmonic analysis

Figure 2.22: Stokes parameters and DoP for variation of θ with ε = 0.98. Dashed
lines indicate the mean values. From Ref. [161].

are close to zero for all harmonics while |S3|/S0 ≈ 1. The different signs of S3
reveal the opposite helicities as they already have been discussed in Sec. 2.3.1.
The DoP shows mean values around 0.8 for all harmonic orders. The variations
over sample rotation are an indication for the error bars of this measurement, since
there should not be any variations. Of course also the values of |S3|/S0 > 1 or the
DoP > 1 link to uncertainties in the measurements. The variation comes from not
having perfectly circular driving pulses as well as significant introduced errors by
the measurement of the Stokes parameters (discussed below). DoP ≈ 0.8 implies
that harmonics are highly polarized. Compared to HHG in gases and molecules,
the reported values of the DoP are of similar magnitude [31,166].

The Stokes parameters for the case of varying driver ellipticities along a fixed
sample rotation are shown in Fig. 2.23. Here, two independent measurements
have been performed from each harmonic order in order to at least grasp the error
of these measurements. Additionally, the Stokes parameters of the driving pulses
have been measured. In S3, one can see that both harmonics become circularly
polarized for ε ≈ 0.2 and also for ε ≈ 0.6. Interestingly, in between, the sign of S3
changes which means that the helicity reverses with elliptical excitation already.
This is best understood as a monotonic increase of the relative phase δ, thereby
flipping the helicity when surpassing π/2. For ε > 0.6 the sign of S3 changes again
for HH9, while it stays negative for HH7. Also the major-axis rotation in between
the two islands of high |S3| can be found in these scans: For ε ≈ 0.4, S2 is positive
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Chapter 2. Visible high harmonics and their response to ellipticity

Figure 2.23: Stokes parameters and DoP versus driving ellipticity ε for sample
orientation θ = ΓX− 5◦. Two independent measurements denoted by 1 and 2 are
shown. From Ref. [161].

for both harmonics and also S1 has a relatively high value, indicating a rotation
by more than 90◦ in space, which has been observed and described in Fig. 2.18.
The DoP seems to constantly decrease in these measurements with increasing ε,
however it almost always stays above 0.5. Also here, large variations are apparent
due to uncertainties in the measurement. In this case they clearly stem from the
method of determining S3.

As can be seen from Eqs. 2.12, the Stokes parameters are in this case calculated
with a set of only four measured values. While this might not be a significant
issue for S0, S1 and S2, especially S3 suffers from this. Here, one introduces a
QWP into the beam which, even without any phase retardation already affects the
transmitted beam by absorption, reflection and also by misalignment if the QWP
is not inserted at exactly 0◦ angle of incidence. The tunable QWP actually relies
on tuning the angle of incidence in order to achieve a π/2 phase shift for different
wavelengths, which complicates things further. Although the effects of reflection
and absorption have been calibrated and taken into account in these measurements,
significant uncertainties remain. A better way to measure the Stokes parameters
has been proposed in Ref. [167]. Here, the pulse under test is sent to a rotating
QWP and transmitted through a stationary polarizer behind. Behind the polarizer,
the intensity of light is measured. The detected intensity variations over QWP
rotation can be fitted and all four Stokes parameters can be retrieved from that
fit. The usage of multiple data points at once and not having to change the setup
to measure S3 increases the accuracy. This measurement technique is not possible
with the tunable QWP that has been used here and also with a Fresnel rhomb
it turned out to be extremely challening due to the length of the Fresnel rhomb
and the requirement to rotate in the same axis as the laser propagates (the Fresnel
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2.3. Polarization-state-resolved high-harmonic analysis

a b

Figure 2.24: Polarizer scans showing circularly polarized harmonics that are con-
verted to linear polarization with a second QWP. a: ε = 0.3, b: ε = 0.6.
θ = ΓX− 5◦ in both cases. Solid lines are sin2-fits. Adapted from Ref. [161].

rhomb used here had a length of 90mm).
In any case, while certainly not the most precise measurements, Figs. 2.22

and 2.23 show that harmonics are highly polarized and that there are interest-
ing changes in the helicity of the harmonics with varying ε. These are the first
measurements of Stokes parameters for HHG from solids and improvements of the
method are likely to bring new insights into the strong-field-driven charge dynamics
in solids.

While the Stokes parameters might be a little unintuitive, the measurements
that it requires show in a very direct way what it means to have a highly polarized
light wave. Fig. 2.24 depicts two cases of CHED for HH7 (a) and HH9 (b).
Inserting a QWP converts this circular wave into a linear one (as described in Sec.
2.3.1) if and only if the initial wave is really circularly polarized. Any depolarized
component or polarization state that changes over time would not be converted
to a linear wave. Fig. 2.24 shows therefore a convincing visual proof for the high
polarizability of the here measured CHED.

2.3.4 Vectorial field reconstruction of a circularly polarized
harmonic from Si

The aim of this section is to temporally characterize a third harmonic generated
nonperturbatively from Si with circularly polarized driving pulses. Temporal char-
acterization of a generated high harmonic faces the general problem that har-
monics are on the pJ-level in terms of their pulse energy, which is too weak for
self-referencing techniques that require the pulses to trigger non-linear effects, for
instance in FROG. Additionally, the reconstruction of pulses that are not linearly
polarized is challenging by itself, particularly because of the polarization-sensitive
χ(2) in typical non-linear crystals like BBO. The characterization technique utilized
here is two-dimensional spectral shearing interferometry (2DSI) [169, 170] which
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Chapter 2. Visible high harmonics and their response to ellipticity

Figure 2.25: Experimental setup to retrieve the two dimensional temporal profile of
HH3. THG: HH3, BS: beam splitter, IF: interference filter, ANC: ancillery pulse,
CM: curved mirror, BBO: barium borate crystal, SPEC: UV-NIR Spectrometer.
Adapted from Ref. [168].

provides the possibility to boost the weak harmonic signal with a strong pulse
(for instance the laser pulses directly) via sum frequency generation (SFG). This
section has been realized in very close collaboration with F. Scheiba who was par-
ticularly responsible for the experimental part but also contributed significantly to
the data analysis and interpretation.

In 2DSI, a pump pulse is copied into two replicas (or ancillae) with the help
of a Michelson interferometer. Both of these replicas pass through narrowband
filters that are slightly detuned to each other (806 nm and 808 nm in this case).
The ancillae are then overlapped with the pulse under test in a non-linear medium
(e.g. a BBO) upconverting the pulse under test by means of SFG. Temporally
delaying one ancillery pulse to the other generates an interference pattern in the
spectral domain of the upconverted signal. When considering the shear frequency
between the ancillae pulses, this interference pattern encodes the group delay and
thus the sought-after spectral phase. For a detailed discussion, the reader is advised
to look at Refs. [169–171]. Here, as ancillae, a portion of the Ti:Sapphire pulses is
used that also pumps the OPA. As a nonlinear medium we use a type-II 20µm-thin
BBO crystal, cut at an angle of θ = 44◦.

Harmonics are generated with a circularly polarized driver and are therefore
also circularly polarized. It is not possible to phase match both polarization com-
ponents at the same time in a crystal that relies on birefringent phase matching.
Since we use a type-II BBO, only polarization components perpendicular to an-
other can be phase matched. Therefore, the upconverted polarization direction of
HH3 can be selected by flipping the polarization of the ancillae pulses with a HWP
at the input of the 2DSI setup. p- and s-components of HH3 are then measured
separately in the 2DSI and also their temporal profiles are reconstructed individ-
ually. To add the two temporal profiles together, the remaining free parameters
are the relative amplitudes E0x and E0y as well as their relative delay. These three
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2.3. Polarization-state-resolved high-harmonic analysis

Figure 2.26: 2DSI measurement and its corresponding projections of HH3 when
generated with circularly polarized driving pulses. Adapted from Ref. [161].

parameters can be retrieved from an independent measurement that is taken by
inserting a polarizer behind the sample and guiding the harmonics to an additional
spectrometer with a flip mirror. Rotation of the polarizer lets one retrieve the po-
larization ellipse of the harmonics, as has been done throughout this chapter. The
relative phase can be determined with [160]

δ = arccos
(tan(2ψ)(E2

0x − E2
0y)

2E0xE0y

)
, (2.14)

where ψ is the rotation of the major axis. δ varies over the spectrum of HH3. By
comparing to the instantaneous frequencies of the two temporal reconstructions,
δ has been determined for an instantaneous frequency 20 fs before the center of
the pulse. This choice is arbitrary and could have been any other instantaneous
frequency. The reconstructed temporal profiles of p- and s- components are delayed
by the time that corresponds to δ at this frequency. One can then produce a figure
like Fig. 2.26 which shows the measured electric field of the circularly polarized
HH3.

Since 2DSI is not sensitive to the CEP, the CEP of the x-component is set
arbitrarily to 0 in this case. For multicycle pulses like the one here, the CEP does
not significantly influence the pulse shape. Another ambiguity of this method is
a 2π-uncertainty of δ. However it seems unlikely that one component would be
delayed so much from the other without any major effects of birefringence.

The FWHM pulse durations of the x- and y-components are 61 fs and 50 fs
respectively. From perturbative nonlinear optics, one would expect an n−1/2-
dependence of the pulse duration, where n is the harmonic order. Here, the pulse
duration is 70 fs and 70 fs/

√
3 = 40 fs. In order to guide the harmonics to the

BBO, they are reflected from in total 6 UVAl-mirrors. These reflections affect the
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Figure 2.27: Comparison of the (100)- and (110)-planes of a diamond cubic unit
cell. The blue dots mark atoms.

phases of x- and y-components differently which could alter the measured pulse
durations. Perhaps more important than the measurement of the harmonics pulse
duration is that the technique introduced in this section allows to track the polar-
ization state of an harmonic over the course of the pulse. This method would be
sensitive to abrupt changes of the polarization state as they have been predicted
theoretically [105,172]. This is not observed for the case of CHCD HH3 however it
would be interesting to do similar measurements with higher harmonics and with
elliptically polarized excitation. Detection of higher harmonics turned out to be
very challenging in our case, especially due to their low pulse energies. However,
with further improvements of this setup (e.g. by increasing the pump energy or the
high-harmonic pulse energies), this should be possible and could reveal signatures
of otherwise hardly accessible ultrafast electron dynamics.

2.4 Polarization maps of other materials
After having established polarization-state-resolved high-harmonic spectroscopy
mainly of (100)-cut silicon, it is essential to do similar polarization scans of other
materials. It is clear that the high-harmonic response is greatly dependent on
the system in which the strong-field dynamics take place. Without doing further
measurements on other systems, it is absolutely unclear if effects like CHED are
uniquely linked to (100)-cut silicon or if it can also be found from other systems.
In this section, three different systems will be investigated. None of which will
be looked at as closely as it has been done from (100)-cut silicon, although the
ZnS measurements at the end of this section will be compared to simulations in
Chapter 3 and thus also plays a vital role in the sections to come.

2.4.1 (110)-cut Si
The (110)-cut silicon provides an interesting geometry because any major sym-
metry direction of Si can be accessed when rotating the sample along the laser
propagation axis, i.e. [100], [110], [111]. This comes at a cost however, because
this cut reduces the symmetry in the polarization plane of the laser. As Fig. 2.27
reveals, this cut is not four-fold symmetric anymore. In fact, only one axis remains
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Figure 2.28: Ellipticity maps from (110)-cut silicon.

inversion symmetric and that is [010], i.e. the vertical direction in the sketch of
Fig. 2.27. The sample used here is from Norcada and 5µm thin.

As from the (100)-cut, the ellipticity maps of Fig. 2.28 show distinct features
in the responses of the harmonics to elliptical excitation. Once again, for all
harmonics, islands of CHED appear for various driving conditions. From these
islands one can make out certain symmetry directions. For instance, around θ =
90◦ seems to be a mirror-symmetric axis, i.e. (90◦−θ, ε) = (90◦+θ,−ε). The same
is true for θ ≈ 0◦ which makes sense, given the 90◦ rotation between [010] and [101].
Lingering on the topic of symmetry for a little longer, one notices that harmonics
do not generally become circularly polarized for the highest ε. This is indeed an
interesting feature and a consequence of (110)-cut Si not being four-fold symmetric
anymore. Different strengths of nonlinearities in perpendicular directions convert
the circularly polarized driving field into elliptically polarized harmonics. In terms
of selection rules, the derivations in Ref. [148] do not apply here anymore. This is
because they have the underlying assumption that the laser propagates along the
axis with highest rotational symmetry. That is not the case here since the highest
rotational symmetry axis for a cubic system lies perpendicular to the (100)-plane.

2.4.2 (0001)-cut ZnO
ZnO has been the first material to detect nonperturbative HHG from solids from
[38] and has since then been studied extensively both experimentally and theo-
retically (see, e.g., Refs. [39, 91, 96, 173, 174]). The development of the solid HHG
version of the three step model mostly revolved around HHG from ZnO because
of its relatively simple band structure in which the lower conduction band is well
isolated from the others. However it should be mentioned that ZnO has multiple
valence bands overlapping at the Γ-point [175] which could complicate things if one
was to consider valence band dynamics. ZnO is probably the material that has the
most publications on solid HHG so far. It is therefore important to transfer the
here introduced spectroscopic technique to ZnO.

In these experiments, a 50µm-thin (0001)-cut ZnO sample from SurfaceNet
was used. The peak intensity was similar than in the Si case, i.e. 0.7TW/cm2.
The surface quality of the sample was rather poor, meaning that the yield fluc-
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Figure 2.29: Ellipticity maps from (0001)-cut ZnO. Data points where the signal to
noise ratio is below 2.57 times the standard deviation of the noise floor are marked
in black.
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Figure 2.30: Spectra from ZnO with and without inserted Fresnel rhomb behind
the sample. The differently colored spectra are for different polarizer rotations, as
indicated in the legend. Here, ε = −0.45 and θ = 90◦.

tuated significantly from one spot to the next. This behavior is not really seen
in the ellipticity maps in Fig. 2.29, which implies that the harmonics’ ellipticity
is somehow less dependent on the exact surface structure of the sample than the
yield.

The ellipticity maps in Fig. 2.29 show important differences to the results from
Si. First of all, the maps are 60◦-periodic. This is not surprising since (0001)-
cut ZnO has a hexagonal symmetry. Second, again CEHD can be found for any
harmonic order. However, while HH5 shows somewhat distinct islands, the higher
harmonics HH7 and HH9 do not. Those harmonics seem to become circularly
polarized for very low driving ellipticities ε. Furthermore, the ellipticities of those
harmonics change very little with varying θ or ε. It is interesting to note that
HH5 is below the band gap of ZnO while HH7 and HH9 are above. ZnO has been
repeatedly argued to be a material for which interband dynamics are dominating
high-harmonic emission [91]. In Fig. 2.29 data points are blackened for which the
signal to noise ratio of the harmonics is below 2.57 times the standard deviation
of the noise (99% confidence interval). It is clear that HH7 and HH9 disappear for
large ε. This has been observed already in Ref. [38].

To confirm the degree of polarization of the harmonics, a Fresnel rhomb has
been inserted between the sample and polarizer, that converts the polarization
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states of the harmonics as described in Sec. 2.3.1 and Sec. 2.3.3‡. Fig. 2.30
shows spectra for different polarizer rotations both for the case without a Fresnel
rhomb between sample and polarizer (left) and for the case of an inserted Fresnel
rhomb between sample and polarizer (right). While the spectra without additional
Fresnel rhomb show very little variation over polarizer rotation, the inserted Fresnel
rhomb causes heavy modulation on all harmonics simultaneously (consider the
logarithmic scale), verifying that harmonics are highly polarized in this case. It is
indeed captivating that especially HH7 and HH9 are circularly polarized for such
a broad range of ε and θ. Intuitively, this behavior is hard to comprehend with
the two-band single-particle model that has been used so often to describe HHG
from ZnO. To deepen our understanding on solid HHG, it might help to search for
a description that can explain the polarization-state-resolved ellipticity response
from ZnO.

2.4.3 (100)-cut ZnS
The next and last sample of this section is 50µm-thin, (100)-cut ZnS. The driving
peak intensity in these experiments is approximately 0.4 TW/cm2. ZnS has a zinc-
blende crystal structure which resembles the diamond cubic crystal structure of
Si, but consists of two different kind of atoms. This means, it is not 90◦-periodic
but we can find the same symmetry rules that we identified for (110)-cut Si in Sec.
2.4.1. Here a symmetry axis is around θ ≈ 100◦. The broken inversion symmetry
of ZnS manifests itself in the generation of even harmonics. ZnS has been chosen
here because it has, somewhat similarly to ZnO, a well isolated conduction band
from the higher lying bands. Nevertheless, this band shows interesting distinct
features. Due to this, ZnS will be used as a reference in Sec. 3.3 to compare the
intraband-only simulations to. The spectral region of HH6 overlaps with the band
gap, meaning HH4 and HH5 are below while HH7 is above the band gap.

The polarization-state-resolved high-harmonic response to elliptical excitation
of ZnS differs yet again from the previously discussed materials. The differences
between the odd harmonics HH5 and HH7 are somewhat similar to the behavior
of HH5 and HH7 in (100)-cut Si. HH5 shows distinct islands of high |ε5| while
these conditions are much less sensitive for HH7, which shows a more continuous
structure in high |ε7|. It is interesting to note that HH5 is below and HH7 above the
band gap. Also for Si, HH7 was generated by intraband and interband dynamics
while HH5 and HH9 were mostly generated by intraband dynamics alone. The
different appearance of the maps of HH5 and HH7 could therefore possibly be
linked to the generation mechanism. This will be discussed further in Sec. 3.3.
Note also that the continuous structures appeared for above-bandgap harmonics
from ZnO.

‡The Fresnel rhomb has not been used before in this thesis. It introduces a π/2-phase shift
by multiple total internal reflections inside a glass prism. It is therefore a broadband device and
besides a more complicated optical alignment very useful in this case to study its influence on
all harmonics at the same time.
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Figure 2.31: a: Ellipticity maps from (100)-cut ZnS. Data points where the signal
to noise ratio is below 2.57 times the standard deviation are marked in black. b:
Comparison of polarizer scans of HH5 and HH6 with and without inserted Fresnel
rhomb, to confirm that harmonics are polarized.

The maps of the even harmonics HH4 and HH6 seem to differ from HH5 and
HH7 once again. Here, there are cases with |εn| ≈ 1 for linearly polarized ex-
citation. This is indeed surprising. Already in previous publications, the even
harmonics have been shown to behave differently. The most prominent example
of this is that even harmonics are perpendicularly polarized to the driving field
(with linear excitation) for certain conditions. This has been argued to be due
to the symmetry of the crystal in GaSe [176, 177] or due to the Berry curvature
in SiO2 [135] and MoS2 [85]. The behavior of even harmonics in this experiment
needs to be investigated further and is little understood so far. One possible ex-
planation could lie in a counterbalancing of the anomalous and the conventional
velocity component in the intraband-only Eq. 1.15. But at this point this is pure
speculation.

ZnS belongs to the TD symmetry group [178]. From symmetry arguments it
follows that with circular driving fields, all harmonics (odd + even) should exist
and be elliptically polarized [148]. This prediction is well captured in the measured
data in Fig. 2.31a. Intuitively, this result can be understood by considering that
this lattice has different nonlinearities along perpendicular directions. This causes
the harmonics to have elliptical polarization when generated from a circularly
polarized field.

The degree of polarization has been verified for some exemplary conditions, as
shown in Fig. 2.31b. Harmonics are highly polarized in most cases that were looked
at, however some significant depolarization appears for certain driving conditions.
This will be discussed in greater detail in Sec. 3.3.3.
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Chapter 3

Single-particle intraband-only
calculations

The previous chapter revolved around the experimental high-harmonic response
to elliptical excitation. This led to the discovery that the harmonics’ polarization
states were depending very sensitively on the driving conditions, particularly the
ellipticity of the driving pulses as well as the crystals’ rotation. Most noteworthy
were the generation of circular harmonics both from circular (CHCD) and from
elliptical drivers (CHED). Also a rotation of the harmonics’ polarization major axis
could be observed in some cases. While the ab-initio TDDFT-calculations from N.
Tancogne-Dejean reproduced these results quite accurately (compare Fig. 2.19),
it is difficult to extract further insights into the underlying physical mechanism
from them. This is because they do not allow to separate intra- and interband
dynamics. Although this represents a realistic restraint, as these two never appear
separated in experiment either, it complicates learning more about the individual
influences of each of those mechanisms. Furthermore, the TDDFT-calculations are
extremely costly from a computational perspective.

While intra- and interband dynamics cannot be separated generally, it is clear
that harmonics with low JDOS or harmonics with photon energies below the direct
band gap are generated mainly by intraband dynamics [104, 105, 161]. Because
CHED and CHCD have been observed also from those harmonics orders, it seems
reasonable to study the influence of intraband dynamics on the harmonics’ response
to elliptical excitation individually. If one can identify features in the results of such
simple dynamics alone, one can possibly draw conclusions also for the measured
results. This will be the topic of this chapter.

Intraband-only calculations have been successfully utilized to reproduce the
linear relationship of the cutoff energy to the driving field [38, 179], the six-fold
rotational symmetry of HHG spectra in the three-fold symmetric crystal GaSe
[177], anisotropic HHG emission in ZnSe [93] as well as to reconstruct the Berry
curvature [135] and the band structure of SiO2 [89] and ZnSe [40]. However, in
solid-state HHG they have so far not been used to study the effects of elliptical
polarization. It is clear that such a model ignores influences from dephasing [92],
wave packet spread [105], HHG from multiple bands [100], contribution from holes
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Chapter 3. Single-particle intraband-only calculations

[93], along with effects of the subcycle ionization dynamics [180].
One should emphasize that the intraband mechanism was observed to underlie

high-harmonic emission with the highest photon energies reported from solids to
date (≈ 40 eV) [89,116]. So although only low-order harmonics are discussed in this
chapter, the findings should be applicable to any intraband-dominated generation
of higher energy photons, potentially supporting circularly polarized harmonics up
into the XUV-spectral region.

3.1 The model
This section is largely reprinted from the corresponding publication [181]. Let us
consider an electron wave packet in a single band. The current density j at time t
can be described as (compare Eq. 1.7)

j(t) = −
∫

BZ
evk(t)nk(t)dk. (3.1)

Here, BZ refers to the first Brillouin zone, e is the electron charge, nk is the charge
distribution in k-space and vk is the k-dependent electron velocity, which consists
of two terms

vk = 1
~
dEk

dk︸ ︷︷ ︸
vco

− e

~
EL ×Ω(k)︸ ︷︷ ︸

vano

. (3.2)

While the first term describes the well-known velocity a charge has within a con-
duction band Ek, the second term is the so called anomalous velocity vano and
contains the driving laser field EL and the Berry curvature Ω(k). Sec. 3.3.1 will
discuss the influence of vano on the calculated high-harmonic spectra. However,
since the Berry curvature vanishes for inversion symmetric materials [182], let us
set vano = 0 for now. Neglecting the influence of the Berry curvature in this model
is in line with other recent works that utilized the semiclassical model on solid
HHG [40,89,93,177,183].

Assuming a single fully-localized electron wave packet at k(t), i.e. nk(t) =
δ(k− k(t)) and inserting vco, Eq. (3.1) simplifies to

j(t) = − e
~
dEk

dk

∣∣∣∣∣
k=k(t)

. (3.3)

Under these assumptions, the emitted electric field EHH(t) originating from an
intraband current is

EHH(t) ∝ dj(t)
dt = − e

~
d2Ek

dk2

∣∣∣∣∣
k=k(t)

· dkdt

= e2
(

1
m∗k

) ∣∣∣∣∣
k=k(t)

EL(t). (3.4)
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m∗k denotes the effective mass tensor. Here the acceleration theorem

k(t) = − e
~

∫ t

−∞
EL(t′)dt′ (3.5)

has been used and with it the assumption that the electron is initially at the
Γ-point. Regarding the calculation of k: The impact of Bloch oscillations is inves-
tigated in the one-dimensional case in Sec. 3.2.1. There, k is kept within the first
Brillouin zone by subtracting or adding 2πa whenever the calculated k is outside
of the first Brillouin zone.

In the simplest tight-binding-type band structure that will be discussed in Sec.
3.2, the off-diagonal terms in

(
1
m∗

k

)
are zero. In this case, Eq. (3.4) further

simplifies to

EHH
x ∝ ∂2Ek

∂k2
x

EL,x, (3.6a)

EHH
y ∝ ∂2Ek

∂k2
y

EL,y. (3.6b)

Finally, the emitted high-harmonic spectrum can be calculated as

IHH(ω) ∝ |FT[EHH(t)]|2 . (3.7)

It can be seen from Eq. (3.4) that the nonlinear evolution of d2Ek
dk2 is the source

for emission of higher frequency content. When happening in repetition over mul-
tiple laser cycles, this emission gives rise to a non-perturbative, high-harmonic
spectrum in the frequency domain [38,84].

The following discussion will not discuss Ex and Ey but instead use the parallel
and perpendicular field components, defined with respect to the driving major axis,
i.e., E‖ and E⊥. To obtain harmonic orders n and their corresponding electric
field En, the Fourier transform of the total electric field is band pass filtered in a
window of n±f/0.3, f being the center frequency of the driving field. The harmonic
ellipticities are calculated with

|εn| =

√√√√ In(αmin)
In(αmax)

, (3.8)

where α denotes the angle of maximum or minimum harmonic yield In. This
resembles the experimental method to rotate a polarizer. The driving field is

EL(t) = Ẽ(t)√
1 + ε2

 cos(ωt)
ε sin(ωt)

 , (3.9)
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Figure 3.1: The tight-binding band structure with all cn = 0 except for c1 = −0.95
and c3 = −0.05.

where Ẽ(t) is a Gaussian envelope with a FWHM pulse duration of 70 fs and the
central wavelength is 2100 nm. The field is rotated by an angle θ by multiplying
EL with the rotation matrix.

The code has been written in MATLAB and consists of approximately 700
lines. It allows for easy variation of some fundamental variables: The driving
ellipticity, lattice rotation, intensity and the tight-binding coefficients (Eq. 3.10).
Additionally one can input other band structures, for instance the one of ZnS.

3.2 Tight-binding band structure
In this section, the two-dimensional tight-binding band structure

Ek = ~2

4a2me

[
1 +

∑
m

cm(cos(mkxa) + cos(mkya))
]

(3.10)

will be employed. All cm are set to zero except for c1 = −0.95 and c3 = −0.05.
These coefficients have previously been used to theoretically model HHG from ZnO
from intraband dynamics alone [38], although there, only in the one-dimensional
case. The lattice constant of ZnS is used, i.e. a = 5.4Å. The band dispersion is
depicted in Fig. 3.1.

3.2.1 The one-dimensional case: Two different kinds of
harmonics

While this section aims at exploring the intraband-only model in a two-dimensional
lattice, it is instructive to first discuss the simple one-dimensional case. This helps
in both verifying the code as well as understanding some basic consequences from
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Figure 3.2: a: Schematic of electron oscillations in a conduction band with (blue)
and without (orange) Bloch oscillations. b: Excerpt of the resulting crystal mo-
mentum plotted over time. The blue curve shows clear Bloch oscillations.

this model. In this section, the tight binding band structure as described in Eq.
3.10 is employed. The driving field is linearly polarized along kx.

It is important to realize that intraband dynamics can generate harmonics
in two distinct ways. On the one hand, harmonics are emitted due to the non-
parabolic shape of the conduction band (Eq. 3.4). This means that the electrons’
velocity has a non-trivial dependence on the driving field strength and thus, the
field-driven electron oscillations contain higher frequency components. On the
other hand, even with a hypothetical parabolic band shape, harmonics are emit-
ted if the electron is accelerated strongly enough such that it traverses the edge
of the Brillouin zone. If this happens, the crystal momentum flips its sign in-
stantly, leading to the counter-intuitive phenomenon that electron oscillations can
be triggered by a dc-field (for a discussion of these Bloch oscillations, see also Sec.
1.2.1). Figure 3.2a visualizes this with a schematic of an electron and its oscillation
when driven with two different driving intensities. The higher intensity provides
enough acceleration within a laser half-cycle such that the electron traverses the
Brillouin-zone-edge (blue). With the lower intensity, this is not the case (orange).
For both these cases, the crystal momenta k have been calculated in Fig. 3.2b.
Here, the implications of the two different driving conditions are obvious. While
k of the orange curve seems to follow the driving wave (it consists of weak higher
frequency components too), it is apparent that the Bloch oscillations (blue curve)
distort the crystal momentum strongly. Whenever the electron traverses the edge
of the Brillouin zone, the crystal momentum is reversed (compare also Fig. 3 in
Ref. [88]).

Naturally, this behavior has major implications for the resulting high-harmonic
spectra, which are shown in Fig. 3.3a for the two cases. The harmonic spectrum
of the lower field strength consists of harmonics up to the 11th-order with an
exponential decrease of the harmonics’ yield. On the other hand, for the higher
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Figure 3.3: High-harmonic spectra from the single particle intraband-only model
with a tight-binding band structure in one dimension. a: Two different driving
field strengths b: Scan of driving field strengths.

field-strength case, the spectrum exhibits a second plateau for harmonics above the
9th-order and the highest harmonic order observed is 21. Also the noise floor of
the higher field strength is higher. This originates in the instantaneous jumps of k
which result in a broad frequency spectrum. The two spectra are the same as shown
for similar conditions in Ref. [38] (i.e. band structure and laser parameters), which
gives confidence that the implemented code is correct. Note that, because the band
structure is inversion symmetric, only odd harmonics are present in these spectra.
It should also be mentioned that the second plateau due to Bloch oscillations
that is seen here has a different origin than the multiple plateaus that have been
observed when electrons reach higher lying conduction band and perform interband
transitions from there [86,99,143].

It is interesting to extend these investigations on the one-dimensional intraband-
only model to variation of the driving field strength. Fig. 3.3b shows the harmonic
spectra plotted in logarithmic scale versus the driving field strength. It is apparent
that the cutoff frequency depends linearly on the field strength [84,132] which has
also been verified in an experiment in ZnO [38]. The sudden increase in the noise
floor and the appearance of the second plateau just above 3V/nm is due to Bloch
oscillations that appear only above this field strength.

It is understood that Bloch oscillations play a major role for long wavelength
driving lasers [88] however for the driving conditions employed experimentally in
this work, Bloch oscillations can be neglected [161]. Hence in the rest of this
chapter, the analysis is concerned only with the pure HH emission due to the non-
parabolic shape of the conduction band. The driving field strength will therefore
be 2V/nm which is below the threshold above which Bloch oscillations appear.
In all further sections in this chapter, it is verified that Bloch oscillations do not
appear. Let us now extend the previous analysis to two dimensions.
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Figure 3.4: Simulated HHG with linear driving polarization. a: Harmonic spectra
for two different sample orientations, b: Harmonic yields versus sample rotation.

3.2.2 The two-dimensional case: Circularly polarized har-
monics

There are quite some things to analyze with the intraband model in two dimensions.
Let us start by investigating the harmonic response for linear driving polarization
along different rotations of the lattice will be studied. Note that, for consistency
with the other chapters, ’sample rotation’ will be used synonymously with a virtual
rotation of the lattice. Furthermore, let us call the axes parallel to kx and ky ΓX
(i.e. 0◦ and 90◦ rotation) and the ones rotated by 45◦ ΓK.

Figure 3.4a shows spectra for both ΓX and ΓK. The ΓX-spectrum is the same
that was shown in Fig. 3.3a and extends up to the 11th-order. Along ΓK, harmonic
emission seems to be less favorable and the general harmonic yield is reduced. Also,
the highest observable harmonic is HH9 and therefore reduced. This result is in
contrast to what is observed in HHG from atoms in gas phase because there, the
cutoff is determined by the maximum kinetic energy that the free electron can
acquire while being accelerated in the vacuum. Hence, the strong field approxima-
tion implies that the rotation of the laser polarization direction with respect to the
gas atoms has a neglible impact on the highest acquirable kinetic energy. In the
intraband model, since the electron is never free, the sample rotation affects not
only the yield of the harmonics but also the cutoff. This is directly related to the
theoretical prediction in Ref. [105] that the cutoff can be enhanced with elliptically
polarized driving pulses, which will be investigated in Chapter 4.

In Fig. 3.4b, the harmonic yields are plotted versus sample rotation. All of the
harmonics are maximized along ΓX and minimized along ΓK. When comparing
these directions to the precise shape of the band dispersion (see Fig. 3.1), the har-
monic yield is maximized along the lowest slope of the band dispersion. Also, the
harmonic yields’ variation over sample rotation increases with increasing harmonic
order n. Note also that the harmonic yields are 90◦-symmetric, which is consistent
with the band structure as it describes a square lattice.

Let us now turn to some polarization-related quantities and look at the per-
pendicular and parallel harmonic components separately and additionally explore
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Figure 3.5: Both figures show the same polarization-related quantities of HH5 and
HH9 versus sample rotation. Top panel: Relative phase ϕ between E‖ and E⊥,
center panel: Harmonic ellipticities, bottom panel: Respective intensity compo-
nents of the parallel and perpendicular components of HH5 and HH9. a: ε = 0,
b: ε = 0.15.

their relative phases ϕ as well as the harmonics’ ellipticities |εn|. Figure 3.5a shows
a rotational scan as before with linear driving polarization. Perhaps as one would
expect, also the harmonics’ ellipticity remains zero for any sample rotation. For
polarization along the major symmetry axes ΓX and ΓK, there is no perpendicu-
lar intensity component of the harmonics and hence, the harmonics’ polarization
follows the driving polarization fully. What is striking however is the presence of a
perpendicular component when generated off a major symmetry axis, especially for
θ ≈ 22◦ for both harmonics. This, together with the fact that the relative phase ϕ
remains 0 for all sample rotations, means that the harmonics’ major axis is rotated
slightly but remains linearly polarized. This by itself is a fascinating result and a
similar behavior to this has been reported experimentally from MgO [143] and has
there been attempted to be explained with a real-space recollision model. Consid-
ering the problems that this model has, it might perhaps be worth investigating
the intraband dynamics as well.

How will the harmonics react to elliptical driving excitation? Figure 3.5b plots
the same quantities as before but with ε = 0.15. Now the perpendicular compo-
nents do not disappear for driving major axis along ΓK. In fact, the parallel and
perpendicular components of HH5 reach the same values for this sample direction.
This, combined with the fact that |ϕ| = 90◦, means that the harmonic ellipticity
peaks for this case. In fact, in these conditions, HH5 is circularly polarized along
ΓK with elliptically polarized excitation. CHED can therefore be found already
with such a simple intraband-only model and a tight-binding-type band structure.
For HH9, the perpendicular component is stronger than the parallel one along ΓK,
which means that the harmonics’ major axis is rotated with respect to the driving
field. Major-axis rotation with elliptically polarized fields has been observed in
Graphene [46] and, as elaborated on in Chapter 2, in Si [161].

These are the first intraband-only calculations with an elliptically polarized
field that the author is aware of and also the first microscopic explanation for the
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appearance of CHED.
The next logical step is not to scan the harmonics’ response to the rotation

of the sample but to scan the driving ellipticity ε instead. This is depicted in
Figs. 3.6a and b for θ along the two major symmetry directions. Let us recall
that the direction that most efficiently produces harmonics is ΓX. If one introduces
ellipticity on the driving field along θ = ΓX, one drives the electrons away from this
most efficient direction. This causes the total harmonic yield to decrease (bottom
panel in Fig. 3.6a). While the parallel component decreases, the perpendicular
component increases very slowly, only to reach the same intensity as the parallel
component for ε = 1. As one can see in the center panel of Fig. 3.6a, the harmonics’
ellipticity remains close to zero for any ε < 0.6 and then increases to 1 for circular
driving fields. The band structure used here represents a square lattice and, as
argued in the last chapter repeatedly, these lattices require odd harmonics to be
circularly polarized with ε = 1. The simple intraband model reproduces that. It
even produces harmonics that have alternating helicities (not shown).

Fascinating behavior of the harmonic starts to arise when θ = ΓK (Fig. 3.6b).
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This is the least efficient direction to generate harmonics. Introducing elliptical
driving fields therefore drives the electron away from this direction with lowest
nonlinearity. Hence, the nonlinearity is enhanced due to the elliptical polarization.
This leads to a very rapid rise of the perpendicular component already with low
ε. For ε = 0.15 (the case that has been shown above already), perpendicular
and parallel component are equal, causing the harmonic to be circularly polarized.
For higher ε, the perpendicular component gets even stronger, which rotates the
harmonic polarization axis with respect to the driving field by 90◦. When ε reaches
0.3, the perpendicular component peaks and decreases again, while the parallel
component is increased until the two cross over again at ε ≈ 0.5. Here, HH5
is once again circularly polarized (with opposite helicity as before as ϕ reveals).
Above this value, the harmonic is parallel to the driving field and becomes circular
for ε = 1. Note that very similar behavior to this has been observed in Si (compare
Figs. 2.19 and 2.23).

The total harmonic yield does not decrease with increasing ε for θ = ΓK.
Indeed this seems surprising, since from gas HHG one would always expect the
yield to decrease due to the decreasing probability for electron and parent ion to
recollide. In the intraband model, harmonic emission stems from the non-parabolic
shape of the conduction band and the harmonic yield is completely independent
on any chance of recollision. In principle, harmonic yield could also increase with
increasing ellipticity, if the nonlinearity just so happens to be higher with this
trajectory in reciprocal space (this was observed for instance in Ref. [46]). Saito
et al. [147] found the harmonic yield to be unchanged when going from linear
to circular excitation which could be a good indication for intraband dynamics
to be dominant. One thing to consider however, is that our model ignores the
influence of ionization. In a real system, increasing ε will decrease the driving field
strength by a factor (1 + ε2)−1/2 and hence, less electrons will contribute to the
harmonic emission process which in turn could decrease the harmonic yield again.
But even this influence is unclear because less electrons in the conduction band
could also cause less dephasing to be present which in turn could also increase
the harmonic yield. As one can see from this sobering discussion, there are plenty
opportunities for speculation in complex and system-dependent dynamics like the
ones underlying in solid HHG.

Figures 3.6c and d show the full ellipticity maps of HH5 and HH9 in dependence
of the sample rotation and the driving ellipticity which summarize the findings dis-
cussed until here. Harmonics are linearly polarized with linear excitation and with
elliptical excitation too when θ is close to ΓX. CHED appear along the least ef-
ficient direction to generate harmonics, ΓK, and more of these islands appear for
HH9 than they do for HH5. Also this is similar to the experimental maps discussed
so far, where higher harmonics showed more islands of CHED. For circular excita-
tion, harmonics are circularly polarized and subsequent harmonics are rotating in
opposing senses (not shown), as required by symmetry for a four-fold-symmetric
system [148].

Figure 3.7 shows the same maps of |ε5| as before, but now for four different
driving field strengths. Almost no difference can be seen for different field strengths
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Figure 3.7: Maps of |ε5| for four different driving field strengths, ranging from
0.5GV/m to 2GV/m.
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Figure 3.8: Left: The first conduction band dispersion of ZnS. Right: The z-
component of the Berry curvature, Ωz, averaged over all bands. Both figures
calculated by means of DFT by N. Tancogne-Dejean.

which means that the ratio of x- and y-components of the effective mass in Eq. 3.6
do not change with the driving field strength for this particular band structure. It
will be shown later that this is not necessarily the case.
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Chapter 3. Single-particle intraband-only calculations

3.3 Zinc sulfide band structure
After having studied a model band structure, it is interesting to extend the cur-
rent analysis to a a real system and see how the intraband-only model compares
to results obtained from experiments. The material of choice will be ZnS (see
measurements and discussion in Sec. 2.4.3) because the conduction band of ZnS is
well isolated from higher-lying conduction bands. This could render the one-band
intraband-only model a reasonable approximation. It should be mentioned that,
while the first conduction band is well isolated from the others, this is not the case
for the valence bands. Both a heavy hole as well as a light hole band are present
in ZnS. Hole dynamics are ignored in this chapter but they do impact the emis-
sion in some way [93]. Since harmonics below the band gap should be produced
predominantly by intraband dynamics, the focus of our attention will lie on the
below-band-gap-harmonic HH5.

3.3.1 The influence of the anomalous velocity
ZnS has a zinc-blende crystal structure. Therefore it is not inversion symmetric
along certain crystal directions. This means that the Berry curvature Ω(k) in Eq.
3.2 does not vanish. The theory collaborator of this work, N. Tancogne-Dejean,
has supplied us with a calculated Berry curvature that is averaged over all the
bands. While this is not very useful for precise comparison between measurements
and calculations, it does help to explore what influence a non-vanishing Berry
curvature can have on the high-harmonic response. This should be the aim of this
section.

The anomalous velocity is

vano = − e
~

E(t)×Ω(k) = − e
~


EyΩz − EzΩy

EzΩx − ExΩz

ExΩy − EyΩx

 . (3.11)

By our definition, the z-component is the propagation direction of the laser
pulse. This means that Ez = 0. Consequently

vano,x = −(e/~)EyΩz, and (3.12a)
vano,y = (e/~)ExΩz. (3.12b)

Interestingly, vano also has a z-component. Thus, the Berry curvature causes
electrons to oscillate also in the propagation direction of the laser. This component
will be ignored in the future discussion because it does not affect the polarization of
the emitted harmonics in the plane of the polarizer. According to Eqs. 3.12, only
the z-component of the Berry curvature appears in the the x- and y-components
of vano. It is plotted in Fig. 3.8.

In the experimental harmonic spectra, the lack of inversion symmetry manifests
itself in the generation of even-order harmonics. The band structure on the other
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Figure 3.9: Calculated spectra from ZnS for θ = 0◦ (a) and θ = 45◦(b). Both
figures contain the spectra calculated with vano and without. Driving field strength
is 1V/nm and ε = 0.

hand is by definition inversion symmetric and hence the intraband-only model fails
to reproduce even harmonics [135, 177], when vano is not included. It is known,
that if the contribution of vano is accounted for, even harmonics appear in the
high-harmonic spectra [85,135].

Figure 3.9 shows spectra calculated with the model described above for two
different sample rotations θ = 0◦ and θ = 45◦, each for one case where vano
is included and one in which it is not. Three noteworthy conclusions can be
drawn from this figure. First, as predicted, the spectra with vano do contain even
harmonics. Second, the influence of vano on the odd harmonics is neglible, which
can be seen by the complete overlap of the red and black curves. Third, with
and without contribution of vano, the cutoff extends much higher than with the
tight-binding band structure from the previous section, where it went to the 11th

harmonic. For θ = 0◦, harmonics up to the 50th-order can be observed. For θ = 45◦,
the cutoff is reduced to the 20th-order. Consequently, the ZnS band structure is
much less parabolic than the tight-binding band structure, which can already be
anticipated from its appearance in Fig. 3.8.

Also, note that the spectra exhibit a clear plateau-like structure. This was
not really the case with the tight-binding band structure, except for when Bloch
oscillations were included. Here, due to the stronger non-linearity of the band
structure, the harmonics form a plateau as one can observe in experiments.

One can also compute the harmonic ellipticity, here for HH5, |ε5| and compare
its values obtained both with vano included and without. This is shown in Fig.
3.10 for varying ε under four different sample rotations. While |ε5| behaves in
a unique way, especially for θ = 45◦, the exact behavior will be discussed more
deeply when comparing the calculation results to the experiment. What should be
looked at here, is the influence of vano and if it alters the calculated response. This
does indeed seem to be the case, although for this Berry curvature, the influence is
neglible. At this point, it is unclear what would happen if the band-specific Berry
curvature would be used. However, calculating the latter is out of scope of this
thesis.
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Figure 3.10: The influence of the anomalous velocity on the computed ellipticity
of HH5 when varying ε for four different θ.

One thing to point out is that all the curves combined in Fig. 3.10 have been
computed within five minutes on a standard office computer. In comparison, each
data point in Fig. 2.19 calculated by means of TDDFT took approximately one
day on a supercomputer, making it 10 days for one ε-scan with 10 datapoints. This
makes clear that the model used in this chapter is strongly simplifying the physical
reality on one hand, but also that, if this simplified model turns out to describe
some features accurately, it would be extremely useful especially for calculations
in which many parameters need to be scanned.

Concluding this section, one should say that, while in Ref. [135] it is argued
that for a tight-binding band structure, the anomalous velocity term can be ignored
when studying odd harmonics, we see that this is not necessarily the case for a
real band structure. The exact influence of it, however, remains to be investigated
in future work. In the rest of this chapter we will set vano = 0 and study the pure
influence of the conventional velocity term on the high-harmonic response from
ZnS.
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Figure 3.11: Computed |ε5|-map for the full range of ε.

3.3.2 Artificial symmetries, the dependence on intensity
and depolarization

Let us take a moment to discuss some features and artefacts of the calculated
results of the ellipticity response of HH5 before we compare it to the experimental
data in Sec. 3.3.3. Fig. 3.11 shows a full map of |ε5| calculated with experimental
conditions, i.e. 2.1µm, 70 fs and 1GV/m peak electric field strength in matter.
One thing to note is the symmetry with respect to ε = 0, i.e. |εn(ε, θ)| = |εn(−ε, θ)|
for any arbitrary driving ellipticity ε and sample rotation θ. One could call this an
’artificial’ symmetry because it does not appear in the experimental data. Instead,
in experiment, the crystal structure of ZnS leads to symmetry rules of the type
|εn(θ, ε)| = |εn(180◦ − θ,−ε)|, where θ refers to the rotation angle with respect to
one of the symmetry axes.

Let us linger on this discrepancy for a bit. The band structure is inversion
symmetric and hence, it seems obvious that the current produced by a laser pulse
is the same when generated with positive or negative helicities because the electron
will traverse the same nonlinearities in opposite directions. Thus, a process that
broke this symmetry between left and right helicities could in principle produce
differing |ε5| in these cases. A process that comes to mind is the transition of elec-
trons from the valence to the conduction band which happen in successive steps
at the peaks of EL. It is also feasible that dephasing would break this symme-
try if the dephasing times were sufficiently short. This, however, is unclear and
quite debated [92, 106, 184]. It is also feasible that the inclusion of hole dynamics
could introduce some fundamental differences between positive and negative he-
licities. In any case, a symmetry-breaking process would somehow need to induce
another symmetry, as there are the above mentioned symmetries observed in the
experiments. To the author, the origin of this is unclear.

While more work is needed to resolve these said issues, there exist an applicable
remedy for this problem. That is, to consider only one driving helicity. Either way,
also in experiments the results for positive and negative ε are redundant due to the
prevalent crystal symmetries. Thereby, by considering only one driving helicity,
one does not lose any information.
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Figure 3.12: Computed |ε5|-maps for six different peak electric field strengths.

Another important aspect when comparing the computed results to measure-
ments is an uncertainty in the exact peak electric field strength E0. That is an
experimental quantity prone to errors for a number of reasons. Both beam size and
pulse duration measurements have a certain variance, especially for pulses that are
not necessarily Gaussian. Propagation through the sample could also affect the
electric field strength due to nonlinear propagation effects, especially self-phase
modulation and multi-photon absorption, although those are not a significant is-
sue with the present conditions in ZnS∗. For HH5, since it is below the band gap, it
is generated throughout propagation through the sample, which means it is gener-
ated with a variety of electric field strengths and even phase-matching issues could
arise. Even more so, it is generated not only in the center of the pulse spatially
but also with lower field strengths in the wings of the spatial profile [106].

Because of the previous discussion, it is required to compute the high-harmonic
response for different peak electric field strengths E0 and to therefore see how other
field strengths compare to the one measured. Fig. 3.12 shows maps of |ε5| for E0
ranging from 0.4GV/m to 1.5GV/m. Evidently, variation of E0 strongly alters
|ε5|. While for the tight-binding band structure in Sec. 3.2.2, no dependence on the
driving field strength was observed, here, |ε5| increases in average with increasing
E0. This partly goes hand in hand with another effect that happens with stronger

∗The accumulated non-linear phase can be calculated with the B-integral B = 2πIn2z/λ,
where I is the peak intensity, n2 the nonlinear refractive index (3.1 · 10−15cm2/W at 1.3µm
wavelength [185]) and z the thickness of the sample. B = 0.15 rad with experimental conditions.
Note that this is only an estimation since n2 has not been determined at the here present
wavelength of 2µm.
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a b c

Figure 3.13: Computed electric fields of HH5 with ε = 0.6 and θ = 75◦. Peak
electric field strengths 0.8GV/m (a), 1GV/m (b) and 1.3GV/m (c).

field strengths: Polarization states that are evolving over the course of the pulse.
This effect will be used synonymously with ’depolarization’. The polarization state
is well defined at any time but does not stay constant over the course of the pulse
(see Fig. 3.13), hence it seems depolarized when averaging over a pulse as it is
usually done experimentally.

So far, there have not been deep investigations on depolarization in solid HHG,
apart from the fact that it has been identified in TDDFT-calculations in Si and
MgO [105] as well as in TDSE-calculations in gapless graphene [172]. No experi-
mental signature of depolarization in solid HHG has been reported by now. The
decreasing degree of polarization in Fig. 2.23 is an indication of depolarization
however there, the experimental error is rather high, which prohibits a statement
with certainty. There were also no obvious signatures of depolarization in the
ZnO-measurements in Fig. 2.30.

Here we see that depolarization enters already with a simple single-particle one-
band computation in ZnS. Fig. 3.13 shows the time-dependent electric field, band-
pass-filtered around HH5 for ε = 0.6 and θ = 75◦ for three driving field strengths.
Notably, especially for the highest field strength in Fig. 3.13c, the polarization
state of the harmonic is varying with time. This does not come as a surprise: As we
have seen, the polarization state depends on the driving field strength. A laser pulse
has a time-dependent amplitude and therefore, by definition, different driving field
strengths over the course of a pulse. This means, electrons are driven to different
regions in the Brillouin zone over the course of the pulse where the conduction
band curvature can have completely different values. Therefore it makes sense
that harmonics show time-dependent polarization states and that this phenomenon
increases in magnitude with E0.

Since we have the luxury of having both simulated as well as experimental
data (Sec. 2.4.3) at our disposal, we can compare the simulation results with
the experiment. We will do this later to study the ellipticity but for now, let us
look exclusively at the degree of polarization (DoP). We can calculate the Stokes
parameters from our simulation results by propagating the electric field of an har-
monic through the according Jones matrices of a QWP and a polarizer (compare
Sec. 2.3.3) and afterwards integrating over time. This gives us the values plotted
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Figure 3.14: a: Comparison of the DoP obtained by experiments (see Sec. 2.4.3)
and simulation along θ = 45◦ for HH5. b: Computed electric field of HH5 along
θ = 45◦, ε = 0.54 with 1GV/m. c&d: Calculated DoP for various θ and ε for two
different driving field strengths (HH5). Adapted from Ref. [181]

in Fig. 3.14a, where also the experimentally obtained values are plotted. Quite
astonishingly, both experimental and calculated data show a clear decrease in the
DoP for certain ε. While in Sec. 2.3.3, the DoP was decreasing with increasing ε,
it was there not backed by theory, so the interpretation of this phenomenon was
a bit vague. Here, even the simple intraband-only model predicts a depolariza-
tion effect, which we do also observe in the experiment. The electric field at the
simulated point of lowest DoP is shown in Fig. 3.14.

All the electric fields plotted so far are symmetric with respect to t = 0. This
makes sense since there are no effects included in this model to break this symmetry
and because in this model, the electron is already in the conduction band before
the pulse arrives. In a real system the laser promotes electrons to the conduction
band and therefore the emitted electric field would be ’switched on’ when the
first electrons start to oscillate. On the trailing edge of the pulse no electrons get
promoted to the conduction band anymore and therefore, the emitted field would
fade out, depending on the dephasing time of the system. These two effects should
effectively gate the emitted electric field around the center of the pulse which
should increase the DoP when compared to experiments. However, as we see in
Fig. 3.14a, this is not the case. In fact, the experimental DoP is reduced stronger
than in the single-particle single-band model. This could mean that some other
relevant dynamics cause depolarization too. Of course, the hole oscillating in a
valence band would work in exactly the same way as the electron, so depolarization
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Figure 3.15: Comparison of the |ε5|-map obtained from ZnS between experimental
(a) and computed (b) data. c: Line-outs along the major symmetry directions 45◦
and 135◦.

would also be expected to happen there. Also the sub-cycle ionization dynamics
could send the electrons along different paths through the Brillouin zone depending
on their time of ionization, which could also act as a depolarization mechanism.
More work is needed in that direction to distinguish these effects.

As has been said before, the DoP is strongly intensity dependent. Figs. 3.14c
and d plot the calculated DoP depending on ε and θ for two different driving field
strengths. It is apparent that the DoP is far stronger reduced in the case of the
higher field strength. There, the harmonic is even partly depolarized with ε = 0 for
certain θ. This significant prediction should be confirmed or disproved in future
work in solid HHG before further assuming harmonics to be fully polarized, as it
is usually done.

3.3.3 Comparison between computed and experimental data
Let us now compare our simulated ellipticity data with the experimental data pre-
sented in Sec. 2.4.3. Because the even harmonics are missing in the computation,
they will not be looked at, although their behavior - especially the observation of
high |εn| for linear driving - seems very interesting and needs to be investigated
and understood in future work. Here we will use the simulated data for 1GV/m
which is the same as the estimated experimental peak electric field strength in
matter.

Figure 3.15 shows the experimental (a) as well as the simulated data (b) of |ε5|.
Note that, in order to match θ of simulation and experiment, 90◦ has been added
to θ of the computed data with respect to the results shown in the last sections.

Due to the zinc-blende crystal structure, neither the experimental nor the cal-
culated data show a four-fold symmetry. Another aspect of this crystal structure
is that harmonics are elliptically polarized with circular excitation, as has been
argued already in Sec. 2.4.3. This is well captured by the one-band computation.
For elliptical excitation, CHED appear both for simulated as well as experimental
data. Some features of the experimental data are qualitatively well reproduced in
the simulations. This is especially true for the asymmetric elongated island around
ε = 0.8 and 110◦ < θ < 150◦. Also the two islands along θ ≈ 45◦ can be found
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Figure 3.16: Comparison of the |ε7|-map obtained from ZnS between experimental
(a) and computed (b) data. Data points where the signal to noise ratio is below
2.57 times the standard deviation are marked in black.

both in experiment and simulations. The experiments show a circularly polarized
HH5 for ε ≈ 0.6, θ ≈ 80◦ which is not covered in the simulation.

In Fig. 3.15c, line-outs along the major-symmetry directions θ = 45◦ and
θ = 135◦ compare experiment to the simulations. For θ = 45◦, the overall shape
is reproduced in the simulation, although the precise positions and magnitude of
the |ε5|-peaks are slightly off. For θ = 135◦, the simulated results only reproduce
the experimental data well for ε > 0.6. The peak at ε ≈ 0.2 does not appear in
the experiment at all and also the sharp peak at ε = 0.5 is missing.

Since the peak electric field strength scales with
√

1/(1 + ε2), it can be expected
that the number of electrons in the conduction band increases with lower ε. This
will have an impact, both because of the sub-cycle ionization dynamics manifesting
itself in the high-harmonic response [180] as well as due to the increasing impact of
dephasing that scales with 3

√
ne, when ne is the electron density [184]†. Because the

simulations describe a single particle and no interband transitions, especially the
low-ε-regions have poor agreement to the experiment. For higher ε, experiment and
simulations seem to match rather well. Apart from the lobe at ε ≈ 0.6, θ ≈ 80◦ that
does not appear at all in the simulation, an overall qualitative agreement can be
ascertained for the below-band-gap harmonic HH5. Quantitative discrepancies are
no surprise given the simplicity of the model and the complexity of the dynamics.

Another interesting result is the comparison between experiment and simulation
for HH7 (Fig. 3.16). Here, the simulated map looks qualitatively similar to the
previously discussed maps. It exhibits rather sharply defined islands of CHED
and - as the higher harmonics do in the tight-binding case - it shows more islands
than HH5. The experimental map however, looks systematically different. Here,
we can observe much more elongated regions of high |ε7| and no sharp islands
appear at all. HH7 is above the band gap and therefore it is generated by coupled
intraband and interband dynamics. It is very clear that the intraband calculations
do not reproduce the experimental data. Note that also for silicon, HH7 was above
the band gap and had a high JDOS. And also there, this harmonic had similar
elongated regions of CHED that have not been seen in the intraband simulations,

†Note that in a tunneling process, ne increases exponentially with the driving field strength
[15].
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while HH5 and HH9 showed CHED that depended very sensitively on ε and θ.
This could suggest that HH7 both in Si and ZnS is generated predominately

by interband dynamics and that one can use this kind of analysis to make state-
ments about the generation mechanism of the harmonics. To ultimately verify this
hypothesis one should include also the interband dynamics in the computations
by calculating the full semiconductor Bloch equations and see if CHED can also
appear with interband dynamics and if so, under which conditions.

To conclude this chapter, the single-particle intraband-only calculations have
revealed some fundamental insights about the polarization-state-resolved response
of high harmonics from solids with elliptically polarized driving fields. It is espe-
cially noteworthy that sharp CHED can be assigned to intraband dynamics. But
also features like a rotation of the major axis and an intensity-dependence can be
observed from pure intraband dynamics. Of special significance is also the effect of
depolarization that is predicted by the simple intraband-only model and could even
be found in experimental results. In future work it would be interesting to include
the Berry phase and confirm its influence on both the odd and even harmonics.
Finally, including the interband dynamics and investigating their influence on the
harmonics’ polarization state would be very helpful in order to determine which
generation mechanism causes which kind of signatures in the maps of |εn|.
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Chapter 4

The high-harmonic cutoff with
elliptically polarized pulses

We have now seen both experimentally and theoretically that elliptically polarized
laser pulses can drive high harmonics from crystals in ways that are unexpected
when compared to the dynamics of gas HHG. So far, we have only studied relatively
low-order HHG. This is because this wavelength range allows to study a large
variety of properties with relatively simple setups. It is also because a OPA source
at 2.1µm was readily available at the start of the corresponding project. Although
the dynamics do not fundamentally differ between HHG in the visible and in the
EUV-domain, it is a valid criticism that harmonics in the visible domain are not
too useful from a source perspective, that is, there are far brighter and simpler
sources conventionally available in that wavelength range. Another drawback in
the observed visible wavelength range with the driving wavelength that we used was
that we could only observe relatively few orders at the same time. Moreover, the
higher energy region exhibits some important characteristics that are simply not
accessible in the visible domain. These are for instance the emergence of multiple
plateaus as well as the cutoff region. Both provide important information about
the underlying HHG mechanism. Consider the cutoff: In gas HHG, the cutoffs’

b ca

Figure 4.1: a Calculated HHG spectrum from MgO along ΓK with ε = 0 and
ε = 0.65 by Tancogne-Dejean et al. (Adapted from [105]). Experimental harmonic
yield versus driving ellipticity for ΓX (b) and ΓK (c) obtained by You et al. from
MgO. Adapted from [45].

86



4.1. Experimental setup

dependence on the driving laser parameters served as an important building block
to the development of the corresponding three-step and full quantum model.

The cutoff in solid HHG is again a less obvious quantity than in gas HHG.
Its wavelength-dependence is yet undetermined and even though many quote the
linear dependence of the cutoff on the driving field strength, it has also been shown
that the cutoff can increase in steps as soon as electrons gain enough energy to
be promoted to higher lying conduction bands [86]. Moreover, in 2017, Tancogne-
Dejean et al. predicted by means of TDDFT-calculations that the high-harmonic
cutoff from MgO could be enhanced by 30% when going from ε = 0 to ε =
0.65 with major axis along ΓK (Fig. 4.1a) [105] . This came as a surprise since
one would expect the cutoff to decrease with increasing ε if it depended on the
maximum electric field strength. The conditions for which Tancogne-Dejean et al.
ran the simulations were exactly the conditions for which You et al. experimentally
demonstrated for the first time that also the harmonic yield would be enhanced
by more than a factor of two with elliptical excitation (see Fig. 4.1b and c) [45] .

In this chapter, we aim at exploring the cutoff of solid HHG under elliptical
excitation and to verify the prediction of Tancogne-Dejean et al. In order to do so,
an appropriate vacuum beam line had to be set up, which will be presented in Sec.
4.1. The experimental results will be discussed in Sec. 4.2. This chapter contains,
especially on experimental side, joint work with Dr. Haoyu Huang.

4.1 Experimental setup
The full experimental setup is sketched in Fig. 4.2. To summarize, a Ti:Sapphire
system pumps a three-stage-OPA which converts the 800 nm, 4.5mJ to tunable
1200 nm-1600 nm, 0.5mJ. The downconverted light is transmitted through a WG-
P/HWP/QWP combination as it has been described in detail in Sec. 2.1.5. The
pulses are then focussed onto a sample in a vacuum chamber. The hereby gener-
ated XUV-radiation passes on a grating with 300 grooves/mm. Metal filters can
be inserted at the entrance of the spectrometer with a filter wheel. A microchan-
nel plate (MCP) and phosphor screen assembly converts the spectrally dispersed
XUV-photons to green photons. Those are then captured by a Basler acA3088
camera and processed afterwards on the computer. The experimental control and
processing of the data is done in a MATLAB routine that is an adjusted version
of the program presented in Sec. 2.1.3. Note that both the grating and the MCP
have a strongly decreasing sensitivity for photon energies lower than 12 eV. With
the two setups of this thesis combined, we are therefore not able to capture the
photon energy region between 6 eV and 10 eV.

A lab-specific challenge of this setup lies in the fact that the pump laser is placed
on another table, 6m away from the optical table on which the OPA-source and
the vacuum setup are placed on. The beam is kept with excellent beam quality by
relay-imaging it through a 6m long metallic tube that is kept under vacuum, with
anti-reflection-coated entry and exit windows. The compressor of the Ti:Sapphire
system can be tuned such that it compensates the additional chirp introduced by
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Chapter 4. The high-harmonic cutoff with elliptically polarized pulses

Figure 4.2: Schematic experimental setup of the solid HHG XUV beamline. PS:
Pointing stabilizer, QPD: Quadrant photodiode, BS: Beam sampler, LP: Long-pass
filter, DM: Dichroic mirror, BD: Beam dump, WGP: Wire-grid polarizer, HWP:
Half-wave plate, QWP: Quarter-wave plate, MF: Metallic filter, MCP: Microchan-
nel plate, PScr: Phosphor screen

the windows and the long-focal-length lenses for relay imaging. A beam-pointing
stabilizing system with one motorized mirror placed on each optical table provides
accurate pointing over long periods of time. Both optical tables are connected
mechanically and floating.

4.1.1 OPA-source
The OPA has been set up by Dr. Liwei Song and Dr. Haoyu Huang and is sketched
in Fig. 4.3. It is based on an OPA-design initially presented in Ref. [187] and is
described in detail in Ref. [186]. For details, those references should be consulted.
Let us only discuss the most important aspects here.

The 800 nm-pump pulses are divided into four parts with three beam splitters.
The smallest portion of the pulses are focused onto a 2-mm-thick sapphire plate in
which a white-light continuum (WLC) is generated. This continuum is amplified in
three subsequent BBO-based OPA stages. Due to the birefringent phase-matching,
the amplified wavelength can be tuned by rotation of the BBO’s and at the same
time controlling the pump-seed delay in each delay stage. At the output of the
three stages, signal and idler pulses have tunable wavelengths of 1.2-1.6µm and
1.6-2.4µm respectively. The output energies are on the order of 0.5mJ at 1.44µm
with idler pulses of 0.4mJ at 1.8µm. The pulse duration of the signal pulses is
34 fs at 1.32µm wavelength, as it has been determined by FROG (see Fig. 4.4).

Note that the pulse energy is fifty times larger than what has been used in
Chapter 2 and the pulses have less than half the pulse duration. This means, less
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Figure 4.3: Schematic of the OPA. VND: Variable neutral density filter, SP: 2mm-
Sapphire plate, TD: Time delay crystal. Figure from [186]
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Figure 4.4: FROG reconstruction of the OPA.

focusing is necessary to reach the same peak intensities, making more emitters
contribute to the HHG process which in turn should increase the HHG yield. The
higher pulse energy at disposal combined with the shorter wavelength means also
that higher band-gap materials can be used as samples for solid HHG. Because the
laser damage threshold of a crystal with femtosecond pulses is usually determined
by the amount of ionized electrons, materials with larger band gaps have higher
damage thresholds. This allows then to drive electrons with higher peak intensities
in the HHG process which in turn is the reason why higher band gap materials
usually lead to higher cutoffs in solid HHG (compare Fig. 3 in Ref. [90]).
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a b

c

Figure 4.5: a: Annotated photo of the vacuum chambers and components. b:
MgO sample glued to a holey Al-spacer. The spacer is mounted on a motorized
rotation stage. One can also see a scratch on the Al-spacer that has accidentally
been written on it by the laser. c: Photograph of the Phosphor screen at the
output of the spectrometer, showing an HHG spectrum, in this case generated by
800 nm pulses from SiO2.

4.1.2 Vacuum setup
Investigating EUV-harmonics requires a vacuum beam line since air, and any other
gas, absorbs the photons of these energies. The vacuum setup is depicted in Fig.
4.5a and consists of two separate vacuum chambers. The first chamber houses the
sample in which high harmonics are generated. The sample is mounted in a motor-
ized rotational stage which itself is mounted on two motorized translation stages
that allow to move the sample along the laser propagation direction and horizon-
tally perpendicular to it (see Fig. 4.5b). The second chamber is the 251MX -EUV
spectrometer from McPherson. It houses a flat field, gold-coated, grating with
300 grooves/mm which diffracts the radiation onto a MgF2-coated Chevron-type
MCP from Photonis.
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Figure 4.6: Top panel: Schematic working principle of the gating of MCP-
acceleration voltage in relation to XUV-signal, noise and phosphor fluorescence
screen. Bottom panel: The recorded signal on the MCP with and without gating.
In this case the signal is XUV-emission from NiO with 1.3µm.

Two turbomolecular pumps, one for each chamber, are connected to a roughing
pump for each turbo. This way, the vacuum can be maintained in both chambers
individually which is required due to the filter that can be inserted between the
chambers. In practice, the pressure goes down to the 5× 10−7-mbar-level which is
more than sufficient for absorption to be non-existent as well as to have the MCP
run safely.

4.1.3 Gating
The Chevron-type MCP that is used in this setup is an extremely sensitive device,
converting XUV photons to green photons with a gain of > 107 [188]. This means
it is susceptible to noise and this noise does not only consists of photons but
also of particles. We have observed the noise to increase strongly when the laser
was switched on which means it is either from scattered photons or from ejected
particles due to these scattered photons or from the sample directly. An elegant
solution to decrease the noise lies in gating of the MCP. Gating can be done by
using the electronic trigger pulses of the laser as inputs in a high voltage switch.
This device can alter the acceleration voltage of the MCP to a value below and
above what is required in order to reach significant signal gain. By setting the
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Figure 4.7: a: Recorded spectra of MgO with 1.5µm driving wavelength (Pho-
ton energy 0.827 eV) without filter as well as with Al and In filters. Filters are
200 nm thin. In the legend, also the integration times are stated. b: Calculated
transmission of 200 nm-thin Al and In sheets. Data from Ref. [189].

precise timing of the laser trigger pulses with a delay generator, the MCP can be
’switched on’ for durations that are as short as few tens of nanoseconds. This
inhibits the acquired noise-related photons and particles significantly, as can be
seen in Fig. 4.6.

4.1.4 Calibration of the spectrometer
In order to convert a photo of the MCP’s phosphor screen (Fig. 4.5c) into a spec-
trum, two things need to be done. First, the photo is a two-dimensional data set
in which the horizontal axis x corresponds to the dispersed photon energies while
the vertical axis y carries information, e.g. about the beam size and also possibly
other parameters. We do not need the latter and therefore, we can integrate over
y:

spec(x) =
ymax∑
ymin

data(x, y). (4.1)

ymin and ymax are chosen to contain slightly more than the full vertical extend of
the harmonic peaks. Since the noise is heavily reduced due to the gating, the data
is not affected much by integrating over more than a harmonic peak vertically.
However, it ensured that we have captured the full signal of the harmonic peaks.

The calibration of horizontal pixel number x to a representative energy value
is done by recording spectra from MgO with and without metal filters. Fig. 4.7a
depicts three spectra obtained fromMgO with 1.5µm-driving wavelength and 70µJ
pulse energy. Both filters transmit a harmonic peak around pixel number 1950.
Comparing to the transmission curves in Fig. 4.7b and taking into account that our
fundamental photon energy is 0.827 eV, we find that it can only be HH19 which
is transmitted by both filters. HH19 lies at 19 × 0.827 eV = 15.71 eV. Knowing
one harmonic order one can associate all other peaks by presuming them to be
separated by two fundamental photon energies (for a centrosymmetric material
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ΓX
ΓK

a b c ΓX

ΓK

Figure 4.8: a: Rotation-dependent experimental spectra from MgO. b: Two ex-
perimental spectra from MgO along its major symmetry directions. These spectra
are line-outs of the spectra in a along 90◦ (ΓX) and 135◦ (ΓK). c: Experimen-
tal spectra from MgO presented by Uzan et al. along ΓX and ΓK (c is adapted
from [152]).

only odd harmonics exist). This way we can fit pixel number to photon energy
and have the spectrometer calibrated.

4.2 Experimental results
Let us now turn to the experimental investigations. The results presented here
revolve around MgO which, besides SiO2, has been the material of choice for rela-
tively many XUV HHG-experiments in the recent past [45, 128, 143, 152, 190]. We
will first discuss linearly polarized driving and make some general remarks about
the hereby observable HHG-response of MgO. Then we will direct our view towards
the cutoff, its dependence on the field strength and, finally, also the ellipticity.

4.2.1 Anisotropy of HHG from MgO
In this section, a 10µm-thin (100)-cut MgO sample from SurfaceNet is used. The
FWHM beam diameter of the laser in the focus is 60µm, as has been measured with
a camera. This leads to a peak intensity in vacuum of 38TW/cm2. The camera
collects 60 frames of 50µs each and the average over all frames is calculated in
post processing. It might seem strange to integrate for shorter durations than the
repetition rate of the laser but note that the MCP is a slow device with a ms-
level decay time. Averaging in this way is in fact advantageous. It increases the
dynamic range of the camera because the pixels with high counts do not saturate
as fast while the signal-to-noise ratio (SNR) increases for pixels with relatively few
counts. The total integration time is 3 s and hence, the signal is acquired over 9
shots.

Figure 4.8a depicts high-harmonic spectra acquired from MgO for a full rota-
tion of the crystal. Here, the driving pulses are linearly polarized. It is clearly
visible that the sample exhibits a 90◦-periodicity which points to the cubic crystal
structure of MgO. Furthermore, the periodicity is a signature that the samples’
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surface quality is reasonable, as the laser typically hits different spots on the sam-
ple when the sample rotates. Clearly, both the yield of the harmonics and the
cutoff are greatly enhanced along 90◦ and corresponding sample directions. In
correspondence with earlier publications on MgO [45, 152] we identify the high-
yield-direction 90◦ as ΓX and the low-yield-direction 135◦ as ΓK.

In Fig. 4.8b two line-outs of the previous sample-rotation scan show the high-
harmonic spectra along the two major symmetry directions ΓX and ΓK. As was
argued before, the yield along 90◦ is far higher. Also, above 20 eV there is a second
plateau. The two small peaks in the measurement of ΓX around 10 eV are likely
the second order of the grating. Note also that 10 eV lies at the lower edge of the
detection range both from the grating as well from the MCP’s sensitivity and that
these spectra have not been calibrated for the spectral response of the spectrometer
system.

One should appreciate the relatively high SNR and the high dynamic range
of these spectra. The second plateau does not appear so clearly in the existing
publications on MgO. Beneficial to the SNR are the relatively thin sample (note,
for instance, Ref. [45] used a 20 times thicker sample) and the gating of the MCP.
In Ref. [152], a weak second harmonic to the fundamental altered the spectra
and they used this time-dependent alteration as a lock-in measurement for signal
enhancement. The spectra they obtained with this method are shown Fig. 4.8c.
The driving conditions are similar to those of the here performed experiments. In
general, the spectra of Uzan et al. are similar to those presented by us in Fig.
4.8b. Along ΓX, they show a second plateau, although their spectrum shows some
unique behavior of the relative harmonic peak strengths which was explained with
singularities in the dynamical JDOS. In our experiment, we do not clearly observe
those. Along ΓK some important differences can be seen. While our spectrum
shows two distinct peaks around 19 eV and 21 eV, the spectra of Uzan et al. lack
the clear peak structure. They present peaks at 25 eV and 28 eV and at least the
peak around 28 eV seems to also weakly appear in our measured spectrum. This
peak will play an important role later on.

Overall, the stated discrepancies between Fig. 4.8b and c are not significant,
considering the strong non-linearities at play here. The main reason to compare
these two spectra here is to relate the here acquired spectra to existing work on
MgO, of which Uzan et al. showed the cleanest spectra. The spectra measured by
us are by no means less rich in information.

4.2.2 The cutoff with linear polarization
Let us now turn towards the cutoff in more detail and first study its dependence
on the pulse energy. Fig. 4.9a depicts the recorded high harmonic spectra from
MgO versus the driving pulse energy. This data is acquired with linearly polarized
driving pulses, polarized along ΓX. It was not possible to apply higher pulse energy
than 80µJ without irreversibly damaging the sample. The plot resembles the
simulated data that is shown in Fig. 3.3 in the sense that the cutoff seems to
increase linearly with the field strength (or square root of pulse energy). However,
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Figure 4.9: a: Measured high-harmonic spectra along ΓX in dependence of the
driving pulse energy. b: Plot of the highest observable photon energy (cutoff)
along ΓX versus the driving pulse energy. The red dashed curve is a square-root
regression taking only into account energies below the vertical dotted line. c: Band
structure from MgO along ΓX. The colored conduction bands are the ones that
dipole couple to the dashed valence band. c is adapted from Ref. [152].

above 50µJ, the second plateau appears and the cutoff does not increase visibly
with increasing pulse energy anymore. Such behavior could not be seen in the
intraband-only simulation.

In Fig. 4.9b, the highest observable harmonic peak energy is plotted versus the
driving pulse energy. This enhances the visibility of the previous statement that the
cutoff increases until a certain point above 50µJ and no further increase is observed
above that. The red dashed line is a square-root regression as this dependence has
so far been reported from solids [38, 132] and this is also the dependence we have
found with the intraband-only simulations in Sec. 3.2.1. Note that the red dashed
line takes only values into account that are below the saturation threshold at 55µJ
pulse energy.

What happens to the cutoff when the 25 eV-photon energy threshold is reached
can be best understood when considering the band structure, which is shown in
Fig. 4.9c. The two conduction bands (1 and 2) that are dipole-coupled to the
valence band (dashed curve) form the first (< 18 eV) and second (< 25 eV) plateau.
There are no higher lying bands that dipole couple to the valence band in that
energy region. Hence, the interband mechanism can not produce harmonics that
are higher than the maximum band gap of the conduction band 2, which is 25 eV.
This is the reason for the saturation behavior of the cutoff in Fig. 4.9c. It should
be mentioned that this discussion ignores the contribution of intraband-dynamics.
Those could in principle still produce higher photon energies than the maximum
band gap. The fact that this is not observed indicates that intraband dynamics are
not the dominant mechanism for these driving conditions in MgO. This analysis
thus supports the corresponding statement made in Ref. [152].
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4.2.3 Interlude: Induced birefringence
In the following experiments, the samples’ thickness is of enormous importance and
this section shall be used to demonstrate why. Due to reabsorption, the detected
harmonics stem from the last tens of nanometers in the sample. Consequently, the
driving pulse has propagated through most of the samples’ thickness and thus suf-
fered from propagation effects when generating harmonics. In the linearly polarized
case, propagation effects affect mostly the chirp and thereby the pulse duration.
However, with elliptical polarization, the polarization state can be altered. One
effect to do this is nonlinearly-induced birefringence. When the refractive index
is intensity dependent, induced birefringence naturally arises since one axis of the
driving ellipse has a higher peak intensity than the axis perpendicular to it and
thereby both axes experience different refractive indices. This effect shall be dis-
cussed here in detail. One should keep in mind that there are also other non-linear
effects that can alter the polarization state, for instance cross-phase modulation.
Even though they will not be discussed here, those will add to the nonlinear phase
that is discussed in this chapter, increasing the effects elaborated on here even
further.

Let us choose the coordinate system such that x refers to the major axis and y
to the minor axis of the driving fields’ polarization ellipse. The introduced phase
shift ∆φ of the x- to the y- component due to differing refractive indicees n′x and
n′y can be calculated with

∆φ = kL(n′x − n′y). (4.2)

L denotes the samples’ thickness. We can insert the equation for the nonlinear
refractive index n′i = n0 + n2Ii where n0 is the linear refractive index, n2 the
nonlinear refractive index and Ii the peak intensity along axis i. We assume here
that the indicees n0 and n2 are isotropic. Then

∆φ = kL(n2Ix − n2Iy). (4.3)

When going from vacuum into the sample, the peak intensity I is altered. This is
because part of the energy gets reflected but also because the mode shrinks due
to the higher refractive index in the sample. The latter effect increases the peak
intensity according to I = 1

2ε0cn0|E|2, where ε0 is the vacuum dielectric constant,
c the speed of light in vacuum and E the electric field strength. Furthermore, the
magnitude of the x- and y-components differ due to the ellipticity ε:

Ix = I

1 + ε2 and Iy = εI

1 + ε2 . (4.4)

Inserting all this in Eq. 4.3, we obtain

∆φ = kLn2IMgO

2(1 + ε2) (ε− 1). (4.5)

Here, IMgO denotes the intensity in the MgO crystal, i.e. IMgO = n0Ivac(1−R), with
R being the reflectance of MgO (7% at 1.3µm [191]). The nonlinear refractive index
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Figure 4.10: Calculated polarization ellipses after propagation through a MgO
crystal of thickness L with the driving ellipticity ε for ellipses with (blue) and
without (red) taking into account the induced birefringence due to the Kerr effect.
First row: ε = 0.1, second row: ε = 0.5. Nonlinear phase shift ∆φ in rad is given
in the corresponding figures.

for MgO is n2 = 3.9·10−20 W/m2 at 1µm wavelength [192] which is sufficiently close
to our wavelength for the kind of estimation that we are attempting to perform
here.

Figure 4.10 depicts different calculated cases of the polarization ellipse after
propagating through a MgO-sample with thicknesses L = 10, 50, 200µm and with
the ellipticities ε = 0.1 (upper panel) and ε = 0.5 (lower panel). The corresponding
values of ∆φ are given in the respective plots.

For the 10µm-thin sample, ∆φ is very small in magnitude and does almost not
affect the corresponding polarization states. This changes with thicker samples.
For L = 50µm, the nonlinear phase shift starts to play a role which can be seen in
the depicted cases mostly by a rotation of the major axis. Note that ∆φ reaches
more than π/4 in the case of ε = 0.1. With ε = 0.5, the major axis rotates by 30◦
due to induced birefringence. Propagation effects get even more significant for the
thickest case of L = 200µm. Here, ∆φ gets so large that the resulting polarization
state can be viewed as chaotic, as it sensitively depends on the exact driving
conditions. ε = 0.1 leads to ∆φ ≈ π, which does not alter the polarization state
at first glance but flips the helicity. With ε = 0.5, the propagation effects convert
the incident elliptical wave to an almost linearly polarized, 35◦-rotated wave. It
becomes clear from this discussion that great care should be taken when assuming a
polarization state of the driving field without checking the influence of the sample.
Ref. [45] uses a 200µm thick sample and it is unclear if the authors corrected for
the influence of propagation somehow. At least, this is not mentioned. In the
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Figure 4.11: Ellipticity-response of HH13, HH19 and HH23 from 10µm-thin MgO
versus sample rotation. The white dotted lines are the centers of mass of the
distributions.

next section, a 10µm thin sample will be used and following from this discussion,
propagation effects are negligible in this case.

4.2.4 Introducing elliptical polarization
Let us come back to experimental work. After having investigated MgO with
linearly polarized driving pulses, we can now insert the QWP/HWP combination
into the OPA’s beam path and tune the driving ellipticity ε. For every ε, a spectrum
is acquired, just as has been done extensively in Chap. 2. Here, the polarization
states of the emitted harmonics can not be accessed as this would require an
additional XUV-polarizer which is not a trivial instrument to obtain [193,194].

Figure 4.11 shows the high-harmonic response of HH13, HH19 and HH23 from
MgO in dependence of ε and the sample rotation θ. The samples’ thickness is
10µm and the vacuum peak intensity is again around 38 TW/cm2. θ is given with
respect to ΓX, i.e. θ = 45◦ refers to excitation along ΓK. For any θ, the response of
HH13 is mostly atomic-like, i.e. the harmonic yield decreases monotonically with
increasing ε. Consequently, the yield is mostly maximized with linearly polarized
excitation and the COM-curve remains close to zero for all sample rotations. For
the higher harmonics this is not the case. The yields of HH19 and HH23 both
maximize with strongly elliptically polarized excitation. For θ = 30◦, for instance,
HH19 peaks for ε ≈ −0.21 and HH23 for ε ≈ −0.27∗.

Along the major symmetry axes, there should be no difference in the harmonic
yield between negative and positive ε-values. This manifests itself in COM ≈ 0
for θ = 45◦ which is a sanity check for our experimental methodology. Also we
see again that the yield along θ = 45◦ is generally decreased, which corresponds to
what has been found before in MgO [45,105,152].

Measurements of the ε-dependent response of high harmonics from MgO have
been performed already in Ref. [45]. A key result there was the asymmetry with
respect to ε = 0 for excitation off a major symmetry axis. A corresponding plot

∗Note that the COM curves plotted here are the original calculated values, while the corre-
sponding COM curves in the silicon work (Fig. 2.12) were multiplied by a factor of 5 to enhance
visibility of the asymmetries. Hence, the asymmetric response of these high MgO-harmonics is
much stronger than what has been observed from silicon.
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Figure 4.12: Asymmetric ellipticity response of HH19 from MgO. a: Plot from You
et al. in Ref. [45] at θ = 15◦, which resembles θ = 75◦ in our case‡. b: Measured
ε-scan of HH19 at θ = 70◦. c: Measured ε-scan of HH23 at θ = 25◦ (note the linear
y-axis). a reprinted from Ref. [45].

of this is shown in Fig. 4.12a, where the response of HH19 is plotted for θ = 75◦
‡. The plotted ε-scan of our measurement at a slightly different sample rotation
θ = 70◦ is shown in Fig. 4.12. The 5◦ difference of θ will have an influence, however,
as can be seen from the changes in Fig. 4.11, 5◦ do not change the distribution
all-too-much.

Although the similarities between these two plots are scarce, one key charac-
teristic is very similar. That is, both distributions peak at ε ≈ 0.2. On the other
hand, the width of these distribution is extremely different. While the FWHM of
You et al. is approximately ε = 0.2, in our measured data it is double that value.
Also, we do not observe that the yield increases again for higher ε. This increase
is questionable however, because the yield for ε = ±1 should be the same by rules
of symmetry for a cubic system. In the You et al. data, there is a difference of two
orders of magnitude for left handed and right handed circular polarization. This
could be an artifact of improper calibration of the waveplates, possibly amplified
with propagation effects as discussed in Sec. 4.2.3, but of course this is only specu-
lation. The discrepancy to fundamental symmetries complicates the interpretation
of the corresponding semiclassical trajectory model of You et al. [45, 143] because
the apparently predicted differences in harmonic yields between LHCP and RHCP
(this has not been confirmed by the author of this thesis) contradict fundamental
symmetry arguments. In our data, the yield for |ε| ≈ 1 is below the noise-floor and
at least four orders of magnitude below the peak of the distribution. Note that
both measurements have approximately the same dynamic range, so it is unlikely
that our detection is less sensitive than in the measurements presented by You
et al. Of course, keeping in mind the induced birefringence discussion for thick
samples in Sec. 4.2.3, the ε-axis might be significantly off in the data of You et
al. if they used a 200µm-thin sample and did not correct for propagation effects

‡In the corresponding paper, You et al. define the angle in clockwise direction, as can be
inferred from Fig. 3 in Ref. [45]. In our experimental work here, we define the angle in anti-
clockwise direction because this is the direction the rotation stages rotates the sample. Hence,
although the data from Fig. 4.12 is plotted for θ = 15◦, here, it becomes −15◦, which equals
θ = 75◦ due to cubic symmetry.
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a cb

Figure 4.13: High harmonic spectra in dependence of ε with driving major axis
along ΓX (a) and ΓK (b). c: Same as b but with Al filter inserted in front at the
spectrometer entrance.

properly.
We should not forget to emphasize a remarkable characteristic that both You

et al. and we observe - in our case from HH19 and HH23. That is, these harmonics
can be increased significantly when going from linear to elliptical excitation. This is
especially pronounced for HH23 in our case, as is shown in Fig. 4.12c along θ = 25◦.
Here, the yield of HH23 can be enhanced more than threefold when increasing ε
from 0 to 0.25. As stated before, HHG from MgO seems to be interband dominated
[152]. However, the ε-response of these harmonics is hard to comprehend with an
interband recollision-type picture. If the yield increases with elliptical excitation,
does this mean that the hole left behind in the valence band just moves in the
right way such that electron and hole recollide, somehow more efficiently than
with linear polarization? Or could it be that some intraband dynamics become
important in these cases? Perhaps the polarization of the harmonics carry traces
of their origin and those characteristics need to be addressed in future work as
they could lead to the discovery of some important microscopic, yet unrevealed
dynamics.

So far we have looked at the behavior of individual harmonics under elliptical
excitation. Let us now complement this discussion by studying the full harmonic
spectra. We are doing this, keeping in mind that Tancogne-Dejean et al. predicted
that the harmonic cutoff could be enhanced from MgO with elliptically polarized
excitation along ΓK [105]. Let us first remark that ΓK is the least efficient direction
to produce harmonics. As has been interpreted extensively in the intraband-only
model with a square lattice (Sec. 3.2.2), when introducing elliptical excitation
the nonlinearity of the band that the electrons experience can be enhanced. In
the simulation chapter it has been shown that this can manifest itself in a strong
increase of the perpendicular field-component. However it is also plausible that this
can enhance the cutoff. The flipside experimentally of studying the least-efficient-
direction to produce harmonics is that the experimental apparatus needs to be
sensitive enough to detect the lowest-possible harmonic yield along ΓK to safely
discriminate between an increase of the harmonic yield with ε and an increase of
the cutoff.

Let us first look at the high-harmonic response to elliptical excitation along
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Figure 4.14: Two separate measurements to investigate possible cutoff extension
with elliptically polarized pulses. In a, the ε = 0-curve has been obtained without
any HWP and QWP inserted. For b, the OPA-system has been realigned and
broadband HWP/QWPs have been used. Major axis is polarized along ΓK. An
Al-filter is inserted in front of the spectrometer in all four measurements.

the most efficient crystal direction to produce harmonics, ΓX (Fig. 4.13a). We
can see a clear harmonic spectrum spanning from 10 eV to ∼25 eV, which is the
maximum photon energy that we have already mentioned in the discussion of the
cutoff under linearly polarized excitation. With increasing |ε|, the yield of all
harmonics decreases. You et al. reported an increase of the yield of HH19 for
|ε| > 0.5 [45], which is not observed in our data.

When the major axis is oriented along ΓK, the response of the harmonics to
elliptical excitation changes (Fig. 4.13b). While the harmonics below 20 eV de-
crease monotonically with increasing |ε|, the higher harmonics have a pronounced
maximum yield around |ε| ≈ 0.25. The fact that individual harmonic orders re-
spond differently to ε can be anticipated by acknowledging that harmonics below
20 eV are generated from electrons in the first conduction band (band 4 in Fig.
4.9c) while harmonics above 20 eV are generated in the second (band 6 in Fig.
4.9c). This will naturally alter their response. The particular ε-response has been
described in Ref. [45] (compare Fig. 4.1c) although there, the harmonics peaks at
|ε| = 0.65. In these measurements, it is not entirely clear if the cutoff is enhanced
with elliptical excitation since there is also some signal for low ε. Thus a higher
SNR is required.

One way to increase the SNR further is to insert an Al-filter in front of the
spectrometer because this reduces stray light and signal that is generated from
laser-ablated particles. A measurement with Al-filter is shown Fig. 4.13c. Here,
the same behavior as before can be found with better data quality, however the
signal below 15 eV can not be detected. In this figure there seems to be no extension
of the cutoff. In fact, quite to the contrary, the highest harmonic can be generated
with the lowest ε-value, i.e. a harmonic around 28 eV. This measurement had one
problem however, because the set of QWP and HWP that have been used did not
allow setting precisely linear polarization.

Two more attempts have been made to reach as perfectly linearly polarized
pulses as possible while still maintaining a good enough SNR to determine the
cutoff energy. In the first approach the QWP and HWP are removed from the
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beam line, while the WGP is still left in place. This way, it is guaranteed that
the driving field is linearly polarized. In Fig. 4.14a this measurement (ε = 0) is
plotted against an HHG spectrum obtained with ε = 0.3, which happens to be
the ε with the clearest harmonic signal. Also in this measurement it can be seen
that the harmonics between 20 and 25 eV can be greatly enhanced with elliptically
polarized excitation. Even more so, HH25 and HH27 (23 and 25 eV) do not appear
at all in the linearly polarized case. However, with ε = 0 there is a clear peak
around 29 eV which seems to be HH31. Something similar has been seen and
discussed in Fig. 4.13c.

In Fig. 4.14b, a new set of QWP and HWP have been used that allowed to set
linear polarization more precisely. In this case, it is still found that HH27 (25 eV)
is greatly enhanced with elliptical excitation but HH25 appears even stronger with
linear excitation. Again, there is a rather strong peak with ε ≈ 0 around 30 eV.
More work would be needed to determine if the even higher signal in the elliptically
polarized case is in fact a high-harmonic peak or some fluorescence signal.

At this point, the laser system required some maintenance, therefore the exper-
iments needed to be interrupted and there was no time left to continue. With the
measurements that have been made one cannot claim the cutoff to be extended
with elliptical excitation. Quite to the contrary, the highest peak that consistently
appeared, appeared with linearly polarized driving pulses. This peak actually has
been discussed also in the work of Uzan et al. [152]. There, it has been interpreted
as a Van-Hove singularity due to an extremum of the third conduction band (band
7 in Fig. 4.9c) around 28 eV. The here presented work seems to support this
interpretation.
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Chapter 5

Conclusion

This thesis explored the solid-state high-harmonic response to elliptically polarized
excitation in three distinguished ways. Let us review the main findings of those
before giving an outlook about the implications of this work. First, high harmonics
were investigated in the wavelength range of 200 nm and 700 nm, produced with a
2100 nm OPA-source. After having confirmed that harmonics were generated non-
perturbatively, two scans were conducted, one of which showed the harmonics’
yield and one the harmonics’ ellipticity in dependence of the driving ellipticity
and the sample rotation. The yield revealed clear non-atomic signatures, i.e. non-
monotonic dependence of the yield on ε, harmonics peaking for ε 6= 0 and - perhaps
most significantly - that harmonics were generated in different ways. The low
JDOS for HH5 and HH9 indicated that those harmonics were generated mainly
by intraband dynamics and this could be seen by a different evolution of the
centers of mass of the individual harmonics over ε, when compared to HH7 which
was generated by coupled intra- and interband dynamics. The full polarization-
state-resolved map in dependence of ε and θ can count perhaps as one of the
most important measurements of this work. Here it was found that circularly
polarized harmonics appeared in two ways: With circularly polarized excitation
independent on θ (CHCD) and with elliptical excitation with different driving
conditions for each harmonic (CHED). While the CHCD were shown to depend
on the symmetry class of the crystal and follow the respective selection rules, the
behavior of CHED was shown to be sensitive to the precise strong-field dynamics.
For instance, it was found that |εn| could be strongly altered by variation of the
driving intensity. This proved that the polarization states are directly resulting
from the microscopic strong-field dynamics. The results were quite well reproduced
with ab-initio TDDFT simulations by N. Tancogne-Dejean (A. Rubio), indicating
on the one hand that the detected phenomena were of microscopic origin and
also that the prevailing theory was sufficient to describe the charge dynamics.
Experimentally, the measurements were also extended to other crystals, i.e. a
different silicon-cut, ZnO and ZnS. In ZnO it was found that all harmonics can
be circularly polarized with elliptical excitation simultaneously while for ZnS the
even harmonics behaved in an even more distinct way, by having large |εn| with
linearly polarized excitation.
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In order to understand which kind of dynamics might underlie the above de-
scribed signatures, a single-particle intraband-only model has been developed and
applied to a model-type tight-binding band structure as well as to the band struc-
ture of ZnS. This model is able to capture some very striking features of the
observations, i.e. a rotation of the harmonics’ major axis as well as the appearance
of CHCD and CHED. It also showed that if the polarization state of a harmonic
is dependent on the driving field strength, then a depolarization effect can happen
over the course of the pulse due to the everlasting amplitude change. A comparison
with the measurements from ZnS showed good qualitative agreement for a below-
band-gap harmonic where intraband dynamics are known to dominate. For an
above band-gap harmonic, the ellipticity map looked systematically different than
predicted with the intraband-only model. This indicated that the origin of high-
harmonic emission is imprinted on the ε-θ-maps, perhaps allowing to distinguish
between different generation mechanisms in solid HHG. Also the depolarization
effects predicted by the model were found in the experimental data which shows
that one cannot simple assume high harmonics from solids to be fully polarized
simply because electrons explore different regions of the Brillouin zone at different
times over the course of the pulse.

A vacuum beam line has been set up in order to access harmonics in the EUV-
spectral region. In experiments from MgO, the cutoff was shown to increase with
the driving field strength until a certain value, above which the cutoff remained
constant. This behavior could be explained with the band structure, the saturation
arising from missing higher bands. It was pointed out that induced birefringence
can become an important issue if samples thicker than 50µm are used, which could
be a serious problem of a previous study. Measurements were compared to this
previous study and differences pointed out, especially about the precise shape of
an ε-scan. A previous theoretical prediction that the high-harmonic cutoff could be
extended along ΓK with elliptical excitation could not be confirmed. While it was
true that the harmonics between 21 eV and 25 eV could be significantly enhanced
with ε 6= 0, two harmonics appeared above those, the highest around 28 eV, with
linearly polarized excitation. This harmonic was found before by Uzan et al. and
was explained with a Van-Hove singularity.

The implications of this work are manifold. While the precise dynamics un-
derlying solid HHG are still subject to intense scientific debate, this work suggests
that the generation mechanism directly influences the specific ε-response. In future
work, this could help to bring out the differences between the different generation
mechanisms. Since the polarization states of the harmonics are a direct conse-
quence of the microscopic dynamics, measuring those could allow for k-resolved
tracking of the fastest oscillating currents that ultrafast pulses can generate in
solids to date. This becomes particularly interesting in cases where the harmonics
lose their well-defined polarization state, i.e. with dynamically changing polariza-
tion states over the course of a pulse. More work should be done in this direction
as a rigorous comparison to theory could allow to determine parameters like the
dephasing time as well as the relative magnitude of hole dynamics of which the
influences are still unclear.
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From a source point of view, solid HHG could turn out useful in two situations.
First, solid HHG can be driven with far lower intensities compared to gas HHG.
This allows the usage of different laser sources than in gas HHG. For instance,
one could use systems with high repetition rate but relatively low pulse energies,
providing a relatively high average power solid HHG source. Also, systems could
be cheaper since solid HHG can be driven with laser oscillators directly.

Second, with solid HHG in reflection gaining interest, one could also imagine
driving HHG with extremely high pulse energy on a large spot size in reflection,
where the thickness of the sample does not play a role. Since the high-harmonic
yield should scale quadratically with the beam radius, it should be possible to
generate harmonics with high pulse energies from a solid as well, possibly enabling
to drive nonlinear dynamics themselves. Combined with the findings of this work,
high-harmonic pulses with arbitrary polarization states could be generated that
would then enable unique time-resolved studies on chiral systems, magnetic mate-
rials or topological insulators with relatively simple and compact setups.
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