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ABSTRACT

The strengthening or weakening of synapses that occurs after coinci-
dent activity of pre and postsynaptic neurons is called spike-timing-
dependent plasticity (STDP) and is thought to be a key mechanism
underlying the formation of memories. However, to control postsy-
naptic firing, the neurons need to be recorded fromwhich consequently
limits what we know about STDP to about 60 minutes after the in-
duction. Using two colors of light, I was able to overcome this is-
sue and optogenetically induce STDP (oSTDP) between hippocampal
CA3 and CA1 neurons expressing the channelrhodopsins ChrimsonR
and CheRiff and observe both timing-dependent potentiation (tLTP)
and timing-dependent depression (tLTD). I then induced oSTDP in
the incubator without patching the neurons and quantified the results
three days later. Surprisingly, three days after inducing oSTDP only
tLTP was evident regardless of whether pre- or postsynaptic neurons
fired first. The late tLTP depended on NMDA receptors and unper-
turbed spontaneous activity was necessary in the two days following
oSTDP induction. My data suggest that tLTD at Schaffer collateral
synapses may be a transitory phenomenon or, potentially, a recording
artifact of patch-clamp experiments.

In addition, I investigated the action potential-induced expression pat-
tern of the immediate early gene cFos. As expected, cFos was strongly
and specifically activated in the CheRiff-CA1 neurons during induc-
tion of oSTDP (300 EPSPs at 5Hz paired with 300 bursts of 3 action
potentials at 50Hz). However, 300 single spikes at 5Hz failed to el-
evate cFos level in CA3 neurons. To understand this, I investigated
the relationship between cFos expression and neuronal firing pattern.
Neurons expressing ChrimsonR were stimulated at various frequen-
cies and a clear U-shaped frequency dependence was observed. cFos
was induced by 300 action potentials at 0.1Hz and 50Hz, whereas al-
most no cFos upregulation was evident at 1Hz, 5Hz and 10Hz. I then
investigated howmany action potentials (i.e. spikes) fired by a neuron
are sufficient to upregulate cFos. Interestingly, 3 light-induced action
potentials were enough to induce cFos expression in CA1 neurons, but
less sufficient in case of CA3 or Dentate gyrus, whereas 10 action po-
tentials were not sufficient to induce cFos expression in any region.
30 and 300 spikes at 50Hz resulted in similar cFos expression pattern
across the organotypic hippocampal slice culture.





ZUSAMMENFASSUNG

Die Stärkung oder Schwächung von Synapsen, die nach einer gleichzeiti-
gen Aktivität von prä- und postsynaptischen Neuronen auftritt, wird als
’spike-timing-dependent plasticity’ (STDP) bezeichnet und als Schlüssel-
mechanismus für die Bildung von Erinnerungen angesehen. Umdie post-
synaptische Aktivität zu kontrollieren, müssen jedoch die Neuronen ge-
patcht werden, wodurch das, was wir über STDP wissen, auf etwa 60 Mi-
nuten nach der Plastizitätsinduktion begrenzt wird. Mit zwei Lichtfar-
ben konnte ich dieses Problem überwinden. Die optogenetisch induzier-
te STDP (oSTDP) zwischen CA3- und CA1-Pyramidenzellen des Hippo-
campus, die mit den Channelrhodopsinen ChrimsonR und CheRiff trans-
duziert beziehungsweise transfektiert wurden, produzierte sowohl eine
zeitabhängige Langzeitpotenzierung (tLTP) als auch eine zeitabhängi-
ge Langzeitdepression (tLTD). Ich induzierte oSTDP im Inkubator, oh-
ne die Neuronen zu patchen, und quantifizierte die Ergebnisse drei Tage
später. Überraschenderweise war drei Tage nach Induktion von oSTDP
nur tLTP offensichtlich, unabhängig davon, ob prä- oder postsynaptische
Neuronen zuerst feuerten. Das Vorhandensein von tLTP nach drei Tagen
hing von NMDA-Rezeptoren ab und eine ungestörte spontane Aktivität
war in den zwei Tagen nach der oSTDP-Induktion notwendig. Meine Da-
ten legen nahe, dass tLTD an Schaffer-Kollateral-Synapsen ein vorüberge-
hendes Phänomen oder möglicherweise ein Aufzeichnungsartefakt von
Patch-Clamp-Experimenten sein kann.

Zusätzlich untersuchte ich das aktivitätsinduzierte Expressionsmuster
des unmittelbaren frühen Gens cFos. Wie erwartet wurde cFos in den
CheRiff-CA1-Neuronen während der Induktion von oSTDP stark und
spezifisch aktiviert (300 EPSPs bei 5Hz gepaart mit 300 Bursts mit
3 Aktionspotentialen bei 50Hz). 300 einzelne Spikes bei 5Hz konn-
ten jedoch das cFos-Expressionsniveau in CA3-Neuronen nicht erhö-
hen. Um dieses Verhalten zu verstehen, untersuchte ich die Bezie-
hung zwischen der cFos-Expression und dem neuronalen Feuermuster.
ChrimsonR transduzierte Neuronen wurden bei verschiedenen Frequen-
zen stimuliert und eine deutliche, U-förmige Frequenzabhängigkeit wur-
de beobachtet. cFos-Expression wurde durch 300 Aktionspotentiale bei
0.1Hz und 50Hz induziert, während bei 1Hz, 5Hz and 10Hz fast
keine cFos-Hochregulation erkennbar war. Ich untersuchte weiterhin,
wie viele von einem Neuron ausgelöste Aktionspotentiale ausreichen,
um cFos hoch zu regulieren. Interessanterweise reichten 3 lichtindu-
zierte Aktionspotentiale aus, um die cFos-Expression in CA1-Neuronen
zu induzieren, während CA3-Neuronen oder Granularzellen des Gyrus
dentatus mehr benötigten. Mit 10 Aktionspotentialen konnte dagegen
in keiner Region des Hippokampus cFos-Expression induziert werden.
30 und 300 Aktionspotentiale bei 50Hz führten zu einem ähnlichen cFos-
Expressionsmuster in der organotypischen Hippocampus-Schnittkultur.
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Part I

INTRODUCTION





1 THE HIPPOCAMUS

The hippocampus is an important part of the brain limbic system and
is known to play a crucial role in various types of memory, such as
short-term and spatial. The hippocampus has two main regions: den-
tate gyrus and Cornu Ammonis (CA), which has 3 distinct subfields
(CA1, CA2 and CA3). Each region has inhibitory and excitatory (with
mostly unidirectional pathways) circuitry. It is known on the famous
case ofH.M., thanwithout the hippocampi it is impossible to form any
new declarative memories [1], which makes it an attractive model to
study synaptic plasticity and memory. in addition, the hippocampus
is one of the few brain regions with adult neurogenesis [2, 3] and has
an architecture convinient for various types of electrophysiological ex-
periments.

1.1 Trisynaptic excitatory circuit

The trisynaptic excitatory circuit or loop – is a unidirectional pathway
in hippocampus, originally described by Santiago Ramon y Cajal in
1911 [4]. It consists of three major cell groups: granule cells in den-
tate gyrus and pyramidal neurons in CA3 and CA1 areas. The first
synaptic connection (Figure 1.1) is made between the entorhinal cor-
tex and dentate gyrus via perforant pathway fibers. Then the signal
transmission goes from dentate gyrus via mossy fibers to CA3 pyra-
midal neurons in stratum lucidum. The axonal terminals from CA3
pyramidal neurons then form synapse onto CA1 pyramidal neurons
in stratum radiatum via Schaffer collaterals. As last, CA1 pyramidal
neurons send axons back to entorhinal cortex, completing the loop.
Apart from the mentioned loop there is a variety of inhibitory and
other excitatory circuits which all together make the whole connectiv-
ity picture in hippocampus more complicated [2].

For my study the Schaffer collateral part of trisynaptic excitatory cir-
cuit is chosen due to unidirectionality and well defined pre- and post-
synaptic structure, which allowed me to precisely control plasticity
induction between selected pre- and postsynaptic partners.
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DGCA3

CA1

Subiculum

Figure 1.1: Trisynaptic circuit. Illus-
trated are the granule cells in dentate
gyrus (DG) and pyramidal neurons in
CA3 and CA1. The entorhinal cortex
projections are shown in blue.

1.2 Organotypic hippocampal slice cultures

In vivo studies are considered to be preferential in the field of neu-
roscience, however many questions would not be possible to address
due to complicated experimental procedures and limited accesswithin
the intact brain. The other extreme, dissociated neuronal cultures,
however, tend to oversimplify the organ model and lack the defined
structure, which can greatly impact the outcome of the study. Organ-
otypic hippocampal slice cultures (OHSCs) have various advantages
to both in vivo and dissociated cell culture. As the name suggests, the
cultured tissue continues to develop in vitro as it would in vivo [5, 6].

As described in section 1.1, one of the important features of hippocam-
pus is a unique set of unidirectional pathways. Those pathways are
well preserved in OHSCs through the culturing time and thus OHSCs
could be used as a model for long-term studies of neuronal plasticity
[5, 6]. Sterile OHSCs are viable for at least 30 days, which allows ge-
netic and pharmacological manipulations on a cellular level with rela-
tively easy access to the neuronal network. In present work I am inter-
ested in long-term changes in synaptic strength, which was possible
to observe due to long-term stability of OHSCs.

OHSC - organotypic hippocampal slice
culture



2 SYNAPTIC PLASTICITY

The synaptic plasticity and memory
hypothesis.

“Activity-dependent synaptic plasticity is induced at appropriate synapses dur-
ing memory formation, and is both necessary and sufficient for the information
storage underlying the type of memory mediated by the brain area in which that
plasticity is observed.” [7]

Hippocampal synapses are plastic, whichmean that they can respond
to a specific pattern of activity in the circuit with long-lasting changes
in their efficacy. Synaptic plasticity is classified by the time of lasting
changes (short term and long term) and by the type of those changes
(potentiation,when synaptic strength increased, anddepression, when
it decreased).

Short term synaptic plasticity is believed to be important for synaptic
transmission adaptation onmilliseconds to seconds level and happens
as a response to brief neuronal activity, which leads to calcium influx
into the synaptic terminal. This influences the changes in the neuro-
transmitter release probability, leading to facilitation or depression of
the synaptic transmission [8, 9].

Long term plasticity was originally described in 1973 [10, 11]. It was
shown that the repetitive presynaptic stimulation at 100Hz (tetanic)
leads to a significant increase in the synaptic transmission efficiency
hours to days after stimulation. That was the first experimental evi-
dence of long term potentiation (LTP) in hippocampal reagion den-
tate gyrus and became a well-studied phenomenon since then. LTP,
together with long term depression (LTD), is believed to be one of the
major cellular mechanisms underlying learning and memory [12].

2.1 NMDAR-dependent long term potentiation and long term depression

LTP - long term potentiation
LTD - long term depression

LTP and LTD are the prime candidate mechanisms underlying bidi-
rectional control of activity dependent persistent changes in synaptic
strength. High frequency stimulation (HFS) is traditionally used to
induce LTP, whereas prolonged low-frequency stimulation (LFS) is
found to induce LTD (Figure 2.1) [8, 10–13].
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Figure 2.1: NMDAR-dependent LTP and LTD at hippocampal CA1 synapses. a, A schematic diagram of the rodent
hippocampal slice preparation, demonstrating the CA1 and CA3 regions as well as the dentate gyrus. Typical electrode
placements for studying synaptic plasticity at Schaffer collateral synapses onto CA1 neurons are indicated. b and c,
Sample experiments illustrating LTP and LTD in the CA1 region of the hippocampus. Synaptic strength, defined as
the initial slope of the field excitatory postsynaptic potential (fEPSP; normalized to baseline) is plotted as a function
of time. b, LTP elicited by high-frequency tetanic stimulation (100Hz stimulation for 1 s; black arrow). c, LTD elicited
by low-frequency stimulation (5Hz stimulation for 3min given twice with a 3min interval; black arrow). Data traces
were taken at the times indicated by the numbers on the graphs (Scale bars - 0.5mV; 10ms). Figure and legend are based
on [8].

fEPSP - field excitatory postsynaptic po-
tential

NMDAR - N-methyld-aspartate recep-
tor
AMPAR - α-amino-3-hydroxy-5-methy-
lisoxazole-4- propionic acid receptor
PSD - postsynaptic density

Among many different types of the plasticity mechanisms, NMDAR-
dependent LTP and LTD in the hippocampal region CA1 is one of
the most studied andwell understood phenomena and also discussed
in this dissertation. The schematic representation of the mechanisms
underlying NMDAR-dependent LTP and LTD is shown on Figure 2.2.
NMDA receptors are believed to play a role of a ’coincidence detec-
tor’ with millisecond precision: glutamate is released in a response to
presynaptic activity and postsynaptic depolarization frees the NMDA
receptor pore from [Mg2+] block [14–16]. To summarize, in case of
LTP, a significant rapid calcium influx through the NMDA receptors
in dendritic spine activates the intracellular signaling cascade, which
leads to an increase in the single-channel conductance of AMPA re-
ceptors and promotes the integration of additional AMPA receptors
into the PSD [17–20]. Alongside, the structural plasticity leads to the
dendritic spine growth and drives an increase of the presynaptic ac-



SyNApTIC pLASTICITy 7

tive zone size [8, 21–23]. Whereas during LTD the prolonged modest
rise in calcium concentration leads to preferential activation of protein
phosphatases and to removal of AMPA receptors from the PSD and
their further endocytoses and degradation [17, 19, 24]. Thus, during
LTD due to the loss of receptors, structural plasticity leads to decrease
in dendritic spine size [23, 25–27]. CaMKII - calcium/calmodulin-depen-

dent kinases II
PP1 - protein phosphatases 1

AMPARNMDAR

EndocytosisExocytosis

Recycling

LTDLTP

Rab11a

CaMKII
Ca2+ Ca2+

Calcineurin
PP1

Figure 2.2: Model of AMPAR trafficking during LTP and LTD. In the basal state (depicted on top), receptors cycle
between the postsynaptic membrane and intracellular compartments. This is achieved through lateral mobility of the
receptors out of the synapse into endocytic zones, where they are endocytosed into early endosomes in a clathrin- and
dynamin-dependent manner. Following induction of LTP, there is enhanced receptor exocytosis and stabilization at
the synapse through a calcium-driven process that involves CaMKII and fusion of recycling endosomes mediated by
Rab11a. Following the induction of LTD, enhanced endocytosis at extrasynaptic sites occurs in a process that is calcium-
dependent and involves protein phosphatases, primarily calcineurin and PP1. While in the basal state endocytosis is
presumably balanced by receptor recycling, following LTD receptors are retainedwithin the cell, and perhaps degraded.
Figure and legend are based on [8].





3 SPIKE-TIMING-DEPENDENT PLASTICITY

Spike-timing-dependent plasticity (STDP) is one of the physiologi-
cally relevant forms of activity-dependent plasticity, thought to underlie
learning and memory formation in the brain [13, 28–32]. Its exis-
tencewas originally implied in a hypothesis by Canadian psychologist
Donald Hebb in 1949:

“Let us assume that the persistence or repetition of a reverberatory activity
(or ”trace”) tends to induce lasting cellular changes that add to its stability.…
When an axon of cell A is near enough to excite a cell B and repeatedly or
persistently takes part in firing it, some growth process or metabolic change
takes place in one or both cells such that A’s efficiency, as one of the cells firing
B, is increased.” [33]

This hypothesis later became known as a Hebb’s postulate or Hebbian
learning rule. It took about 50 years until the importance of causality
in activity of pre- and postsynaptic partners, which determines the di-
rection of synaptic strength modification, was experimentally proven
by Guo-Qiang Bi and Mu-Ming Poo in dissociated neuronal cultures
[34], Dominique Debanne and coauthors in organotypic slice cultures
[35] and Bert Sakmann and coauthors in acute slices [36, 37]. Further
studies have demonstrated the diversity of STDP rules for different
brain regions and types of synaptic connections (Figure 3.1) [38–45].

HFS - high frequency stimulation
LFS - low frequency stimulation

Same as for HFS and LFS, timing-dependent LTP and LTD (tLTP and
tLTD) also dependonNMDAreceptors activation and changes in post-
synaptic [Ca2+] [34, 35, 46–49], which play a role in shaping the STDP
window. In addition, STDP also depends on the precise timing of ac-
tion potentials and firing mode during plasticity induction [30, 50–
53], location of the spines along the dendritic tree [50, 54–58], and on
the dendritic spikes [50, 53, 56, 59].
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Figure 3.1: Diversity of temporal win-
dows for STDP induction. a, Win-
dows for excitatory to excitatory con-
nections. I, Classical STDP curve.
II, STDP with an additional tLTD win-
dow due to EPSP coinciding with the af-
terdepolarization, which leads to amod-
erate [Ca2+] influx. Observed in CA1
pyramidal neurons. b, Windows for ex-
citatory to inhibitory connections. I, Ex-
citatory inputs to Purkinje-like GABAer-
gic neurons. II, Mouse brain stem
slices by pairing parallel fiber stimu-
lation with cartwheel neuron spiking.
c, Windows for inhibitory to excita-
tory connections. I, Inhibitory inputs
to neocortical L2/3 pyramidal neurons.
II,GABAergic synapses onto CA1 pyra-
midal neurons. III, The entorhinal cor-
tex GABAergic inputs to layer II excita-
tory stellate cells. Temporal axis is in
milliseconds. Figure and legend from [28].

GABA - gamma aminobutyric acid



4 CHANNELRHODOPSIN FAMILY

Channelrhodopsin-1 (ChR1) and Channelrhodopsin-2 (ChR2), the
first members of the now big channelrhodopsin family, were initially
discovered from the model organism Chlamydomonas reinhardtii by the
group of Prof. Dr. Peter Hegemann in 2002 [60, 61]. Shortly after both
variants became publicly available, several groups in Germany, USA
and Japan successfully used them to control neuronal activity with
light [62–65], starting the new field of Optogenetics.

Using light to manipulate the neuronal activity is a very attractive
idea nowadays widely used in neuroscience [66–68]. The obvious ad-
vantages of less invasive experiments generate a constant demand for
new types of optogenetic tools with different functions [69–72], ion
selectivity [70–75], kinetics [69, 71, 72, 76–81] and absorption spec-
tra [71, 77, 79–82]. In recent years genetic engineering together with
ongoing large-scale sequencing of algal and marine microorganisms’
genomes and use of machine learning algorithms have provided a
number of new rhodopsins families with more advantageous charac-
teristics (Figure 4.2) [68, 74, 80, 81, 83–85].

Out of this richness, the spectrally shifted channelrhodopsins
(Figure 4.1) are of the great interest, since, when combined, they can
be used to investigate more complex behavior-relevant mechanisms
[71, 72, 80]. In this work I am using the combination of blue-light
sensitive CheRiff [81] and red-light sensitive ChrimsonR [80] to inde-
pendently activate two separate groups of hippocampal neurons with
amillisecond precision to study the spike-timing-dependent plasticity
over behavior-relevant timescale.

Figure 4.1: Novel channelrhodopsin
spectral classes discovered through
algal transcriptome sequencing.
Channelrhodopsin action spectra
measured in HEK293 cells (n = 6–8
cells) using equal photon fluxes,
∼2.5 × 1021 photons/(sm2). Figure and
legend from [80].
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Figure 4.2: Phylogenetic analysis of known and putative channelrhodopsins. The prasinophyte and viral ACRs form
awell-supported clade not nested in any of the described families of channelrhodopsins. The ultrafast bootstrap support
values are indicated by circles (70 to 100 range). Figure and legend from [83].
Interactive version is avaliable at: https ∶ //itol.embl.de/tree/1326924345362481586852545.

ACR - anion-conducting channel-
rhodopsin
CCR - cation-conducting channel-
rhodopsin



5 IMMEDIATE EARLY GENE CFOS

Immediate early gene (IEG) - a gene,
such as cFos, that is induced rapidly and
transiently in the absence of de novo protein
synthesis.

Neuronal activity related transcription of immediate early genes (IEGs)
is believed to be necessary for many forms of synaptic plasticity in-
duction and its maintenance [86–91]. Out of this large variety, the
IEG cFos is particularly interesting, since it codes a transcription factor
which participates in a variety of adaptive responses in neurons, such
as long-term structural and functional regulation of neuronal proper-
ties, stress, neurotransmitter receptors activation and long-term
changes in synaptic strength [89, 92–94], but also cFos expression can
provide a valuable information about the specific changes in neuronal
activitywhich iswidely used inmodern neuroscience [86–88, 95–103].

NMDAR
VSCC

Ca2+Ca2+

Nucleus cFos mRNA

cFos protein

cFosCREB
P

Glutamatergic input / Neuronal activity

Slow

Fast
CaMKII

CaMKIV

CaM CaMK

MEK

cFos promoter

MAPK

CaMKK

cAMP

PKA

Figure 5.1: A schematic representation
of activity dependent-activation of
cFos signaling pathway. Shown are
fast (green) CaMKII and CaMKIV
dependent CREB phosphorylation
pathway; slow (red) CaMK-dependent
MAPK signaling pathway and cAMP-
dependent pathway. Together those
pathways are controlling early and
late CaM-dependent CREB phospho-
rylation, which with a recruitment of
translational cofactors leads to the cFos
protein production. Modified from [104]
and [105].

VSCC - voltage-sensitive calcium chan-
nels
CaM - calmodulin
CaMK - calcium/calmodulin-depen-
dent kinase
CaMKK - calcium/calmodulin-depen-
dent kinase kinase
CaMKII and CaMKIV - calcium/cal-
modulin- dependent kinases II and IV
MEK - mitogen-activated protein kinase
(MAPK)/extracellular signal-regulated
kinase (ERK) kinase
cAMP - cyclic adenosine monophos-
phate
PKA - cAMP-dependent protein kina-
se A
CREB - cAMP response element bin-
ding protein
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Action potential dependent gene regulation, together with associated
[Ca2+] transients, lead to the activation of the specific signaling path-
way with appropriate temporal dynamics [90, 95, 97, 98]. It is known
that the combined activation of MAPK pathway and phosphorylation
of CREB cause high cFos expression in neurons [90, 98, 100, 106–109],
however it is still unclear, how the multiple second messenger path-
ways associated with action potential signaling influence gene tran-
scription. Thus, a simplified signaling pathway for cFos expression is
shown on Figure 5.1.



6 OBJECTIVES

Spike-timing-dependent plasticity (STDP) is a candidate mechanism
for information storage in the brain. However, it has been practically
impossible to assess the long-term consequences of STDP since the
patch-clamp recordings from postsynaptic neurons last at most one
hour. Since my main objective was to study the effects of STDP on
the behavior relevant timescale (i.e. days after induction), I estab-
lished the all-optical noninvasive STDP (oSTDP) induction protocol.
To do so, I first had to determine and characterize opsins suitable
for independently spiking CA3 and CA1 pyramidal neurons (Chap-
ter 11.1). Then, it was essential to optimize the transfection/trans-
duction method to achieve desired firing pattern in CA3-CA1 circuit
(Chapter 11.3). It was also important to make sure, that the new all-
optical protocol works in the same way as when tLTP/tLTD were in-
duced by electrical stimuli (Chapter 12.1). When the protocol was es-
tablished for the short-term (∼30min) STDP, I further developed and
validated a normalization strategy for reading out synaptic strength
days after induction (Chapter 9.7). Finally, I explored the synaptic
mechanisms of late-oSTDP (Chapters 12.2 to 12.8). Additionally, I
used super resolution microscopy (STED) to investigate the postsy-
naptic dendritic spines density and spine morphology 3 days after in-
incubator oSTDP induction (Chapter 12.9).

tLTP - timing-dependent long term po-
tentiation
tLTD - timing-dependent long term de-
pression

STED - stimulated emission depletion

IEG - immediate early gene

PCP4 - Purkinje cell protein 4

Furthermore, I aimed at characterizing the activity-dependent IEG
cFos expression in hippocampal pyramidal neurons. To do so, I first
established a virus drop protocol to homogeneously express Chrim-
sonR in the whole OHSC and characterized the light-induced firing
activity in CA3 and CA1 neurons (Chapter 14.3). To identify the cFos-
positive pyramidal neurons I tested different antibodies and staining
protocols. I then optimized the settings for the image acquisition and
established the data analysis routine (Chapter 10). Then the Chrim-
sonR-expressing OHSC were light-stimulated to evoke action poten-
tials at different frequencies with different number of repetitions. In
addition, I compared the cFos upregulation in the different hippocam-
pal regions, to investigate cell-type specific expression pattern (sum-
marized in Chapters 14.4 and 14.5). At last, I investigated how low
and high frequency firing induce cFos expression in PCP4-positive
and PCP4-negative CA2 neurons (Chapter 14.6).



16

Thus, this study is the first to report a long-term (3 days) consequence
of spike-timing-dependent plasticity at Schaffer-collateral synapses. It
shows that the late-STDP results in synaptic potentiation regardless of
the exact temporal sequence. This finding impacts our understanding
of STDP-like mechanism involved in the memory consolidation pro-
cess on the behavior relevant timescale. This study also reports the
results of the first detailed analysis of the activity-dependent cFos ex-
pression in hippocampal pyramidal neurons. It shows that the expe-
rimental results with cFos as an activity marker should be interpreted
carefully, since not each firing pattern leads to the cFos expression in
pyramidal neurons.



Part II

MATERIALS AND METHODS





7 ANIMAL EXPERIMENTS AND EXPRESSION OF CHANNELRHODOPSINS

UKE - University Medical Center
Hamburg-Eppendorf
oSTDP - optogenetically induced
spike-timing-dependent plasticity
CheRiff-CA1 - CheRiff expressing CA1
pyramidal neurons
NT - non transfected pyramidal neurons

OHSC - organotypic hippocampal slice
culture

Animal experiments: all experiments were performed in accordance
with the Animal Welfare Law of the Federal Republic of Germany
(Tierschutzgesetz der Bundesrepublik Deutschland, TierSchG) with
the approval of the Behörde für Gesundheit und Verbraucherschutz
Hamburg, Fachbereich Veterinärwesen and the animal care commit-
tee of the UKE.

Sample size: For the oSTDP experiments, the minimum sample size
I aimed at was 5 CheRiff-CA1 neurons (+ 8 NT-CA1 neurons for nor-
malization) from at least 3 OHSC per group. For the cFos characteri-
zation experiments, the aimwas 5OHSCper stimulation condition. In
general, the data collection for both experiments took approximately
4 years. To ensure blinding (see below) and reduce the influence of ex-
ternal factors, experimental groups were interspersed, which resulted
in the uneven group sizes for both projects.

Blinding: For all in-incubator experiments in both projects, Iwas blind
to the treatment of the OHSCs until the analysis of the selected data
was finished and decision on whether to include the particular data
point into the final results was made. Unblinding occurred when it
was necessary to assign the individual measurements to their respec-
tive treatment groups.

7.1 Organotypic hippocampal slice cultures
Solutions
Culture medium, 37 °C

(pH 7.28 , 320mOsm/kg)
79% MEM (Sigma; M7278)
20% heat-inactivated horse serum
(Gibco; 16050122)

13mM D-glucose (Fluka; 49152)
109mM NaCl (Sigma; S5150-1L)
0.8mM MgSO4 (Fluka; 63126-1L)
1.8mM CaCl2 (Fluka; 21114-1L)
1mM L-glutamine (Gibco; 25030-024)
6µM ascorbic acid (Fluka; 11140)
0.01mg/ml insulin (Sigma; I6634)

Essential Equipment and Materials
Membrane inserts
Millicell Cell Culture Insert, pore size

0.4µm; PICM0RG50
Yellow light
Osram LUMILUX CHIP control T8

All experiments described in this dissertation were performed using
organotypic hippocampal rat slices (OHSC). Here, a modified long-
term tissue culturing process with adjusted culturing medium com-
position, initially described in [5], was used. The detailed protocol
used for slices preparation can be found in [110].

In brief, Wistar rat pups were sacrificed at postnatal day 5 to 7. Hip-
pocampus was dissected and cut into 400µm thick slices with a tissue
chopper. If not indicated otherwise, hippocampal slices were cultured
in pairs on 30mm membrane inserts in the incubator at 37 °C with
5%CO2. Themembraneswere placed in 6-well plates on top of 1ml of
culturingmedium. The plates were kept in sterile conditions through-
out the experiments to avoid usage of antibiotics, which are known to
induce epileptic-like spiking in the OHSCs [111]. The medium was
partially changed 2 times a week under yellow light, especially after
the expression of opsins, to prevent unwanted light activation.
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7.2 Expression of channelrhodopsins in neurons

As described in Chapter 3, STDP relies on independent and precise
control of pre- and postsynaptic partners. As one of the goals of this
thesis was to achieve non-invasive plasticity induction, the preference
was given to spectrally-separated channelrhodopsins. The approach
for the transfection of pre- and postsynaptic partners was different
due to the experimental design. To achieve reliable light-controlled
input into CA1 neurons, I aimed at transfecting at least 30 neurons in
a central region of CA3. Adeno-associated viral vector-based (AAV)
transduction is themost suitablemethod in this case. For CA1 region I
used single cell electroporation to be able to compare opsin-expressing
CA1 pyramidal neurons to their non-transfected neighbors, since this
method allows targeted and precise DNAdelivery. In general, I aimed
at transfecting both CA3 and CA1 neurons on the same day, when
slices were 12 to 14 DIV. DIV - days in vitro

7.3 Viral vector-based transfection

The viral vectors were made in the Vector Core facility of the UKE
(listed in Table 7.1). The plasmid pAAV-syn-ChrimsonR-TdTomato
was packed into AAV viral particles with serotype Rh10. The viral
vector was diluted to 7.22 × 1013 vg/ml and stored at −80 °C.

Illumination

Micromanipulator
with
injection pipette

USB 
microscope

XYZ stage

Dish with 
culture

CA3

DG

CA1

CA3

DG

CA1

a b c

Figure 7.1: DNA expression in organotypic hippocampal slice culture by viral vector transduction. a, Schematic
representation of the virus injection setup. b, Pipette placement for local virus injection. Dashed line indicates the
border of CA3 region. c, Pipette placement for the virus drop. Note the difference in the pipette tip size.
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The schematic of sterile virus-injection setup is shown in Figure 7.1 a.
Sharp thin-walled borosilicate glass micropipettes were broken un-
der the visual control to a diameter of approximately 10µm and then
loaded with 1µl of viral vector solution. A membrane insert with
OHSCswas transferred into sterile HEPES-buffer solutionwarmed up
to 37 °C. In every OHSC I aimed to inject approximately in the mid-
dle of CA3 region (Figure 7.1 b). It was important for the injection
to be local, as if the majority of CA3 neurons were transduced, light-
driven input into CA1 neurons was sufficient to cause complex spi-
king, which could induce plasticity on its own. Thus, I injected each
slice with 2 to 5 pressure pulses (Picospritzer settings: 2 bar, 50ms to
100ms pulse). A detailed protocol for viral-vector injection and how
to maintain sterility is published in [112].

To express the opsin in the whole slice, I established the virus drop
technique. In this case, the sharp thin-walled borosilicate glass mi-
cropipette was broken to a diameter of approximately 25µm to 35µm
and then loaded with 2µl to 3µl of viral vector in virtue of having
∼125 nl of viral vector solution per OHSC. I aimed to place the mi-
cropipette to approximately the middle of the slice (Figure 7.1 c) and
to gently touch the surface. I then gave 1 or 2 pressure pulses
(Picospritzer settings: 2 bar, 30ms to 60ms pulse) to form a drop on
top of the slice.

Solutions
HEPES-buffer, 30 °C

(pH 7.4 , 318mOsm/kg)
145mM NaCl (Sigma; S5886-500G)
10mM HEPES (Sigma; H4034-100G)
25mM D-glucose (Fluka; 49152)
2.5mM KCl (Fluka; 60121-1L)
1mM NaH2PO4 (Sigma;
S5011-100G)

1mM MgCl2 (Fluka; 63020-1L)
2mM CaCl2 (Honeywell; 21114-1L)

Essential Equipment and Materials
Microscope camera
USB microscope,

dnt DigiMicro Profi
Micromanipulator
PatchMan NP2, Eppendorf

Microelectrode holder
WPI MPH6S

Picospritzer
Picospritzer III, Parker Hannafin

Thin-walled borosilicate glass
TW150F-3, World Precision Inst.

7.4 Single-cell electroporation Solutions
Intracellular solution

(pH 7.2 , 295mOsm/kg)
135mM K-gluconate (Sigma;
G 4500-100G)

0.2mM EGTA (Sigma-Aldrich;
E0396-10G)

10mM HEPES (Sigma; H4034-100G)
4mM MgCl2 (Fluka; 63020-1L)
4mM Na2-ATP (Aldrich;
A26209-1G)

0.4mM Na-GTP (Sigma;
G8877-100MG)

10mM Na2-phosphocreatine (Sigma;
P7936-1G)

3mM ascorbate (Sigma;
A5960-100G)

Essential Equipment and Materials
Electrophysiology setup:

Body
Zeiss Axioscope with IR-DIC

Single-cell electroporator
Axoporator 800A, Molecular Devices

Headstage
AP-1A-1MU, Axon Instruments

Micromanipulator
Luigs and Neumann

Camera
ImagingSource CCD camera with 0.5-

2.0x zoom

All plasmids used for single cell electroporation (listed in Table 7.2)
were diluted in intracellular solution. Optimal DNA concentration
used in oSTDP experiments was previously determined by Christine
E. Gee to ensure that neurons remain healthy and viable weeks after
electroporation and that the light evoked spiking threshold remains
stable from 7 days to several weeks following electroporation. Thin-
walled borosilicate glass pipettes (10MΩ to 15MΩ)were loadedwith
1µl ofDNAmixture, containing either 0.5 ng/ml pAAV-hsyn-CheRiff-
eGFP and 10 ng/ml pCI-syn-mKate2 (for oSTDP experiments), or
0.5 ng/ml pAAV-hsyn-CheRiff-eGFP and 10 ng/ml pEGFP-N1
(for STED experiments); 0.5 ng/ml pAAV-hsyn-CheRiff-eGFP (for
oSTDP-cFos experiments). Themembrane insertwith sliceswas trans-
ferred to the sterile removable microscope chamber filled with 1ml of
HEPES-buffer solutionwarmed to 37 °C, then 2ml of the solutionwere
added on top. The chamber was transferred to the electroporation set-
up under the HEPA-filtered hood, then a few neighboring pyramidal-
lookingneuronswere electroporated (25 pulses, −12V, 500µs, 50Hz).
Adetailed protocol for single-cell electroporation is published in [113].
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Table 7.1: List of viral vectors

Viral vector Capsid serotype Internal number Titer
pAAV-syn-ChrimsonR-TdTomato ssAAVRh10 V11 (V54) 7.22 × 1013 vg/ml
AAV-hsyn-CheRiff-eGFP ssAAV9 V29 1.93 × 1012 vg/ml

Table 7.2: List of plasmids

Plasmid Producer (code) Internal number Concentration
pAAV-syn-ChrimsonR-TdTomato Addgene (59171) E14-27

AAV-hsyn-CheRiff-eGFP Addgene (51697) AD-015 0.5 ng/µl
pCI-syn-mKate2 By I. Ohmert 57 10 ng/µl
pEGFP-N1 Clontech (6085-1) E18-130 10 ng/µl



8 ELECTROPHYSIOLOGY

8.1 Electrophysiology setup

Essential Equipment and Materials
Electrophysiology setup

Body
Olympus BX61WI microscope

Illumination
Dodt contrast and epifluoresence

CCD-camera
DMK23U274, The Imaging Source

LEDs
Mightex Systems, wavelengths

625 nm, 530 nm, 470 nm and 400 nm
Laser
Omicron LightHub, 594 nm

40x objective water
Plan-Apochromat 1.0 NA DIC VIS-IR,

Zeiss, illuminated field �557µm
10x objective water
UMPlanFL 0.30 NA W, Olympus,

illuminated field �2.65mm
5x objective air
FLUAR 0.25 NA, Zeiss

Condenser oil
NA 1.4, Olympus

Hg lamp
U-RFL-T, Olympus

Headstage
CV203BU, Axon Instruments

Micromanipulator
ROE-200, Sutter Instruments

Multimode optical fibers
RM38L01 200µm 0.39 NA, Thorlabs

Collimator
Thorlabs

Filters
mKate2, GFP

Amplifier
Axopatch 200B, Axon Instruments

In-line heater
Warner Instruments

A/D boards
National Instruments

Power meter
Sensor
918D-ST-UV, Newport

Power meter
1936R, Newport

Thick-walled borosilicate glass
1B150F-3, World Precision Inst.

Gold wire
99.99%, 7440-57-5, Chempur

Perfusion and pump

A schematic representation of the electrophysiology setup is shown
in Figure 8.1. The setup is based on the Olympus BX61W1microscope
fitted with Dodt contrast, epifluorescence and CCD-camera on a dual
camera port, shared with the LEDs, coupled via a 1mm multimode
fiber and a collimator. Light intensities of the LEDs were calibrated
through a 40x objective in the specimen plane using a silicone photo-
diode power meter.

The on-axis field of view (40x water immersion objective) was chosen
such that most CheRiff-CA1 neurons would fit, as well as at least 5 of
their NT neighbors (Figure 8.2). It was essential to be able to directly
stimulate the CA3 region while recording from CA1 for both induc-
tion of oSTDP and the read-out after in-incubator oSTDP. Thus, to lo-
cally activate CA3 transduced neurons, which are outside the on-axis
field of view (∼1.5mmaway), an off-axis stimulation pathwaywas re-
quired [114]. The 594 nm laser was coupled to an optical fiber with a
collimator andmounted on a swinging armwith 2degrees of freedom.
Thus, this construction allowed us to point the laser beam though the
condenser at any part of the OHSC and locally, withminimum scatter-
ing, excite the transfected neurons. Therefore, the laser position was
set to be in the middle of ChrimsonR-CA3 neurons (positioned using
5x air objective without moving specimen). However, since this con-
structionwas coupled through the condenser, stagemovement during
the experiments would mean that the illumination field will also be
moved. To ensure the stimulation of the exact same region the stage
was fixed after the laser position was determined.

Freshly pulled 3MΩ to 4MΩpatch electrodes, filledwith 1µl of intra-
cellular solution right before the patch-clamp experiments were used
for electrophysological recordings. AmembranewithOHSCwas care-
fully cut from the insert and transferred into the recording chamber.
A horseshoe shaped flattened gold wire was used on top of the mem-
brane to hold it in place during the recording to prevent drifting. It
was important to leave the OHSC to settle in the chamber for approxi-
mately 30min before starting the recordings due to tissue compression
in the bath solution.
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All recordings were performed in the Ephus [115] software in Matlab
environment. For all experiments pre-warmed (30 °C to 33 °C) recor-
ding solutionwas suppliedwith humidified carbogen (95%O2 / 5%CO2),
circulated through the perfusion system into the recording chamber
and recycled for up to 4 hours and then refreshed to avoid osmolality
or pH fluctuations.

LED combiner
400 / 625 nm

Collimator

Epifluor.

Dual-port
for CCD

45° Cold mirror

Fiber Ø1 mm 

594 nm
IR-Dodt

CA3

DG
CA1

Field of view /
LED stimulation

off-axis
laser stimulation

a b Figure 8.1: Electrophysiology setup. a,
Schematic representation of the micro-
scope. b, Off- and on-axis stimulation
position. Magenta – ChrimsonR-CA3
neurons; Green –CheRiff-CA1 neurons;
Black – NT-CA1 neurons.

EPSC - Excitatory postsynaptic current
IPSC - Inhibitory postsynaptic current
LJP - Liquid junction potential
Rs - Series resistance

During the experimentsCA1neuronswere voltage-clamped at−70mV
to ensure clear separation between EPSCs and IPSCs (LJP corrected,
see Extra 8.3) and all critical cell parameters (see Extra 8.2)weremoni-
toredwith an external Matlab script for Ephus (OnlineAnalysis) writ-
ten by a former PhD student of the laboratory. All recordings with
unstable (change more than 30% from the start of the experiments)
or high (more than 25MΩ) Rs were terminated. Importantly, Rs com-
pensationwas only used in current-clampmode for current injections.

*

*

*

*

*

*

Figure 8.2: Field of view of 40x
objective during patch-clamp experi-
ments. Shown is an overlay of the Dodt
contrast image and epifluorescence of
the CheRiff-eGFP (in green – CheRiff-
CA1 neurons). Asterisks are indi-
cating neurons suitable for patching.
Scale bar - 25µm.

8.2 Patch-clamp measurement configurations

Here, two patch-clamp measurement configurations were used: cell-
attached or whole-cell patch. The main difference between the two
configurations is schematically illustrated in Figure 8.3. In the cell-
attached mode the neuronal membrane is intact and the glass pipette
is tightly sealed on it. This configuration allows to record the acti-
vity of individual or groups of ion channels, located directly under
the glass pipette. The cell-attached is usually followed by the whole-
cell configuration: when the neuronal membrane under the pipette
is broken and there is a direct access to the intracellular space of the
neuron. With whole-cell access it is possible to record and externally
control the global electrical activity in the entire neuron. However, in
oppose to the cell-attached, here the pipette solution will start defus-
ing and mixing together with the intracellular solution of the neuron
diluting it and causing the processes known as washout [116–118].

Whole-cellCell-attached

Soma

Pipette

Figure 8.3: Patch-clamp measurement
configurations. Note that in contrast to
the cell-attached configuration the neu-
ronal membrane in whole-cell configu-
ration is broken and there is a diffusion
process happening between the patch-
pipette and intracellular solutions.
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Extra 8.1: Electrical Equivalent Circuits [117, 119, 120]
For better understanding of the basic principal, the patch-clamp procedure itself could be represented
through electrical equivalent circuits, consisting of batteries (E), resistors (R) and capacitors (C). A
patch-clamp amplifier is represented by the voltage source Eam, in series with a resistor Ram, both
shunted by an input capacitance Cam (Figure 8.4). In case of cell-attached patch, the patch pipette
with resistance Rp and capacitance Cp is tightly sealed (Giga-seal, Rseal) on the cell membrane. In this
case there is no direct input to measure the cell parameters, since the pipette opening is closed off by
the high resistance (Rca) of the patch of cell membrane under the electrode tip. When the membrane
under the pipette is broken (referred as breaking-in), the high resistance Rca is replaced with access
resistance Racc, which provides the full access to measure the cell parameters (membrane resistance
Rm, membrane capacitance Cm and membrane voltage Em) under the whole-cell patch.

Eam

Ram

Iam

Soma

Bath

Pipette

RpCp

Rseal

Racc

Cm

Rm

Em

Cam

Soma

Bath

Pipette

Rp Cp

Rseal

Rca

Cm

Rm

Em

Cam

Cell-attached patch Whole-cell patch

Figure 8.4: Electrical equivalent circuits of patch-clamp measurement configurations. Cell-attached and whole-cell patch as
an ERC-circuit. Figure and legend based on [119].

To visualize how the whole-cell configuration can be obtained in terms of electrical equivalent circuits,
the two simple ERC-circuits from the Figure 8.4 can be combined together by introducing the switches
(S, Figure 8.5). When the pipette enters the bath solution, first switch Sp (on scheme: double switch
Scp and Srp) is closed. When the switch Sseal is opened, the current will flow through lower resistance
Rseal, creating the cell-attached configuration. From this state to achieve the whole-cell patch, the last
switch Sacc should be closed (break-in into the cell), shortening the Rca with access resistance Racc.

The quality of the pipette and the patch (giga-seal) in both configurations can bemonitored by applying
a series of square step pulses (test pulses) to the pipette and measuring the resulting current Iam.

Ram

Eam

Cam

Cp

Scp Srp

Vp

Rp

Sseal Rseal

Rca

Racc

Sacc

Rm

Em
Cm

Iam

1

2

3

Figure 8.5: Patch-clamp process as an ERC-circuit. 1. First configuration: Pipette in the bath solution. Double switch Sp is
closed, current flows through the capacitance Cp and switch Sseal. 2. Second configuration: Cell-attached with giga seal. Now
switch Sseal is open and the current flows through resistance Rseal, while Rseal ≪Rca. 3. Third configuration: Whole-cell patch.
Now switch Sacc is open and the Rca is shortened with Racc. Figure and legend based on [119].
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Extra 8.2: How to calculate cell parameters from the test pulse [121, 122]
Cell parameters during whole-cell patch-clamp experiments can be calculated from the square test
pulse, given in the beginning of each recording. Usually the following parameters are measured and
reported: series resistance (the sum of all the resistances between the input of patch-clam amplifier
and the cell membrane, determines the quality of patch; Rs = Racc + Rseal + Rp, Extra 8.1), membrane
resistance (Rm), input resistance (Rin = Rs + Rm) and membrane capacitance (Cm).

Since cell membrane is a leaky capacitor (the capacitor shunted by resistance), the Ohm’s law together
with Kirchhoff’s current law can be used to calculate the main circuit parameters. Thus (Figure 8.6):

Rs = Vt
Ip

(8.1)

Rin = Vt
Is

(8.2)

Rm = Rin–Rs (8.3)

Cm = τ ∗ (Rs + Rm)
Rs ∗ Rm

(8.4)

20
0 

pA

50 ms
50 ms

5 
m

V

Test pulse
(voltage step)

Membrane response
(voltage-clamp mode)

Ip

Vt

Is
Ƭ

Figure 8.6: How to calculate cell parameters from a test pulse. Cell membrane response (right) to the test pulse (left). Vt - test
pulse step size; Ip - peak current; Is - current response to a voltage step; τ - RC time constant, here calculated as exponential fit
of capacitor discharge current.
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Extra 8.3: Liquid junction potential measurement [123, 124]
In every electrophysiological experiment involving patch-clamp a significant error of voltage measure-
ments is present due to the formation of a liquid junction potential (LJP),which develops at the interface
between two ionic solutions with different compositions due to a difference in the ion’s mobility. This
voltage offset between pipette and bath solutions should always be measured and compensated prior
to patch-clamp experiments.

Here, the LJP was experimentally measured (following [124]) for each relevant bath solution every
time the new stock of pipette solution was made. A well-chlorided silver wire was connected to the
ground and placed in the small diameter silicone tube filled with 1% agarose mixed with 3M KCl so-
lution (agarose bridge). Patch pipette was filled with intracellular solution and placed on the amplifier
headstage with freshly chlorided silver wire. The recording chamber with agarose bridge and patch
pipette was first filled with same intracellular solution. The pipette offset was set to zero, using the
current-clamp mode of the patch amplifier. If the voltage reading did not change significantly in the
following minute, the current bath solution was fully exchanged to the solution of interest and the tip
(∼1 cm) of agarose bridge was cut to prevent errors due to ion exchange. Otherwise, if the zero offset
was unstable, the wires were rechlorided and zero offset was set again. The resulting voltage difference
displayed by the amplifier showed the LJP for the current pair of bath and pipette solutions. Tomeasure
another pair, bath solution was yet again fully changed back to the pipette solution and the tip of the
agarose bridge was cut to make sure, that displayed voltage is back to zero. Afterwards the measuring
procedure was repeated.





9 OPTOGENETICS

9.1 Channelrhodopsins functional characterization

ACSF - Artificial cerebrospinal fluid

Essential Equipment and Materials:
Electrophysiology setup modification

LEDs
pE-4000, s/n 0453, CoolLED Ltd.

Narrow band filter
525 nm to 575 nm, Thorlabs

Neutral density filters

Solutions:
ACSF 4/4, 30 °C

(LJP −14.3mV, pH 7.4 , 308mOsm/kg
to 316mOsm/kg)
119mM NaCl (Sigma; S5886-500G)
26.2mM NaHCO3 (Sigma;
S5761-500G)

11mM D-glucose (Sigma;
G7528-250G)

2.5mM KCl (Fluka; 60121-1L)
1mM NaH2PO4 (Sigma;
S5011-100G)

4mM MgCl2 (Fluka; 63020-1L)
4mM CaCl2 (Honeywell; 21114-1L)

As a first step, functional characterization of channelrhodopsins was
performed to ensure that there is no co-activation of the CheRiff-CA1
andChrimsonR-CA3 during the oSTDP. To cover the visible spectrum,
a 16 channel CoolLEDwith a narrow band filter (to isolate the 550 nm
peak wavelength from the broad-spectrum LED installed inside the
apparatus) was used. The CoolLED was operated in F1 mode, which
allows triggering from the Ephus software through the A/D board. A
TTLpulsewas used to control the time and length of the light flash and
an analog pulse to control the intensity. Each channel was calibrated
in the specimen plane through a 40x objective by silicone photodiode
powermeter and then individual intensity map sequences were made
(the stimulationwas set to go from the lowest to the highest intensity).
Each sequence was triggered through PulseJacker (module of Ephus
software [115]) with 20 s in between sweeps with additional 1min be-
tween each sequence.

The OHSCs were virus injected and single cell electroporated in same
way as used for oSTDP experiments. The light evoked currents were
recorded in the ACSF 4/4 with fast synaptic transmission and action
potentials blocked by CPPene, picrotoxin, NBQX and TTX (Table 9.1).
An intensitymap for eachwavelengthwas recorded4 times (7CheRiff-
CA1 and 11 ChrimsonR-CA3 neurons). The peak current of the light
evoked responses was automatically detected, averaged together and
plotted for each wavelength using a custom Matlab script.

Table 9.1: List of drugs for pharmacological manipulation

Formula Short name Brief description Producer (code) Concentration
C8H15N2O5P CPPene Potent, competitive NMDA recep-

tor antagonist
Tocris biosci. (1265) 10µM

C12H8N4O6S NBQX CompetitiveAMPA receptor antag-
onist

Tocris biosci. (1044) 10µM

C30H34O13 Picrotoxin Non-competitive GABA receptor
antagonist

Sigma (P1675-1G) 100µM

C11H17N3O8 TTX Sodium channel blocker HelloBio (HB1035) 1µM
C3H7NO3 D-Serine Potent agonist at the glycine site of

the NMDA (NR1) receptor
Tocris biosci. (0226) 30µM

C18H16N6S2 U0126 Potent, selective and non-
competitive MAP2K inhbitor.

HelloBio (HB2246) 10µM
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9.2 Light evoked spiking threshold
Solutions:
Recording medium, 33 °C

(LJP −15.3mV, pH 7.28 , 308mOsm/kg
to 316mOsm/kg)
99% MEM (Sigma; M7278)
13mM D-glucose (Fluka; 49152)
109mM NaCl (Sigma; S5150-1L)
0.8mM MgSO4 (Fluka; 63126-1L)
1.8mM CaCl2 (Fluka; 21114-1L)
1mM L-glutamine (Gibco; 25030-024)
6µM ascorbic acid (Fluka; 11140)
0.01mg/ml insulin (Sigma; I6634)
ddH2O to adjust the osmolality
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Figure 9.1: Light induced spiking
threshold of ChrimsonR-CA3 neurons.
There was no significant difference in
the light induced spiking threshold for
ChrimsonR-CA3 neurons between day
10 and day 12 after virus injection
(n10 = 22, n12 = 22; P = 0.22, Kolmo-
gorov-Smirnov test). Plotted are indi-
vidual data points, median and 25% to
75% interquartile range.

To characterize the threshold light intensity for evoking action poten-
tials I expressed ChrimsonR or CheRiff by virus drop for 7−9 days. To
minimize the effect of changes in Rs and Rm, I recorded from neurons
in the cell-attached mode. The whole-cell current-clamp mode was
used in the end of each experiment to verify the cell type from the spi-
king pattern (current steps injection). Here, to mimic the in-incubator
conditions, recordings were done in the warmed-up to 33 °Cmodified
cell culture medium: the horse serum was removed and replaced by
minimal essential medium (MEM) to prevent foaming of the solution
during the circulation through the perfusion. To eliminate network
effects, fast synaptic transmission was blocked by CPPene, picrotoxin
and NBQX (Table 9.1).

First, the spiking threshold was verified for 1ms to 2ms light flash
(405 nm to activate CheRiff and a 625 nm to activate ChrimsonR) in
CA1 or CA3. Light flashes with different intensity were given ev-
ery 20 s to ensure that the channels were fully closed before reopen-
ing. Importantly, spiking threshold did not change for ChrimsonR-
neurons expressing virus for 10 or 12 days after injection, which shows
that the virus expression was stable during this time (P = 0.22,
Kolmogorov-Smirnov test; Figure 9.1). Then, I checked how well the
neurons can follow the repetitive light stimulation: 1ms of violet or
red light was flashed 10 times at 5Hz, 10Hz and 50Hz. The results
are quantified in Chapter 14.3.

9.3 oSTDP: Causal and Anti-causal pairing

EPSP - Excitatory postsynaptic potential

To optically induce spike-timing-dependent plasticity, spike to burst
pairing was used: a single action potential in ChrimsonR-CA3 neu-
rons was paired with 3 action potentials at 50Hz in CheRiff-CA1 neu-
rons. Pairing was either causal, when EPSP from the ChrimsonR-CA3
neurons arrived before the action potentials were fired in CheRiff-CA1
neuron, or anti-causal, when the CheRiff-CA1 neuron fired action po-
tentials before the EPSP from ChrimsonR-CA3 arrived (Figure 9.2).
The pairing timing Δt was set either between EPSP and the first ac-
tion potential fired (causal pairing), or between the last action poten-
tial fired and EPSP (anti-causal pairing). The stimulation parameters
for causal and anti-causal pairings are listed in Table 9.2.

Table 9.2: oSTDP pairing parameters

Causal/Anti-causal
Δt (ms)

Rep. frequency
(Hz)

Number of rep. Duration
(sec)

+10 / -10 0.1 360 3600
5 300 60

+50 / -50 5 300 60
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Causal Pairing Anti-causal Pairing

∆t ∆t
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EPSP
EPSP

Figure 9.2: Causal and anti-causal
pairing. Shown one pairing trace,
recorded in the current-clamp mode.
Δt - spike-timing delay between EPSP
(red) and first or last action potential.
Postsynaptic burst contained 3 action
potentials at 50Hz. The black ticks are
at −75mV.

9.4 oSTDP during whole-cell recordings

To verify if it is possible to use light evoked spiking to induce STDP,
I recorded EPSCs from OHSCs 8 - 11 days after transfection. Here,
experiments were performed in the recording medium with D-serine
(Table 9.1). To induce oSTDP 405 nm light through the objective
(∼1mW/mm2) and a condenser-coupled yellow laser together with a
625 nm LED through the objective (combined illumination
∼7mW/mm2) were used. CheRiff-CA1 (or NT-CA1) pyramidal neu-
rons were voltage-clamped at −65.3mV (LJP corrected), where in-
hibitory currents were clearly outward. Baseline EPSCs (1ms laser
flash to activate ChrimsonR-CA3 neurons)were recorded at 0.05Hz in
whole-cell voltage-clamp mode for no longer than 5min after break-
in followed by the oSTDP induction in current-clamp mode. To max-
imize the illumination area, a 10x objective was carefully moved into
position instead of the 40x objective before plasticity induction. After-
wards, the baseline stimulation at 0.05Hz was continued for at least
30min.

Initially the delay between spike-burst stimuli was set to be −10ms
or +10ms. However, after analysis of the first 9 experiments it be-
came clear that the actual median delay from the last action poten-
tial to EPSP onset was −14.2ms during anti-causal pairing and from
EPSP to the first action potential was +6.8ms during causal pairing.
Therefore, the delay was adjusted by 2ms for the remaining experi-
ments, which resulted in more symmetrical timing distribution (me-
dian timing −12.4ms during anti-causal pairing and +8.8ms during
causal pairing; Figure 12.1 f). To determine whether tLTP or tLTD oc-
curred in an individual experiment, the baseline EPSCs slope (5min
before pairing) was compared to the post pairing EPSCs slope (be-
tween 20 and 25min after pairing) with a Kolmogorov-Smirnov test
(significance P < 0.05). This test was also used to verify whether
the baseline-normalized EPSC slopes were different between the anti-
causally and causally paired groups. Plots and statistical analysiswere
done using Matlab or GraphPad Prism.
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9.5 In-incubator light stimulation

LED 405 nm

LED 630 nm

focusing 
optic

slice 
culture

aspheric lens
Ø 25 mm 
f = 20 mm

Figure 9.3: In-incubator stimulation
tower. The schematic representation
of two-color in-incubator stimulation
tower with a centered OHSC in 35mm
dish.

* For cFos characterization experiments
OHSCs were treated with fast synaptic
transmission blockers (CPPene, picrotoxin
and NBQX, Table 9.1) before transferring to
the dark incubator overnight.

To induce plasticity noninvasively by light in the incubator atmosphere,
a stimulation tower with two high power LEDs was constructed
(Figure 9.3). Each tower contained an injection-molded reflector to
collimate the 630 nm LED and an aspheric condenser lens to collimate
the 405 nm LED. The LEDs were powered and controlled from out-
side the incubator by a two-channel stimulator, two constant-current
drivers and a timer.

OHSCs were either single cultured per well or were separated 4 days
before stimulation and transferred to the new membrane insert. The
last medium change was performed 1 day before stimulation*, and on
the same day, the transfected OHSCs were moved to the dedicated
incubator, and shielded from external light sources (referred as dark
incubator) close to the incubator with the stimulation towers (referred
as stimulation incubator). Importantly, all light stimulations were per-
formed in incubator conditions in the culturingmedium,which should
minimize any external influence. After pairing, OHSCs were trans-
ferred back into the dark incubator and left there until the recording
day (oSTDP) or fixation time (cFos characterization). During that
time the medium was not changed to prevent unwanted increase of
spontaneous activity in neurons, if not specified otherwise.

On the day of stimulation, the closed petri dish containing centered
OHSC was placed in an illumination tower. The stimulation parame-
ters were either set using data obtained from on-cell oSTDP (see
Table 9.3) or set according the light induced spiking threshold (for
cFos characterization, Figure 14.4). To ensure a nonbiased outcome
(blinding approach), all in-incubator stimulationswere done byChris-
tine E. Gee or Sabine Graf. OHSCs were letter coded and stimula-
tions or treatments groups were inter-mixed to ensure the blinding
and to minimize the influence of batch specific factors. The letter code
was broken after all the data in current groups was collected and an-
alyzed (see sample size). No single measurements were denied after
unblinding.

Essential Equipment and Materials
LEDs
630 nm - Cree XP-E red
405 nm - Roschwege Star-UV

Reflector
10034, Roithner LaserTechnik

Condenser lens
ACL2520U-A, Thorlabs

Stimulator
Grass S8800

Current driver
RCD-24-1.20, RECOM

Table 9.3: In-ncubator tower LEDs parameters

Experiment LEDs
(nm)

Light flash
(ms)

Light intensity
(mW/mm2)

oSTDP 405 2 1.2
630 2 8

cFos Characterization 630 1 7
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9.6 Special stimulation conditions for in-incubator oSTDP

For the oSTDP experiments, a few additional handling procedures
were established. First, for the+CPPene experiments, the potentNMDA
receptor antagonistwasmixed into the culturemediumand applied to
the OHSCs overnight, before the slices were transferred to dark incu-
bator. On the next day, one hour after the end of pairing protocol, the
CPPene containing medium was carefully replaced with previously
collected culturingmedium. An additional drop ofmediumwas care-
fully placed on top of the slice and then removed to allow the washout
of the drug. Afterwards treated OHSCs were returned to the dark in-
cubator until the recording day.

Second, 3 h to 4 h after the oSTDP induction, freshwarmmediumwith
1µM TTXwas pipetted on top of the membrane insert to immediately
prevent neurons from action potential firing in the entire OHSC. The
medium under membrane insert was then aspirated, replaced with
the TTX containing medium and the medium on top of the slice was
removed before returning the slice to the dark incubator. Two days
later, the TTX was washed out by gently aspirating and replacing the
medium 3 times, and the OHSCs were returned to the dark incubator
until the following recording day. For the medium change condition,
OHSCs were handled identically, except the medium never contained
TTX.

9.7 Read-out procedure for in-incubator oSTDP

CheRiff 1

NT 1

CheRiff 2

NT 2

NT 3

10 ms

10
0 

pA

Figure 9.4: Typical set of recorded
EPSCs in a given OHSC. Averaged
EPSCs recorded in pseudorandomorder
from non-paired slice. Orange arrow in-
dicates time of light stimulation.

The main limitation of the optogenetic in-incubator plasticity induc-
tion without patching the postsynaptic neuron is the unavailability of
the baseline synaptic strength between selected pre- and postsynap-
tic partners. Thus, it was essential to find an alternative way to as-
sess the changes in synaptic strength after in-incubator oSTDP induc-
tion. It is well known that each single CA3 neuron makes connections
to a number of CA1 neurons [2]. Thus, on average, the neighboring
CA1 neurons should have similar input from a selected subset of CA3
neurons. Thereby, during oSTDP-induction all neighboring CA1 neu-
rons should have received an equivalent EPSPs from light activated
ChrimsonR-CA3 neurons, but only CheRiff-CA1 neurons were forced
to fire action potentials and thuswere actually undergoing the pairing.
Taking that into account, the average slope of EPSCs in close by NT-
CA1 neurons evoked by ChrimsoR-CA3 light stimulation was used as
a baseline to normalize the EPSCs slope in CheRiff-CA1 neurons.

The OHSC were transferred to the recording chamber of the setup 1 h
or 3 days after the in-incubator oSTDP induction. For every CA1 neu-
ron in the cell-attached configuration before whole-cell access was ob-
tained, one blue light flash (405 nm, 1ms, 1.2mW/mm2) was given.
As expected, none of the NT-CA1 neurons fired a spike. However, if
a fluorescent CheRiff-CA1 neuron did not respond to the light stimu-
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lation, the recording was discontinued (4.25%, 9 out of 212 neurons).
Of the remaining 203 responsive CheRiff-CA1 neurons 190 responded
with single spikes and 13 with 2 or 3 (6.4%), all 405 nm responsive
CheRiff-CA1 neurons were used for analysis.

The EPSCs from at least one CheRiff-CA1 and at least two NT-CA1
neurons were sequentially recorded in pseudorandom order
(Figure 9.4). EPSC onset in CA1 neurons after light stimulation of
ChrimsonR-CA3 (594 nm, 1ms, repetition rate 0.05Hz) was typically
6ms to 8ms, if the delay was 15ms or longer, the response was as-
sumed to be polysynaptic and the recording was not analyzed. For
all neurons in a given OHSC EPSCs were recorded at 3 d to 4 different
laser intensities with at least 10 recorded EPSCs per intensity.

To verify the cell type, a series of current injections with different am-
plitude (from−600pA to +600pA) was given in current-clampmode
at the end of each set of recordings per given cell. All neurons without
pyramidal-like firing patterns (i.e high action potentials frequency,
large amplitude after-hyperpolarization etc)were eliminated from the
analysis.

9.8 Slope analysis for oSTDP

* Why “first” peak? Sometimes the light
activation of subset of ChrimsonR-CA3 neu-
rons caused the recurrent activity in CA3,
resulting in a few desynchronized EPSPs ar-
riving to CA1 with millisecond delay. In
this case only first peak of EPSC is the direct
response to the light stimulation, Figure 9.5.
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Figure 9.5: Multipeak EPSC in a re-
sponce to the presynaptic light stimu-
lation.
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Figure 9.6: Peak and slope detec-
tion example. Analyized EPSCs from
Figure 9.4 are shown. Red x indi-
cates automatically detected peak; Red
dashed line indicates a linear fit between
20% and 60% of the peak value. Note
that the traces from NT neurons were
first averaged together.

All data analysis was performed in a custom Matlab script. For each
OHSC, I had a set of EPSCs recorded at different laser intensities per
CA1 neuron (CheRiff and NT). One laser intensity was chosen to an-
alyze the EPSCs recorded from the neurons in one OHSC. This was
the lowest of the three laser intensities used that evoked similar sized
EPSCs of at least −20pA amplitude in theNT neurons. After selecting
the intensity, any individual EPSC recordings in which a spontaneous
EPSC or IPSC occurred in the 10ms preceding the laser flash were re-
moved. If the remaining number of EPSCs for a given neuron were
fewer than 4, the neuron was excluded from the analysis.

Further analysis was performed automatically for selected laser in-
tensity. All individual EPSCs from the NT neurons in the given slice
were averaged together, then the (first*) peak amplitude and time of
(first) peak were measured. The slope was measured as a linear fit
between 20% and 60% of the peak amplitude (Figure 9.6). If the time
of the peak for the neurons in the same slice varied bymore than 5ms,
the data set was excluded, as that suggested a mixture of mono and
polysynaptic responses within the data set. The input strength calcu-
lated for each CheRiff-CA1 neuron, is the average EPSC slope of the
CheRiff-CA1 neuron divided by the slope of the combined average
EPSC recorded from the ⩾ 2 NT-CA1 neurons in that slice.
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Extra 9.1: Post synaptic potentials and currents (EPSP, IPSP, EPSC, IPSC)
There are two types of synaptic potentials which are transferred from the presynaptic to the postsynap-
tic neuron andmake the postsynaptic neuronmore or less likely to fire an action potential in a response
to it. The postsynaptic membrane potential depolarization, caused by the positively charged ion flow
into it, increases the likelihood of the action potential firing. This postsynaptic potential is referred to
as excitatory postsynaptic potential (EPSP). The opposite process of postsynaptic membrane hyperpo-
larization, which makes the action potential firing less likely is caused by the inhibitory postsynaptic
potential (IPSP). The flow of ions causing an EPSP or IPSP is an excitatory or inhibitory postsynaptic
current (EPSC or IPSC). Both EPSPs and IPSPs have an additive effect, which means that when the
multiple postsynaptic events occur close in time on a single patch of the postsynaptic membrane, their
combined effect results in the sum of the individual potentials [125].

As described in the Chapter 8.2, patch-clamp technique allows to record the electrical events in the post-
synaptic neuron in two configurations: voltage- and current-clamp. The currents passing through the
open ion channels (postsynaptic currents, EPSCs or IPSCs) can be recorded in the voltage-clampmode,
when the membrane voltage of the postsynaptic neuron is kept constant. To record the changes in the
membrane potential induced by the opening and closing of the ion channels (postsynaptic potentials,
EPSPs or IPSPs), the current-clamp mode should be used (Figure 9.7) [116].

Voltage-clamp
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EPSC

Current-clamp

1 
m

V
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EPSP

EPSP

IPSP
Figure 9.7: Currents and potentials in voltage- and current-clamp mode. Inhibitory currents and potentials are indicated with
blue arrows. Excitatory currents and potentials are indicated with red arrows. Note, that in voltage-clamp mode the inhibitory
currents are positive (excitatory currents are negative), whereas in current-clamp mode inhibitory potentials are negative and
hyperpolarize the neuron (excitatory potentials are positive and depolarize the neuron).





10 IMMUNOHISTOCHEMISTRY AND IMAGING

10.1 Immunohistochemistry

PBS - Phosphate buffered solution

Solutions:
Blocking solution

10% Donor goat serum
0.2% Boverin Serum Albumin
0.3% TrironTM X-100
All dissoved in 1x PBS

Carrier solution
1% Donor goat serum
0.2% Boverin Serum Albumin
0.3% TrironTM X-100
All dissoved in 1x PBS

If not stated otherwise, an hour after stimulation (light or chemical)
OHSCs were fixed for 30min in 500µl paraformaldehyde (4% PFA
in PBS). Then, they were washed 3 times in PBS for 10min and incu-
bated in blocking solution for 2 h at room temperature. Afterwards in-
cubated overnight in carrier solution with primary antibodies at 4 °C.
Next morning, OHSCs were washed 3 times with PBS for 10min and
incubated for 2 h in carrier solution with secondary antibodies (con-
centrations are listed in Table 10.1). Then, OHSCs were again washed
3 times in PBS for 10min before they were mounted with a Shandon
Immu-Mount under the glass coverslip. Mounted OHSCs were left to
dry for at least 3 h at room temperature in darkness before the edges
of the coverslip were sealed with nail-polish. This last step prevented
OHSCs from drying out for at least a week after mounting. Mounted
slices were kept in darkness at 4 °C until imaged. STED - Stimulated emission depletion

microscopy

Chemicals for the mounting:
Mounting solutions

Shandon Immu-Mount
(Thermo Scientific; 9990402)

Mowiol
(Mowiol 4-88, Roth; 0713.2)

Anti-fading reagent
DABCO
(Sigma-Aldrich; D27802)

For STED microscopy, OHSCs were fixed and blocked as described
above either 9 days after virus injection and single-cell electropora-
tion (not-paired) or 3 days after in-incubator stimulation (10−12 days
after transfection, causal pairing or post only stimulation). OHSCs
were incubated overnight at 4 °C with conjugated primary nanobod-
ies in carrier solution (Table 10.1). Next morning, they were washed
3 times for 10min in PBS andmounted inMowiol, prepared according
to manufacturer’s protocol with anti-fading reagent DABCO.

Table 10.1: List of antibodies

Immunogen Host Label Producer (code) Internal number Dilution
c-Fos(4) rabbit none Santa Cruz Inc. (sc-52) P005 1:500
PCP4 mouse none Sigma (AMAb91359) P022 1:500

GFP camelid Atto647N NanoTag (X4, N0304-At647N) PC002 1:250
RFP camelid AbberiorStar580 NanoTag (Q, N0401-Ab580) PC004 1:250

Rabbit goat Alexa Fluor 488 Life Technologies (A11008) S002 1:1000
Rabbit goat Alexa Fluor 568 Life Technologies (A11011) S003 1:1000
Rabbit goat Alexa Fluor 647 Invitrogen (A27040) S007 1:2000
Mouse goat Alexa Fluor 488 Invitrogen (A11029) S009 1:1000



38

10.2 Confocal microscopy

The mounted slice cultures were imaged on an Olympus F1000 con-
focal microscope, using a 20x oil immersion objective. Depending on
the experiment, a different combination of lasers (488 nm, 559 nm and
635 nm)was used. The filter setting used in the experiments are listed
in Table 10.2. The imaging parameterswere adjusted for each set of ex-
periments and kept unchanged throughout. Z-series (5 slices) stacks
with 3µm z-step at a 1024 × 1024 pixel resolution (zoom 1x) scan-
ning at 12.5µs per pixel were taken and analyzed in IMARIS software.
Fiji/ImageJ [126]was used to project the z-series and overlay channels.

Table 10.2: Confocal excitation/emission settings

Fluorophore Excitation laser Olympus emission filter Range
Alexa Fluor 488 / eGFP 488 nm Alexa Fluor 488 500 nm to 545 nm
Alexa Fluor 568 / TdTomato 559 nm Alexa Fluor 568 570 nm to 625 nm
Alexa Fluor 647 635 nm Alexa Fluor 647 655 nm to 755 nm

10.3 Stimulated emission depletion (STED) microscopy
Essential Equipment:
Confocal microscope

Body
Olympus F1000

Objective
20x UPLSAPO 0.85 NA, Olympus

STED microscope
Body
Gated-2D-STED, Abberior Inst.

Objective
60x P-Apo 1.4NA, Nikon

STEDmicroscopywas performed at the UKE Imaging facility (UMIF)
with a kind help of Dr. Virgilio Failla, who has also provided the
methodology, written below.

Gated-2D-STED images were acquired using an Abberior expert-line
STED microscope. The microscope was controlled by Abberior In-
spector software. Samples were placed on a Nikon TI microscope
body, equipped with a 60x objective. At first, fluorophores were ex-
cited with 561 nm and 640 nm laser lines. Both channels, red and far-
red were acquired in confocal mode. In addition, the far-red chan-
nel was resolved with 2D-STED by use of a 775 nm depletion laser.
For both, confocal and 2D-STED acquisitions the pinhole was set to
1 au. Fluorescencewas collected on avalanche photodetectors through
emission filters 615/20 (red channel) and 685/70 (far-red channel).
Gating was obtained with a Becker and Hickl SPC150 TCSPC board.
Gates were set to 8 ns width, starting with a delay of 781.3 ps for both
confocal and STED. Acquisitions were obtained sequentially with a
20 nm × 20 nm pixel size. Confocal images were the result of 6 accu-
mulations, STED images of 18 accumulations acquired by line-mode.
Files were saved in a 16-bit format. Confocal and STED images were
merged and analyzed in Fiji/ImageJ. For representation, the lookup
table is linearly adjusted for each channel.
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10.4 Data analysis in IMARIS

IMARIS software was used to count cFos positive nuclei and to mea-
sure their intensity. The settings for automatic counting were first set
using a few images from the CA1 region (’High Potassium’ condition),
then tested on images from different regions and conditions and ad-
justed accordingly to maximize the accuracy of detection. Each 3D
stackwas visually inspected after using automatic detection. All spots
detected outside of the pyramidal cell layer, cFos positive nuclei of
glial cells, as well as of ChrimsonR-negative neurons were removed.
If the cFos positive nuclei from ChrimsonR-positive neuron in pyra-
midal cell layer was skipped, the detection spot was manually added.
The final settings for automatic detection were: cFos channel lookup
table was set as min 250 and max 1000, spot size diameter was 8µm
(CA1 and DG) or 10µm (CA3 and CA2) and detection quality (the
signal to noise ratio within the spot) above 122.





Part III

OPTOGENETIC INDUCTION OF SPIKE-TIMING-DEPENDENT PLASTICITY





OPTOGENETIC INDUCTION OF SPIKE-TIMING-DEPENDENT PLASTICITY

As described in Chapter 3, STDP relies on independent and precisely
timed spiking of pre- and postsynaptic partners. The classical method
of STDP induction involves whole-cell patch or intracellular recor-
dings and electrical stimulation. In this case, the plasticity observa-
tion time is limited by many factors, such as the quality of the patch,
the health of the cell after break-in, the washout process and others.
Typical recordings last for up to an hour, which makes it almost im-
possible to study synaptic plasticity consolidation on behavior rele-
vant time scale [127–131]. Thus, the classical method is not sufficient
to study how the input strength changes over days.

In Part III, I first present a new way of STDP induction – two-color
optogenetic STDP (oSTDP). Then, using this method, I show how the
input strength changes over days following the plasticity induction.

This part was partialy published in:

Long vs short-term synaptic learning rules after optogenetic spike-timing-dependent plasticity
M. Anisimova, B. van Bommel, J. S. Wiegert, M. Mikhaylova, T. G. Oertner, C. E. Gee
bioRxiv:863365





11 EXPRESSION AND CHARACTERIZATION OF SPECTRALLY SE-
PARATED CHANNELRHODOPSINS

To achieve the controlled, precise and independent noninvasive spi-
king of two selected groups of neurons in OHSC I expressed light
activated channelrhodopsins in pyramidal neurons. At the time this
project was planned, the most promising pair was ChrimsonR [80]
and CheRiff [81], red- and blue-light sensitive channelrhodopsins re-
spectively. As described in Chapter 7.2, the different approach of
opsin expression was used for pre- and postsynaptic groups: local
virus injection [112] for CA3 pyramidal neurons and single-cell elec-
troporation [113] for CA1 (Figure 11.1). All experiments were per-
formed at least 7 days after transfection to ensure stable expression of
both channelrhodopsins.

DG

CA3

CA1
ChrimsonR-TdT 
AAVRh10

CheRiff-eGFP
electroporation

Figure 11.1: ChrimsonR and CheRiff
expression in OHSC. Confocal image
(maximum intensity projection) of an
OHSC transfected with ChrimsonR and
CheRiff to independently control spi-
king in CA3 and CA1 neurons, respec-
tively. Insert: STED reconstruction of
a Cheriff-CA1 oblique dendrite (green)
and confocal image of presynaptic bou-
tons (magenta) with a putative synaptic
contact. Scale bar - 500µm, insert - 1 µm.

11.1 Functional characterization of ChrimsonR and CheRiff

It is expected that the threshold for light induced action potentials is
not only channelrhodopsin dependent but also depends on cell type,
expression level and the technique used for the DNA delivery. There-
fore, a detailed analysis of the spectral sensitivity of ChrimsonR-CA3
(virus injection) and CheRiff-CA1 (single-cell electroporation) pyra-
midal neurons was performed. ChrimsonR has a broad activation
spectrum,whileCheRiff is insensitive to allwavelengths above 550 nm.
Taking this spectral difference in consideration, the following light sti-
mulation parameters were used: 405 nm at 1.2mW/mm2 to activate
CheRiff-CA1 neurons and 630 nm at 8mW/mm2 for ChrimsonR-CA3
neurons (Table 9.3, Figure 11.3). ChrimsonR is not fully insensitive
to 405 nm light, however 2ms light pulse with 1.2mW/mm2 inten-
sity is not sufficient to spike ChrimsonR-CA3 neurons and does not
lead to strong depolarization (0mV to 3mV, Figure 11.2). As already
mentioned, light with wavelengths above 550 nm does not cause pho-
tocurrents in CheRiff-CA1 neurons for intensities up to 100mW/mm2

(Figure 11.3) making yellow epifluorescence light, used to visualize
mKate2 and to target laser beam to CA3 safe to use. Thus, there was
no unwanted co-activation (spiking or strong depolarization) of pre-
and postsynaptic neurons outside the pairing window, when OHSC
were stimulated with both 405 nm and 630 nm.

400 nm, 1 ms
 1.2 mW / mm2

625 nm, 1 ms 
8 mW / mm2
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Figure 11.2: Light induced spiking
of ChrimsonR and CheRiff express-
ing neurons. Example membrane re-
sponses of CheRiff-CA1 (upper traces)
and ChrimsonR-CA3 (lower traces)
neurons to 405 nm (violet arrows) and
625 nm (red arrows) light. Note that
405 nm light evokes action potential in
the CheRiff expressing neuron and only
slight depolarization of the ChrimsonR-
CA3 neuron. 625 nm light induced an
action potential in the ChrimsonR-CA3
neuron with no effect on the CheRiff-
CA1 neuron.
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Figure 11.3: CheRiff and ChrimsonR functional characterization. a and b, Average (n = 4 cells per point) light
evoked EPSC peaks from CheRiff-CA1 neurons (electroporated) and ChrimsonR-CA3 neurons (AAV transduced) in
response to stimulation with different wavelengths at different intensities. Color code indicates average peak current
amplitude. Note that CheRiff-CA1 neurons were completely non-responsive to light with wavelengths longer than
550 nm and ChrimsonR-CA3 neurons were only modestly responsive to 405 nm light. Peak current vs wavelength at:
c, 1mW/mm2, d, 5mW/mm2 and e, 10mW/mm2 for CheRiff-CA1 and ChrimsonR-CA3 neurons. Note different y-axis
scales.
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11.2 Light evoked action potentials in CheRiff-CA1 neurons

As depolarization induced increase in postsynaptic calcium is critical
for plasticity induction [46, 47], a possible prolonged light induced
depolarization of the postsynaptic CA1 neurons is expected to affect
STDP. Therefore, it was necessary to compare light evoked and electri-
cally evoked action potentials in CheRiff-CA1 neurons (Figure 11.4).
As opposed to Channelrhodopsin2 [132], light-evoked actions poten-
tials of CheRiff-CA1 neurons were not significantly prolonged relative
to electrically-evoked ones, the amplitude and half-widths were also
similar. Thus, driving action potentials with 405 nm light in CheRiff-
CA1 neurons instead of somatic current injections should not alter
STDP induction rule.
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Figure 11.4: Light vs electrically in-
duced action potentials in CheRiff-
CA1 neuron. a, Action potentials
induced by somatic current injection
(black trace, 3 nA, 2ms) or by opti-
cal stimulation (green trace, 405 nm,
1.2mW/mm2, 2ms) of a CheRiff-CA1
pyramidal neuron. Electrical stimula-
tion artefacts appear at 0ms, 20ms and
40ms. Black tick is at −80mV. b, Phase
plots of the corresponding action poten-
tials from a.

11.3 Optimal number of ChrimsonR-CA3 neurons

The number of transduced CA3 neurons is important: too few Chrim-
sonR-CA3 neurons would not provide similar synaptic input to neigh-
boring CA1 neurons, while too many would directly drive majority
of CA1 to complex bursting-firing, which alone may already induce
plasticity. In case of whole-cell oSTDP it was easy to monitor activity
pattern in the postsynaptic neuron (CheRiff or NT) and keep only
those recordings, where no complex bursting was observed. How-
ever, there was no possibility to directly record the neuronal activity
during the light stimulation inside the incubator. Since immediate
early gene cFos is upregulated in burst-firing neurons [133] and in
neurons which have undergone LTP [134], I reasoned that the expres-
sion pattern of cFos can be used to determine whether the selected
neuron was active during the stimulation or not. Thus, to optimize
the number of ChrimsoR-CA3 neurons for in-incubator oSTDP, I in-
jected OHSC with different amount of viral vector, then 10 days later
they were causally paired (Figure 9.2, Table 9.2) and fixed in 4% PFA
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and stained against cFos (for details see Chapter 10). There was no
cFos upregulation in ChrimsonR-CA3 or NT-CA3 neurons (9/9 slices,
Figure 11.5), indicating that they were not driven to bust-fire by either
single light flashes at 5Hz (300 flashes, 630 nm at 8mW/mm2) or high
frequency triplets at 5Hz (300 bursts of 3 flashes at 50Hz, 12ms delay,
1mW/mm2).

anti-cFos staining CheRiff-eGFP MergeChrimsonR-tdT

60 neurons

96 neurons

48 neurons

CA3 CA1

a

c

b

Figure 11.5: cFos expression pattern after causal pairing vs number of ChrimsonR-CA3 neurons. Confocal images
(average intensity projection) of CA3 and CA1 areas in a given slice culture. White arrows are showing the soma of
CheRiff-CA1 neurons. Scale bars - 100µm. a, Expected cFos expression pattern in CA1 after causal pairing: Only
directly light stimulated CheRiff-CA1 express cFos (5 out of 6). b and c, Number of ChrimsonR-CA3 neurons enough
to induce complex spiking in CA1, which lead to cFos expression in NT-CA1 neurons.

* Here the fast synaptic transmission was
blocked by CPPene, picrotoxin and NBQX
overnight (Table 9.1) to avoid the induction
of recurrent activity in CA3, and to visualize
the cell-autonomous effect of high frequency
light stimulation

Tovalidate this approach, ChrimsonR-CA3neuronswere intentionally
driven to burst-fire* by three light flashes at 50Hz, repeated 300 time
at 5Hz (630 nm at 8mW/mm2). Now, cFos was expressed in approxi-
mately half of the burst-stimulated ChrimsonR-CA3 neurons
(Figure 11.6), indicating that burst-firing is necessary for cFos upre-
gulation in pyramidal neurons.
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After causal pairing, 83% of CheRiff-CA1 neurons were expressing
cFos, indicating that they were directly driven to burst-fire (7 slices:
30/36neurons; Figure 11.5). In case ofNT-CA1neurons the expression
of cFos strictly depended on the number of ChrimsonR transduced
neurons. Thus, in 5 OHSCs (36 − 53 ChrimsonR-CA3 neurons) there
were no cFos upregulation in NT-CA1 neurons (Figure 11.5 a). In
2 slices (∼60 ChrimsonR-CA3 neurons) some NT-CA1 neurons were
expressing cFos and in another 2 slices (96 or more ChrimsonR-CA3
neurons) the cFos was upregulated throughout the entire CA1 region
(Figure 11.5 b, c), meaning that ChrimsonR-CA3 light stimulation at
5Hz was sufficient to directly drive NT-CA1 neurons to burst-fire.

ChrimsonR-TdT

Merge

cFos Alexa 488

Figure 11.6: CA3 neurons express cFos
after burst firing. Confocal images of
CA3 area of a hippocampal slice cul-
ture fixed 90min after burst stimula-
tion. The ChrimsonR-tdTomato chan-
nel (magenta) is a minimum intensity
projection to visualize transfected neu-
rons and a median intensity projection
was used for anti-cFos immunostaining
(green). Approximately half of the
burst-stimulated ChrimsonR-CA3 neu-
rons were cFos-positive as were seve-
ral non-transduced spontaneously ac-
tive CA3 neurons. Scale bars - 100µm.





12 OPTOGENETIC INDUCTION OF SPIKE-TIMING-DEPENDENT
PLASTICITY

Themain goal of thiswork is to induce STDPnoninvasively and follow
the plasticity consolidation over behavior-relevant time scale (3 days).
To do so, I first investigate the short-term timing rules and compare it
to classical STDP. Then I present the synaptic plasticity consolidation
results 3 days after no-patch oSTDP.

12.1 Optogenetic induction of STDP during whole-cell patch clamp

To assess the early changes in input strength after oSTDP, I performed
optogenetic spike-burst pairing while patched on a postsynaptic neu-
ron (either CheRiff-CA1 or NT-CA1). The total recording length was
set to 30min, including a 5min baseline. Light induced EPSCs were
recorded in the patch-clamped neuron, while ChrimsonR-CA3 somas
were optically stimulated with a condenser-coupled laser (594 nm,
2ms, see Chapter 8.1) at 0.05Hz. After a five minute baseline, I
switched from voltage- to current-clamp mode. Single presynaptic
ChrimsonR-CA3 spikes (300 flashes at 5Hz, 2ms duration, see Chap-
ter 9.3) led or followed spike bursts by about 10ms in the CheRiff-CA1
postsynaptic neurons (3 flashes at 50Hz, 2ms duration, Figure 12.1 a-
c, Table 9.2 and 9.3). In CheRiff-CA1 neurons, causal pairing resulted
in tLTP induction (n = 12 experiments; P = 0.0002, Kolmogorov-
Smirnov test, Figure 12.1 d, f) and anti-causal pairing, as expected, in-
duced tLTD (n = 11 experiments, P = 0.0009, Kolmogorov-Smirnov
test, Figure 12.1 e, f). The two groups were significantly different
from each other (P = 0.003, Kolmogorov-Smirnov test). Importantly,
causal pairing in NT-CA1 neurons had no overall effect
(median = 1.06, n = 6 experiments, P = 0.09, Kolmogorov-Smirnov
test, Figure 12.1 c, f), showing that oSTDP induction was specific to
CheRiff-CA1 neurons. Evidently, light-induced spiking in pre- and
postsynaptic neurons produces STDPwith similar timing rules as was
previously shown for electrical stimulation [34, 35, 38, 46–48, 135].

To exclude the initial EPSC size influence on the plasticity induction,
I performed the correlation analysis of the size of initial EPSC slope
(baseline, before pairing) to the amount of plasticity induced (fold
change after pairing). Evidently, there was no correlation neither for
causal nor for anti-causal pairing (Figure 12.2, Pearson correlation co-
efficient: R2

Causal = 0.02, R2
Anti−causal = 0.005.).
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Figure 12.1: Optogenetic induction of STDP (oSTDP) while patched on the postsynaptic neuron. a-c, Membrane
responses recorded from CA1 neurons during oSTDP induction: full recordings (left) and the responses to a single
pairing (right). Black ticks are at −75mV, red and violet ticks (right) indicate timing of light flashes. a, Firing pattern
of a CheRiff-CA1 neuron during anti-causal pairing (−10ms: 3 violet flashes at 50Hz and 1 red flash 8ms after, repeated
300 times at 5Hz). Note the EPSP following three action potentials. b, Same as a, but causal pairing (+10ms: 1 red
flash and 3 violet flashes at 50Hz 12ms after). Note the EPSP preceding three action potentials. c, Membrane voltage
response of a NT-CA1 neuron during causal pairing. Note the EPSP and absence of action potentials. d and e, The
slope of excitatory postsynaptic currents (EPSCs) recorded from CheRiff-CA1 neurons in response to laser stimulation
of ChrimsonR-CA3 neurons at baseline and after oSTDP induction (arrows, t = 0). At right are the averaged EPSCs
before (black points/trace) and after (magenta or cyan points/trace) oSTDP induction. d, Causal stimulation induced
timing dependent potentiation (P < 0.0001, single experiment: magenta vs black, Kolmogorov-Smirnov test). e, Anti-
casual stimulation induced timing dependent depression (P = 0.0003, single experiment: cyan vs black, Kolmogorov-
Smirnov test). f, Average EPSC slope 20min to 25min after oSTDP induction normalized to baseline from experiments
as in d and e, Δt is the EPSP-spike-timing interval during the pairing. Hollow and filled points indicate individual
experiments where EPSC slope did not or did change, respectively (Kolmogorov-Smirnov tests on raw values). NT,
non-transfected neurons from slices subjected to causal light stimulation (n = 6).
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Figure 12.2: Initial EPSC slope size does not influence plasticity induction. There was no correlation between the
size of the initial EPSC slope and its fold change after the oSTDP induction.

12.2 Input strength 3 days after in-incubator oSTDP induction

Having established that oSTDP induces both tLTP and tLTD during
patch-clamp experiments, the illumination towers, containing inde-
pendently controlled, collimated, red (630 nm) and violet (405 nm)
high-power LEDs were constructed to stimulate ChrimsonR-CA3 and
CheRiff-CA1 neurons in the incubator (Figure 9.3, the light stimula-
tion parameters are listed in Table 9.3). After optimizing the number
of ChrimsonR-CA3 transduced neurons and verifying with anti-cFos
staining that there is no unspecific activity induced in NT-CA1 neu-
rons during optical pairing, it was finally possible to assess the input
strength fromChrimsonR-CA3 ontoCheRiff-CA1 neurons 3 days after
in-incubator oSTDP induction.

CV - the coefficient of variation

EPSCs evoked in CA1 neurons after ChrimsonR-CA3 light stimula-
tion (condenser-coupled 594 nm laser beam, 1msdurations at 0.05Hz,
Chapter 8.1) were sequentially recorded in pseudorandom order from
at least one CheRiff-CA1 and twoNT-CA1 neurons per OHSC. The in-
put strength was calculated for each CheRiff-CA1 neuron as the ave-
rage EPSC slope of that neuron divided by the slope of the combined
average EPSC recorded from the all NT-CA1 neurons in given OHSC
(see Chapter 9.8). This procedure allowed to read-out the relative
(to baseline input strength in given OHSC) input
strength into the CheRiff-CA1 neurons after in-incubator oSTDP in-
duction. In slices that were not previously stimulated with light, the
median input strength ofCheRiff-CA1neuronswas 0.91 (Figure 12.4 a,
no pairing; mean = 1.04, CV = 0.53). Thus, in control condi-
tions (without paired light stimulation) CheRiff-CA1 and neighbor-
ing NT-CA1 neurons received equivalent input from the ChrimsonR-
CA3 neurons.
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When the input strengthwas assessed 3 days after in-incubator oSTDP
induction, the causal pairing resulted in significant potentiation
(Figure 12.4, +10ms: median = 2.13, mean = 2.95, CV = 0.69;
P = 0.002, Kolmogorov-Smirnov test), however somewhat surpris-
ingly, anti-causal pairing also resulted in stronger inputs (Figure 12.4,
−10ms: median = 1.8, mean = 2.51, CV = 0.89; P = 0.052,
Kolmogorov-Smirnov test). When OHSC were stimulated only with
violet light, no late LTP was induced, meaning that coincident acti-
vity of pre- and postsynaptic neurons is an absolute requirement for
oSTDP induction (Figure 12.4, post only; P = 0.6, Kolmogorov-
Smirnov test). Also, the time interval between EPSPs and postsynap-
tic spikes was important, as the input strength did not change sig-
nificantly when Δt was +50ms, but showed a tendency to potentia-
tion when the Δt was −50ms (Figure 12.4, +50ms: median = 0.97,
mean = 2.44, CV = 1.18; P = 0.4; −50ms: median = 1.78,
mean = 2.38, CV = 0.66; P = 0.13, Kolmogorov-Smirnov test).
As the stimulation was repeated every 200ms, the tested timings cov-
ered all possible phase shifts between pre- and postsynaptic activity
(Figure 12.4 c). Evidently, oSTDP induces lasting changes in relative
input strength that could be read-out 3 days later.

Extra 12.1: Does virus expression level influences oSTDP outcome?
Even after very careful characterization of ChrimsonR expression after virus injection, there was no
possibility to avoid a fluctuation in transduction efficiency. This fluctuation resulted in the different
amount of light required to evoke sizable EPSCs in the postsynaptic neurons. At the same time, some
CheRiff-CA1 neuronswere highly potentiated and others had little to no change in the EPSC slope com-
pared to their NT-CA1 neighbors (Figure 12.4, 3 days after in-incubator oSTDP induction). I reasoned,
that if the ChrimsonR expression level would be involved in the difference in the amount of potentiation
seen 3 days after the in-incubator oSTDP induction, then the laser power used for the read-out should
correlate with the amount of recorded tLTP. However, neither in causally, nor in the anti-causally paired
groups this correlation was present (Figure 12.3, R2

Causal = 0.002, R2
Anti−causal = 0.02, Pearson cor-

relation coefficient). Evidently, the fluctuation in ChrimsonR expression does not influence the oSTDP
induction outcome.

0 20 40 60
0

2

4

6

8

10
Causal pairing

Laser power %

In
pu

t S
tre

ng
th

(C
he

R
iff

 E
PS

C
 s

lo
pe

 / 
av

 N
T 

sl
op

e)

0 20 40
0

2

4

6

8

10
Anti-causal pairing

Laser power %

In
pu

t S
tre

ng
th

(C
he

R
iff

 E
PS

C
 s

lo
pe

 / 
av

 N
T 

sl
op

e)

Figure 12.3: Virus expression level does not influence the in-incubator oSTDP induction outcome. There was no correlation
between the laser power, used to evoke light-induced action potentials in CA3, and the input strength 3 days after in-incubator
oSTDP induction.
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Figure 12.4: Only potentiation is evident 3 days after no-patch oSTDP. a, Normalized input strength of CheRiff-
CA1 neurons recorded from slices 3 days after pairing (300 repetitions at 5Hz). Plotted are individual data points,
median and 25% to 75% interquartile range. The dotted line is the median input strength onto CheRiff-CA1 neurons
of the non-paired slices. ’Timing’ is the target interval between start of the EPSC and the first or last postsynaptic spike.
P values (Kolmogorov-Smirnov test) are vs ’no pairing’ group. b, Cumulative frequency distributions of a. c, The
median input strength (% ’no pairing’median) plotted relative to the light-induced EPSPs (arrows) and action potential
timings (vertical ticks on colored bars) during oSTDP pairing (data from a: brown +50ms, violet −50ms, cyan −10ms,
magenta +10ms). Two cycles (of 300) at 5Hz are illustrated.
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12.3 NMDA and pairing frequency dependence of late LTP

In line with previous studies [34, 35, 46–48], late LTP induced 3 days
after in-incubator oSTDP was abolished when NMDA receptors were
blockedduring and for at least 1 hour after pairing (Figure 12.5, +CPP).
The pairing frequency was also important, as reducing it from 5Hz to
0.1Hz prevented late LTP (Figure 12.5, 0.1Hz) [38].
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Figure 12.5: Late LTP is NMDA and frequency dependent. a, Normalized input strength of CheRiff-CA1 neurons
recorded from slices where the repetition frequency was reduced to 0.1Hz. The NMDA antagonist CPPene was in the
culture medium during causal pairing (+CPP, 1µM). Plotted are individual data points, median and 25% to 75%
interquartile range. The dotted line is the median input strength onto CheRiff-CA1 neurons of the ’no pairing’ slices
from Figure 12.4. ’Timing’ is the target interval between start of the EPSC and the first or last postsynaptic spike. ’Rep.
freq.’ is the pairing repetition frequency. ’Rep. num.’ is the number of pairings. P values (Kolmogorov-Smirnov test)
are vs ’no pairing’ group. b, Cumulative frequency distributions of a.

12.4 Absence of tLTD 3 days after in-incubator oSTDP induction

Since the short-term timing rule for patched oSTDPwas similar to that
of classical STDP, it was surprising that tLTD was not evident 3 days
after in-incubator oSTDP induction (Figure 12.4). As discussed in
[38], the LTD could be converted to LTP depending on the number
of pairings. Taking this into consideration and also the fact that the
synaptic input strength distribution after anti-causal pairing (−10ms,
300 rep) looked rather binomial, I performed the anti-causal pairing
at 5Hz with a different number of repetitions to uncover the expected
depression. However, while 30 pairings did not induce plasticity, all
other protocols (100 to 500 repetitions) resulted in an increase of input
strength (Figure 12.6).
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Figure 12.6: Only potentiation is evident 3 days after no-patch oSTDP. a, Normalized input strength of CheRiff-CA1
neurons recorded from slices 3 days after anti-causal pairing. The number of pairings at 5Hz was varied as indicated
(’Rep. number’). Plotted are individual data points, median and 25% to 75% interquartile range. The dotted line is
the median input strength onto CheRiff-CA1 neurons of the ’no pairing’ slices from Figure 12.4. P values (Kolmogorov-
Smirnov test) are vs ’no pairing’ group. b, Cumulative frequency distributions of a. ’No pairing’ and ’anti-causal 300 rep’
groups were added for reference from Figure 12.4.

12.5 Input strength 3 hours after in-incubator oSTDP induction

Since the difference in the pairing outcome between short-term (on-
cell patch, 30min) and long-term (in-incubator, 3 days) read-out time
was very apparent, itwas logical to assume, that some time-dependent
process could be involved in converting tLTD to tLTP in days following
the plasticity induction. As it takes time to settle OHSC in the recor-
ding chamber, adjust the off-axis stimulation and sequentially record
from at least 4 neurons to obtain one data point, the earliest time after
in-incubator oSTDP induction possible to asses was ∼3 hours. Some-
what surprisingly, at this early time point input strength was not sig-
nificantly changed by either causal or anti-causal spike-burst pairing,
although a trend towards potentiationwas apparent after causal pairing
(Figure 12.7, −10ms: median = 1.04, P = 0.2, Kolmogorov-Smirnov
test; +10ms: median = 1.62, P = 0.56, Kolmogorov-Smirnov test).
Thus, tLTD was observed only immediately after oSTDP induction
during patch-clamp recording, but not later, when CA1 neurons were
not patched during oSTDP induction.
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Figure 12.7: No input strength changes 3 hours after no-patch oSTDP. a, Normalized input strength of CheRiff-CA1
neurons recorded from slices ∼3 hours after in-incubator oSTDP induction. Plotted are individual data points, median
and 25% to 75% interquartile range. ’No pairing’ group is replotted from Figure 12.4. ’Timing’ is the target interval
between start of the EPSC and the first or last postsynaptic spike. P values (Kolmogorov-Smirnov test) are vs ’no
pairing’ group. b, Cumulative frequency distributions of a.

12.6 Calmodulin washout role in early tLTD

The conversion of tLTD into tLTP over time was both unexpected and
intriguing. There are at least twopossibilities: first, as discussed above,
the tLTD converts into tLTP over days following the plasticity induc-
tion, making tLTD a transient phenomenon; second, tLTD occurs only
when neurons were patched and their membrane and machinery was
disrupted during it. Since varying the pairing protocol length and the
read-out timing did not lead to the uncovering of the tLTD, I decided
to check, whether reducing the negative effect of patching would in-
fluence the short-term oSTDP induction outcome.
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the in early tLTD induction. Compared
are anti-causal on-cell oSTDP pairing
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sence (CaM -) of additional calmodulin
in the patching pipette. PCheRiff = 0.7,
PNT = 0.9, Kolmogorov-Smirnov test.
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rons. ’NT’ – non transfected CA1 neu-
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ATP - adenosine triphosphate
GTP - guanosine triphosphate
cAMP - cyclic adenosine monophos-
phate
cGMP - cyclic guanosine monophos-
phate
EDTA - ethylenediaminetetraacetic acid

The intracellular solutionused in the patchingpipette already includes
ATP/GTP and phosphocreatine to make sure the cells can maintain
their basic energy (ATP) supply and that the important messengers
cAMP and cGMP can be produced. It is also well known that the
washout effect plays an important role in plasticity induction [136]
and small and mobile molecules, such as Calmodulin (CaM), are the
first to be diluted and washed out from the neuron during patch-
clamp experiment. CaM is important for the structural plasticity and
spines growth, and consequently for the LTP induction on the cel-
lular level [137, 138]. Thus, it was reasonable to assume, that CaM
washout could prevent the tLTP after anti-causal pairing, converting it
to tLTD.CaM-wt (in 50mMTris, pH 7.5, 10mMEDTA)was freshly di-
luted in intracellular solution (30µM final concentration) and loaded
in the patching pipette right before the CheRiff-CA1 or NT-CA1 neu-
rons were patched and anti-causally paired (on-cell oSTDP, Chap-
ter 9.4). Interestingly, having calmodulin in the patching pipette pre-
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vented early tLTD induction in CheRiff-CA1 neurons (nCaM = 7,
PCaM = 0.2 vs nnorm = 11, Pnorm = 0.0009; P values are after
Kolmogorov-Smirnov test, ’norm’ refers to the absence of CaM in the
patching pipette and Chapter 9.4) and had no effect on NT-CA1 neu-
rons (nCaM = 6, PCaM = 0.8 vs nnorm = 6, Pnorm = 0.09; P values are
after Kolmogorov-Smirnov test). However, there was no statistically
significant difference when the normalized EPSC slope from CheRiff-
CA1 neurons from both groups were compared (Figure 12.8). Conse-
quently, it is not possible to fully rule out neither the general washout
effect nor the influence of the membrane rupture and thus, more de-
tailed investigation is required.

12.7 Activity dependence of late LTP

The observed increase in synaptic strength days following the plas-
ticity induction was intriguing. It is known that OHSCs are sponta-
neously active on their own. I reasoned that in the absence of natu-
ral inputs, the CA3-CA1 circuit is more susceptible to the “light im-
printed memory” and thus tends to repeat and amplify the learned
pattern, which leads to an increase in the reactivation of the paired
synapses [32, 139]. To test this, I have artificially raised or lowered
the activity in the OHSCs 3 hours after in-incubator oSTDP induction
(see Chapter 9.6 for more details). I have chosen 3 hours since the
tendency to potentiation in the causally paired group was already ap-
parent (Figure 12.7). To lower the activity in OHSCs, paired cultures
were treated with 1µM TTX for 48 hours. Then, TTX was washed out
by replacing the medium and read-out was performed 24 hours later.
To increase the activity in OHSCs, the slices were extensively washed
with fresh medium at the same time as for TTX treatment. In both
cases, the induction of late LTP was prevented in both causally and
anti-causally paired groups (Figure 12.9). These results suggest that
the synaptic memory of a short episode of coincident activity was ac-
tively maintained and amplified in the cultures, pointing to a process
that requires replay of activity patterns in the selected circuits.
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Figure 12.9: Spontaneous activity in OHSC is important for plasticity consolidation. a, Normalized input strength
of CheRiff-CA1 neurons recorded from causally or anti-causally (300 repetitions at 5Hz) paired slices 3 days later. ’No
pairing’ group is reproduced from Figure 12.4. Three to four hours after oSTDP medium was changed (’M. change’) to
increase global activity or activity was blocked with tetrodotoxin (’+TTX’, 1 µM). Two days later mediumwas changed
again and TTX washed off. Plotted are individual data points, median and 25% to 75% interquartile range. P values
(Kolmogorov-Smirnov test) are vs ’no pairing’ group. b, Cumulative frequency distributions of a.
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12.8 Intrinsic excitation of postsynaptic neurons

Some studies [32, 140–143] point out an increase of excitability in post-
synaptic neurons after plasticity induction, which could be a reason
for late LTP in this case. However, there was no difference in active
and passive cellular parameters between CheRiff-CA1 and NT-CA1
neurons (Figure 12.10). This suggests that late LTP, apparent 3 days
after in-incubator oSTDP-induction, was synaptic and not due to in-
creased postsynaptic excitability.

+10
5

300
3 d

M.change

+10
5

300
3 d

+TTX

-10
5

300
3 d

M.change

+10
0.1
360
3 d

Timing (ms)
Rep. freq. (Hz)

Rep. number
Read-out

No pairing -10 +10 -10 +10+50Post only
5 5 555 0.1

300 300 300300 300360
2 - 4 h 2 - 4 h 3 d 3 d3 d3 d

-50
5

300
3 d

-10
5

300
3 d

+10
5

300
3 d

-10
5

300
3 d

+TTX+CPP

-10
5

30
3 d

-10
5

100
3 d

-10
5

500
3 d

Non-transfected neuron
CheRiff neuron

In
pu

t R
 (M

Ω
)

0

100

200

300

400

-80

-60

-40

-20

0

Th
re

sh
ol

d 
(m

V)

0

10

20

30

40

AP
s 

fir
ed

a

b

c

12 / 1015 / 1712 / 1016 / 14n 15 / 12 14 / 9 10 / 7 8 / 5 10 / 1410 / 108 / 7 11 / 12 33 / 24 31 / 25 9 / 8 10 / 8 15 / 11 15 / 15

Figure 12.10: Comparison of passive and active cell parameters of CheRiff-CA1 and neighboring NT-CA1 neurons
from in-incubator oSTDP experiments. a, Input resistance (Rin) of all CheRiff-CA1 and NT-CA1 neurons. b, Action
potentials threshold. c,Numbers of action potentials fired in response to a 400 pA current step. Therewere no significant
differences between NT-CA1 and CheRiff-CA1 neurons in any of the treatment groups (Kolmogorov-Smirnov tests).
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12.9 Dendritic spines morphology 3 days after oSTDP induction

Figure 12.11: Confocal vs STED reso-
lution power. a, A single plane confo-
cal image of the dendritic segment. b,
STED resolved image of the same den-
dritic segment as in a. Black arrows
are showing the dendritic spines, which
were too close to be detected in the con-
focal image. Scale bar – 5µm.

The strong potentiation 3 days after oSTDP induction is an interesting
phenomenon, which was not possible to explain by only electrophys-
iology and pharmacological manipulations. Looking further into the
dendritic spines could potentially help to understand the morpholog-
ical changes caused by the plasticity induction and, possibly, explain
the observed late LTP. It was previously shown, that dendritic spines
size, shape and density change upon plasticity induction [21–23, 144–
146]. Itwas also shown, that the spine position along the dendritic tree
regarding to the synaptic-input localization is important for the STDP
induction and can lead to the LTD conversion into LTP at the negative
pairing window (anti-causal pairing) [50, 55–58]. Taking it together, I
investigated the spine morphology and spine density in OHSC which
underwent causal pairing protocol, were only stimulated with blue
light (Post only: 300 repetitions at 5Hz of miniburst) or not stimu-
lated at all.

The average dendritic spine volume of a rat CA1 pyramidal neuron
is 0.06 ± 0.08µm3, resulting in the dimensions right at a resolution
boarder of the confocal microscopy [147, 148]. Thus, here I used stim-
ulated emission depletion (STED) microscopy to overcome this issue
(Figure 12.11). STED relays on usage of high-power depletion laser
to resolve the structure and thus the specimen is prompt to photo-
bleaching [149]. Using specially designed antibodies to enhance the
original fluorescent signal is an absolute requirement in this case (Ta-
ble 10.1), however, even then some small structures (like axonal bou-
tons) would still bleach before a super-resolution image can be ob-
tained. For this reason, it was not possible to identify the putative
ChrimsonR-bouton to CheRiff-spine connections in this particular ex-
periment, and it was decided to investigate the general spinemorphol-
ogy and density in three groups named above.

Filopodia Long Thin Thin Stubby Mushroom Branched
Length
>2 µm

Length
<2 µm

Length
<1 µm

Length/Width
Ratio <1

Width
>0.6 µm 2+ heads

Figure 12.12: Dendritic spine classifi-
cation according to their morphology.
Top - a schematic representation of 6
most common dendritic spine shapes
(according to [150]). Bottom – a STED
single plane image of a dendritic seg-
ment. Triangles are color coded ac-
cording to the spine morphology shown
above. Scale bar – 2µm.
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One to three apical oblique dendritic segments (10 to 30 microns in
length) were STED resolved per each CheRiff-CA1 neuron in OHSCs.
In each segment the spines were manually classified into groups ac-
cording to their morphology (Figure 12.12) [150]. Overall, there was
nodifference in dendritic spine density between the groups (P = 0.57,
Kruskal-Wallis test, Figure 12.13), andmedian spine density in all con-
ditions was 1.5 spines per micron (1.4 spines per micron for ’Non stim-
ulated’, 1.3 spines per micron for ’Causal pairing’ and 1.6 spines per mi-
cron for ’Blue light only’), which is similar to previously reported value
forOHSCs (1.3 spines permicron, two photonmicroscopy [22]*). The
only observed difference was in the number of filopodia spines be-
tween blue light only stimulated andnon-stimulatedOHSCs (’Post only’
vs ’Non stimulated’: P = 0.005, Kruskal-Wallis test; Figure 12.14).

* The slightly higher spine density is explained by the technique used to obtain
the images: STED resolves spines located close together, that are otherwise
counted as one spine (Figure 12.11)
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Figure 12.14: Light-induced firing in
postsynaptic neurons promotes filopo-
dia grows. a, Dendritic spine morphol-
ogy after light stimulation. Plotted are
individual data points, median and 25%
to 75% interquartile range. b, A repre-
sentative STED single plane image for
every condition. Scale bar – 10µm.





13 DISCUSSION AND PERSPECTIVES

In Part III I demonstrated that (1)ChrimsonR andCheRiff can be used
to independently and precisely control spiking in two distinct popu-
lations of neurons, (2) optogenetic spike-burst pairing during patch-
clampexperiments induced either tLTP (causal pairing) or tLTD(anti-
causal pairing), (3) the long-term consequence of pairing closely ap-
posed pre- and postsynaptic spikes is potentiation regardless of the
timing sequence, (4) spontaneous activity in days following the plas-
ticity induction is important for imprinted memory consolidation and
(5) there is no difference in spine density 3 days after tLTP induction.

13.1 Short-term vs long-term consequence of oSTDP

Since oSTDP inducedduringpatch-clamp recordings follows the same
timing rules as classical STDP induced by electrical stimulation [34,
35, 37, 151, 152], using optically-induced spiking should not dramati-
cally influence the plasticity induction outcome later on. That is why
the absence of tLTD 3 days after in-incubator oSTDP induction was
so unexpected and intriguing. Besides, in-incubator oSTDP is similar
to the electrical-STDP in many important aspects. Late oSTDP shows
strong timing dependence, as no potentiation is observed when the
Δt between the EPSP and the first postsynaptic spike was 50ms. At
this time, GABA-A currents from feed-forward inhibition are strongly
activated in CA1 neurons [153] and may reduce the synaptic calcium
influx necessary for potentiation as has been demonstrated for back-
propagating action potentials [154]. Further finding, supporting that
elevated intracellular [Ca2+] in the postsynaptic neuron is essential
for late LTP, is its dependence on NMDA receptors (Figure 12.5,
+CPPene), which was also well established for classical STDP [32, 46,
56]. Strong pairing frequency dependence of late oSTDP (Figure 12.5)
also agrees well with classical STDP rules [38].

An attempt to find a pairing protocol which would induce the late
tLTD has also failed: neither increasing nor decreasing the number
of anti-causal pairing repetitions unmasked a late tLTD (Figure 12.6),
nor was tLTD apparent at the earliest time window (∼3 hours) fea-
sible after in-incubator oSTDP induction (Figure 12.7). The fact that
there were no statistically significant differences detected in the input
strength at this early time point is consistent with a slow, activity-
dependent enhancement of tLTP. It was reasonable to hypothesize
that slight differences in synaptic strength or excitability, induced by
the only structured activity that was ever provided in these slice cul-
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tures, were enhanced over time by an active process akin to overfitting.
That the ’memory’ of pairing is erased when spontaneous activity is
disrupted supports this hypothesis. However, obtaining direct evi-
dence will require the continuous monitoring of the circuit activity
over several days. A promising approach would then be to use a bi-
oluminescent [Ca2+] sensor [155] to record the firing activity before
and in following days after in-incubator oSTDP induction, since this
technique can be coupled to a simple camera and does not relay on
epifluorescence, although requires a supply of fresh luciferase.

Although the majority of STDP studies report both potentiation and
depression, ’LTP-only’ STDP windows have been observed before at
human hippocampal, human and rat neocortical synapses [156–158]
and in mouse hippocampus [38] and visual cortex [55], most com-
monly in the presence of increased dopamine [151, 156]. If presynap-
tic activity is paired with prolonged postsynaptic bursts (plateau po-
tentials), the timing window for Schaffer collateral potentiation can
be extended to several seconds in the causal and anti-causal direc-
tion [131]. Explanations for these discrepant outcomes of early oSTDP
abound, but I speculate that if synaptic strength was assessed after se-
veral days, the outcome of repeated coincident activity may always
be potentiation regardless of the exact temporal sequence. Conserva-
tion of total synaptic weight may be provided by heterosynaptic LTD
or via generalized downscaling processes [159], which is supported
by the fact that there was no difference in synaptic density in OHSCs
3 days after in-incubator oSTDP induction compared to control con-
dition (Figure 12.13).

13.2 Patch-clamp associated problems in plasticity induction

Care was taken to start the oSTDP induction within 5 minutes after
obtaining the whole-cell access, since it is well known, that plasticity
induction is prevented by the washout of important cellular compo-
nents [118, 136]. While preventing CaM washout alone seemed not to
be enough to convert tLTD into tLTP (Figure 12.8), but was enough
to prevent tLTD induction, trying to further understand how to mini-
mize the patching-induced artifacts could be of a great importance for
the electrophysiological studies in general. Another obvious candi-
date, prompt to washout by patch-clamping the neuron, is beta-actin,
one of the isoforms of actin protein [118]. However, introducing actin
into intracellular patching solution is a very challenging task, since
actin tend to polymerize rather fast and needs to be mixed in right
before use, leaving very small window for successful patch. Addi-
tional evidence against the hypothesis that early tLTD is purely due to
washout are STDP studies using sharp electrodes or perforated patch
recordings, that have reported both tLTD and tLTP [151, 152]. Still, it
is possible that the act of patching the postsynaptic neuron compro-
mises tLTP, and biases synapses towards depression [160].
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13.3 Increase in filopodia spines number after light stimulation

Filopodia are believed to be precursors to mature synapses and po-
tentially are used by post-synaptic neuron to detect a passing axon or
local increase in glutamate concentration [161, 162]. The increase in
their number in burst-firing CheRiff-CA1 neurons can be viewed as a
response to the light induced postsynaptic activity, which potentially
forced the neuron to search for the missing synaptic input. Since this
trend was also apparent in causally paired OHSCs (Figure 12.14), it
would be interesting to identify the relative position of filopodia and
ChrimsonR-boutons, as well as the filopodia number in close prox-
imity from putatively connected spines [57]. This information could
help to explain the symmetrical STDP window 3 days after optical
plasticity induction and broaden our understanding of Hebbian plas-
ticity rule on behavioral relevant time scale.

Yet, it is not trivial to perform such an experiment. Either the Chrim-
sonR targeting to axonal boutons needs to be improved, to avoid rapid
bleachingduring STED image acquisition or, as an alternative, eGRASP
approach [163] can help successfully identify connected synaptic part-
ners. However, both those options require significant changes to the
original constructs used in this work, and thus, cannot be used with-
out first performing the basic control experiments to verify that there
is no change caused in the oSTDP outcome.
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CHARACTERIZATION OF ACTIVITY-DEPENDENT CFOS UPREGULATION
AFTER LIGHT STIMULATION

In Part III I briefly touched the topic of immediate early gene cFos ex-
pression after light stimulation and plasticity induction. It was shown
on the example of ChrimsoR-CA3 (Figure 11.5 and 11.6), that a sin-
gle light-evoked action potential repeated 300 times at 5Hz does not
elevate cFos level in the neuronal nucleus, whereas a small burst (3 ac-
tion potentials at 50Hz) repeated again 300 times at 5Hz leads to cFos
expression. Since cFos is considerate to be an indicator of general ac-
tivity in the cell [86–90, 95–98], it seemed important to follow up on
the observed firing frequency dependence of cFos expression in hip-
pocampus.

Thus, in Part IV I tried to answer the following questions: is cFos ex-
pression firing frequency dependent? Is there a difference in cFos ex-
pression in different hippocampal regions? How many action poten-
tials are necessary for cFos expression?





14 CFOS UPREGULATION AFTER NEURONAL ACTIVITY

14.1 cFos protein expression window in neuronal nuclei in OHSCs

There are two ways of detecting the cFos level in the nucleus after
delivered stimulation: through mRNA or protein expression. cFos
mRNA production increases shortly after the stimulation (5min to
10min, [89, 164]) making it difficult to minimize the unwanted cFos
induction during prefixation handling of the stimulated cultures.
Whereas cFos protein expression is delayed by at least 30min after
the stimulation [86, 89, 164], which makes it easier to work with. In
general, cFos expression window can vary depending on the brain re-
gion [86, 97], and thus it was important to verify the cFos protein
expression window for different hippocampal regions. Here, I used
’High Potassium’ stimulation, which should increase cFos level in all
cells [133]. OHSCs were treated two times for 2min in HEPES buffer
solution containing 50mM Potassium and then washed three times
for 2min in normal HEPES buffer. After that, OHSC were returned to
the incubator and fixed with 4% PFA after 30min, 60min and 90min.
’No stimulation’ group was used as a reference for the baseline cFos
expression in pyramidal neurons in OHSCs. Evidently, the optimal
read-out time for OHSCs is 60min after the end of stimulation, since
by 90min the cFos expression level in CA3 neurons was already dra-
matically reduced (Figure 14.1).
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Figure 14.1: cFos induction timeline in OHSC. a, Confocal images (maximum intensity projection) of cFos expression
in DG, CA3 and CA1 area of OHSC 30min, 60min and 90min after ’High Potassium’ stimulation. ’No stim.’ – non-
stimulated control. Note high cFos expression in small glial cells. Dotted lines show approximately the border of
pyramidal (granule) cell layer. Scale bar – 100µm. b, cFos positive pyramidal neurons count in each region at different
time point. Plotted are individual data points.
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14.2 Viral expression of opsins over extended period of time leads to cFos expression

Figure 14.2: Homogeneous expression
of ChrimsonR in OHSC. Confocal im-
age (median intensity projection) of the
slice expressing ChrimsonR after virus
drop. Scale bar - 500µm.

Some optogenetic tools delivered to the neurons in form of the viral-
vector can be toxic and lead to the neuronal death, if expressed for
an extended period of time. To gather information about different
hippocampal regions, the uniform opsin expression in majority of the
pyramidal neurons was essential. To achieve this high level of trans-
duction, I expressed AAVRh10-syn-ChrimsonR-TdT with virus drop
technique (Figure 14.2, Chapter 7.3). Since in this case the opsin ex-
presses slower compared to the virus injection timeline*, I first checked
the ChrimsonR toxicity over 3 weeks by investigating the cFos pro-
tein expression in transduced pyramidal neurons. I was expecting to
see minuscule amount of cFos positive pyramidal neurons (sponta-
neously active neurons) if ChrimsonR expression was not toxic, and
rather large number otherwise. Indeed, when ChrimsonR was ex-
pressed in OHSCs for longer than two weeks, cFos level was elevated
in many pyramidal neurons (Figure 14.3). Accordingly, all follow-
ing experiments were performed on day 7 after virus transduction to
avoid virus-induced cFos expression.

*Why there is a difference in expression time? With local injection more
copies of the virus are tightly delivered inside the tissue, whereas with virus
drop the virus particles concentration is higher on the surface of the OHSC
and fewer copies will be available for individual neurons, slowing down the
tool-expression process.
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Figure 14.3: ChrimsonR-induced cFos expression. a, Confocal images (maximum intensity projection) of cFos and
ChrimsonR-virus expression in CA3 pyramidal neurons 7, 10, 14 and 21 days after virus drop of AAVRh10-ChrimsonR-
TdT. Note the difference in virus expression. Scale bar – 100µm. b, cFos positive pyramidal neurons count from a.
Plotted are individual data points.
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14.3 Optimal light stimulation protocol for ChrimsonR transduced pyramidal neurons
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Figure 14.4: Light-induced firing
threshold of ChrimsonR neurons.
Shown data for ChrimsonR-CA3 and
ChrimsonR-CA1 neurons (nCA3 = 45;
nCA1 = 25; P = 0.27 Kolmogorov-
Smirnov test). Plotted are individual
data points, median and 25% to 75%
interquartile range.

After establishing that 7 days of ChrimsonR virus expression does not
elevate the cFos level in pyramidal neurons, I verified the light induced
firing threshold in CA3 and CA1 neurons. I recorded from a number
of pyramidal neurons in both areas in cell-attachedmode in recording
mediumwith fast synaptic transmission blockers (CPPene, NBQX, pi-
crotoxin, Table 9.1, Chapter 9.2). The soma of each neuron was first
stimulated every 10 s with 1ms of 625 nm light flash at different inten-
sities to determine the firing threshold (Figure 14.4). The majority of
pyramidal neurons fired an action potential in a response to the light
stimulation with intensity of 7mW/mm2 or below, which is in good
agreement with the data shown earlier (Chapter 11.1). Then, a train
of ten 1ms flashes at 5Hz, 10Hz and 50Hz was given at 20 s inter-
vals with the intensity of 7mW/mm2 and 11mW/mm2 to determine,
howwell ChrimsonR-neurons can follow the stimulation pattern at se-
lected intensities (Figure 14.5) [80]. Clearly, the majority of CA1 and
CA3 neurons were perfectly following the presented pattern when
given at 7mW/mm2, whereas a number of CA3 neurons were burst-
firing when the pattern was given at 11mW/mm2. Therefore, the
stimulation for the in-incubator tower was set to 1ms at 7mW/mm2

(630 nm) as a most reliable (Table 9.3).
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Figure 14.5: Pattern following of ChrimsonR neurons. a, Number of light-induced action potentials fired in response
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In the end of each recording thewhole-cell configurationwas obtained
to verify the cell type and parameters (Figure 14.6).
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Figure 14.6: Cell parameters of ChrimsonR expressing neurons from the Figure 14.4. a, Capacitance (nCA3 = 45;
nCA1 = 25; P < 0.0001). b, Input resistance (nCA3 = 45; nCA1 = 25; P = 0.05). c, Resting membrane potential
(nCA3 = 45; nCA1 = 25; P < 0.0001). d,Number of action potentials fired in response to 400 pA current injection step
(nCA3 = 44; nCA1 = 25; P < 0.0001). All P values are given after Kolmogorov-Smirnov test. Plotted are individual
data points, median and 25% to 75% interquartile range.

14.4 cFos expression depends on the firing frequency.

It was reported that cFos upregulation depends on the activity his-
tory of the cell [90, 95, 97, 98], however there was no consistent study
linking the number of action potentials and firing frequency to the
expression level of cFos so far. Here, I show the cFos upregulation
dependence on firing frequency of pyramidal neurons.

* Why discard the whole experiment?
The positive and negative control groups
were used for two-point normalization (see
Extra 14.1, Figures 14.11 and 14.12). If
there is no difference between the groups, the
normalization cannot be performed. Also, it
could be an indicator that something went
wrong during the preparation phase and
thus other groups could be compromised as
well.

OHSCs were treated with synaptic transmission blockers (CPPene,
NBQX, picrotoxin, Table 9.1) and transferred to the dark incubator
overnight. A single experiment contained several groups of 1 to 3
OHSCs which were stimulated in the in-incubator stimulation tower
(Figure 9.3). After stimulation, OHSCs were letter-coded and moved
back to the dark incubator. An hour after the end of stimulation, slices
were fixed in 4% PFA and stained against cFos as described in Chap-
ter 10. Each experiment also contained 1 to 4OHSCswhichwere either
treated with ’High Potassium’HEPES buffer (50mM) for 2min 2 times
(no synaptic transmission blockers, positive control) or not stimulated
in anyway (synaptic transmission blockers, negative control). Those
control OHSCswere used to decide whether to keep or discard the ex-
periment: when cFos expression was high in negative control or not
detected in the positive control, thewhole experimentwas discarded*.

To investigate how cFos upregulation depends on firing frequency, the
ChrimsonR-transduced OHSCs were stimulated 300 times at 0.1Hz,
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1Hz, 5Hz, 10Hz and 50Hz. For each OHSC the number of cFos pos-
itive neurons in pyramidal (or granular) cell layer was counted per
field of view (FOV: 635 x 635 μm). Also, the median intensity of each
cFos positive nucleuswasmeasured (Chapter 10.4). As expected from
previously collected data (oSTDP, Figure 11.5 and 11.6), the cFos ex-
pression after 5Hz stimulation was low (Figures 14.7, 14.8 and 14.11;
Figures A.1 and A.2), while 300 action potentials fired at 50Hz in-
duced cFos in all hippocampal regions. Somewhat surprisingly, sti-
mulation at low frequency (0.1Hz) also induced cFos, while therewas
almost no cFos upregulation at the intermediate frequencies. When
the pairing frequency was further reduced to 0.005Hz (300 repeti-
tions, total stimulation time 16 h 40min), there was no longer strong
cFos expression evident. Interestingly, while therewas a clearU-shaped
frequency dependency for the number of neurons expressing cFos,
there was no overall difference in median intensity of positive nuclei
between the conditions (Figure 14.7).

Figure 14.7: cFos expression depends on firing frequency. a, cFos positive neurons count in OHSCs per experiment.
Each dot represents analysis of 3 FOVs (DG, CA3 and CA1; 635 x 635 μm). Plotted are individual data points, median
and 25% to 75% interquartile range. P (Nested) – One-way Anova on Nested data. P (Pooled) – Kruskal-Wallis test on
pooled data. b, Median intensity of cFos positive pyramidal neurons from a. Note, that only intensity of cFos positive
neurons were considered. All P values are given vs ’No stim.’ group. ’Rep.freq.’ - frequency at which 300 of 1ms light
stimuli were repeated.
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Figure 14.8: cFos expression inOHSCs after 300 stimulations at different frequencies. Confocal images (single plane)
of cFos expression pattern 60min after light stimulation at different frequencies in 3 regions. Scale bars – 50µm.
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14.5 cFos expression depends on the number of spikes

During oSTDP, mini bursts (3 spikes at 50Hz) were repeated at 5Hz,
and this was sufficient to induce cFos expression in CheRiff-CA1 neu-
rons. As shown in Chapter 14.4, 300 action potentials at 50Hz also
induce cFos expression. Since it was not obvious how many action
potentials are required for cFos expression in different hippocampal
regions, OHSCs were stimulated at 50Hz 3, 10 and 30 times in addi-
tion to the previous groups (Figures 14.9, 14.10 and 14.12; Figures B.1
and B.2). Interestingly, 3 light-induced action potentials were enough
to induce cFos expression in CA1 neurons but less sufficient in case of
CA3 or DG, whereas 10 action potentials were not sufficient to induce
cFos expression in any region. 30 and 300 repetitions at 50Hz resulted
in similar cFos expression pattern across the OHSC.
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Figure 14.9: cFos expression depends on number of spike. a, cFos positive neurons count in OHSCs per experiment.
Each dot represents analysis of 3 FOVs (DG, CA3 and CA1; 635 x 635 μm). Plotted are individual data points, median
and 25% to 75% interquartile range. P (Nested) – One-way Anova on Nested data. P (Pooled) – Kruskal-Wallis test on
pooled data. b, Median intensity of cFos positive pyramidal neurons from a. Note, that only intensity of cFos positive
neurons were considered. All P values are given vs ’No stim.’ group. ’Rep.#’ - number of 1ms light stimuli given at
50Hz. ’300 rep.’ group is replotted from Figure 14.7 (50Hz).
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Figure 14.10: cFos expression in OHSCs after stimulations at 50 Hz with different number of spikes. Confocal
images (single plane) of cFos expression pattern 60min after light stimulation at 50Hz with different number of spikes
in 3 regions. Scale bars – 50µm.
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Extra 14.1: Two-point normalization
Since the data was collected over 18 months, two-point normalization was used to pool it together:

zi = xi − min(x)
max(x) − min(x) (14.1)

Where x = (x1, …, xi) – the cFos positive nucleus count in the selected group per FOV or per OHSC in
the selected experiment; min (x) – the median of the ’No stimulation’ group in the selected experiment;
max (x) – the median of the ’High Potassium’ group in the selected experiment; zi – the normalized
value, scaled between minimum (min = 0) and maximum (max = 1) cFos count in the selected ex-
periment. Minimum ranged between 0 and 70 cFos positive nucleus per FOV in a selected experiment
and maximum ranged between 26.5 and 237. Note, that due to spontaneous activity in the OHSCs zi
could be lower than 0, and that light stimulation could induce higher upregulation in cFos level than
pharmacological manipulation (here ’High Potassium’ stimulation), and thus zi could be higher than 1.
The result of the two-point normalization is shown in Figure 14.11 and Figure 14.12.
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Figure 14.11: Two-point normalization of cell count data from Figure 14.7. a, Normalized cFos-positive cell counts per FOV
(635 x 635 μm). b, Same as a, but for the whole OHSC. Dotted line at 1 is maximum of two-point normalization (median of
’High K’ group for each experiment), 0 – minimum of two-point normalization (median of ’No stim.’ group for each experiment).
Plotted are individual data points, median and 25% to 75% interquartile range.
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Figure 14.12: Two-point normalization of cell count data from Figure 14.9. a, Normalized cFos-positive cell counts per FOV
(635 x 635 μm). b, Same as a, but for the whole OHSC. Dotted line at 1 is maximum of two-point normalization (median of
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(50Hz).
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14.6 cFos expression in PCP4-CA2 neurons

RGS14 - regulator of G protein signa-
ling 14
PCP4 - Purkinje cell protein 4

The CA2 region of the hippocampus is rather unique compared to the
other regions. It is not only significantly smaller in size, but also differ-
ent in protein expression pattern [165]. CA2 neurons highly express
RGS14 and PCP4 [165–167] and thus can be identified after fixation
by staining against either of those proteins. Here, I used anti-PCP4
staining to investigate the cFos expression pattern in CA2 pyramidal
neurons after light stimulation.

Around 20% of PCP4 positive neurons (PCP4-CA2) either were not
transduced with the virus or were expressing it weakly (Figures 14.13
and 14.14). Therefore, care was taken during analysis to exclude the
virus negative PCP4-CA2 neurons, since theywere not sensitive to the
light during stimulation.

PCP4 cFos ChrimsonR Merge

High K

0.1 Hz

50 Hz

Figure 14.13: cFos expression in CA2 area after stimulation. Confocal images (single plane) of cFos expression pattern
inPCP4positive and negative neurons inCA2 area ofOHSC after stimulation. Dotted outlines –PCP4positive neurons.
White dotted outline – ChrimsonR positive neurons; red dotted outline – ChrimsonR negative neurons. Scale bar –
50µm.
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I compared the cFos expression in PCP4-CA2 neurons to their clos-
est PCP4-negative neighbors. There was a clear trend showing that
PCP4-CA2neurons in general had less cFos expression that their neigh-
bors (Figure 14.15 a). The most significant difference was observed
in case of ’High Potassium’ stimulation and light stimulation at 50Hz.
Light stimulation at 0.1Hz and 5Hz showed a similar tendency, how-
ever the difference was not statistically significant.

Interestingly, there was no difference in the median intensity of cFos
expression level neither for ’High Potassium’ nor for the 50Hz group,
however the median intensity of cFos expression in PCP4-CA2 neu-
rons after 300 light stimuli at 0.1Hz was significantly lower than in
their PCP4-negative neighbors (Figure 14.15 b). This difference be-
tween 0.1Hz and 50Hz groups yet again suggest that there are possi-
bly two different mechanisms involved in cFos induction.
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Figure 14.15: cFos expression in PCP4positive andPCP4negativeChrimsonR-CA2neurons. a, Percent of ChrimsonR
positive neurons in CA2 area that express cFos. Number of light stimuli – 300 per group. b, Median intensity of cFos
positive pyramidal neurons from a. Note, that all experiments with no cFos expression were removed. P (paired) –
Paired t-test. Plotted are individual data points.



15 DISCUSSION AND PERSPECTIVES

In Part IV I have shown that (1) the cFos expression in the hippocam-
pus depends on a neuronal firing frequency, (2) the number of action
potentials and also (3) on the hippocampal region.

Although, the cFos expression dependence on neuronal activity was
previously shown for DRG [90, 95, 98] and cortical neurons [97], the
clear U shape of firing frequency dependence in cFos expression in
hippocampal neurons is rather intriguing and should be investigated
further. It is also important to understand the mechanism behind the
cFos expression after neuronal firing at 0.1Hz, since this frequency
is usually used in various plasticity protocols as a baseline stimula-
tion [168–170]. As was shown on Figure 5.1, the cFos expression de-
pends on the CREB phosphorylation through various signaling path-
ways. Fast and slow pathways could potentially regulate cFos expres-
sion after stimulation at 0.1Hz and 50Hz. Preliminary data has how-
ever shown, that inhibiting slow MAPK pathway leads to no cFos ex-
pression in neurons after light stimulation at both 0.1Hz and 50Hz
(Figures 15.1, C.1, C.2 and C.3). To further understand if the cFos ex-
pression mechanism after stimulation at 0.1Hz and 50Hz is different,
more finely tuned pharmacological experiments are required.
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Figure 15.1: cFos expression depends on the MAPK signalling pathway (Preliminary data). cFos positive neurons
count in OHSCs treated with U0126 (MAPK signaling pathway blocker, Table 9.1) and untreated OHSCs. Each dot
represents analysis of a FOV (635 x 635 μm). ’Stim.’ - frequency at which 300 of 1ms light stimuli were repeated.
Plotted are individual data points, median and 25% to 75% interquartile range.
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It is reasonable to expect that rapid elevation in intracellular [Ca2+]
level should play more significant role in cFos expression after high
frequency stimulation, where as CaMKIImay be involved in the signal
integration at lower frequencies [90, 98, 171]. As was shown for DRG
neurons [95, 98], the single action potential does not elevate the intra-
cellular calcium level significantly, however the stimulation at 0.1Hz
leads to a significant cFos upregulation, indeed suggesting that in this
case change in intracellular [Ca2+] level does not play a major role.

STEP - striatum-enriched protein-
tyrosine phosphatase

According to the literature, the majority
of PCP4-CA2 neurons are also expressing
RGS14 [166, 167, 172].

FRET - Förster resonance energy trans-
fer
FLIM - fluorescence lifetime imaging
microscopy

Another interesting finding in regard to the [Ca2+]-dependent signa-
ling pathway is shown in Chapter 14.6. CA2 pyramidal neurons have
more complex molecular composition than the pyramidal neurons in
other hippocampal regions [2, 165, 172], particularly STEP, PCP4 and
RGS14 are known to be enriched in this area. It is also known that
RGS14 plays a critical role in inhibiting synaptic plasticity in CA2
through inhibiting of postsynaptic calcium signaling and participates
in MAPK signaling pathway [173, 174]. A dramatic reduction of cFos
expression after 50Hz stimulation in PCP4-CA2 compared to their
PCP4-negative neighbors and only a tendency in case of 0.1Hz stimu-
lation supports the hypothesis that calciumplays an important role for
cFos expression after high frequency stimulation but to a lesser degree
after low frequency stimulation.

Thedata shown inChapter 14.5 suggests that [Ca2+]-dependent signa-
ling pathway in CA1 may be more sensitive than in the CA3 neurons,
since 3 action potentials fired at high frequency led to cFos upregula-
tion only in CA1 region. However still the absence of cFos expression
after 10 action potentials fired at 50Hz point out the complexity of
the primary and secondary messengers involved in the cFos signaling
pathway in hippocampal pyramidal neurons. To further understand
how action potential firing is related to cFos expression one could
use FRET/FLIM sensors [175] to monitor the CaMKII activity [171]
or CREB phosphorylation [176] before, during and after the stimula-
tion.

Overall, it is important to understand and characterize the activity-
dependent expression of IEG cFos in hippocampus and in the brain
in general. Many studies in neuroscience use the cFos expression pat-
tern to explain the behavior results or on cFos promoter to express
optogenetic tools in activity-dependent manner [177–182]. The lack
of knowledge on the firing frequency dependence of cFos expression
can andwill lead to the misinterpretation of the behavior tasks results
and could potentially slow the neuroscience field in general.



CONCLUSION

In present work I induced STDP using a two-color all-optical proto-
col and read-out the effects on synaptic strength three days later. I
showed that it is possible to independently control the firing of presy-
naptic CA3 and postsynaptic CA1 neurons in hippocampal slice cul-
tures using the channelrhodopsins ChrimsonR and CheRiff. How-
ever, it is important to point out, that this independent control is only
achievable when the light pulses are short (1ms to 2ms), when low
power (∼1mW/mm2) 400 nm light is used to activate CheRiff-CA1
andmoderate power (∼8mW/mm2) light with the wavelength above
550 nm is used to activate ChrimsonR-CA3 neurons. I demonstrated
that light-evoked spike-burst pairing induces STDPwhich follows clas-
sical rules when synaptic strength assessed shortly after: causal pre
before post pairing causes potentiation and anti-causal post before
pre pairing causes depression. However surprisingly, 3 days after
oSTDP induction only potentiation was apparent when the timing in-
tervalwas 10ms for both causal and anti-causal pairing and the repeti-
tion frequency was 5Hz. I showed that this late-potentiation is spike-
timing sensitive, NMDAR and pairing frequency dependent and re-
lays on the ongoing activity in OHSC in the days following the all-
optical plasticity induction. I conclude that the late effects of STDP are
potentiation when the pre and postsynaptic activity is closely spaced
in time in a contrast to early effects of STDP,where both tLTP and tLTD
were present.

There is still a very important question left to answer: can it be that
tLTD is a recording artefact and that is why only apparent during
patch-clamp recordings? I tried to address this questionwith prevent-
ing the wash-out during the on-cell plasticity induction, however, the
question is still persisting and further pharmacological experiments
are required. Also, it is reasonable to assume that ongoing replay of
activity strengthens the potentiation and is required for the conver-
sion of LTD into LTP over time. This hypothesis, however, also needs
further experiments for verification.

Structural synaptic plasticity in days following all-optical STDP induc-
tion was briefly discussed in this study. Further investigation of mor-
phological changes in dendritic spines and the general rewiring of the
circuit after oSTDP could help to understand memory consolidation
mechanisms and also provide valuable information of STDP-induced
spine dynamics. This information can be potentially used to track the
already mentioned hypothetical conversion of LTD into LTP.



88

In the secondpart of thiswork I introduced the results of basic activity-
dependent (or action potential-dependent) expression of IEG cFos in
OHSCs. I showed that cFos expression has a pronounced U-shaped
dependence on firing frequency and that the number of action poten-
tials fired by the neuron required for the cFos upregulation depends
on the hippocampal region. Special attentionwas given to the activity-
dependent cFos expression pattern in CA2 neurons. I have shown that
PCP4-CA2 neurons differ from their PCP4-negative close neighbors.
A preliminary attempt was made to identify the cFos signaling path-
way, however further detailed pharmacological experiments are re-
quired to draw conclusions.

In general, taken together the findings presented in this work should
make us, first, to think more about the long-term consequences of
the STDP and other plasticity mechanisms and potentially adjust the
memory consolidation theory for behavior-relevant timescale. And
second, we should be more careful with interpreting results or us-
ing the neuroscientific-tools based on IEGs expression in the various
types of neurons in the brain. Without the careful characterization of
activity-dependent expression, aswas demonstrated here for cFos, the
wrong conclusions could be drawn. In the long run, it is also essential
to transfer the findings in vivo and further investigate their mecha-
nisms and relevance for experience-driven plasticity in the living ani-
mals.



Part V

APPENDIX





91

APPENDIX A:
cFos expression depends on the firing frequency: data per hippocampal region
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Figure A.1: Additional information to Figure 14.7 a. cFos positive neurons count in OHSCs per experiment. Each dot
represents analysis of a FOV (635 x 635 μm). Plotted are individual data points, median and 25% to 75% interquartile
range. P (Nested) – One-way Anova on Nested data. P (Pooled) – Kruskal-Wallis test on pooled data. All P values are
given vs ’No stim.’ group. a, CA1. b, CA3. c, DG. ’Rep.freq.’ - frequency at which 300 of 1ms light stimuli were repeated.
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Figure A.2: Additional information to Figure 14.7 b. Median intensity of cFos positive pyramidal neurons. Note, that
only intensity of cFos positive neurons were considered. Each dot represents analysis of a FOV (635 x 635 μm). Plotted
are individual data points, median and 25% to 75% interquartile range. a, CA1. b, CA3. c, DG.
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APPENDIX B:
cFos expression depends on the number of spikes: data per hippocampal region
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Figure B.1: Additional information to Figure 14.9 a. cFos positive neurons count in OHSC per experiment. Each dot
represents analysis of a FOV (635 x 635 μm). Plotted are individual data points, median and 25% to 75% interquartile
range. P (Nested) – One-way Anova on Nested data. P (Pooled) – Kruskal-Wallis test on pooled data. All P values are
given vs ’No stim.’ group. a, CA1. b, CA3. c, DG. ’Rep.#’ - number of 1ms light stimuli given at 50Hz. ’300 rep.’ group
is replotted from the Figure A.1
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Figure B.2: Additional information to Figure 14.9 b. Median intensity of cFos positive pyramidal neurons. Note, that
only intensity of cFos positive neurons were considered. Each dot represents analysis of a FOV (635 x 635 μm). Plotted
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APPENDIX C:
cFos expression depends on the MAPK signaling pathway
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Figure C.1: Additional information to Figure 15.1 CA1. Confocal images (single plane) of OHSCs treated overnight
with U0126 (MAPK signaling pathway blocker, Table 9.1). Shown is FOV in CA1. Scale bars - 100µm.
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Figure C.2: Additional information to Figure 15.1 CA3. Confocal images (single plane) of OHSCs treated overnight
with U0126 (MAPK signaling pathway blocker, Table 9.1). Shown is FOV in CA3. Scale bars - 100µm.
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Figure C.3: Additional information to Figure 15.1 DG. Confocal images (single plane) of OHSCs treated overnight
with U0126 (MAPK signaling pathway blocker, Table 9.1). Shown is FOV in DG. Scale bars - 100µm.
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