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ABSTRACT

The on-demand control of material properties is of fundamental importance
for both scientific and technological applications. Quantum materials are
particularly relevant in this context, since mutual interactions between their
numerous degrees of freedom makes their properties extremely sensitive to
external perturbations. Slight parameter changes can tip the equilibrium
between these different degrees of freedom and lead to phase transitions ac-
companied by dramatic modifications of physical characteristics.

Short and intense pulses of light provide a means of ultrafast, contactless
manipulation including the capability of phase switching in a material. Such
optical excitation in complex materials has proven to be a powerful tool for
coherent and selective control of specific degrees of freedom. In view of the
typical energy scales of collective phenomena in solids, laser pulses with
terahertz and mid-infrared frequencies are particularly useful. Advances in
laser technology have enabled extremely intense light fields in this frequency
range that can drive a system into highly nonlinear regimes while dissipa-
tion is reduced by the direct low energy excitation. This has been shown
to induce non-equilibrium order, including photo-induced ferroelectricity,
magnetic polarization in antiferromagnets, and transient superconductivity
in the normal state of cuprates and organic conductors. In particular, driv-
ing local vibrations in the alkali doped fulleride K5C, induced a state with
superconducting-like optical properties up to at least 100K, which corre-
sponds to five times the equilibrium critical temperature. Generally, photo-
induced non-equilibrium superconducting properties that were realized by
femtosecond drives, decayed within a few picoseconds after excitation, evi-
dencing states that lack intrinsic rigidity.

Aiming at a stabilization of this transient response on a longer timescale,
we developed a new optical device based on a combination of a seeded gas
laser with semiconductor optical switches that is capable of producing high
intensity mid-infrared pump pulses with tunable duration from about one
picosecond to one nanosecond.

The same superconducting-like optical properties observed over short time
windows for femtosecond excitation are shown here to become metastable
under sustained optical driving, with lifetimes in excess of ten nanoseconds.
Direct electrical probing, which becomes possible at these timescales, yields
a vanishingly small resistance with the same relaxation time as that esti-
mated by terahertz conductivity. Such substantial positive photoconduc-
tivity is highly unusual for a metal and in combination with the transient
optical conductivities, it is suggestive of metastable out-of-equilibrium su-
perconductivity.

Our experimental results represent a benchmark for current theories on light-
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induced superconductivity and allow an assessment of the most promising
approaches in literature. Furthermore, we provide a phenomenological de-
scription of the dynamics after excitation. This justifies the observed slow
relaxation by considering randomization of the order-parameter phase as
the rate-limiting process that determines the decay of the light-induced su-
perconductor.

By pushing the lifetime from the terahertz far into the gigahertz range, we
thus leverage ultrafast experiments to provide a more profound understand-
ing of the physics at hand. Beyond that, the discovery of a metastable light-
induced state with clear signatures of superconductivity holds significant
promise for future investigations. It paves the way for pressing experiments
on a photo-induced Meissner effect and inspires thoughts about applications
in integrated devices based on state-of-the-art high-speed electronics.



ZUSAMMENFASSUNG

Die Kontrolle von Materialeigenschaften “auf Knopfdruck” ist sowohl
aus wissenschaftlicher Sicht als auch fiir technologische Anwendungen
von gleichermafien grundlegender Bedeutung. Quantenmaterialien
sind in diesem Kontext ganz besonders relevant, da die gegenseitige
Wechselwirkung zwischen zahlreichen Freiheitsgraden ihre Eigenschaften
extrem empfindlich gegeniiber &ufSeren Stoérungen macht. Schon
geringste Parameterdnderungen konnen das Gleichgewicht zwischen
diesen verschiedenen Freiheitsgraden zum Kippen bringen und zu
Phasentiibergdngen fithren, die mit dramatischen Verdnderungen der
physikalischen Eigenschaften einhergehen.

Kurze und intensive Lichtpulse ermoglichen die ultraschnelle, kontaktlose
Manipulation eines Materials einschliefSlich der Einleitung eines
Phaseniibergangs. Eine solche optische Anregung hat sich in komplexen
Materialien als ein leistungsfdhiges Werkzeug zur kohdrenten und
selektiven Steuerung bestimmter Freiheitsgrade erwiesen. Im Hinblick
auf die typischen Energieskalen kollektiver Phdnomene in Festkorpern
sind Laserpulse mit Terahertz- und Mittelinfrarot-Frequenzen besonders
niitzlich. Lasertechnologische Fortschritte ermoglichten zudem extrem
intensive Lichtfelder in diesem Frequenzbereich, die ein System in
hochgradig nichtlineare Bereiche treiben konnen, wobei gleichzeitig
die thermische Dissipation aufgrund der direkten, niederenergetischen
Anregung reduziert wird. Experimentell kdnnen mit diesem Ansatz
vielfédltige Nicht-Gleichgewichtsordnungen erzeugt werden. Dazu gehoren
die photoinduzierte Ferroelektrizitit, magnetisch polarisierte Zustiande
in Antiferromagneten sowie transiente, supraleitende Zustinde im
Normalzustand von Kupraten und organischen Leitern. Insbesondere
induzierte die Anregung lokaler Schwingungen in dem alkali-dotierten
Fullerid K3C¢, einen Zustand mit den optischen Eigenschaften eines
Supraleiters bis mindestens 100K, was dem Fiinffachen der kritischen
Gleichgewichtstemperatur entspricht. Im Allgemeinen zerfallen
diese mittels Femtosekundenlaserpulsen erzeugten supraleitenden
Nichtgleichgewichtszustdnde innerhalb weniger Pikosekunden nach der
Anregung, was auf Zustdnde hindeutet, denen es an intrinsischer Stabilitat
mangelt.

Mit dem Ziel, diese transienten Zustdnde auf einer langeren Zeitskala zu
stabilisieren, haben wir eine neue Laserquelle entwickelt, die auf einer
Kombination eines geseedeten Gaslasers mit optischen Halbleiterschaltern
basiert. Sie ist in der Lage hochintensive Lichtpulse im mittleren Infrarot
mit einstellbarer Pulslinge von etwa einer Pikosekunde bis zu einer
Nanosekunde zu erzeugen.

Vil
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In dieser Arbeit zeigen wir, dass dieselben, supraleitertypischen
optischen  Eigenschaften, die auf kurzen Zeitskalen nach
Femtosekunden-Anregungen beobachtet werden, unter anhaltender
optischer Stimulation metastabil werden und Lebensdauern von mehr als
zehn Nanosekunden ausbilden. Diese langen Zeitskalen ermoglichten
erstmals direkte elektrische Transportmessungen, die auf einen
verschwindend kleinen Widerstand der angeregten Probe hindeuten, der
die gleichen Relaxationszeit aufweist, die mittels Terahertz-Leitfdhigkeit
bestimmt wurde. Eine solch substantielle positive Photoleitfahigkeit ist
fiir ein Metall hochst ungewdohnlich und deutet in Kombination mit der
transienten optischen Leitfahigkeit auf einen metastabilen lichtinduzierten
supraleitenden Zustand hin.

Unsere experimentellen Ergebnisse bieten Vergleichswerte fiir aktuelle
Theorien zur lichtinduzierten Supraleitung und ermoglichen eine
Bewertung der vielversprechendsten Ansétze in der Literatur. Dariiber
hinaus liefern wir eine phdnomenologische Beschreibung der Dynamik
nach der Anregung. Diese betrachtet die Randomisierung des
Phasen-Ordnungsparameters als ratenbegrenzenden Prozess fiir den
Zerfall des supraleitenden Zustands und erkldart auf diese Weise die
beobachtete langsame Relaxation. Indem wir die Lebensdauer aus dem
Terahertz-Bereich weit in den Gigahertz-Bereich verschieben, erhalten
wir mit den ultraschnellen Experimenten ein tieferes Verstindnis der
zugrunde liegenden Physik. Dariiber hinaus birgt die Entdeckung eines
metastabilen lichtinduzierten Zustandes mit klaren Signaturen von
Supraleitung vielversprechendes Potenzial fiir zukiinftige Untersuchungen.
Sie ebnet den Weg fiir dringliche Experimente zu einem photoinduzierten
Meissner-Effekt und inspiriert Gedanken zu Anwendungen in integrierten
Schaltkreisen, die auf moderner Hochgeschwindigkeitselektronik
basieren.
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‘] CONTROLLING COMPLEX
MATERIALS WITH LIGHT

Active manipulation of materials properties has always been of great in-
terest, both for a variety of technological applications and for research on
fundamental processes such as phase transitions. Many scientific break-
throughs followed by technological advances such as the transistor, the laser,
the solar cell and the hard-disk-drive are making use of well known base
materials that were pushed into a regime of novel physical phenomena by
changing external parameters.

Variables such as temperature, pressure, magnetic field or the degree of dop-
ing by another compound can be used to influence thermal fluctuations, lat-
tice spacing, spin order and band filling, respectively. Tuning those param-
eters is a common approach to induce phase transitions within a material,
which in turn supports the formation of new ground states with distinctly
changed physical properties.

Examples of familiar phase transitions are temperature or pressure induced
melting of ice into water, as well as the transition from a para- to a ferro-
magnetic phase upon cooling or application of an external magnetic field.
Regardless of the exact nature of a phase transition, formation or loss of or-
der in a material is one of its universal characteristics. Particularly intriguing
are phase transitions that are accompanied by a change in symmetry of the
system. Such a spontaneous symmetry breaking is apparent when a system
in its ground state has less symmetries than its equations of motion would
allow and is always accompanied by a phase transition!. When a crystalline
structure is melted, the structural order is lost, but the symmetry of the sys-
tem increases. This is because now it does not matter from which direction
the system is viewed, it always looks the same and more symmetry opera-
tions are compatible with this isotropic state as compared to the crystalline
one.? Accordingly, the alignment of magnetic moments in a ferromagnet

The opposite of this is not necessarily true: not all phase transitions feature spontaneous
symmetry breaking. For example, this applies to the liquid-gas phase transition above the
critical point.

It is important to note, that in the framework of statistical physics we are not talking about a
”frozen snapshot” but a time average of the system. Only in this sense the random motions
of atoms in a liquid average to an isotropic system with translation and rotation invariance
while this is not the case for the slight vibrational movements of atoms in a crystal lattice.
The lattice might still be symmetric, but only a subgroup of translations (along the lattice
vectors) are allowed, that lead to the same spatial particle distribution.



corresponds to a state with higher order at the expense of its loss of time-
reversal symmetry. Typically, the degree of order in a system is quantified
by an order parameter, which is zero in the disordered phase and one in the
perfectly ordered phase.

Self-organized formation of well-ordered patterns is a common
phenomenon in nature and typically happens in situations far from
equilibrium where small fluctuations and noise can be amplified through
feedback loops that stabilize a new order. Examples for this can be found
in the flow-induced formation of regular ripples of sand in deserts or
shallow tidal waters as well as in the generation of convection cells in a
heated pot of water under the influence of gravity. In all cases, a long
range order is established due to perturbations of the original state. Lasers
represent another nice example for such self-organization. Below the lasing
threshold, atoms emit light largely independent of each other, while above
the threshold a collective behavior develops in the form of emission of a
giant coherent wave [1].

Prerequisite for such interesting dynamics is a system that is in between
a static, fully ordered and highly stable equilibrium state, which can be
described by simple symmetries, and a state of extreme disorder that is
solely modeled by statistics. These so called complex systems feature
intrinsic nonlinear behavior and are typically based on local interactions
that result in globally emergent properties.

Ultrashort lasers capable of generating sub-picosecond pulses present a
novel tool for the dynamic manipulation of matter. These pulses can be
used to perturb materials and drive them into new states with properties
deviating from equilibrium while measuring at the same time their
relaxation rates. Figure 1.1 shows a schematic illustration of the reshaping
of a potential energy surface revealing such a hidden state. In reality,
potential energy surfaces can be much more complex featuring more
than one local minimum separated by potential barriers. These minima
correspond to metastable states with lifetimes that depend on the barrier
height. It is important to note, that the excitation with light is not only
capable to excite the equilibrium system so that already existing metastable
states can be reached, but rather new, fundamentally different states can
be created. The lifetime of such a photo-induced state is therefore not
necessarily limited by the duration of the excitation but rather by the
transient response of the excited subsystem.

From the perspective of technological applications, the precise control of
phase transitions on ultrashort timescales is important for high speed
computing as well as for fast data storage and access. More generally, the
ability to switch on a desired materials property at the push of a button



CONTROLLING COMPLEX MATERIALS WITH LIGHT |

FIGURE 1.1: SCHEMATIC ILLUSTRATION OF A PHOTO-INDUCED PHASE TRANSITION.

Upon excitation with a light pulse, a stable ground state (global minimum of
the potential energy surface in the first time snapshot) is distorted and a new,
previously hidden double-well potential with a different global minimum
is formed. Therefore the order parameter of the system changes. Over the
course of time, this photo-induced state relaxes back until the original state is
energetically favorable and the original lower value of the order parameter
is restored.

without changing its chemical composition and to stabilize it for as long
as necessary opens up a wide field of applications not only limited to
information technology.

This approach gains additional relevance if it is possible to create exotic
states such as superconductivity at high temperatures in materials that
would normally not exhibit this behavior.

A major advantage of the approach of controlling matter by electromagnetic
waves is the ability to tune their energy, phase and polarization state, which
makes it a highly selective tool. Figure 1.2 summarizes the fundamental
excitations of a solid indicating the wide range of phenomena that can be
induced by frequency tuning. While femtosecond pulsed excitation in the
visible is commonly used to drive electronic transitions, it is accompanied
by significant heating of the electronic subsystem. This is because charges
that were excited to higher energy levels normally establish incoherent dy-
namics and an increase in entropy [3].

In contrast, long range collective behavior, which is of interest in many cor-
related materials and especially in the context of superconductivity, corre-
sponds to energy scales below 100meV. To prevent melting of any light-
induced state on this energy scale, it is required to mitigate any excess heat
introduced by the pump light. Excitation at mid-infrared to terahertz fre-
quencies can directly couple to these low energy modes, while dissipation is
reduced compared to higher frequency radiation. This makes it possible to

3
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Electronic excitations Phonons Collective modes

WW

Visible

N — Mid-Infrared Terahertz

FIGURE 1.2: FUNDAMENTAL EXCITATIONS OF SOLIDS AND THEIR ENERGY SCALES.
Excitation with visible and near infrared radiation (100-1000THz,
0.5—4¢eV) results in excitation of the electronic system. Examples of this
are interband transitions, excitons and high energy surface plasmons. At
lower mid-infrared frequencies (10-50 THz, 50 —200meV) local molecular
vibrations and polarons can be excited. Larger collective modes that arise
from broken symmetries posses even lower frequencies of ~1 THz. Graphic
adapted from [2]

establish an order parameter > 0, that is based on broken symmetries, when
applying light at these low energy scales.

This work focuses on how low energy electromagnetic radiation can be used
to control collective properties of strongly correlated materials, in particular
a long lived superconducting state far above its equilibrium critical temper-
ature in the molecular solid K3Cgj. In the remaining part of this first chap-
ter we will introduce strongly correlated solids as ideal model systems for
light-induced emergent phenomena before we will focus more specifically
on light induced superconductivity.

Chapter 2 presents relevant properties of a particular group of strongly cor-
related solids, the doped fullerides, with a focus on superconductivity before
we will summarize previous experiments on light-induced superconductiv-
ity in this compounds in Chapter 3. Based on these findings we will moti-
vate, that a new coherent source of mid-infrared light was needed to extend
the life time of the remarkable new state for further investigations. The tech-
nological implementation of such an optical device is described in Chapter 4
before experimental results are presented in Chapter 5.

The last chapter of this thesis aims to compare the overall experimental evi-
dence for light-induced superconductivity in the doped fullerides with pos-
sible theoretical descriptions based on both microscopic correlations and
phenomonological arguments.



1.1 EMERGENT PHENOMENA IN STRONGLY CORRELATED
SoLIDS

Many properties of solids can be well described under the assumption of
electrons moving independently in an effective potential of periodically
arranged positive ionic nuclei. This description leads to the formation of
energy bands, which for instance explains the varying conductivity of
many metals, insulators and semiconductors [4-6].

In strongly correlated electron systems, that is, in situations where the
interactions between two electrons can no longer be described by an
average field across the solid, this simplification is no longer applicable.
One of the first problems studied in this context in 1949 by Mott was a
hypothetical metal-insulator transition that would occur as a function of
the lattice spacing [7, 8]: For large separations a single valence electron is
bound to a specific atomic site by the respective lattice potential. Since this
electron is localized, the material is rendered insulating. In contrast, for
smaller ionic separation, the large overlap of the atomic wave functions
would allow a delocalized electronic state and thus metallic electrical
properties. Already small structural changes could drive this transition.

In practice such systems are realized in the group of transition-metal-oxides,
where the electronic and magnetic properties depend on the occupation of
d-orbitals and a competition between electron delocalization and onsite
Coulomb repulsion [9]. An enhanced Coulomb interaction due to a spatial
restriction of electrons has strong implications on all microscopic degrees
of freedom. Due to significant interactions of the lattice, charge, spin and
orbital systems, strongly correlated materials typically feature a multitude
of competing ground states [10]. In these systems, therefore, even small
changes in external parameters such as temperature, pressure, magnetic
tield or doping can lead to strong effects.

Experimentally, not only huge changes in electrical resistance either
during a metal to insulator transition [11, 12] or as a result of colossal
magnetoresistance (CMR) [13] but also exotic phenomena such as charge
density waves (CDW) [14] could be observed. Moreover, abrupt changes
of the crystal volume in the rare earth metals are also attributed to strong
correlations [15]. One of the most famous phenomenon, however, where
the combination of local correlations and long range interactions is known
to be of great importance is high temperature superconductivity in the
cuprates [16]. Further details on the fascinating physics of correlated
materials at equilibrium can be found in [17, 18].
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Insulator Metal

FIGURE 1.3: STRUCTURAL CHANGE OF A RARE-EARTH METAL OXIDE DURING THE
INSULATOR-TO-METAL TRANSITION.
Blue and red spheres indicate the oxygen and transition metal ions, respec-
tively. With decreasing structural distortion electronic localization is low-
ered until a metallic state is reached. Maximum electron hopping is achieved
for a bond angle of 180° [27].

The extraordinary sensitivity of quantum materials to external stimuli re-
sults in compelling opportunities for material engineering already at equi-
librium conditions. These compounds play an important role for the con-
struction of novel sensors, switches and in general for the development of
new types of electronic components.

It is therefore a promising approach to drive dynamic and static structural
changes or to redistribute charges within the orbitals by optical excitation,
with the goal of selectively controlling the balance between competing or-
ders.

Photoinduced control over insulator-to-metal transitions [19-22], as well as
over orbital [23] and magnetic order [24] has been demonstrated before.
However, as discussed in the last section, low energy excitations provide
a much more gentle tool to influence long range cooperative effects as com-
pared to eV-energy photons that would involve significant heating via the
scattered hot electron distribution.

The development of new laser sources with transient field strengths of sev-
eral MV/cm in the mid-infrared (MIR) and terahertz (THz) region of the
electromagnetic spectrum made it possible to reach a nonlinear excitation
regime with ionic displacements of several percent of the interatomic dis-
tances [25]. In 2007 Rini et al. selectively excited a 17 THz phonon mode in a
rare-earth manganite (Prj,Caj3;MnQO;) and reported a five order of magni-
tude drop in resistivity [26]. This remarkable change can be associated with
a transition from the stable insulating phase to a metastable metallic state
that is accompanied by a structural distortion (cf. Fig. 1.3).

Later work on manganites provided evidence of a nonlinear response of
the crystal lattice upon resonant excitation [28, 29]. This represented an
experimental milestone because until then only two pathways for a cou-



pling between electromagnetic radiation and the crystal lattice were demon-
strated:

1. Direct coupling of light to infrared-active vibrations with an electric
dipole

2. Indirect coupling of light to the electronic and phononic subsytems
(e.g. via impulsive stimulated Raman scattering (ISRS), displacive ex-
citation of coherent phonons (DECP) or in semiconductors via tran-
sient depletion field screening (TDFES))

The experiment on manganites mentioned above suggested a third path,
ionic Raman scattering, that was postulated already 40 years earlier.

3. Strong nonlinear excitation of an infrared active phonon can excite co-
herent oscillations of the Raman mode and can also rectify the phonon
tield which results in a static displacement of atoms along the phonon
modes.

This anharmonic phonon coupling can explain the observed phase transi-
tions since the nonlinear contributions can transform oscillating atoms on
average into net spatial shifts of the crystal structure. Regarding the man-
ganites, femtosecond hard x-ray diffraction experiments revealed that exci-
tation of the infrared active Mn-O stretching mode to high amplitudes re-
sults in a nonlinear coupling to the Raman mode coordinate, which is re-
sponsible for an effective stationary rotation of the oxygen octahedra (see
[30] and Fig. 1.3).

More generally, the lattice dynamics in response to an IR-active phonon can
be described by the equation of motion of a damped harmonic oscillator

Qrr + 27Q1r + wirQir = G(t) sin (wygt), (1.1)

where Qjr is the normal mode coordinate, wy its eigenfrequency and
the damping constant. G(t) sin(w;gt) denotes the pulsed driving field with
Gaussian envelope. For high driving field strengths, nonlinear coupling to
other modes Qy, sets in and the lowest order lattice Hamiltonian is composed

as
1

H = szzlezz — a1,QrQ% — 121 Q?: Qk- (1.2)
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Vg (a.u.)

FIGURE 1.4: NONLINEAR PHONONICS.

a. Simulated dynamics of two nonlinearly coupled modes. The light-
induced IR-mode oscillates around zero (blue curve) while the anharmon-
ically coupled Raman mode shows a finite displacement that decays over
time (green curve). b. Harmonic energy potential V' of the Raman mode.
The unperturbed case (dashed curve) is shifted for finite amplitudes of the
infrared phonon so that an equilibrium is formed for static displacements of
the Raman mode coordinate. Figure adapted from [31].

Here, a1, and a,; are the nonlinear coupling constants. For centrosymmet-
ric crystals only the second term is relevant if Qp is a Raman mode®. For a
finite amplitude of the infrared mode, the potential of the Raman mode is
displaced statically and gains a non-zero equilibrium position (cf. Fig. 1.4).
The example of the manganites shows that nonlinear phononics more gen-
erally can be applied to generate new transient crystal geometries, which
are not stable at equilibrium and which in turn can trigger new collective
phenomena.

Comprehensive reviews about various forms of nonlinear light matter inter-
actions that were established experimentally can be found in [27, 31] while
a microscopic theoretical description of nonlinear phononics and the neces-
sary reconstruction of the electronic structure by dynamical mean-field the-
ory (DMFT) is given in [32]. Furthermore, linear phononics experiments re-
ported the ability to map the interatomic potential of solids [33] and to tune
magnetic fields [34, 35].

In the next section we will review important implications for the control of
superconductivity.

In centrosymmetric crystals any symmetry allowed Hamiltonian needs to be fully symmet-
ric. Since IR-active phonons are of odd and Raman-active of even parity in centrosymmetric
crystals, the first coupling term needs to vanish in order to meet this requirement.
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1.2 LIGHT CONTROL OF SUPERCONDUCTIVITY

When a small percentage of excess charge is introduced into single-layer
cuprates (e.g. by hole-doping La,CuQO, with Sr or Ba), high-temperature
superconductivity is formed with a T, in the range of about 30-200K.
Prototypical for strongly correlated electron systems the generic phase
diagram of the doped cuprates features a multi-faceted composition
of different states (see Fig. 1.5). For low hole doping concentrations, a
strongly correlated Mott insulator with antiferromagnetic spin disposition
is formed. Within a Mott insulator, as mentioned in the previous section,
charge carrier transport is only prevented by electron-electron Coulomb
repulsion (and not by the Pauli principle as in a band-insulator). This
prevents the generation of doubly occupied sites even if the conduction
band is half filled and according to band theory would indicate a metallic
state. Doping can recover the conductivity through creation of additional
sites available for electron transport.

The phase diagram in Fig. 1.5 presents cuprates as unconventional Mott
insulators which, at low enough temperatures, by doping change to the
superconducting rather than the metallic state. Simultaneously, doping
reduces magnetic order until maximum T is reached.

For higher temperatures the superconducting state changes to a non-Fermi

liquid phase that is characterized by non-negligible electronic interactions.

This phase is sometimes called “strange metal” since electronic conduction

A
Non-Fermi-liquid
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o
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= Fermi-liquid

>

Doping / Pressure

FIGURE 1.5: GENERIC PHASE DIAGRAM OF A HIGH-T . SUPERCONDUCTOR.
Characteristic for strongly correlated electron systems, many competing
phase states can be set by changing temperature and doping. Abbreviations:
SC = superconductivity, SG = spin glass, AFI = antiferromagnetic insulator.
Figure adapted from [18].
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can be influenced by phenomena like spin or charge order. Accordingly, the
physics of single layer cuprates in this region is determined by a periodic
modulation of charge and spin density. This stripe order is suspected
to compete with superconductivity leading to a reduction in T.. The
confinement of this order to individual planes of the lattice emphasizes
the materials two-dimensional electronic character with weak coupling
between different planes.

Various experimental evidence suggests the formation of a pair density
wave (PDW), a state where the in plane stripe order modulates the
superconducting order parameter so that tunneling between the CuO,
layers is suppressed. [36, 37]. Recent nonlinear optical THz spectroscopy
results support this thesis by suggesting that coherent interlayer transport
is reduced once the PDW is formed [38].

Typical energy scales of superconductors are determined by the gap, which
controls the Cooper pair binding strength and the phase stiffness, a prerequi-
site for conduction of supercurrents. In most conventional superconductors,
at higher temperatures pairs are broken into quasiparticles until supercon-
ductivity is destroyed, since the gap is significantly smaller than the phase
stiffness. In contrast, in cuprates the two energy scales are of similar order of
magnitude so that an increase in temperature can induce phase fluctuations
that weaken phase coherent superconductivity without pair breaking. This
was supported by experimental evidence of Uemura et al., suggesting that
the critical temperature is not proportional to the size of the gap but rather
to the superconducting order parameter stiffness, which is represented by
the zero-temperature superfluid density [39].

This finding paves the way towards an enhancement of T, to values higher
than the equilibrium value if it were possible to stiffen the order parameter
phase. For example, the charge and spin orders competing with supercon-
ductivity can be removed, thus extending the superconducting response to
higher temperatures.

It was shown experimentally that nonlinear phononics could be used as a
tool to control this competition in Sr-doped La,CuO, [40].

When cooling this high-T. superconductor at optimal doping (x = 0.125) be-
low the critical temperature, a Josephson plasma resonance (JPR) appears in
the THz optical properties (see Fig. 1.6b). This feature is caused by coherent
tunneling between the two-dimensional CuO,-layers and thus signals su-
perconductivity. In contrast, for the stripe ordered compound at lower dop-
ing even at low temperatures the optical properties in the same frequency
range are flat (cf. Fig. 1.6 ¢). If, however, the material is driven with infrared
light of 15 um wavelength, which is resonant with an in-plane Cu-O stretch-
ing mode, a plasma resonance was found near 60 cm™" similar to what was
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FIGURE 1.6: PHOTOINDUCED SUPERCONDUCTIVITY IN LSCO.

a. Crystal structure of La,CuQO,, which is the basis of the Sr-doped
La, ,Sr,CuQ, family of high-T,. superconductors. The structure consists
of single planes of copper oxide (blue spheres = Cu**, red spheres = O*")
spaced by layers of lanthanum oxide (grey spheres = La>"). For a certain
range of doping around x = 0.125 a striped charge order develops where
stripes are orthogonal in neighboring planes. b. Static c-axis electric field
reflectivity of optimally doped LSCO, ,4 measured above (red dots) and be-
low (blue dots) the critical temperature of T. = 38 K. Below T, a Josephson
plasma edge is formed. c. Static c-axis reflectivity of stripe ordered LSCO, g
measured at 10K. The response is flat. d. Transient c-axis reflectivity of
stripe ordered LSCO, 3 measured at 10K and after excitation with 15um
wavelength. The data was normalized to the static reflectivity. A plasma
edge indicative of superconductivity developed. Figure adapted from [40]
and [2].
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observed statically at low temperatures in the optimally doped compound.
Diffraction experiments on a similar high-T,. material (La; g7;5Bag 125CuO,)
revealed, that MIR pulses tuned to this phonon are responsible to melt the
stripe order which in turn restores the hidden superconducting phase [41].

Even more striking evidence of the capabilities of non-linear mid-infrared
excitation was found in bilayer high-T, cuprates. Upon resonant excitation
of apical oxygen vibrations in YBa,CuOg,, (YBCO), signatures of supercon-
ductivity were found at much higher temperatures (up to room-temperature
for x = 0.45) than the equilibrium T, and in a wide doping range.

As measured by time-domain terahertz spectroscopy, below the transition
temperature, equilibrium superconductivity is stiffened, while above T the
incoherent conductivity becomes more coherent, a new reflectivity edge ap-
pears and the optical properties show an enhanced inductive response in-
dicative of stronger inter-bilayer superconducting coupling [42, 43].

Figure 1.7 a schematically shows the crystal lattice structure of YBCO where
the two copper-oxygen bilayers (green planes) are spaced by additional
CuO, chains. Their distance to the bilayer planes adjusts the hole doping
and thus is known to have a strong influence on T, [44]. Therefore one can
expect, that resonant excitation of these atoms to large phonon amplitudes
(indicated as arrows) can also affect superconductivity.

Indeed, hard x-ray scattering experiments revealed that driving of the api-
cal oxygen mode enhances inter-bilayer Josephson coupling at the expense
of intra-bilayer tunneling strength while the number of Cooper pairs stays
constant [45]. The atomic displacements lead to a decrease in inter-bilayer
distance, and increase in intra-bilayer separation (see Fig. 1.7b). A charge
transfer from the CuO, planes to the inter-bilayer copper oxide, which is
equivalent to self doping with holes was predicted by DFT calculations of
the transient crystal structure and was also found experimentally at equilib-
rium (see [46]).

Further optical experiments measured a nonlinear coupling of the driven
infrared active mode to the displacive Raman mode [47]. The periodic mod-
ulation of structural distances and associated periodic charge redistribution
could be the cause for a dynamic stabilization of interlayer fluctuations [48—
50].

The pseudogap phase shown in the generic phase diagram in Fig. 1.5 is a re-
gion with highly anomalous electronic properties where pre-formed Cooper
pairs with lacking phase coherence might be available. It is conceivable that
a nonlinear excitation could stabilize their phases and thus produce a tran-
sient superconducting state with a lifetime of few picoseconds.
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FIGURE 1.7: PHOTOINDUCED STRUCTURAL CHANGES IN YBCO SUPPORTING SUPERCON-

DUCTIVITY.

a. Crystal structure of YBa,CuOg,,. It consists of two bilayer planes of cop-
per oxide (blue spheres = Cu?*, red spheres = O%7). The intralayer space is
filled by single atoms of yttrium (purple spheres) while the interlayer gap
is composed of further copper oxide chains between barium atoms (grey
spheres). MIR light can couple to this interlayer copper-oxygen mode. b.
Reconstructed transient lattice structure after excitation. The distance of
the apical Cu-O is decreased by 2.4 pm while the intra-bilayer distance in-
creases. This is shown also for different time delays in c.. The transient
distortion has a decay time on the order of few picoseconds. Results were
obtained by hard x-ray scattering in combination with DFT simulations. Fig-
ure adapted from [45].
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Although the low energy nonequilibrium control of broken-symmetry
phases in correlated materials is still in its infancy and the physics at
hand is not yet fully understood, the obtained results are undoubtedly
spectacular.

The fact that intense THz pulses can create new transient crystal structures
by direct excitation of infrared modes or indirect anharmonic coupling to
other modes opens a wide playground for materials engineering.

One group of materials, which are of special interest in this context, are
molecular solids. Here, electromagnetic waves have direct access to
low energy molecular vibrational modes. These can not only influence
the molecular structure via nonlinear couplings but also allow a direct
interaction with electronic and orbital degrees of freedom. Organic
molecular solids belong to the class of strongly correlated solids featuring a
rich manifold of competing phases.

In the quasi-1D organic Mott insulator ETF,TCNQ, excitation of an infrared
active mode led to the coherent control of the onsite correlations [51].
Even more strikingly, a recent experiment reported in a similar charge
transfer salt (x—(BEDT — TTF),Cu[N(CN),]Br), a drastic increase in
carrier mobility and the opening of a superconducting-like optical gap at a
temperature far higher than the equilibrium critical temperature [52]. This
type of photo-molecular superconductivity is the main focus of this thesis,
however, in another molecular system, which we will review in depth in
the next chapter.



2 THE ORGANIC
SUPERCONDUCTOR K,C,,

In 1985 Kroto et al. discovered, that penta- and hexagons made of carbon
atoms can form relatively large, hollow, spherical molecules (e.g. Cgy, Cy)
- the so called fullerides [53]. After Krdtschmer et al. found a way to pro-
duce larger amounts of Cg, by evaporation of graphite in a helium atmo-
sphere [54], the chemistry and physics of this remarkable compound has
been studied intensively.

In 1991, Haddon et al. showed, that metallic behaviour of solid Cg,
can be obtained by intercalation of alkali metal atoms [55]. Soon after,
several groups discovered superconductivity in various intercalated
compounds of type A3;Cqy, where A equals potassium [56], rubidium [57,
58], or caesium [59]. Among organic molecular superconductors, these
compounds have the highest superconducting transition temperatures of
up to ~33 K at ambient pressure in case of RbCs,Cg [59].

This chapter summarizes the properties of alkali-doped fullerides with a fo-
cus on those important for superconductivity in K3Cgy.

2.1 CRYSTAL STRUCTURE AND PHASE DIAGRAM

In the C4y molecule, carbon atoms are covalently bound in 12 pentagons and
20 hexagons to form a sphere, similar to a soccer ball of about 7 A in diameter
(its shape is a truncated icosahedron). This structure belongs to the I;, point
group, which has the highest symmetry possible. All hexagons are doubly
bound with an average bond length of 1.391 A while the pentagons consist
of single bonds with an accordingly longer average length of 1.455 A [60].

Not all C¢y compounds crystallize in the same lattice structure. In case of
A3Cyo where A = K or Rb, the Cgy molecules form a f.c.c. lattice, while for
Cs3Cq besides this also an A15 structure that crystallizes in a b.c.c. lattice
can be obtained. Figure 2.1 shows the cubic conventional cell of A;Cq, f.c.c.

15



16

| THE ORGANIC SUPERCONDUCTOR K,C,

“Q
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FIGURE 2.1: MOLECULAR STRUCTURE OF K,Cq,,.
The cubic unit cell is composed of Cgy molecules (blue) arranged in an f.c.c.
lattice with lattice constant of 14.24 A at room temperature. The alkali atoms
(red) are arranged in the interstitial spaces.

compounds where the alkali atoms shown in red arrange in the tetrahedral
and octahedral interstitial spaces. Depending on the size of the alkali atoms,
the lattice constant of the unit cell at room temperature changes from 14.24 A
for K3Cg to 14.75 A for Cs;C [61, 62].

Figure 2.2 depicts a schematic of the phase diagram of the f.c.c. structure
of A;C¢, compounds that was obtained from experimental data presented
in [63]. The lattice constant of the unit cell is displayed on the upper axis,
where arrows indicate the equilibrium values of the respective compounds.
Thus, the lattice spacing can be tuned via this dopant dependent chemical
pressure as well as by its hydrostatic equivalent (lower axis). With increas-
ing unit cell size, electronic bands narrow due to a decreasing overlap of
the molecular orbitals. This alters the balance between the Coulomb repul-
sion and the electronic kinetic energy and finally causes a metal-to-insulator
transition. This Mott-insulating phase can be observed at larger lattice spac-
ings, which occur in Cs;Cgqy at ambient pressure due to the relatively large
Cs ions.

The phase diagram features a wide, dome-shaped superconducting phase
with relatively high critical temperature of ~35K. In the superconducting
phase, an increase of temperature across T, leads to a metallic state. Different
experiments have shown an isotropic (s-wave) symmetry of the supercon-
ducting order parameter as it is found in many conventional superconduc-
tors [64—66].

The proximity of superconducting and Mott-insulating phases resembles the
phase diagram of the cuprates, although as we will see, superconductivity
is mediated by very different mechanisms. At low temperatures around 2K,
a long range antiferromagnetic order is established in the insulating region
of the phase diagram (not shown). This suppression of magnetic order in
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FIGURE 2.2: PHASE DIAGRAM FOR F.C.C. A,C, (A=K, RB, CS) COMPOUNDS.

This schematic was drawn according to experimental data presented in [63].
Increasing pressure (lower axis) is equivalent to a smaller lattice spacing
(upper axis), that can be varied by exchanging the alkali atoms. The lat-
tice spacing of the three molecular compounds Cs;Cg, Rb3Cgqy and K3Cgyy
at ambient pressure is marked with arrows. For large lattice spacing a Mott
insulating phase is obtained while increasing temperature in the supercon-
ducting phase leads to a transition to a metallic state at T, (dashed blue line).
The red star indicates T, of K;C¢, at ambient pressure.

contrast to the b.c.c. structure of Cs;Cy is attributed to a large degree of
spin frustration in the f.c.c. lattice that effectively lowers the materials Néel
temperature [67].

2.2 PHONONSAND MOLECULAR VIBRATIONS

Phonons and their interaction with electrons are known to be of high impor-
tance for superconductivity in general. This also applies to the alkali-doped
tullerides, for which we anticipate that a complex interplay of molecular vi-
brations with electronic degrees of freedom may be the origin of supercon-
ductivity.

Figure 2.3 depicts the different subgroups of possible phonons in the A;Cq
compounds. Intermolecular vibrations are situated in the low energy part
of the spectrum. Here, the lowest frequency modes are librations of the Cy,
molecules (shown in red) with an energy in the range of 4—5meV. Inter-
molecular phonons are observable at slightly higher energy and can involve
either only Cy, molecules (acoustic modes, shown in green) or a relative mo-
tion of the Cgy units and the alkali ions (optical modes, shown in blue). At
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FIGURE 2.3: VIBRATIONS OF THE A,C,, COMPOUNDS.

The vibrational spectrum is shown schematically in the lower part while the
corresponding molecular dynamics is depicted above. At low frequencies
librational modes of individual Cgz, molecules (a), intermolecular modes be-
tween two or more Cgj units (b) as well as optical modes involving relative
motion of a negatively charged Cg4, backbone and its positively charged al-
kali ion counterpart (c) dominate the spectrum. At higher frequencies var-
ious possible intramolecular modes dominate in a broad frequency range.
Here, the H, (1) mode is depicted. Figure adapted from [69].

even higher energies of about 30—-200 meV intramolecular vibrations on the
Cgg molecules develop. In principle (3-60) — 6 = 174 intramolecular modes
are possible within a single C4y molecule that due to the high molecular sym-
metry fall into 46 different vibrational levels. Out of these, 14 modes are op-
tical (10 Raman active and 4 infrared active) and 32 are silent [68]. Due to the
light mass of carbon atoms and high stiffness of the C-C bond, their energy
is relatively high. Within the A3;Cq, crystal structure its mode spectrum is
softened compared to molecular Cy, due to the charge transfer between A*
ions and C603_ that weakens C-C bonds.

With respect to superconductivity, studying how superconducting proper-
ties are affected by the phonon energy scale may provide important insights
on the pairing mechanism. In conventional superconductors, the substitu-
tion of atoms with isotopes of different mass leads to a change in T, o« M™%,
where & = 0.5 in BCS theory with a single type of ion of mass M [70].

In the case of A3Cg4y, while the critical temperature is not changing when
substituting alkali ions (cf. [71, 72]) a significant influence with & ~ 0.3 was
measured when *C is tully replaced by 3C [73, 74]. This suggests that of
all phonons only the pure Cqy modes are likely to be involved in supercon-



ductivity whereas the A" ions only indirectly influence T, by changing the
unit cell size and therefore electronic interactions. This is due to efficient
screening of the alkali ions which in turn reduces charge coupling to their
modes [75].

The low energy librations of Cg, have been measured by inelastic neutron
scattering and no anomalous behavior was observed when cooling across T,
indicating a weak electron coupling to these modes [76]. By far the most sig-
nificant contribution to superconductivity is attributed to the higher energy
intramolecular modes [64, 70, 77-80]. There are several studies discussing
a conventional phonon pairing mechanism within Migdal-Eliashberg the-
ory that could reproduce the high transition temperature given the known
phonon frequencies and measured electron-phonon coupling constant (A
~0.5—1). A comprehensive summary of this can be found in Ref. [70].
Nevertheless, electronic correlations in the fullerides undoubtedly play an
important role for superconductivity as we will see in the next section.

2.3 ELECTRONIC PROPERTIES

For the electrical conductivity of a crystalline solid, its electronic structure is
fundamental. The C¢y molecule contains 60 electrons occupying 7t-orbitals
that protrude radially from the surface of the molecule (sometimes called
”spherical porcupine”). The energy distribution of the respective orbitals is
shown in Fig. 2.4 a.

Due to the high electron affinity of Cg, in combination with the low
ionization potential of alkali metals, intercalation of pure Cgq, with alkali
atoms leads to ionic compounds where electrons are donated to the
tullerene. In K3Cg4y each Cqy” molecule accepts three electrons from nearby
alkali atoms which causes half filling in the triply degenerate t;, lowest
unoccupied molecular orbital (LUMO). Thus, the material changes from a
semiconductor to a metal with half-filled conduction band t;,, which is
triply degenerate at the I' point (cf. Fig. 2.4b). The bandwidth is about
500—600meV [81] and the density of states (DOS) at the Fermi level is
~13 states/eV per unit cell which was confirmed e.g. by photoemission and
magnetic susceptibility measurements [82, 83].

Both the narrow bandwidth and low Fermi energy (~100 meV) are character-
istic of molecular solids, where adjacent molecules have a large separation
and thus a fairly small orbital overlap. This results in a relatively small car-
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FIGURE 2.4: FROM MOLECULAR ORBITALS OF Cg, TO THE BANDSTRUCTURE OF K, Cq,.
a. shows Hiickel calculations of the energy levels of a neutral Cy, molecule.
When a K;Cq crystal is formed, multiple molecular orbitals are combined
and form the electronic band structure shown in b. Each displayed band has
its correspondence in the molecular orbitals in a. as indicated by the arrows.
The Fermi level (red dashed line) crosses two of the t;,, bands. c. shows the
combined density of states for both spins. Figure adapted from [69, 84, 85].



rier density and weaker hopping between molecules compared to ordinary
metals. The Coulomb repulsion energy between two electrons on the same
Cgo molecule is on the order of U ~ 1 — 2€eV (Auger spectroscopy on un-
doped Cg retrieved U ~ 1.6€V [86].) which is bigger than the bandwidth
W of the low-energy bands. This results in an effective correlation strength
U/W ~ 1.5 — 3.0 suggesting that electron correlations are not negligible in
the alkali-doped fullerides. This was further confirmed by the discovery of
the Mott insulating phase in Cs;Cq (cf. Fig. 2.2).

Besides these Hubbard type Coulomb interactions, that depend on the to-
tal charge on a molecule and do not take the distribution on orbitals into
account, multiplet effects have to be considered. Since a C4, molecule has
three degenerate lowest unoccupied molecular orbitals that can be popu-
lated by dopant electrons, in case of A3Cq the three unpaired electrons are
subject to Hund'’s rule coupling favoring a high-spin state. As will be dis-
cussed in the next sections, however, electron-phonon interactions can coun-
teract this force producing a singlet state that facilitates superconductivity.
The multiplet splitting between the low spin (paired electrons on one of the
t1, orbitals) and high spin states was estimated to be ~110 meV by ab initio
Hartree-Fock calculations [87].

2.4 STRONGLY CORRELATED SUPERCONDUCTIVITY IN
K3C60

This section is dedicated to superconductivity in K3Cgq,. Characteristic pa-
rameters such as conductivity, magnetic susceptibility and superconducting
gap are reviewed before possible mechanisms for Cooper pairing are dis-
cussed.

2.4.1 PROPERTIES OF THE SUPERCONDUCTING STATE IN K,C,,

Clear evidence of superconductivity in the A3;C¢, family has been obtained
through a variety of different experiments.

Necessary characteristic of this phase transition is a disappearing resistance
accompanied by the formation of perfect diamagnetism. These properties
have been measured and exemplary results are displayed in Fig. 2.5. Sam-
ples were prepared in the form of single crystals (cf. [88, 91, 92]) as well as
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FIGURE 2.5: DC RESISTIVITY AND MAGNETIC SUSCEPTIBILITY OF K,Cg,

a. Temperature dependence of the DC resistivity for a K3Cgq single crystal
(red, adapted from [88]) and for thin films (blue, green, adapted from [89])
where sample A has less disorder than sample B. Note that for comparison
the resistivity of all samples was normalized to the value at 250 K. b. Mag-
netic susceptibility measurement on a K;C¢y powder sample. Dark blue dots
indicate the susceptibility change upon application of a magnetic field when
cooling was performed in absence of a magnetic field (ZFC) while light blue
dots show the field cooling (FC) effect. Figure adapted from [90].

of pressed powder pellets and thin films (cf. [89, 90, 93-95]), all of which
showed a superconducting transition around 20K. However, as shown in
Fig. 2.5 a, the behaviour of the resistivity during cooling in the normal state
differs for monocrystalline and polycrystalline samples. In single crystals,
the resistivity decreases continuously with decreasing temperature, while in
thin films, depending on the degree of disorder, an opposite behavior near
the transition temperature was found. This was interpreted as a weakly lo-
calized 3D metallic state in which electron-electron interactions are not neg-
ligible [89].

Above a temperature of ~300K a metallic, linear dependence of the resis-
tivity was found for K3Cyy and Rb;C¢, with no sign of saturation [96]. The
electron mean-free path / was estimated of being shorter than the separation
between the C¢y molecules d suggesting strong interactions between the con-
duction electrons with intramolecular vibrational modes!.

Susceptibility measurements of both single- and polycrystalline samples
show a clear diamagnetic response below the critical temperature with
superconducting volume fractions ranging from 40-90 % [98]. As depicted

For a normal metal the resistivity grows with increasing temperature due to increased scat-
tering and when T becomes larger than typical phonon energies p(T) o T. With the semi-
classical assumption that, at worst, an electron is scattered at every atom, the Ioffe-Regel
criterion for the resistivity of metals predicts a resistivity saturation when [ = d resulting in
I = d (cf. [97]). This criterion is violated for the alkali doped fullerides where measurements
indicated I « d at high temperatures.



in Fig. 2.5b a significant difference was measured for zero-field cooling
and field cooling experiments indicative of relevant flux pinning as in
type-1I superconductors. The A3;C¢, compounds feature a relatively low
critical magnetic field H,; in the range of 10 mT, a large second critical field
H., of ~15-80T and correspondingly a very small coherence length ¢
of ~30A [99]. This is comparable to & of other high-T, superconductors
but much smaller than the value for conventional superconductors (e.g.
niobium: & =~ 400A). The penetration length A,, which is inversely
proportional to the density of Cooper pairs, was measured to range
between 240-480nm [69].

Figure 2.6 a shows the T, dependence on the lattice constant for various dif-
ferent compounds of the doped fullerides. Here, the lattice constant was
adjusted by the choice of the dopant atom and by application of external
pressure. For lattice constants smaller than 14.5A (i.e. under higher pres-
sure) a linear relation can be observed, which is in good agreement with the
predictions of BCS theory. As the lattice expands, electronic overlap of adja-
cent molecules decreases leading to a reduced bandwidth, larger density of
states at the Fermi level and thus an increase in T, (cf. Equation 2.2).

However, for Cs;Cq a strong deviation from this linear trend was measured
(cf. [100]) featuring a dome shape similar to other high-T, superconductors.

Measurements of the size of the superconducting gap with respect to the lat-
tice constant yielded similar results that fit very well to the BCS prediction
as long as the lattice spacing is not increased above ~14.5 A. For higher val-
ues, near the metal to insulator transition, deviations are significant (e.g. see
NMR measurements in Cs3Cg [103]).
For K;3Cy¢y and Rb3Cgy, measurements of the superconducting gap via both
optical- and tunneling spectroscopy are compatible with predictions from
BCS theory [66, 102]. Figure 2.6b shows the measured temperature depen-
dent values of the superconducting gap (circles and triangles) along side
with the corresponding mean field behavior from BCS theory (grey dashed
line). Interestingly, while some reports (cf. [78, 102, 104, 105]) indicate that
the ratio between the superconducting gap and the measured T, is in agree-
ment with BCS theory

2Ay/kgT. = 3.52, (2.1)

some other studies shows significantly higher ratios, indicative of a stronger

coupling [64, 66].

In all alkali-doped fullerides, the symmetry of the superconducting order
parameter was experimentally determined by different techniques to be s-
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FIGURE 2.6: SCALING OF T'.(p) AND A(T') FOR VARIOUS A,C;, COMPOUNDS IN COMPARI-
SON TO BCS PREDICTIONS.
a. Critical temperature vs. lattice constant for various doped fullerides.
T. was obtained via diamagnetic shielding measurements for K;Cg, (red),
Rb;Cq (blue) and compounds with mixed composition (orange) and via
NMR for Cs3Cq (green). The respective lattice constant was measured by
x-ray diffraction. Data obtained from [62, 100, 101]. The linear relation ex-
pected by BCS theory is shown as grey dashed line. b. Normalized super-
conducting gap A(T)/A(T = oK) for K3Cqj (red) and Rb;Cg (blue) vs. tem-
perature (scaled by T.) measured by optical- (circles) and tunneling spec-
troscopy (triangles). The grey dashed line depicts the temperature depen-
dence predicted by BCS theory. Data obtained from [66, 102]

wave, i.e. it has an isotropic magnitude and a fixed phase in all directions
[65, 106-109]. Furthermore, spin fluctuations were shown to be suppressed
in the superconducting state indicating a singlet pairing (cf. NMR measure-
ments in [110]). This might be a key ingredient for the formation of Cooper
pairs in K5Cgy.

2.4.2 MECHANISMS FOR PAIRING

Early theories aimed at describing superconductivity in doped fullerides
can be divided into two categories, with either electron-phonon coupling
(e.g. [111, 112]) or sole electron-electron coupling (e.g. [113]) having the most
important influence.

Both approaches could describe several experimental observations includ-
ing the isotope-effect and the size of the superconducting gap but failed to
describe the full phase diagram [69, 70, 114].



In metals, the typical ratio between its phononic energy scale (w,;, ~ 10 —
100 meV?) and electronic bandwidth (W ~ 10eV) is about Wy /W ~ 0.1% —
1%, which is small due to the big difference between the electronic and nu-
clear masses [79]. In conventional superconductors, the weak attractive in-
teraction between electrons that is necessary for pairing is attributed to their
interaction with phonons. A small value of w,;,/W is often considered im-
portant for superconductivity since retardation effects can reduce the repul-
sive Coulomb interactions so that these can be treated as a weak Coulomb
pseudopotential p* [115]. In the BCS-equation this is used to calculate the

critical temperature T,:
T. = we VA=#) (2.2)

where A = N(Ep)V, denotes the electron-phonon coupling strength with
the density of states at the Fermi-level N(Ef). V|, is the interaction potential
between electrons and (phononic) excitations with characteristic frequency
wW,.

In contrast, as described in Section 2.2, in the fullerides the intramolecular
phonon energies of up to 200meV are significantly higher, while the elec-
tronic bandwidth of about 500 meV is much smaller resulting in comparable
energy scales. This suggests that retardation effects are rather small. For
an efficient reduction of y* electrons must be able to move quickly between
molecules. In A3;Cqy, however, the electrons cannot efficiently avoid each
other if they are sitting on the same Cg; molecule while hopping is weak
(e.g. within BCS theory, the weak-coupling approximation wy << Ef is no
longer valid).

Furthermore, the Coulomb repulsion of electrons on the same molecule is
much larger (U ~ 1.6 €V, cf. Section 2.3) than the phonon mediated attraction
so that explanations similar to those put forward for pairing in conventional
superconductors are not sufficient to explain the observations for doped ful-
lerides.

Strikingly, in A3Cgy the coupling energies according to Hund’s rule and
Jahn-Teller phonons? are also of comparable magnitude (~100 meV). In the
fullerides, by symmetry, only A, and H, modes can couple to t, electrons
whereas only H, modes provide notable coupling strength [79]. While
Hund’s rule always favors a high-spin state, interaction with Jahn-Teller
phonons has shown to promote a low-spin state [114]. When writing
the total exchange interaction as | = Jg,uq + Jpp, it turns out that for the

cf. Debye temperature @ for conventional superconductors

The Jahn-Teller effect describes a distortion of certain molecules with a degenerate electronic
ground state which lifts this degeneracy and lowers the overall energy. Jahn-Teller phonons
support such a distortion.
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FIGURE 2.7: MECHANISM FOR LOCAL PAIRING IN A;Cqq
a. Molecular C¢, has three degenerate lowest unoccupied t,,, orbitals b. In
A3Cqp these get filled with three electrons. According to Hund’s rule a high-
spin state is favored while Jahn-Teller active H, phonons renormalize the
effective exchange energy and thus promote a low-spin state in the dynami-
cally distorted molecule. c. The singlet state is subject to orbital fluctuations

that allow coherent interorbital pair delocalization, which promotes super-
conductivity. For clarity the third electron has been omitted.



fullerides the negative phonon-mediated exchange interaction prevails
over the positive Hund’s coupling resulting in a lift of the degeneracy of
the electronic conduction band and an inverted Hund’s rule (see Fig. 2.7).
Several studies developed a model for local intraorbital pairing based on
this interaction [87, 116-118] and it was even possible to reproduce the
experimental phase diagram with ab initio calculations [114].

More details on the dynamical Jahn-Teller coupling in A3Cq; compounds
can be found in [119, 120]. Furthermore, Kim et al. have shown that
the Jahn-Teller stabilized intramolecular singlet pair is subject to orbital
fluctuations which provide coherent interorbital delocalization of the pair
and thus are supporting superconductivity [121].

In summary, the interesting physics and exotic behavior of alkali doped ful-
lerides is arising from many competing effects and unusual ratios between
electronic and phononic energy scales and can only be described if electron-
phonon interactions as well as electronic correlations and orbital degeneracy
are taken into account.
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LIGHT INDUCED
3 SUPERCONDUCTIVITY
IN K,Cqp

In this chapter a summary of earlier work is presented (cf. [122, 123]), which
showed that excitation of K3Cgqy with femtosecond laser pulses in the mid-
infrared range leads to superconducting-like optical properties far above the
equilibrium critical temperature.

We begin by discussing the equilibrium optical properties of K;Cqy. We
will then describe how mid-infrared pulses can be used to induce an out-
of-equilibrium superconducting response and discuss how this nonequilib-
rium state behaves in high pressure settings. Finally, we will discuss how
the accessibility of this state can be improved and how additional measure-
ments can clarify the nature of the photo-induced state.

3.1 EQUILIBRIUM OPTICAL PROPERTIES

The optical properties of a material represent an ideal messenger for
electronic excitations and collective modes as well as phononic processes in
solids. An electromagnetic wave E(q, w) with wavevector q and frequency
w incident on a medium will interact with its electric charges inducing a
polarization P(q, w) and thus creating a displacement field in the form of:

D(q,w) = €yE(q, w) + P(q, w) = €(q, w)exE(q, w) (3.1)

Here, the complex dielectric constant €(q,w) = €1(q w) + iex(q,w)
is the response function describing electric polarization effects
microscopically![124]. All other optical properties including macroscopic
observables such as the complex refractive index N = n + ik with real part
n and extinction coefficient k can be recalculated from this quantity.

Accordingly, the polarization can be described by P(q, w) = (e(q,w) — 1)egE(q, w) =
x(q, w)egE(q, w) with x(q, w) and €, being the susceptibility of the medium and the elec-
tric permittivity of the vacuum, respectively.
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In optical spectroscopy apart from obvious quantities such as the frequency
dependent optical reflectivity R(w) as well as transmittance T(w) and ab-
sorbance A(w), often the relationship between electric field and induced
current density J(q, w) is analyzed. The corresponding response function
o relates the electric field to the induced current from Ohm’s law according
to

J(q,w) = 0(q, w)E(q, w) (3.2)

with the complex optical conductivity o(q, w) = 01(q, w) + iop(q, w) [124].
This optical conductivity is an extension of the DC electrical conductivity
and a fundamental parameter often used to describe the electromagnetic re-
sponse of a system - especially in the frame of low-energy spectroscopic in-
vestigations.

The optical properties of a metal and a superconductor feature distinct
spectroscopic signatures in R(w) and co(w) that distinguish the two
ground states, which we will discuss in detail later in this chapter. All
measurements in this work were conducted with compacted K;Cgqy powder
samples having an average grain size of 100—400nm. To prevent oxidation
of the sensitive material, all sample handling was performed in an inert
atmosphere with oxygen level < 1ppm and for optical experiments it
was sealed in a dedicated sample holder and pressed against a diamond
window. This guaranteed an optically flat interface. For details on the
sample preparation see Appendix A.

Figure 3.1 shows the static reflectivity as well as ¢q(w) and o,(w) of
such a sample as measured at the SISSI beamline? using a commercial
Fourier transform infrared spectrometer equipped with a microscope [123].
Different temperatures between 25K and 300 K could be reached by means
of a helium cooled cryostat. After referencing and extrapolation of the
spectra®, the complex valued optical conductivity was retrieved through a
Kramers-Kronig transformation for samples in contact with a transparent
window [126]. The exact procedure for obtaining the optical conductivity
is also published in [127, 128].

The equilibrium optical properties of K3;C¢y show a metallic behavior above
T. which is characterized by a wide Drude peak in o (w) centered at zero
frequency and a relatively high low frequency reflectivity of about 9o %. At
higher frequencies this response of free carriers is accompanied by an addi-
tional polaronic absorption visible in ¢ (w) between 50meV and 100 meV.

Elettra Synchrotron Facility, Trieste, Italy

The K;Cq reflectivity spectra were referenced against a gold mirror placed at the sample
position. The low energy part of the spectrum (< 5meV) was extrapolated using a Drude-
Lorentz fitting while for the high energy side (> 500 meV) data on K;Cy, single crystals was
used [102, 125].
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FIGURE 3.1: TEMPERATURE DEPENDENCE OF THE STATIC OPTICAL PROPERTIES OF K,C,,.
The graphs show frequency dependent values of the sample reflectivity (left
panel) as well as real (middle panel) and imaginary part (right panel) of
the optical conductivity for four different temperatures. Red colors indicate
temperatures above T, while the blue trace was recorded below. The blue
shaded region highlights the difference between the optical properties just
above as compared to below T,.. The paled region in the plot indicates the
diamond absorption window.

Ateven higher energies interband electronic transitions determine the shape
of the optical conductivity [125].

Figure 3.1 shows the frequency dependent optical properties for various
temperatures up to room temperature. In the temperature range above T,
(red, orange and yellow curve), the optical properties of the K3Cqy pellet
samples do not show a strong temperature dependence. Only the polaronic
peak (~50-100meV) changes its shape from a clean Lorentzian peak to a
more deformed one.

Cooling below the superconducting transition temperature (blue curve), in
contrast, results in significant changes in the low-frequency optical proper-
ties. The low frequency reflectivity saturates to one, a gap forms in o (w) up
to ~6meV and o, (w) diverges in the same frequency range. These changes
are typical signatures of a phase transition to a superconducting state. In
contrast to a metal, the density of states of a superconductor features a 2A
wide gap that corresponds to the energy necessary to break Cooper pairs.
This superconducting gap is visible in the real part of the optical conductiv-
ity. Since the area under the curve must be conserved, the spectral weight of
o1(w) above T, is partly shifted towards zero frequency, where one would
expect a 0 function for an ideal superconductor. This is the signature of a
superconductor capable of carrying a DC current without any dissipation.
In the same frequency band, ¢, (w) diverges towards lower energies. This
divergence has a 1/w dependence which is the Kramers-Kronig equivalent
of a pole in the real part of o (w) at w = 0.
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Intuitively, this can be understood when assuming that carriers can move
freely without scattering in a superconductor and get accelerated more and
more with an external electric field. In this case the following relation ap-
plies to the effective force F, applied by the external field E(w) on the charge
g with mass m acceleration a and velocity v:

F o gE oc ma o< mv with E o cos(wt) (3.3)

Since we know that the complex conductivity ¢ is proportional to the current
density (cf. Equation 3.2), which directly depends on the velocity v of the
carriers, the 1/(w) dependence is obvious from:

1
Oge X J XU x fadt N asin(a)t) (3.4)

The measured conductivity spectra were fitted by a combination of a Drude
term centered at w = 0 denoting the free-carriers and a Lorentz oscillator
reproducing the mid-infrared absorption at higher frequencies (wy ~ 50 —
100 meV):

2 2
wp 1 wp,osc w

47T yp — iw 47T i(w(z),osc — W2) + Yy

Here, w, and 7p are the plasma frequency and scattering rate of the Drude
term, while wy, ;5c, Vosc aNd Wy s are the oscillator strength, the linewidth,
and the resonance frequency of the additional Lorentz term. The result of
the fit is shown as red curve in Fig. 3.2. The equilibrium data reported here
were used to normalize the transient optical spectra of K;C¢y measured upon
photoexcitation, as discussed in detail in Appendix D.1.

These properties have been measured on K;Cq, single crystals [125] and on
compacted powder samples [123] giving qualitatively similar results. The
strongest changes of the optical properties, when comparing above and be-
low T, data, were found at low photon energies up to about 3A(T) [104],
which is in good agreement with our results. However, the data on sin-
gle crystals features a higher far-infrared spectral weight compared to the
data on pellet samples as both Drude and Lorentz terms of Equation 3.5
have a higher plasma frequency. From their relative peak ratio we can de-
duce that most carriers are localized in the polaronic peak which does not
contribute to metallic transport. The extrapolated DC conductivity value of
01 (w) is smaller in the powder samples (~ 1000 27'cm™") than in single crys-
tals (~ 1500 ()'cm™"). Here, the granularity of the powder samples might
result in a non-negligible reduction of the overall carrier density and pro-
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FIGURE 3.2: DRUDE-LORENTZ FIT TO THE EQUILIBRIUM OPTICAL PROPERTIES OF K,C,,.
Reflectivity, real and imaginary part of the optical conductivity were mea-
sured at a temperature of 100K (blue dots). The red curve is the Drude-
Lorentz fit as described by Equation 3.5 and in the text.

mote a higher degree of charge localization. This is further supported by
the reduced scattering rate of the Drude carriers in the polycrystalline sam-
ple (~ 4meV as compared to 17 meV in single crystals [125]). This effect can
be caused by both lower electron density (and thus fewer scattering events)
and stronger charge localization at grain boundaries.

3.2 EXCITATION WITH MID-INFRARED LIGHT

Superconductivity in potassium doped fullerides is strongly associated
with electronic correlations and electron-phonon interactions - especially
with the intramolecular modes of the buckyballs (cf. Section 2.4). A
selective excitation of these Jahn-Teller active modes, leading to dynamic
lattice distortions, could therefore be expected to influence the electronic
order (cf. [51, 129]) and possibly the superconducting state and in particular
its onset.

Since these dynamical Jahn-Teller distortions in Cqy are Raman active H,
modes, they cannot be driven by light directly. As described in Section 2.2,
out of the 46 different vibrational modes only 4 T;, modes are infrared
active. However, in the I;, symmetry group of Cgy a nonlinear phononic
coupling (cf. Section 1.1) of the T, modes to the three Raman modes
with A, Ty, and H, representation is allowed by symmetry (these modes
preserve the total symmetry of the system) [130, 131].

Thus a strong excitation of Ty, optical phonons (which have energies
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in the mid-infrared frequency range at E < 200meV) can induce an
effective displacement along the Raman mode coordinate by means of a
nonlinear phononic coupling. This allows the indirect excitation of H,
breathing modes of the buckyballs, which are known to have a significant
influence on superconductivity. Because of this relationship, excitation
with mid-infrared light was considered as a potential tool to coherently
control the superconducting properties of alkali doped fullerides.

With this guiding idea in mind, in an earlier work (cf. [123]) ultrashort mid-
infrared laser pulses have been used to resonantly excite powder samples of
K;3C¢p both above and below its critical transition temperature. The response
of the system to this stimulus was measured by means of THz time-domain
spectroscopy covering the spectral region with most prominent changes be-
tween metallic and equilibrium superconducting phase (cf. Fig. 3.1, in par-
ticular the region of the Drude peak in ¢ (w) and respectively the supercon-
ducting gap A,. of ~6 meV). The pump pulses were tuned to be in resonance
with the Ty, (4) vibrational mode at 170 meV (A = 7.4 pm) with a fluence of
few mJ/cm? and a pulselength of ~ 300 fs.

Figure 3.3 shows a comparison of the equilibrium optical properties above
and below T, (panel a., T = 100K in red and T = 5K in blue) with photo-
excited optical properties measured at 100K (blue curves in panel b.). The
data shown here were recorded under the same excitation conditions as in
[123] but measured with a broader spectral window from 5-31meV. Strik-
ingly, all features that characterized the equilibrium superconducting state,
can be revived upon photoexcitation. At a pump-probe time delay of 1ps,
the reflectivity saturates at R = 1 for all frequencies below 10meV, a gap-
opens in ¢ (w) and a corresponding 1/w divergence appears in ¢, (w).The
clear similarity of the transient optical properties with the equilibrium su-
perconducting phase suggests an interpretation of the MIR light-induced
state as a transient superconductor. ¢ (w) stays depleted up to even higher
frequencies of ~10meV compared to the equilibrium superconducting gap
value of ~6 meV and resembles the gap of a superconductor at finite tem-
peratures with residual in-gap spectral content. This can be due to both the
high temperature of the sample and the finite lifetime of the state.

For longer pump-probe delays the effect gradually disappeared and about
5ps after the excitation the optical properties almost fully relaxed back to
their equilibrium values. Figure 3.4 a displays the average value of ¢ (w) in
the region up to 10meV for different time delays with respect to the excita-
tion. From this, the depletion of spectral weight caused by the laser pulse
is evident and a life time of this state of less than two picoseconds can be
extracted.
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FIGURE 3.3: EQUILIBRIUM AND LIGHT-INDUCED OPTICAL PROPERTIES IN K;Cq,.

a. Equilibrium reflectivity (sample-diamond interface), real, and imaginary
part of the optical conductivity of K3;Cyy measured upon cooling across the
equilibrium superconducting transition. b. Same quantities measured at
equilibrium (red lines), 1 ps (blue filled dots), and 5 ps (light blue triangles)
after photoexcitation. The light and dark blue lines are Drude-Lorentz fit to
the transient optical data (see Section 3.1 and Appendix D.2 for more details).
These data were acquired at a base temperature T = 100 K with a fluence of

3mJ/cm?.
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3.2.1 DEPENDENCE ON PuMP WAVELENGTH AND FLUENCE

A wavelength dependence of the pump was measured in the region
of 8o-700meV excluding the absorption of the diamond window
(~250-500meV) and is shown in Fig. 3.4b. Within this range a rather
broad spectral response was measured, which showed no distinct
characteristics of a resonance. The effect seemed to be strongest around
120-180 meV, where two of the four T;,,-modes reside (T,(3) ~ 140 meV
and T;,(4) =~ 170meV, indicated as red dashed lines) but a weaker
effect is still observed for lower photon energies towards Tq,(1,2). In
contrast, at much higher pump energies around 600 meV, no light-induced
depletion could be measured. This is in line with the interpretation that
low energy vibrations might be involved in the stimulated and possibly
superconducting response.

A fluence dependence with values ranging from zero to 3 mJ/cm? showed
a continuous enhancement of the effect with increasing fluence. There was
no sharp threshold observable and neither could a clear saturation be
determined (cf. Fig. 4 in [123]).
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FIGURE 3.4: LIFETIME AND WAVELENGTH DEPENDENCE OF THE LIGHT-INDUCED OPTICAL
PROPERTIES.
a. Time dependence of the average real part of the optical conductivity in
the region of the superconducting gap. The opening of the gap only lasts
for few picoseconds after the excitation pulse. b. Same average value of
o1 (w) as in a. but plotted for different pump wavelengths. The dashed red
vertical lines correspond to frequencies of the four T,,(1, 2, 3, 4) vibrational
modes. In the blue shaded regions the response could be fitted with a model
for a superconductor while the gray shaded region shows where absorption
of the diamond window did not allow pump-probe experiments. Triangles
with white filling correspond to measurements with a fluence of 0.4 mJem™>
while solid blue dots represent a higher fluence of 1.1 mJcm™2. Both graphs
were adapted from data in [123].



3.2.2 DEPENDENCE ON TEMPERATURE

With respect to temperature, a gradually decreasing light-induced effect
could be observed for increasing temperatures. As shown in Fig. 3.3 at
100K, the optical response resembles the equilibrium properties below T..
However, at 200 K and even more at 300 K the characteristic features in the
optical conductivity are reduced resulting in only partial enhancement of
reflectivity, incomplete gapping in ¢ (w) and less pronounced divergence
in 0, (w). Further details of this effect will be discussed in Section 5.1.2.
Interestingly, for temperatures below the equilibrium superconducting
phase transition of K3Cg, irradiation with the same laser pulses that led
to an enhancement of the characteristic features above T, now weakens
superconductivity. At these low temperatures mid-infrared irradiation can
wipe out the thermally induced superconducting features: the reflectivity
is reduced and the gap in ¢y (w) is filled while at the same time a lower
divergence in 0,(w) indicates a reduced number of superconducting
carriers. After excitation it takes about 100 ps until the superconducting
state is restored [127] which is compatible with typical recombination times
of Cooper pairs [132, 133]. Unlike for excitation above T,, here the gap size
is not influenced by the mid-infrared stimulus. Thus the pump-induced
effects observed at temperatures below equilibrium T, of K;Cq, are likely
caused by light-induced breaking of Cooper pairs.

3.2.3 DEPENDENCE ON HYDROSTATIC PRESSURE

Despite the substantial similarity of the optical properties obtained after
cooling of K3Cq into its superconducting state with the optical properties
measured directly after photo-excitation, further evidence is needed to
justify the interpretation of light-induced superconductivity.

One tuning parameter that is compatible with ultrashort optical
experiments and that influences metallic and superconducting properties
in a distinguishable way is external pressure. As described already in
Chapter 2.4.1, adjustment of the lattice constant in the alkali doped
tullerides directly translates into a change of T.. Figure 2.6 a shows a linear
variation of the critical temperature over more than 25K when the lattice
constant is changed by less than 1A. Since organic compounds have a
reasonably low bulk modulus (~ 28 GPa for K;Cy, cf.[134]) due to the weak
Van der Waals interactions that retain the molecules, the size of their unit
cell is highly sensitive to application of external pressure [62]. Accordingly,
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FIGURE 3.5: SCHEMATIC REPRESENTATION OF THE INFLUENCE OF PRESSURE ON THE OP-
TICAL PROPERTIES OF A METAL AND A SUPERCONDUCTOR.
The response of the metallic state upon application of pressure is depicted
in red, while the reaction of the superconducting state is shown in blue. The
reason for this opposing behavior is explained in the text.

a linear dependence of T, on pressure was simulated and confirmed by
magnetization experiments [134-136].

When external pressure is applied, the unit cell is scaled down leading
to a bigger overlap of molecular orbitals which results in an effective
broadening of the electronic bands. This is supported by first-principles
local-density band structure calculations [137, 138].

In the equilibrium metallic state a larger electronic bandwidth results in a
stronger band curvature at the Fermi-level which is equivalent to a decrease
of the effective electron mass m;, resulting in a higher DC conductivity.

In contrast, the effect of external pressure is very different for a
BCS-superconductor since the condensation of Cooper pairs is typically
favored for slow electrons with high effective mass so that the Coulomb
repulsion of electrons can be compensated by strong electron-phonon
interactions. In other words, a larger bandwidth effectively decreases
the density of states at the Fermi-level which for most superconductors
according to BCS-theory decreases the size of its gap and therefore the
critical temperature T, (cf. Equation 2.2).

Figure 3.5 displays the suspected influence of pressure on real and imaginary
part of the optical conductivity schematically. For a metallic state the over-
all conductivity is enhanced, which is characterized by an increased value
of the Drude peak in 07 (w) and also a higher average imaginary part of the
conductivity. Due to finite scattering, for low frequencies o, (w) still runs
towards zero. In comparison, the superconducting state, characterized by a
d-function in 0 (w) at zero frequency and 1/w-divergence in o, (w), is weak-
ened. This is indicated by a reduced spectral weight of the condensate at
zero frequency forming a smaller gap in ¢y (w) and a less pronounced di-
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FIGURE 3.6: PRESSURE DEPENDENCE OF THE EXTRAPOLATED OPTICAL CONDUCTIVITY.
Drude-Lorentz fits to the complex optical conductivity were extrapolated
to zero-frequency to obtain a value oy corresponding to the DC conductiv-
ity. This value was obtained from equilibrium data (red squares) as well
as from transient optical spectra after photo-excitation (blue diamonds) and
for three different temperatures a. at 100K, b. at 200K and c. at 300K. In
the blue shaded areas oy, is suppressed by pressure (doy/dP < 0) while in
the yellow shaded regions doy /dP > 0. The insets zoom in the low-pressure
region. The data was measured at pump fluence of 3 mJ/cm?. Reprinted by
permission from Springer Nature: [122].

vergence in 0, (w). Thus, pressure presents itself as a meaningful marker
for the distinction between a metallic and a superconducting state.

Cantaluppi et al. encapsulated powder samples of K;Cyy in a diamond
anvil cell, which allowed to apply the hydrostatic pressure from zero
up to 2.5GPa while performing equilibrium optical- and transient THz
time-domain spectroscopy (THz-TDS).

Remarkably, the measured complex optical conductivity of K;C¢, in the
equilibrium state showed the expected metallic pressure dependence
(cf. red curves in Fig. 3.5) while the light induced state at five times T,
(I' = 100K) featured the pressure dependence of a superconductor [122].
This behavior was further analyzed by performing Drude-Lorentz fits
to the optical conductivity (cf. Appendix D.2) and extrapolation to low
frequencies to obtain a pressure dependent value for the DC optical
conductivity oy = Clul_rfb 01(w). This value is plotted in Fig. 3.6 vs. external

pressure for the equilibrium case (red squares) and the photo-excited case
(blue diamonds). The three panels a - ¢ show measurements at different
temperatures above T, at 100K, 200K and at room temperature. This data
shows, that the equilibrium metallic conductivity increases with applied
pressure (do/dP > 0) as is expected for a metal.
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In contrast, the perfect conductivity of the light induced state is strongly
reduced already for small applied pressures (do/dP < 0). This observation
is in line with what is expected for a superconducting state. At higher
pressures, once the photo-excited state ceases to show superconducting-like
optical properties, oy becomes finite and features a do/dP > 0 behavior
similar to the equilibrium metal.

Surprisingly, for all temperatures up to 300 K the photo-excited state shows
a low pressure regime where do/dP < 0, indicating that some features of
transient superconductivity may already be present at room temperature.

3.3 SUMMARY

This chapter presented an overview of the experimental evidence of a light-
induced state with superconducting-like properties in K3Cg4j far above the
equilibrium critical temperature. Due to the fast decay of this transient state
within few picoseconds, all measurements were limited to ultrafast optical
time-domain spectroscopy. Although the observed signatures in the com-
plex optical conductivity are reminiscent of a superconducting state, and
the pressure dependence supports this interpretation, the concept and im-
plications of a superconductor with such a short lifetime are unclear.
Superconductivity intrinsically is a property defined at DC-frequency. In
an ideal superconductor there is no dissipation of the paired carriers result-
ing in an infinite scattering time. If, in contrast, the superconducting state
decays back into a metallic one within a time constant 7, this has to be re-
flected in the low frequency properties of the material. Figure 3.7 shows the
resulting implications on the complex optical conductivity. For frequencies
smaller than 1/7, the superconducting optical properties show a transition
to the metallic behavior (indicated by the blue curve blending into red).

On the other hand, in a metal with high mobility its low scattering rate is
reflected in a narrow drude peak and a corresponding incipient increase in
0, (w), which finally ceases towards low frequencies. This can result in very
similar optical properties as shown in the two-color curve in Fig. 3.7. Thus,
it is difficult to distinguish between a finite-lifetime superconductor and a
metal with high mobility when looking only at the optical properties.

A state-lifetime of T ~ 2ps (cf. Fig. 3.4a) corresponds to a characteristic
frequency of ~o0.5THz, which was also the lowest frequency we could
access with our terahertz probe sources (THz light was generated from a
femtosecond laser beam by excitation of a photo-conductive antenna or
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FIGURE 3.7: OPTICAL PROPERTIES OF A SUPERCONDUCTOR WITH FINITE LIFETIME.
Superconducting contributions to the graph are displayed in blue while
metallic ones are shown in red. For frequencies smaller than the inverse
of the decay time of the superconducting state, the optical properties must
maintain a metallic behavior. Thus, for low frequencies in ¢(w) a narrow
Drude peak is formed out of the gapped state and the divergence in o (w)
turns into a convergence to zero.

optical rectification in nonlinear crystals such as ZnTe or GaP. More details
on this can be found in Appendix B.3). In order to gain more insight into
the nature of the light-induced state and in particular to better understand
its low-frequency properties, an increase in its lifetime was essential. In
addition, this would allow the use of non-optical measurement techniques
such as electronic transport and magnetic susceptibility, which are of
inherent interest in the context of superconductivity. A high mobility metal
would not exhibit the characteristics of a vanishing electrical resistance
at low-frequencies combined with perfect diamagnetism.  Therefore,
such measurements would provide clear evidence for or against the
superconducting nature of the light-induced state.

The main focus of this work is to extend the lifetime of the light-induced
state, which would render such experiments possible.

An intuitive approach to achieving a longer lifetime of the superconduct-
ing state is shown schematically in Fig. 3.8. All pump-probe experiments on
K3Cqy described so far were using excitation pulse lengths of about 100 fs.
Thus, one could think of using much longer excitation pulses that could co-
herently stabilize the system in its excited state - possibly even stabilizing it
for longer than the time of the drive. This approach sounds simple, but an
order of magnitude higher laser power is required to generate an order of
magnitude longer laser pulses if the electric field is to be maintained.
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FIGURE 3.8: VISION ON STABILIZATION OF LIGHT-INDUCED PROPERTIES VIA EXCITATION
WITH LONGER PULSES.
The main focus of this work is based on the idea that an excitation with
longer pulses of light might facilitate a longer lifetime of the resulting state.



GENERATION OF HIGH POWER,
1 TUNABLE, MID-INFRARED
LIGHT PULSES

In the last chapter we have shown that a longer lifetime of the light-induced
state is essential to enable the use of non-optical measurement techniques,
which can provide valuable information on the physics of superconduct-
ing states. In this work we want to investigate the influence of significantly
longer excitation pulses on light-induced states and whether their lifetime
can be extended.

For this reason, this chapter focuses on the development of a laser system
capable of exciting samples with much longer yet intense pulses of mid-
infrared radiation synchronized with a femtosecond probe laser.

4.1 LIGHT SOURCES IN THE MID-INFRARED

Typically, the region of the electromagnetic spectrum called mid-infrared is
denoted to a range of wavelengths from 2.5 um to 30 pm. This spectral
region is particularly interesting for spectroscopic applications, since
the vibrational energies of most molecules fall in the mid-infrared, thus
forming a “molecular fingerprint”. Therefore, considerable efforts have
been made to develop suitable light sources in this energy range for pulsed
as well as cw-applications. Figure 4.1 shows an overview of the available
laser sources in this range and their bandwidth.

Lasers with paramagnetic ions (e.g. the lanthanides Er’*, Nd**, Tm®,
Ho, ...) embedded in crystals (such as YAG, YSGG, Sapphire), glasses or
tibers, depending on their exact composition, can operate from the visible
up to wavelengths of about 4 pm [139]. Similar wavelength regimes can be
achieved by color center lasers with point defects in alkali halide and oxide
crystals as the optically active medium.

In semiconductor lasers, electrons and holes recombine at the diode’s
junction resulting in emission of photons. Here, the materials (direct)
bandgap determines the output wavelength. Thus, III-V compound lasers
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FIGURE 4.1: LASERS IN THE INFRARED
The type of laser is color-coded while the wavelength coverage is shown as
horizontal bars. The named materials are exemplary and make no claim to
completeness. Data for this figure was obtained from [139-143]

emit from visible to mid-infrared (e.g. InGaN: go5nm, GalnP: 650nm,
InGaAs: 9g8onm, GalnAsSb: 1.8-3.3 um) while even longer wavelengths
can be achieved with combinations of the IV-VI elements. These so called
"“lead salt” lasers cover a wavelength range from below 3 pm to more than
20 pm which would make them a potential candidate for excitation of
K5Cyp, if their emission were not limited to several milliwatts per ampere of
drive current [144] while careful cryogenic temperature control is necessary.
This technology has therefore been replaced by the quantum cascade laser
(QCL) after its first physical implementation in 1994 [145]. It is based on
quantum well heterostructures that are formed by periodic layers of thin
semiconducting films. The varying electric potential across the device
results in a band splitting into discrete electronic subbands that can be
designed to achieve the necessary population inversion. When applying a
voltage, electrons follow the resulting potential staircase and emit photons
at each step.

Unlike for diode lasers, the emission wavelength does not mainly depend
on the materials band gap but rather on the geometry of the super-lattice,
which can be adjusted in the manufacturing process. This allows a wide
tunability from few to hundreds of micrometers in wavelength. Typical
output powers of commercially available QCLs reach the regime of several
watts, which is good enough for many spectroscopy applications but
still too little for nonlinear optical processes. To reach the required field
strengths on the order of several MV /cm for a beam diameter of 500 pm



that is compatible with THz spectroscopy, a continuous wave laser would
need about three orders of magnitude more power (~ 1kW). This would
correspond to a peak intensity of about 5 GW/cm?, but the continuous high
power irradiation would certainly lead to a thermal destruction of any
sample. Therefore only pulsed lasers with high peak intensity can reach
this excitation regime while preventing excessive heat transfer.

A different approach for the generation of mid-infrared radiation with
broad tunability and high power is frequency conversion in a nonlinear
optical material. This takes advantage of the dielectric polarization P,
induced by the electric field of the incident light. For high external fields,
not only the linear term Py;,, = €yx‘VE but also nonlinear terms in the form
P, = €Y. _,x"E" have to be considered. Here ¢ is the free space
permittivity and x™ is the n' order susceptibility tensor. These nonlinear
terms result in a multitude of conversion processes such as second
harmonic generation (SHG), sum- and difference-frequency generation
(SFG, DFG) as well as optical parametric amplification [146].

Femtosecond mid-infrared pulses with pulse energies of more than 50 pJ
in 100fs can be obtained via optical parametric amplification of two near
infrared beams generated from optical parametric amplification of a white
light continuum and their subsequent difference frequency generation. This
approach was used in the earlier experiments on K;Cg¢ (cf. Section 3.2) and
is particularly useful for the generation of sub-picosecond pulses. In the
scope of this work, we could obtain a longer pulse length by introducing
a frequency chirp by propagating these femtosecond pulses through a
dispersive material. A schematic of the experimental setup is shown in
Fig. 5.1, the related experiments are discussed in Section 5.1 and further
details on optical parametric amplification can be found in Appendix B.2.
Although this stretching of femtosecond mid-infrared pulses is a valuable
tool to extend the pulse length, it comes at the expense of peak intensity.
Since our experiments rely on high electric field strengths, this effectively
limits the pulse-width tunability to few picoseconds.

There is yet another laser technology operating in the mid-infrared not being
discussed so far: Gas lasers. In the wavelength region of interest there are
in particular nobel gas lasers (A = 5—17 pm with pulse energy below 1 pJ)
[147], the carbon monoxide laser (A = 5—6 um) as well as the CO, laser (A =
9—11 pm with central wavelength at A = 10.6 um). The latter is a well estab-
lished laser technology that is capable of producing very high output power
ranging from several Watts up to Megawatts due to the good electrical to op-
tical power efficiency from 5 % to more than 20 %. For this reason it is widely
used in industry for cutting, engraving, welding and similar tasks.
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FIGURE 4.2: ENERGY LEVELS OF A CO, LASER.

The laser medium is a mixture of CO,, N, and He. Energy is at first trans-
ferred into vibrations of N, molecules. Since the vibrational energy level
of N, is very similar to one of asymmetrical stretching of CO,, energy can
be transmitted via collisions. This mode radiatively decays into symmet-
ric streching by emitting 10.6 pm light or into the bending mode by emit-
ting 9.6 pm. Afterwards the carbon dioxide molecules transition in to their
vibrational ground state by collision with cold helium atoms. Each of the
discrete vibrational energy levels is composed of many vibration/rotation
transitions with ~ 55 GHz spacing and line width of ~ 3.7 GHz [148] as indi-
cated by the lines in light grey.

The CO, laser is using a 3-level system based on the vibrational energy
states of the molecules. Usually, besides CO,, other components such as
N, and He are part of the laser gas to increase efficiency and reliability.
Figure 4.2 displays the energy transition diagram of this laser.

N, molecules are excited e.g. by electrical discharge and collide with CO,
molecules whose asymmetric stretching vibrational mode has a matching
energy level. Stimulated emission at A = 10.6 pm can now occur between
the energy levels v3 and v;. The He atoms not only help in relaxing CO,
into its ground state but also improve the thermal conductivity of the gas
mixture thus counteracting the degradation of population inversion by
heating.

Furthermore, besides the strongest emission line at 10.6 pm wavelength
there is another weaker laser line around 9.6pum and the discrete
vibrational modes are extended by many more vibration/rotation
transitions.

Since the CO, laser is a high-power laser operating in the MIR region, which
is of interest for the excitation of K3Cgqy and since it is a proven and widely
commercially available technology, we have used this laser as the basis for
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the development of a pulse length tunable pump source, which is described
in the next sections.

4.2 STABILIZATION AND SYNCHRONIZATION OF CO, GAS
LASERS

We used a commercial transversely excited atmospheric (TEA) CO, laser!
with average output power of 60 W, tunable repetition rate up to 150 Hz
and a specified pulse energy of 400 m]J. The laser cavity consisted of a semi-
transparent focusing front optic (80 % reflectivity, focal length = 20 m) made
of ZnSe and a grating reflector that allows the selection of a specific vibra-
tion/rotation transition around the central line at 10.6 pm by adjustment of
its angle.

Since we wanted to use the output of this laser in a long pulse pump-probe
type experiment the following requirements applied:

the output fluence had to reach on the order of several pJ/ps to enable
a field strength of several MV /cm for a beam diameter of 500 pm for
pulse lengths beyond several picoseconds.

the laser had to be stable in output peak intensity by few percent to
allow efficient long term averaging of experiments.

the timing jitter of successive pulses had to be better than 1ps to con-
nect to previous short pulse experiments

the CO, laser had to be synchronized to a femtosecond laser used for
probing and gating

A typical output profile of the CO, laser is shown in Fig. 4.3a. It was mea-
sured with a fast photon drag detector? with a rise time of ~1ns. It reveals
the typical multi-mode operation of amplified spontaneous emission (ASE)
being ejected through the semi-transparent front window of the laser. Af-
ter plasma excitation of the laser gas, as soon as population inversion (gain)

Light Machinery IMPACT-4000

Hamamatsu B749; Input photons can not only promote electrons to a higher valence band
but also transfer momentum to the carriers in a semiconductor (here: germanium). Thus,
the absorption of many photons leads to a observable electric current which is the measured
quantity of this detector [149, 150]
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FIGURE 4.3: AMPLIFIED SPONTANEOUS EMISSION OF THE CO, LASER

a. Output intensity of our commercial CO, laser as measured with an elec-
tron drag detector displayed against time. The signal clearly shows the su-
perposition of multiple excited longitudinal modes out of which the most
intense displays distinct peaks of radiation with a repetition rate of ~10ns
which is corresponding to the length of the cavity of ~ 1.5 m. The pulse has
an envelope of few microseconds. b. Calculated gain spectrum of molecular
CO, at ambient pressure. Rotational transitions with a spacing of ~ 55 GHz
form the R- and P-branches. The grating reflector within the cavity selects
only one transition around 10.6 pm. c. The gain bandwidth of the selected
rotational line is ~ 3.7 GHz which is much wider than the 100 MHz spac-
ing of the longitudinal cavity modes. This results in arbitrary excitation of
multiple modes when the laser is amplifying spontaneous emission.

is reached, the first photons that decay radiatively and stay in the resonator
get amplified. Since spontaneous emission is a stochastic process, these pho-
tons have random phases and due to the small spacing of the longitudinal
modes of ~100 MHz multiple of them can be excited within a single pulse
(see Fig. 4.3b,c). Moreover, the mode composition and their intensity can
change from pulse to pulse leading to a fluctuating output in both inten-
sity and time. This behavior does not match at all with the requirements
formulated above and therefore significant improvements of the laser were
needed.

One way to stabilize the output is to apply either passive or active mode-
locking techniques. Passive mode-locking can be achieved by incorporating
a saturable absorber such as SF¢ or Ge in the cavity, which is reducing the
losses for the most intense pulse [151-153]. Thereby, single-longitudinal-
mode or at least a mode-locked multi-mode operation can be obtained at
the expense of some power loss in the absorber.

In contrast, for active mode-locking the resonator losses are typically peri-
odically modulated by electro- or acousto-optic modulators [154, 155]. Both
types of Q-switching facilitate the formation of reproducible high power out-



put pulses but the system is still lacking synchronization to the femtosecond
probe beam.

Injection seeding is another technique commonly used to achieve a narrower
optical bandwidth. In this case a light pulse with optical frequency close to
resonance of a resonator mode is launched into the cavity just before the
spontaneous emission would occur. As a result, this mode can oscillate at
a much higher power than every competing mode and is dominating the
output pulse avoiding mode-beating. Another significant advantage of this
technique over other mode-locking options is the intrinsic synchronization
of the output pulse to the seed pulse. Since for mid-infrared pump, THz
probe experiments, the pump pulses generated by the CO, laser system had
to be synchronized with the Ti:Al,O3 laser that generates the THz probe
light, we decided to use this approach.

From a commercial Ti:Al,O3 regenerative amplifier, ~ 150 fs long, 10.6 pm
wavelength pulses were generated by nonlinear conversion in a home build
optical parametric amplifier (OPA) with subsequent difference frequency
generation (DFG). A fraction of these femtosecond pulses (~ 60 pJ) were in-
jected into the cavity of the CO, laser. These injected pulses with high band-
width were spectrally filtered by the internal grating reflector, which is se-
lecting only the desired frequency band around 10.6 um. The injection of
these seed pulses induces a temporal mode locking resulting in a train of
output pulses, which are synchronized to the femtosecond seed laser [156].
A typical output trace is shown in Fig. 4.4b (blue curve). The peak power
of the pulse train is about an order of magnitude higher as compared to the
non-seeded case (red curve) due to the phase locking of all longitudinal cav-
ity modes induced by the seed. In addition, shot-to-shot reproducible mode
coupling results in a reduction of the peak intensity fluctuations to less than
1% being acceptable for our experiments. The remaining fluctuations are
now due to small temporal variations of the electrically triggered plasma
build-up, which translate into a jitter of the gain curve.

As depicted in Fig. 4.4 a, the seed injection has to be carefully tuned to about
550ns after the plasma excitation is triggered. If the seed pulse is injected
too early, there is no gain to amplify it and spontaneous emission will occur
later. If the seed pulse is injected too late, it does not affect already amplified
spontaneous emission anymore. Only when the seed is injected within the
correct time-window of about 400ns width with respect to the plasma dis-
charge, a significant mode locking can be observed. At the optimal timing of
seed injection, the pulse build-up time is reduced by ~ 150 ns as compared to
ASE and the output intensity is highest. In this case the build-up time from
injection to the maximum output pulse is about 1.35 ps.
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FIGURE 4.4: CO, LASER INJECTION SEEDING

a. Map of the CO, laser output traces vs. time of the injected seed pulse
measured with an electron drag detector. The color indicates the output in-
tensity. Both time axes are referenced to the trigger of the plasma discharge.
The seed injection time is shown as a white line. The two dashed lines cor-
respond to single time traces shown in b. b. Averaged output intensity time
traces of the CO, laser are shown for the case of amplified spontaneous emis-
sion when the 100 fs long seed pulse is injected too early (red curve) as well
as for optimal seeding (blue curve). The inset shows a section of a single-
shot time trace of the seeded laser indicating perfect mode-locking.

The finesse of the CO, laser cavity in combination with the limited gain
bandwidth does not support the high bandwidth of the femtosecond seed,
which is resulting in pulses that are broadened to a width of ~ 1.3 ns. This is
the upper pulse length limit of the source, which is four orders of magnitude
longer than the pulses that were used in pump-probe experiments on K5Cy
before.

We used a custom-built CdTe pockels-cell to switch the single highest inten-
sity pulse of the train from s-polarized to p-polarized. This allows a precise
selection of the single highest peak by means of a wire grid polarizer.

So far the resulting mid-infrared pulses had a power of 13 mW at a repetition
rate of 18 Hz (resulting in a fluence of about 730 pnJ) and a pulse length of
~1.3ns. They were stable in both intensity and time and were synchronized
with a femtosecond laser. However, to extend the pulse length from the
regime of previous pump-probe experiments, the pulses were now too long.
The next section focuses on techniques for the generation of shorter laser
pulses.



4.3 GENERATION OF ULTRAFAST PULSES
FROM GAS LASERS

To date, most pico- and femtosecond lasers work in the ultraviolet, visible
or near infrared spectral region and they often take advantage of broadband
gain materials. However, already in the 1970s strong efforts were made to
shorten the pulse length of powerful gas lasers operating in the mid-infrared,
which are suitable for a wide range of applications. Such pulses were of
importance for the analysis of carrier dynamics in semiconductors, in pho-
tochemistry for the ultrafast spectroscopy of molecules and for research on
nonlinear processes in general. Thus, there are various different approaches
for the generation of sub-nanosecond CO, laser pulses.

4.3.1 PRESSURE BROADENING

The amplification of short laser pulses requires a spectral gain with band-
width broader than the Fourier-transform-limited spectrum of the pulse it-
self. For any molecular-gas laser the small-signal gain spectrum is composed
of multiple periodic lines due to the allowed vibrational-rotational transi-
tions of the CO, molecule (see Fig. 4.2). This periodic modulation of the
gain reduces the overall gain bandwidth and thus hinders the amplification
of picosecond pulses. Instead, a typical atmospheric CO, laser does not sup-
port the amplification of pulses shorter than ~1ns.

By applying high pressure to the laser gas (typically 10—-15bar), collisional
broadening of the spectrum by ~ 3.5 MHz/mbar [157] leads to a significant
overlap of the individual lines facilitating the amplification of pulses with
several picosecond duration [158, 159] (see Fig. 4.5).

Even shorter pulses can be achieved by enrichment of laser gas compounds
with additional isotopes [160]. Polyanski et al. showed that a 50 % substitu-
tion of the naturally abundant '°O with '®0 leads to a fourfold density in-
crease of the rotational lines in the gain spectrum and thus 5 ps pulses could
be amplified reaching 1 TW peak power.

Unfortunately, the application of high pressures would have not only re-
quired a complete re-design of the laser to facilitate the application of such
high pressures but it is also changing the electrical discharge properties.
Therefore tuning of voltage levels, electrode geometry and gas composition
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FIGURE 4.5: GAIN SPECTRA OF PRESSURIZED MOLECULAR CO,
The normalized gain of the rotational transitions was calculated for three
different pressures. For ambient conditions refer to Fig. 4.3b. The higher the
pressure, the stronger is the line broadening which is resulting in a smoother
gain curve. Calculations were performed using the HITRAN database [161].

would have been unavoidable to obtain a stable and homogeneous excita-
tion [162]. The same argument and significantly higher costs for the laser
gas applied to isotope substitution.

4.3.2 FIELD BROADENING

To support the amplification of picosecond pulses, field broadening is an al-
ternative approach to achieve higher bandwidth of the CO, molecular spec-
trum [148]. Due to the AC-Stark effect, the strong electric field of a laser
pulse causes line broadening without the need for high pressures. Theoreti-
cally the only limitation of this broadening is the intensity of the laser pulse
and the ionization threshold of the gas.

Apart from the fact that Stark broadening is a highly nonlinear effect, which
might induce timing variations over the cross-section of the laser beam, ex-
tremely high field strengths are required. Haberberger et al. calculate that
for an atmospheric amplifier peak intensities in excess of 5 GW/cm? (cor-
responding to peak fields of ~2MV/cm) are necessary to achieve a similar
bandwidth as with a pressure broadened amplifier at 10 atm [148].

4.3.3 OPTICAL FREE INDUCTION DECAY

Another technique for the generation of short laser pulses is utilizing the fast
growth of a plasma in a gas cell when high field strengths are applied. It has
been shown that the breakdown spark can cause frequency shifts of ~1cm™



of the transmitted beam and is able to cut the incident light in a time as short
as 30 ps [163]. In combination with a spectral filter, which is able to reject the
narrowband incident wavelength while the plasma induced side bands are
transmitted, adjustable laser pulses in a range from 0.1—0.5ns could be gen-
erated [164]. Here, hot CO, gas is used as a resonantly absorbing spectral
filter attenuating the input beam heavily. Once the input wave is quenched
by the plasma, the introduced molecular polarization of the gas will radiate
until it is decayed. This optical free induction decay results in pulses with
length on the order of the molecular collision time.

The output pulse length can be adjusted by changing the breakdown bar-
rier with the pressure of the gas cell, which is a major advantage as com-
pared to other techniques. However, the nonlinear process of plasma for-
mation is strongly limiting its shot-to-shot stability which in turn is critical
for the width of the generated spectrum. Moreover, in OFID experiments
background suppression and post pulses are a relevant problem [165]. For
this reason, we have looked at semiconductor switching as an alternative
method with more controlled boundary conditions.

4.3.4 SEMICONDUCTOR SWITCHING

This approach is based on fast optical modulation of the free-carrier density
in semiconductors with the aim of shaping their reflection and transmission
properties for incident mid-infrared radiation. We decided to use this tech-
nique in our experiments because of many advantages over the other ap-
proaches discussed so far. Therefore, this section will go into more detail
about the physics of semiconductor switching and our implementation in
the experiment.

Figure 4.6 a shows a schematic of the applied switching geometry. Typically,
a visible or NIR ultrafast laser pulse (the control pulse) is used to excite a
plasma of electron-hole pairs within picoseconds in an optically flat semi-
conducting plate, which is normally transparent for MIR radiation. Thus,
the induced high carrier density can drastically change the reflectivity of the
semiconductor within the same time scale and was used in our experiments
to slice CO, laser pulses.

A p-polarized mid-infrared laser pulse is transmitted through a semicon-
ducting plate until an electron-hole plasma is excited in the material by the
control pulse. The sudden high carrier concentration, which is confined
within the laser absorption skin depth of several micrometers, turns the
semiconductors surface metallic and acts like a switchable mirror. A com-
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FIGURE 4.6: PRINCIPLE OF SEMICONDUCTOR SWITCHING

a. The schematic displays our setup for generation of continuously ad-
justable pulse lengths. The incoming MIR CO, laser pulse (blue) hits a
semiconductor at Brewster’s angle and its leading edge is fully transmit-
ted. Now, a second short NIR pulse (8oo nm wavelength, ~ 100 fs duration,
red) excites an electron-hole plasma at spatio-temporal overlap with the MIR
pulse. Within few picoseconds, the carrier density rises, which is turning
the semiconductor highly reflective and slicing the MIR pulse. A subsequent
switch can cut the trailing edge so that precise pulse length tunability is pos-
sible by adjusting the optical delay between the two NIR slicing pulses. b.
Cross correlation curves of the unswitched (red) CO, laser beam and for sin-
gle transmissive (violet), single reflective (green) and double switched (blue)
cases. Upon switching, the semiconductor reflectivity changes within ~ 5ps
creating sharp edges in the pulse.



bination of a reflection and a transmission switch enables the generation of
short pulses of variable length that can be adjusted by delaying the con-
trol pulses. The semiconducting plates are set at Brewster’s angle to reduce
reflections in the unswitched state and thus obtain a good signal to back-
ground ratio.

Figure 4.6b displays time-traces of the resulting 10.6 pm pulses before and
after switching. In this case the first switch was made from cadmium tel-
luride and the second from silicon. These measurements were performed
by cross-correlation of the mid-infrared pulse with an ultrafast NIR pulse
(100 fs pulse length, A = 8oonm) by means of sum-frequency generation in
a 2mm thick GaSe crystal.

Semiconductor plasma mirrors were first investigated by Alkock, Corkum
and James in 1975 [166] and were afterwards applied in different laser sys-
tems both for external pulse shortening [159, 167] as well as for the reflection
of a single pulse out of the laser cavity [168-170].

Due to the lack of other short pulse laser sources in the mid-infrared at that
time, most research in the 70’s in this field was focusing on the generation of
sub-picosecond pulses. Pulse lengths as short as 130 fs could be generated by
using multiple plasma shutters in combination with background suppres-
sion by narrowband filters [171]. Another approach for ultrafast pulse gen-
eration applies only one reflective switch while the semiconducting material
is designed for a high intrinsic plasma decay rate. This causes the switch to
be reflective only for a short time and to transmit again soon after the control
pulse has ceased [172]. A comprehensive review of semiconductor switch-
ing is provided in [173].

For good mid-infrared transparency in the un-excited state, the semiconduc-
tors band gap energy E, should be higher than the corresponding photon
energy (117 meV for a CO, laser). However, to change the free-carrier den-
sity in the material by intense infrared control pulses, their photon energy
(1.55€V for wavelength of A = 8oonm) is required to exceed the band-gap
energy. Thus, photoexcitation from valence to conduction band can occur
by interband absorption.

The critical carrier density for full reflection can be obtained from:

€0€,M* W?

> (4.1)

ng =
where w is the infrared radiation frequency and ¢, €,, m* and e denote the
vacuum and semiconductor dielectric constant, the effective carrier mass
and the electron charge.
The stronger the excitation, the more the plasma frequency w, shifts to

p
higher values until it exceeds the infrared (CO, laser) frequency. This
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renders the refractive index imaginary so that the infrared beam can only
exist inside the semiconductor as an evanescent wave, which corresponds
to a high reflectivity in this frequency range. To switch CO, laser
radiation at 10.6 pm, Equation 4.1 suggests that a critical carrier density of
108 —10%9 cm3 is needed depending on the type of semiconductor.

For a description of semiconductor switching of infrared radiation by a pho-
toinduced plasma one has to account for two processes:

1. The excitation and spatio-temporal development of an electron-hole
plasma at the surface of a semiconductor

2. The reflection of an incident mid-infrared electric field pulse from this
time- and space-dependent plasma density

The temporal and spatial distribution of the photoexcited electron-hole
plasma in a semiconductor depends on various carrier dynamics and can
be approximated by the one-dimensional continuity equation [174]:

on.(z,t) ?n.(z,t)
o - D 02 = G(z,t) — R(z,t) 4.2)

Here, z is the spatial coordinate perpendicular to the semiconductor surface,
D denotes the diffusion coefficient and G(z, t) and R(z, t) describe the rate of
carrier generation and recombination, respectively. The temporal and spa-
tial behavior of free carrier generation directly depends on the excitation
pulse shape and its absorption. Because the excitation pulse and thus the
plasma generation rate are on a very short timescale (~ 100 fs) for which dif-
fusion and recombination can be ignored, we can consider this rate to be a
delta function in time. According to Beer’s law, a given excitation intensity
at t = O results in a simplified plasma density profile of form

n.(z,t =0) =nge™7* (4.3)

where n; is the surface plasma density immediately after excitation and
v denotes the absorption length for radiation above the band gap. In
semiconductors this penetration depth ranges between 10nm and 10 pm
for radiation above the band-gap and is therefore usually lower than the
wavelength of the incident 10.6 pm light [175].

The recombination term in Equation 4.2 typically contains contributions
from Auger recombination, radiative recombination, recombination via
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phonons or impurities and surface recombination® and can be summarized
by:
R(z,t) = _raugn? - rmdng - (rimp + rsurf)nc (4.4)

Here, I' denotes the respective recombination coefficients that determine the
lifetime of the photo induced excess carriers.

It turns out that for early times after excitation + < 1ns and plasma den-
sities of several n} both two- and three-body recombination processes are
of minor influence due to their slower time scales. In contrast, diffusion is
the most important mechanism dominating the decrease of plasma density
already after few picoseconds [173, 175]. Note that D is the ambipolar diffu-
sion coefficient describing a diffusion of electrons and holes at the same rate
preventing charge separation.

Solving Equation 4.2 results in the temporal development of the free-carrier
density spatial profile [174, 178, 179]. One example of such a solution for
irradiation of silicon with an UV laser pulse is depicted in Fig. 4.7 a. As a re-
sult of carrier diffusion into the bulk, the surface plasma density is decaying.
The timescale of this decay is usually in the range of picoseconds as shown
in Fig. 4.7b for a germanium sample irradiated with a 10 ps long pulse of
1.06 um wavelength. With the surface plasma density also the mid-infrared
reflectivity is changing - especially when 7, reaches values below the critical
plasma density n;.

To obtain the infrared reflectivity from a plasma density distribution one
can model the dielectric function according to Drude’s theory* and use a
one-dimensional multilayer model for the propagation of a plane electro-
magnetic wave into this inhomogeneous medium[174].

The reflection and transmission properties of a large number of switching
materials have been investigated, mostly with a focus on ultra-short carrier
lifetime for ultrafast pulses, with Si, Ge, CdTe and GaAs being the most pop-
ular candidates. However, for experiments on K;Cy,, we were not interested
in the generation of shortest possible pulses but rather in a good switching
efficiency with wide tuning range from several to hundreds of picoseconds
and a good background suppression. Since the temporal pulse profile as
well as the slicing efficiency depend on the type of semiconductor and on
the exact slicing geometry, we performed experiments to find the best mate-
rial for our requirements.

Extensive information regarding all these recombination processes can be found in [176,
1771].
The Drude theory is applicable if the band structure of the semiconductor is parabolic

57



58

| GENERATION OF HIGH POWER, TUNABLE, MID-INFRARED LIGHT PULSES
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FIGURE 4.7: SPATIAL AND TEMPORAL DECAY OF THE PHOTO-EXCITED PLASMA DENSITY

a. Time-dependent evolution of the carrier density profile upon irradiation
of high resistivity silicon with a 1.7 ns long pulse of 337 nm wavelength and
470 pnJ power. Figure adapted from [174]. b. Time trace of the surface den-
sity of free carriers in germanium after excitation with a 10 ps long pulse of
1.06 um wavelength. The absorbed pulse energy was 1m]J/cm?. The dashed
line indicates the critical carrier density for a reflection of 10.6 pm CO, laser
radiation. Figure adapted from [175].

Figure 4.8 a shows a comparison of the time-dependent 10.6 um reflectivity
of a single semiconductor switch made of silicon, germanium and cadmium
telluride, respectively. The curves were extracted from cross-correlations in
a 2mm thick GaSe crystal by calculating the ratio of the semiconductor re-
flection to the intensity of the unswitched beam, measured in the same cross-
correlator. All switches reached a similar efficiency of about 50 %, which is
in agreement with literature. Their damage thresholds were significantly
different being just above 5m]J/cm? for Si, 3.9mJ/cm? for CdTe and only
1.7m]J/cm? for Ge®. At these fluence levels maximum switching efficiency
was achieved.

When comparing different materials, the decay rate of the reflectivity is very
different and could be fitted with reasonable precision by a single exponen-
tial decay. This range of decay times results in varying applicability for each
material. The short decay of 75ps in CdTe is ideal for a reflection switch
when only short pulses are needed. In this case it provides the best back-
ground suppression. However, for long pulses a Si reflection switch is op-
timal. Due to the long absorption depth, thick plasma layers are formed
so that tunneling of radiation is negligible [171]. This makes silicon the best
candidate for the second transmission switch for the generation of both short
and long pulses. Since it is suppressing the trailing edge, this switch is most
effective when radiation is blocked for as long as possible after photoexcita-

These values were achieved with a beam diameter of ~3mm hitting the semiconductors
at their respective Brewster’s angle (Op ; = 73.7°, Op cqre = 69.5°, Op g. = 76.0°). This
resulted in an elliptic spot size with half-axes of about 3 mm and 10 mm
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FIGURE 4.8: TIME PROFILE OF SEMICONDUCTOR REFLECTIVITY AND SWITCHED PULSES

a. The temporal evolution of the reflected fraction of the incoming pulse
is shown for three different slicing materials. Note that the power of the
8oonm control beam was adjusted before for every switch for maximum
efficiency without damaging the material. b. Time profile of the 10.6 pm
pulses after slicing on two silicon wafers in reflection and transmission. The
traces are a result of a cross-correlation measurement following the proce-
dure described in the text.

tion.

As described before, the rise time of the reflectivity depends on the carrier
generation rate, which is mainly determined by the excitation pulse length.
In our experiment, however, the flank rise time was the same for all tested
switching materials and was on the order of 5ps. This is not compatible
with the much shorter 100 fs excitation pulses and is rather due to our spe-
cific measurement setup. Due to geometric constraints on the optical table,
the mid-infrared and control-beam pulses arrive at the semiconductor at a
slight angle. This results in an optical delay of few picoseconds across the
illuminated area of the semiconductor which effectively broadens the slic-
ing rise-time. Although a rise time of 5 ps was good enough for the planned
experiments on K3Cyg, this effect could be adjusted with the spot size and
the angle between the two beams. Further details on this can be found in
Appendix B.1

Time profiles of double sliced pulses obtained with two silicon switches are
depicted in Fig. 4.8b. Here, the pulse length could be tuned over a wide
range from ~ 5ps to ~1ns while over the first 300 ps almost flat-top pulses
were achieved.

In summary, semiconductor slicing has the following advantages as com-
pared to other short pulse generation techniques in the mid-infrared:

o The simple design requires only a semiconducting plate and a short
laser pulse above its bandgap synchronized to the mid-infrared pulse.
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It has a high reflection efficiency (> 40 %) and signal to background
ratio (> 10* : 1).

Double switching enables the continuous adjustment of output pulses
from ultra short (< 1ps) up to ~ 1ns long pulses by means of an optical
delay stage.

Since the mid-infrared and the control pulse are synchronized in time,
also the sliced output pulse is synchronized to it. This enables pump-
probe type experiments.

4.4 (QOVERVIEW OF THE EXPERIMENTAL SETUP

For the experiments on K;C¢, conducted within the scope of this thesis, we
combined the techniques described in the last sections to form a unique laser
source capable of producing high power, pulse length tunable pulses in the
mid-infrared that are synchronized to a femtosecond laser. This way, the
pump-induced changes of the sample could be monitored via time resolved
THz spectroscopy. A schematic of the full setup is shown in Fig. 4.9.

Here, ~150fs long, 10.6um wavelength pulses were generated by
difference frequency mixing of the signal and idler outputs of a home built
OPA in a 1.5mm thick GaSe crystal. The OPA was pumped with ~100fs
long pulses from a commercial Ti:Al,O5 regenerative amplifier® (8oonm
wavelength).

A fraction of these femtosecond pulses (~60pJ) were injected through
the semitransparent front window (20% transmission) into the cavity
of a commercial transversely excited atmosphere (TEA) CO, laser. The
injection of 10.6 um wavelength seed pulses, induces a temporal mode
locking resulting in a train of output pulses, which are synchronized to
the femtosecond seed laser [156]. Because of the high finesse of the CO,
laser oscillator cavity, the seed pulses were spectrally filtered and the
oscillator produced pulses with nanosecond duration. The most intense
pulse from the train was selected with a custom designed CdTe Pockels
cell” and mid-infrared wire grid polarizers®. The resulting output consisted

6 Coherent Legend Elite, 5 mJ output power, goo Hz repetition rate

7 The CdTe crystal and pockels cell driver were supplied by Bergman Messgerite Entwick-
lung KG, This driver has the ability to switch from 0-10kV within 3ns with driver elec-
tronics synchronized to the Ti:Al,O; seed oscillator

8 Thorlabs WP25M-IRC
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of a single pulse with a duration of ~1.3ns and a pulse energy of ~730 nJ
per pulse at 18 Hz repetition rate.

This pulse was then amplified further in a second ten-pass amplifier
based on a modified commercial TEA CO, laser. The typical pulse energy
achieved after the amplifier is ~ 11 m]J at 18 Hz repetition rate, with a pulse
duration of ~ 1.3 ns.

The pulse duration of these 1.3ns long pulses, was tuned using a
combination of a plasma-mirror and -shutter, which allows slicing of the
leading and trailing edge of the mid-infrared pulses. For both plasma
slicers we utilized semiconductor wafers transparent to the 10.6 pm
radiation (Si, Ge, or CdTe) set at the Brewster’s angle to suppress the
reflection of the p-polarized MIR beam. A pair of time-delayed, intense
femtosecond pulses (A = 8oonm, 100 fs duration) was used to photoexcite
the semiconductors to create an electron hole plasma at the surface that
acts as an ultra-fast switchable mirror [180, 181]. Varying the time delay
between the two femtosecond pulses (via delay 1 and delay 2 in Fig. 4.9)
enabled us to tune their pulse duration between 5ps and 1.3 ns.

To compensate the path length in the cavities of the CO, laser and amplifier
(~ 400m), the slicing pulses were derived from a second Ti:Al,O5 amplifier.
This was optically synchronized to the one used for generating the seed
pulses for the CO, laser by seeding it with pulses from the same Ti:Al,O;
master oscillator. The envelope of the sliced mid-infrared pulses is affected
by the decay time of the electron/hole plasma in the semiconductor.
When using n-doped silicon, the long carrier recombination time yielded
pulses that have an almost flat-top shape for different pulse lengths up to

~ 300 Ps.



EXTENDING THE LIFETIME OF
E; THE SUPERCONDUCTING
STATE

As described in Chapter 3, upon excitation with mid infrared light,
K3Cqy shows superconducting-like optical properties far above the
equilibrium critical temperature. However, due to the short lifetime of a
few picoseconds, investigations of the transient light-induced state, have
been limited to time resolved optical spectroscopies [122, 123]. Other
methods, such as for example electronic transport measurements, simply
lack the time resolution to observe these effects.

This chapter will discuss how excitation of K3Cy, with longer and more
intense mid-infrared pulses induces a transient superconducting like state
with a ~500 fold higher lifetime. Because of this, for the first time not only
ultrafast THz spectroscopy was used to observe this state, but also electronic
transport measurements with nanosecond electrical current pulses were per-
fomed. These experiments revealed a vanishingly small resistance of the
photo-induced state which is compatible with superconductivity. Further
experiments with different pump-pulse lengths and power levels reveal im-
portant implications on the nature of the mechanism that is supporting this
state.

5.1 EXCITATION WITH HIGHER FLUENCE

As described earlier (cf. Section 4.1), nonlinear frequency conversion is a
powerful technique to obtain ultrafast mid-infrared pulses. That’s why as
a first approach we modified the experimental setup based on optical para-
metric amplification and subsequent difference frequency generation that
was used for previous photoexcitation experiments on K;Cg.

We extended the pulse length of the resulting ~ 100 fs long and 7.3 pm wave-
length pump pulses by applying a negative chirp via propagation in a trans-
parent and highly dispersive CaF, rod. This resulted in a pulse duration of
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| EXTENDING THE LIFETIME OF THE SUPERCONDUCTING STATE
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FIGURE 5.1: THz-TDS SETUP FOR HIGH-POWER MID-INFRARED EXCITATION WITH
STRETCHED PULSES
The A = 8oonm radiation of a Ti:Al,O5 regenerative amplifier is converted
via OPA and subsequent DFG to obtain ~100fs long, 7.3 um wavelength
pulses that were stretched in a highly dispersive 16 mm long CaF, rod to a
pulse duration of ~ 1 ps. These pulses were used to photo-excite K;Cgj. An-
other Ti:Al,O3 amplifier seeded by the same oscillator was used for terahertz
generation and detection (cf. Appendix B.3)

~1ps, which enabled a sixfold increase in the pulse energy (up to 18 mJ/cm?)
before signs of sample damage could be observed. In contrast, earlier experi-
ments with femtosecond pulses could not reach this new excitation regime at
higher pulse power without damaging the sample. We measured the pump-
induced changes in the complex optical conductivity of K3Cqy by means of
THz-time-domain spectroscopy. Figure 5.1 displays the corresponding ex-
perimental setup. As in earlier experiments, THz-TDS measurements were
performed on K;Cg, powders with average grain size of 100 -500nm that
were compacted and sealed in a diamond anvil cell. Further details on sam-
ple preparation are given in Appendix A.

5.1.1 TRANSIENT OPTICAL PROPERTIES

Representative spectra of the reflectivity R(w) and complex optical conduc-
tivity oy (w) + io, (w) measured for K3Cyy at T = 100K before (red), and
after (blue) photoexcitation a three subsequent time delays of 10 ps, 300 ps
and 12 ns are displayed in Fig. 5.2.

Remarkably, under these conditions all features that characterized the
light-induced superconducting state namely a reflectivity saturated to
R =1, a gapped 0y (w), and divergent o, (w) persisted up to at least 300 ps
after excitation and relaxed nearly completely after 12ns. Also in this case
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FIGURE 5.2: LONG-LIVED LIGHT INDUCED PHASE IN K;Cg, AFTER EXCITATION WITH IN-
TENSE, 1 PS LONG PULSES
Equilibrium reflectivity (sample-diamond interface), real, and imaginary
part of the optical conductivity of K;C¢y measured at equilibrium (red
lines), 10 ps, 300 ps and 12 ns (blue filled circles) after photoexcitation. The
dark blue lines are Drude-Lorentz fits to the transient optical data (see Ap-
pendix D.2). These data were acquired at a base temperature T = 100 K with
a fluence of 18 mJ/cm? and a pump-pulse duration of 1ps.
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the transient optical spectra could be fitted with a Drude-Lorentz model
(blue lines) revealing a light-induced superconducting response up to
300 ps after photoexcitation.

Although this result is already a major increase of lifetime of the
light-induced state, the experimental apparatus of Fig. 5.1 could not
produce pulses longer than 1ps with sufficient power to sustain this
state. ~This was limiting the possibility to push the lifetime of the
superconducting-like state even further. To overcome this limitation,
we developed the CO,-laser based mid-infrared source described in
Section 4.4, that is capable of delivering high power pulses at 10.6 pm with
an adjustable pulse length from 5ps to 1ns.

5.1.2 TEMPERATURE DEPENDENCE

The temperature dependence of the out-of-equilibrium optical response
of the photo-induced superconducting state in K3Cg is shown in Fig. 5.3.
Therein, we report data measured at temperatures of 100K, 200K,
and 300K for increasing time delays of 10ps, 100ps, and 300ps after
photo-excitation with 1 ps long, 7.3 um central wavelength pulses. The data
acquired at 100 K is also shown in Fig. 5.2 of the last section.

At temperatures above 100K, the light-induced gapping in oy (w) is
only partial and is significantly reduced as the temperature is increased.
A similar behavior is also observed for the low-frequency divergence
in 0,(w) that progressively vanishes upon heating. Interestingly, we
note that for all measured temperatures the optical properties remained
unchanged for 300 ps after excitation. This may suggest that precursors of
the long-lived superconducting state discovered at 100K are present all the
way to room temperature.
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FIGURE 5.3: TEMPERATURE DEPENDENCE OF THE LIGHT-INDUCED OPTICAL PROPERTIES.
The measurements were performed at three different temperatures of 100K,
200K, and 300K (upper middle and lower row, respectively). Each row
displays reflectivity (sample-diamond interface), real, and imaginary part of
the optical conductivity measured at equilibrium (dashed lines), and 10 ps,
100 ps, and 300 ps after photo-excitation (filled symbols). The solid lines
are Drude-Lorentz fits to the transient optical data (cf. Appendix D.2). All
measurements were performed using 1 ps long excitation pulses, centered
at 7.3 um wavelength, and with a fluence of 18 mJ/cm?.
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5.2 EXCITATION WITH TUNABLE PULSE LENGTH

The following experiments were conducted by combining our pulse length
tunable CO, laser source with a standard THz-TDS setup as it is shown in
Fig. 4.9. The pump induced changes in the low frequency reflectivity and
complex optical conductivity were reconstructed in the same way as before.
The coupled Fresnel equations were solved for a material that was treated as
a multi-layer of exponentially decreasing excitation and corresponding re-
fractive index change (cf. Appendix D.1). All measurements were performed
at 100K, which is five times higher than the equilibrium critical tempera-
ture.

5.2.1 TRANSIENT OPTICAL PROPERTIES

Figure 5.4 displays snapshots of the transient optical properties (R(w),
01(w), 05 (w)) measured for K3Cgqy at T = 100K, before (red curves), 100 ps,
and 1ns after photoexcitation (blue symbols, top and bottom panels
respectively) with a 300ps long pulse centered at 10.6 pm wavelength.
Strikingly, the transient optical spectra measured in these conditions show
the same superconducting-like features as reported in Fig. 3.3b and 5.2 for
up to 1ns after excitation. Here, the signal to noise ratio was reduced as
compared to the short pulse experiments due to the low pump repetition
rate of 18 Hz as compared to 500 Hz in the short pulse experiments.

5.2.2 RELAXATION DYNAMICS

By changing the pump-probe delay, we also measured the time evolution of
these features before, during and after photo-excitation. Figure 5.5 displays
the resulting time traces of the average reflectivity in the region of the gap (cf.
subfigure a) and of the average spectral weight in ¢ (cf. subfigure b). Upon
excitation, the average reflectivity is rising from its equilibrium value to one,
while the real part of the optical conductivity is reaching zero, reflecting a
full gapping. Both quantities remained unchanged within the measurement
uncertainty for all time delays measured up to 1.2ns.
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FIGURE 5.4: LONG-LIVED LIGHT INDUCED PHASE IN K;Cg4, AFTER EXCITATION WITH IN-
TENSE, 300 pS LONG PULSES
Equilibrium reflectivity (sample-diamond interface), real, and imaginary
part of the optical conductivity of K;C¢y measured at equilibrium (red lines),
100ps and 1ns (blue filled circles) after photoexcitation. The dark blue
lines are Drude-Lorentz fits to the transient optical data (see Appendix D.2).
These data were acquired at a base temperature T = 100 K with a fluence of
53m]/cm? and a pump-pulse duration of 300 ps.
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FIGURE 5.5: TIME DEPENDENCE OF THE LIGHT INDUCED STATE IN K,Cq,
a. Average reflectivity and b. spectral weight in the real part of the optical
conductivity in the region of the photoinduced gap (2 —10meV). These data
were acquired at a base temperature T = 100 K with a fluence of 25 mJ/cm?
and a pump-pulse duration of 200 ps. The top panel shows the time profile
of the excitation pulse measured by cross-correlation with a 100 fs long laser
pulse.
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FIGURE 5.6: DECAY OF THE LIGHT INDUCED STATE ON LONG TIMESCALES
Average spectral weight in the real part of the optical conductivity in the
region of the photoinduced gap (2—-10meV) for different pump-probe de-
lays measured on two different K3Cgq, samples. These data were acquired
at a base temperature T = 100K with a fluence of 25 mJ/cm? and a pump-
pulse duration of 200 ps. The dashed line is a fit to an error-function with
subsequent exponential decay. The decay constant is about 12 ns. Error bars
denote the standard deviation of the mean in the integrated frequency range.

To evaluate the relaxation dynamics of this metastable light induced effect,
measurements with notably longer delays than supported by the longest op-
tical translation stage in our setup were needed. Therefore, we added fixed
retardations of about 1m and 1.6 m into the probe beam path and extracted
the data shown in Fig. 5.6. Again, the time-dependent mean value of o7 in
the region between 2 meV and 10meV is shown. By modeling the transient
response exponentially, a decay constant of the fully gapped state after op-
tical excitation of about 12 ns was revealed (cf. dashed line).

5.2.3 PULSE LENGTH DEPENDENCE

The pulse length tunability of the CO, laser allowed us to extract the opti-
cal response of K5Cy after different excitation durations. However, when
extending the pulse length by semiconductor switching, the overall pulse
power is increasing as well. In order to measure the true pump-pulse length
dependency without influence of the total power, we accordingly attenu-
ated the field using two polarizers. The upper panels in Fig. 5.7 show cross-
correlations of such pulses with duration from 250 —700 ps at constant pulse
energy that resulted in a fluence of 22 mJ/cm? on the sample. The lower pan-
els show corresponding data extracted from THz-TDS measurements. Here,
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FIGURE 5.7: DEPENDENCE OF THE OPTICAL PROPERTIES ON THE PUMP-PULSE LENGTH
The lower panels show the photo-induced spectral weight loss Ao (as de-
fined in Equation 5.1) measured for time delays of 100 ps and 500 ps after
termination of the excitation pulse for different pump-pulse duration. The
blue curves are a guide to the eye indicating the typical time dependence of
the signal. A cross-correlation trace of the corresponding mid-infrared exci-
tation pulse of each measurement is shown in the upper panels. The 10.6 pm
pump was kept at a constant fluence of 22 mJ/cm? for all measurements and
the base temperature was set to 100 K.

the reduction of spectral weight in the real part of the optical conductivity
was calculated as

10meV/h

Aoy = f olrans (w) — o{(w)dw (5.1)

2.2meV /i
where ¢} (w) denotes the real part of the optical conductivity at equilibrium
and o1 describes the corresponding values measured transiently after
photoexcitation. For every pulse length Ac; was measured 100 ps as well
as 500 ps after excitation. The data indicate that, within the measurement
accuracy, the photo-induced gap in the real part of the optical conductivity
does not depend on the pump-pulse length and is also not influenced by
the respective change of its maximum field amplitude. In this experiment
pump-pulse lengths shorter than 250 ps were not measured since the fluence
of 22 mJ/cm? could not be reached for these shorter pulses.

5.3 ELECTRONIC TRANSPORT ON K,C,,

An obvious parameter of interest in the context of superconductivity is the
materials electrical resistance. For a superconductor at T, the DC resistivity
is dropping to zero and the current is carried exclusively by the supercon-
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ducting phase while at finite frequencies also contributions of quasi-particles
have to be taken into account. The frequency range accessible by state-
of-the-art high speed electronics ranges into the GHz band which is cor-
responding to significantly slower time scales as compared to the picosec-
ond relaxation times discussed in Section 3.2. In contrast, the nanosecond
lifetime of the transient state upon excitation with longer and more intense
light pulses, allowed us to reach the working range of standard electronic
equipment and thus to measure the resistance of the sample directly.

5.3.1 EQUILIBRIUM FOUR-PROBE TRANSPORT MEASUREMENTS

Before trying to measure transient transport properties, we performed
standard four-terminal resistance measurements on K;Cy¢, at equilibrium.
Therefore, pressed pellets of powdered K;Cqy were incorporated into
a sample carrier on patterned microstrip transmission lines (for details
on sample praparation see Appendix E.1). The sample resistance was
measured by a lock-in technique with sinusoidal excitation current of
amplitude I,,,.. = 1pA at a frequency of 300Hz. Figure 5.8 shows a
typical temperature dependence of the materials resistance featuring
the sharp superconducting phase transition at ~19K. The width of this
transition was always ~5K for our samples. Very similar results on
poly-crystalline thin films of K3Cg, were obtained before by Wang et al. and
Palstra et al. [89, 93]. Like in our case, they report a negative temperature
coefficient of the resistivity (TCR) above T, which is a semiconductor-like
behaviour. In contrast, for single crystals of K3Cg, several studies suggested
a different, more metallic behavior with positive TCR [88, 91, 92, 182]. This
difference in behaviour was attributed to the higher degree of disorder
in the polycrystalline samples leading to a shorter mean-free-path and
stronger correlations due to more localized electron-electron interactions
[93, 183]. Further magnetotransport measurements suggested that more
than the K;5Cg¢, thin film granularity, microscopic disorder generated by
doping inhomogeneity is influencing localization and thus electronic
properties [89]. In summary, the normal state is understood as a weakly
localized 3D metallic state with superconducting fluctuations just above T..
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FIGURE 5.8: TEMPERATURE DEPENDENCE OF THE K,C,, RESISTANCE.
K;Cq pellets that were incorporated in gold transmission lines were mea-
sured in a temperature controlled liquid helium cryostat. This data was
measured in a four-terminal geometry to eliminate contact resistance.

5.3.2 TRANSIENT TIME RESOLVED TRANSPORT MEASUREMENTS

While the four-terminal resistance measurement described in the last sec-
tion provides accurate values of the low frequency sample resistance Ry;;,,1c
it could only be applied up to frequencies of a few MHz due to the limited
bandwidth of the high input impedance differential amplifiers that were nec-
essary to measure the voltage drop without significant current flow as well
as parasitic capacitances in the circuit. The lifetime of the light-induced su-
perconducting state is several nanoseconds, hence four-terminal measure-
ments are too slow to probe transport properties on these time scales. To
overcome this issue, we performed high-frequency two-terminal resistance
measurements where a homogeneous wave impedance can be obeyed at
least approximately. Here, we tracked the resistance of the K;Cg, pellet at
different times after excitation by transmitting a 1 ns voltage probe pulse and
measuring its amplitude before and after the sample. This measurement
mode is influenced by contact resistances which could be quantified and
subtracted by comparing to the equilibrium four-terminal measurements
described in the last section. Further details on the method are described
in Appendix E.2 and E.3.

Figure 5.9 a shows the time evolution of the extracted K;Cy, sample resis-
tance measured at T = 100 K upon photoexcitation in similar conditions to
those of the optical experiments reported in Section 5.2. Upon excitation,
within the degree of uncertainty, the resistance drops to zero and slowly re-
covers only on a time scale of tens of nanoseconds.
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FIGURE 5.9: TRANSIENT RESISTIVITY MEASUREMENTS OF THE LONG-LIVED LIGHT-INDUCED

PHASE IN K;Cgp.

a. Resistance of a laser irradiated K;Cq, pellet embedded in a microstrip
transmission line. The resistance value is obtained from a transient two-
point transport measurement where contributions of contact resistances are
calibrated by a static four-point measurement. The shaded area indicates
an estimate of the systematic error introduced by this calibration (see main
text and Appendix E.2 for more details). b. Time evolution of the transient
resistivity p, as obtained from an extrapolation to zero frequency of a Drude-
Lorentz fit to the transient optical conductivities (cf. Appendix D.2). The
insets display a schematic of the experimental geometry. These data were
acquired at a base temperature T = 100 K with a fluence of 25 mJ/cm?. The
pump-pulse durations were 75 ps and 200 ps for the transport and optical
measurements, respectively.
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This quantity can be qualitatively compared with an estimate of the ”zero-
frequency resistivity” defined as

(5.2)

Po = limy =)
that was obtained by fitting a Drude-Lorentz model to the transient optical
properties (for further details on the fitting see Appendix D.2). The values of
po, extracted from the time dependent optical properties that were already
used in Fig. 5.5b, are shown in Fig. 5.9b. Like the direct electrical resistivity
measurement, this fitting procedure also suggests a vanishingly small p, ()
for all time delays after excitation.

In contrast, the timescales revealed by the two measurements are different
due to differing time resolution of the two methods. In transient THz spec-
troscopy this is determined by the pulse length of the probe and gate pulses
(~200fs) while for electronic transport the length of the injected current
pulse (~1ns) limits the resolution. Despite this restriction, in transport it
is much easier to implement an additional delay to measure the response of
the system at long timescales. The full relaxation dynamics of the metastable
state in K3Cgy measured by transport is depicted in Fig. 5.10. It turned out
that a single exponential fit is not enough to capture the temporal progres-
sion back to the equilibrium. Rather a double exponential decay (light blue
solid line) with a first time constant of 7; = 30ns and a second slower one
of T, = 550ns was necessary for a good fit. The fast decay is compatible
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FIGURE 5.10: TIMESCALES OF THE TRANSIENT RESISTANCE OF K;C,, AFTER PHOTOEXCITA-
TION
The graph displays the same data as in Fig. 5.9 a while the inset shows the
relaxation dynamics of the signal on an extended timescale. The light blue
solid line is a fit with a double exponential decay function featuring an early
fast decay with 7; = 30ns and a second slower decay with 7, = 550ns. All
measurements were performed at an excitation wavelength of 10.6 um, and
base temperature of T = 100 K.
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with the order of magnitude that was measured optically before (cf. Fig. 5.6),
while the long time scale was not accessible in THz-TDS.

5.3.3 PULSE LENGTH AND FLUENCE DEPENDENCE

Similar to the THz-TDS experiments shown in Section 5.2, we repeated the
electrical probe experiments while varying excitation pulse duration and flu-
ence. Figure 5.11 shows a color mesh plot of the calibrated K;C pellet resis-
tance which was extracted from two-terminal measurements as described in
the last section. We used CdTe and Si as switching materials which resulted
in pump pulses with good background suppression and maximum length
of 100 ps. In contrast to optical measurements, where it is crucial to match
the pump and probe beam sizes, in electronic transport the size of the exci-
tation spot was matched to the electrode geometry on the K3Cg pellet and
the fluence was adjusted to similar maximum values as in the optical exper-
iments. At higher fluence values the minimum achievable pulse length was
higher, since the maximum power of our experimental setup was limited.
The kink in the boundary of the measured values is caused by the decrease
of the CdTe plasma level reflectivity.
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FIGURE 5.11: MAP OF THE K,Cy, SAMPLE RESISTANCE VS. PUMP-PULSE LENGTH AND FLU-
ENCE
The resistance values displayed in color were extracted from two-terminal
measurements that were calibrated by four-terminals as described in the
text. The excitation pulses were shaped by semiconductor switching with
CdTe and Si yielding a maximum pulse length of 100 ps at 10.6 pm wave-
length in this experiment. All measurements were performed at a base tem-
perature of T = 100K.
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The data suggests, that the resistance is diminishing with increasing
fluence while there is no clear dependency on the excitation pulse length.
Figure 5.12a shows exemplary pump-pulse duration dependences of the
measured sample photo resistivity for excitation fluences of 1.5m]/cm?,
1omJ/cm?, and 25m]J/cm? that were extracted from the same dataset.
These results highlight that the photo-induced effect is mostly independent
on the pump-pulse duration and rather depends on the total energy of
the excitation pulse only. This is underscored by the data presented in
Fig. 5.12b, which illustrates the dependence of the sample resistance on the
excitation pulse fluence. Beyond a range of intermediate fluences, where
the resistance drop varies smoothly with the excitation pulse fluence, we
observed the presence of a saturation threshold of ~20m]/cm?. These
observations are suggestive of a scenario where the mechanism does not
dependent on the excitation peak field.
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FIGURE 5.12: PUMP-PULSE DURATION AND FLUENCE DEPENDENCE OF THE LONG-LIVED
LIGHT-INDUCED PHASE IN K;Cq,
a. Pulse-length dependence of the resistance of a laser irradiated K;Cgy
pellet measured at three different representative fluences of 1.5m]j/ cm?,
10mJ/cm?, and 25 m]J/cm?. For the higher fluence values of 10 m]J/ cm? and
25 mJ/cm? the minimum achievable pulse length is higher due to limitations
of our experimental setup. The shading represents the standard deviation of
the measurements. The sample resistance was obtained as in Fig. 5.9 a by cal-
ibrating the contributions of contact resistance in the transient two-terminal
measurement from a static four-point measurement (see Appendix E.2). b.
Corresponding fluence dependence of the calibrated sample resistance mea-
sured at a constant pump-pulse duration of 95 ps. The solid line is a guide
to the eye. The error bars display the standard deviation of the mean. These
data were measured at a base temperature T = 100 K.
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5.3.4 TEMPERATURE DEPENDENCE

The light induced optical properties in K3Cg4y have been measured earlier for
different temperatures as published in [123]. Generally, superconducting-
like optical properties could be induced above the critical temperature of
~19K. In the region of the superconducting gap a complete gapping in
01(w) a divergence in 0, (w) and a reflectivity of one was achievable up to
~100 K while for even higher temperatures all of these signatures of super-
conductivity were diminished.

In contrast, below T, the laser excitation led to an attenuation of the su-
perconducting character of this material. This is a remarkable difference to
other superconductors, e.g. the cuprates, where the excitation of vibrational
modes led to a stiffening of superconductivity below T (see Section 1.2).

Here we explore the influence of the base temperature on the long lived light-
induced state measured directly by electronic transport. As expected, both
the absolute resistance of K;Cgj pellets as well as their contact resistance to
the microstrip transmission lines were changing with temperature (cf. Sec-
tion 5.3.1 and Appendix E.2). For this reason, Fig. 5.13 does not display ab-
solute values but rather the change of the pellet resistance upon irradiation
with 20 ps long 10.6 um wavelength pulses for different temperatures across
T.. The resistance values were obtained as described briefly before and in
detail in Appendix E.2 by calibration of two-terminal measurements with
equilibrium four-probe measurements.

Most relevantly, the differential resistance showed a change in sign at about
17K!. Below this temperature the resistivity of K3Cg was reduced while at
higher temperatures it was increased. This is in good agreement with the
data measured by THz-TDS.

The time scales of the transient change of resistance above and below the
critical temperature are rather different. Above T, the effect is much shorter
lived (on the order of several nanoseconds) than below. It is important to
note that in contrast to the measurements with vanishing resistance shown
earlier, here the excitation pulse length was shorter (20 ps) which also re-
duced the fluence to about 6 mJ/cm?. This resulted in the much smaller max-
imum resistance drop of about 2 (). Furthermore, the measurable decay time
of the light-induced state above T, was reduced by this to less than 10ns. Al-
ready at 50 K the transient response is slightly smaller than just above T.. At
even higher temperatures the effect was decreasing continuously.

The slightly smaller value of the transition temperature as compared with literature (T, =
19 K) might be due to a more inhomogeneous sample or temperature gradients between the
cryostat measurement points and the sample.
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FIGURE 5.13: TEMPERATURE DEPENDENCE OF THE TRANSIENT LIGHT-INDUCED RESIS-
TANCE CHANGE OF K,Cyy MEASURED BY ELECTRONIC TRANSPORT.
The excitation pulse length was 20 ps for all traces with the excitation start-
ing at time zero. Blue colors indicate cold temperatures below the equilib-
rium superconducting transition, while higher temperatures are displayed
in red. The line traces were obtained from raw data (weakly drawn points)
by performing a sliding average binning to reduce the noise.

In contrast, below the critical temperature, where the material is in the su-
perconducting state, the response changed sign, was stronger in magnitude
and lived even longer. This is clearly an indication of destruction of super-
conductivity.

To obtain an estimate of the recovery rate of the superconducting state after
its depletion by the pump, we measured the response on even longer time
scales. The result is shown in Fig. 5.14 indicating a recovery rate in the tens
of microseconds. These extremely long decay times (about three orders of
magnitude longer than the nanosecond lifetime of the induced state above
T.) suggest a predominantly thermal effect. This is supported by the fact
that with decreasing temperatures (e.g. 5K trace in Fig. 5.14) the recovery
time is shortening due to the increased cooling power.

In summary, the temperature dependence of the light induced effect ob-
tained from THz-TDS could be reproduced in electronic transport. Below
T, heating of the sample seems to have a significant impact on microsecond
timescales. Above T, this effect appears to be rather negligible while en-
hancement effects could be observed on shorter, nanosecond timescales.
More measurements at higher fluence comparable to the experiments shown
earlier (~ 25 m]J/cm?) are needed to confirm this effect and to carefully map
the dependence up to room temperature.
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FIGURE 5.14: TEMPERATURE DEPENDENCE OF THE TRANSIENT LIGHT-INDUCED RESIS-
TANCE CHANGE ON LONG TIME SCALES.
Colors are indicating the temperature above and below T, as in Fig. 5.13.
The K3Cq, pellet resistance was increased by the MIR pump and recovered
within a time range of several tens of microseconds. Both the magnitude of
the resistance enhancement and its decay rate back to the equilibrium state
were increasing with a decrease of temperature.

5.4 SUMMARY

With the data presented in this chapter we could show a significant life time
extension of the transient photo-induced effects. This was achieved by exci-
tation with longer and more intense mid-infrared light pulses. The optical
properties of a superconductor, namely reflectivity of one, gapping in o (w)
as well as 1/w divergence to low frequencies in ¢, (w) could be observed by
time resolved terahertz spectroscopy for several nanoseconds. This for the
first time enabled direct electronic transport measurements that rely on such
long life times.

Here, upon photo-excitation under similar experimental conditions, we ob-
served a drop of the sample resistance that is compatible with a supercon-
ducting transition to zero resistance. It turned out that the materials proper-
ties obtained by both optical and transport measurements were mainly de-
pendent on the overall fluence of the excitation as compared to the electric
field. This has major implications on possible microscopic mechanisms that
could explain such a behavior which will be discussed in the next chapter.
Although THz-TDS and transport measurements have very different time
resolution (~100fs vs. ~1ns), a similar decay time of the induced effect on
the order of 10ns could be extracted from the data. Transport experiments,
however seem to be additionally influenced by heating effects that are ob-
servable on even longer nanosecond timescales.
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Furthermore, first temperature dependent transport measurements suggest
a similar behavior across the equilibrium superconducting transition tem-
perature as the optical properties measured earlier.






MECHANISMS FOR
6 LIGHT-INDUCED
SUPERCONDUCTIVITY IN K,C;,

Shortly after publication of the first signatures of light-induced supercon-
ductivity in K5C¢, several theoretical works have been proposed aiming to
interpret the microscopic origin of the transient state. Each of those ap-
proaches can be assigned to one of the following three theory subgroups:

The resonant excitation of an IR-active phonon couples non-linearly to
intramolecular Raman active modes that stabilize superconductivity
[123, 184, 185].

The resonant excitation of an IR-active phonon couples directly to the
electronic degrees of freedom of the system that in turn influence its
superconducting properties [121, 186-188].

The incipient radiation directly couples to the electronic system
of K;Cqy e.g. by excitation of an exciton, which influences
superconductivity [189, 190].

On top of this, comparison to phenomenological descriptions of supercon-
ductivity and to mechanisms for dynamic synchronization, can describe sev-
eral aspects of the superconducting state including the appearance of dis-
tinct timescales that match our experimental results. This chapter will re-
view these approaches and evaluate them on the basis of our new experi-
mental findings.

6.1 MICROSCOPIC MODELS

Although driven K;Cy, features remarkable similarities in its optical and
electronic properties at high temperatures to its equilibrium superconduct-
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ing state below T, the microscopic mechanism causing this is not yet under-
stood.

6.1.1 RESPONSE VIA PHONON-PHONON COUPLING

An obvious approach for a microscopic interpretation relies on the resonant
excitation of the mid-infrared T, vibrational modes (cf. Chapter 2). The
wavelength dependence of the light induced effect presented in Fig. 3.4b
supports this argument as the highest effect was measured around T,,(3,4),
while there was almost no response near 600 meV.

In the first paper on light-induced superconductivity in K3C4y by Mitrano
et al. [123] a mechanism based on a nonlinear phononic coupling between
the IR-active T, mode and the Raman-active H, mode was suggested. The
highly intense driving pulses, which are on the order of few MV/cm, are
capable to strongly distort the carbon bonds on the Cyy molecules in an os-
cillatory manner. As an estimate, one can calculate the induced polarization

when the Ty, (4) phonon at wy,,,,, = 168.8 meV is pumped:
o1 (w )
- Ly p 2.35 x 107 C/cm? (6.1)
Cpump

Here E = 1MV /cmis used and 04 (T7,,(4)) = 120 “*cm™" was obtained from
measurements in [191]. The necessary displacement to obtain this dipole
moment is now calculated via

P
NZoffe

with n being the number of dipoles per unit volume and Z,f the effective
charge (cf. [192] for definition, Zopr(T1y) = 0.147). This yields a displace-
ment of § = 0.24 A which is ~17 % of the C-C bond length, when all incident
photons contribute to the effect.

It can be expected that with such large modulation of the molecular struc-
ture, higher order coupling effects can no longer be neglected. Furthermore,
it has been shown earlier [42, 45] that infrared- and Raman-active modes
can be nonlinearly coupled and possibly drive a phase transition into a non-
equilibrium superconducting state.

The lowest order nonlinear coupling possible is of the form Q?,Qr where
Qg denotes the light-driven coordinate exciting the T;,, phonon. All even
powers of Q;r have finite time averages and can thus result in a static renor-

6.2)
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FIGURE 6.1: INFLUENCE OF Q%RQR MODE COUPLING ON ELECTRONIC STRUCTURE.
a. Calculated total energy of the Hg(l) vibrational mode. The equilibrium
case is displayed in blue while its reshaping in the driven state is shown in
red. Here, the equilibrium position of the Hg(l) mode is shifted by about

1.5 A vJamu when the amplitude of the T;,, mode is 2 A vamu b. a2F (w) is the
calculated electron-phonon coupling function plotted against energy. The
equilibrium and distorted cases are displayed in the same color scale as in a.
Figure adapted from [123].

malization of the Hamiltonian. Qg describes the anharmonic coupled Ra-
man coordinate. Possible candidates for this mode in K3Cg,, which are al-
lowed by symmetry and known to be of importance for superconductivity
in the fullerenes, are the H < modes.

Figure 6.1 a shows the result of a density functional theory (DFT) calculation
[123] predicting a shift of the energy minimum of the coupled H, (1) Raman
mode when the T, (4) vibration is excited. This implies a structural defor-
mation along the H, (1) coordinate upon pumping the Ty, (4) mode. A re-
calculation of the band structure in the distorted system revealed a lift of the
degeneracy at the I' point. In a next step the electron phonon coupling of the
distorted structure can be compared to the equilibrium case (cf. Fig. 6.1b).
The most relevant changes can be observed for the low energy intermolec-
ular modes at 5meV which only couple to t;, electrons in the driven state.
Integration of the Eliashberg function a?F(w) yielded a ratio of ~2.8 for the
electron-phonon coupling in the dynamically distorted structure compared
to the equilibrium. This enhancement was interpreted as leading to a higher
pairing strength and superconducting transition temperature.

Besides this first order coupling, Knap et al. in Ref. [185] also analyzed
the influence of higher order nonlinearities such as Q%RQR,kQR,—k' They
identify a competition between enhanced Cooper pair formation and pair
breaking due to the fact that when phonons are driven to high amplitudes,
their electron-phonon scattering rate is increased which in turn weakens
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FIGURE 6.2: INCREASE OF T, VIA DYNAMICAL COOPER PAIR FORMATION.
The enhancement of the critical temperature with respect to its equilibrium
value is plotted in color as a function of the pump frequency Q)/w, and
driving amplitude A. wy is the mean phonon frequency. Figure adapted
from [185] with permission by the American Physical Society.

superconductivity. Figure 6.2 shows the enhancement of T, with respect
to pump frequency and driving amplitude. With a growing amplitude of
driving, T, is uniformly increased and strongly enhanced when the pump
frequency is closely matching the phonon frequency. The enhancement
of pairing strength in this model is presented as a combination of a static
mode softening and dynamic phonon squeezing contribution. Statically,
mode softening due to renormalized Raman phonon frequencies can, for
a negative nonlinearity, suppress electron tunneling which increases the
density of states at the Fermi level and thus favors superconductivity.
Additionally, a parametrically driven oscillator can generate phonon
squeezing correlations that further suppress electron tunneling.

The authors state that in principle one should be able to distinguish these
two effects in optical pump-probe spectroscopy since mode softening
should show a linear dependence with the driving field strength while
phonon squeezing would in this case react quadratically. Therefore, already
the static distortion of the lattice, which is mediated by a nonlinearity,
should depend on some power of the electric driving field.

In our observations, however, the amplitude of the measured effect, at least
in the long pulse and high fluence regime, depended only on the integrated
pulse area and showed a rather flat dependence on the field strength (cf.
Fig. 5.12). Therefore, the proposed nonlinear phonon mechanisms are most
likely not correct or play only a negligible role.

Similar arguments also hold for a recent extension of this approach where
Babadi et al. developed a theory of light-induced superconductivity based
on lattice nonlinearities in driven phonon systems [184]. In contrast to the



previous studies they show that even stronger enhancement of the electron-
phonon coupling can be achieved by taking into account dynamical effects
similar to a parametric amplifier that are not described by time-averaged
Hamiltonians. The authors point out that other competing effects such as
the generation of high-energy phonons dissipating their excess energy to
electrons have to be taken into account. Without an external cooling mech-
anism, in their model, enhancement of Cooper pairing might be limited to
short timescales, that are not compatible with the metastable state observed
in our experiments, as high-energy phonon excitations will ultimately also
heat the electronic system.

6.1.2 RESPONSE VIA PHONON-ELECTRON COUPLING

In this section we discuss alternative approaches that could possibly de-
scribe the non-equilibrium properties of photo-excited K;Cg), which are still
based on an excitation of infrared active phonons that now directly couple
to the electronic system.

In charge transfer salts it was observed that mid-infrared excitation of lo-
calized molecular vibrations could periodically modulate the effective elec-
tronic interaction (the Hubbard U) of the conduction band [51, 129]. A mod-
ulation at twice the frequency of the vibrational mode was observed, which
indicates a quadratic coupling of the molecular vibrations to the local charge
density. A similar effect could be expected in the doped fullerides that in
turn could interact with their superconducting properties. As described in
Section 2.3, the intramolecular Coulomb repulsion U of the t;,, states is on
the same order of magnitude as the bandwidth W, which implies a strong
coupling regime. Furthermore, the H, Jahn-Teller phonons have energies
that present a significant fraction of W (wy,;,/W ~ 0.2) and can drive the sys-
tem into a situation of inverted Hund’s coupling (J = J + ], < 0, cf. Sec-
tion 2.4.2) where orbital fluctuations promote superconductivity. A change
in U of the t;,, orbitals has little impact on J, which rather depends on the
spin-orbit coupling but can influence the delocalization of electrons which
is a prerequisite for superconductivity.

In [123] the authors estimate how much the Coulomb repulsion of the ¢,
orbitals of a C4y, molecule is changing, when the T, (4) phonon mode is
driven. They use tight binding calculations to obtain the relevant Cg
molecular orbital hybridization. In combination with a ”“frozen-phonon”
approach, which assumes that molecular orbitals follow the atomic
distortions adiabatically (Born-Oppenheimer approximation), they obtain
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FIGURE 6.3: INFLUENCE OF A MODULATED COULOMB REPULSION ON SUPERCONDUCTING
ORDER.

a. Change of the intra-orbital Coulomb repulsion dU/U during a period of
the excited Ty, (4) vibration at a vibrational amplitude of 5 pm. The values
for the x and y orbitals are shown in blue and for the z orbital in green. b.
dU/U as a function of the amplitude of the phononic excitation. c¢. Depen-
dence of the total superconducting order parameter ¥ (left axis, red) and
the orbitally resolved superconducting gaps A, , /W (right axis, blue and
green) on the imbalance in Coulomb repulsion dU/U. d. Orbital occupan-
cies are displayed as a function of dU/U. The respective asymptotic behav-
ior of the different orbitals is indicated as dashed gray lines. The vertical
purple bar indicates the dU /U regime of a photoexcitation with a fluence of
~1m]J/cm?. Data for panels a and b was obtained from [123] while panels c
and d are adapted from [121].



the relative change of U during a period of the oscillation (cf. Fig. 6.3a).

As expected, the variation of U is modulated at twice the frequency of the
vibration and can reach almost 10 % at a C-atom displacement amplitude of
5pm (cf. Fig. 6.3b). Without restriction of generality, in this example the
vibration is polarized along the z-axis leading to a degenerate x- and y-axis
response that is much stronger compared to the z-axis.

Kim et al. theoretically showed in [121] that this kind of ”interaction
imbalance”, where the intramolecular Coulomb repulsion is larger in one
of the t;,, orbitals than in the others, can indeed enhance superconductivity
due to enhanced orbital fluctuations. Mazza et al. furthermore showed
that this dynamically formed superconducting state can extend beyond the
equilibrium critical temperature [188].

Figure 6.3c summarizes the findings of a significant increase of the
superconducting order parameter (left axis, red curve) and the orbitally
resolved gaps (right axis, blue and green curves) when dU/U > 0. The
importance of an orbital differentiation is highlighted in panel 6.3d,
showing the individual occupancies of the three orbitals. For dU/U > 0 a
crossover to a singlet state is created, e.g. with double occupancy in the
x-orbital with a shared electron between y and z (see also Fig. 2.7).

In contrast, even if spin-singlet pairs are formed by a crystal-field splitting,
stronger localization (dU/U < 0) is detrimental to superconductivity [121].
The purple vertical bar in Fig. 6.3 shows the estimated region for dU/U
of our experiments at low fluence, indicating an enhancement of T, by a
factor of ~1.35.

Another theoretical approach that is based on a coupling of
driven dipole active modes with the electron density suggests an
electron-density-dependent squeezing of the phonon state, which was
shown to provide an attractive contribution to the electron-electron
interaction [187]. The authors apply a minimal tight-binding model of
electrons in a lattice including electronic interactions. With this they not
only show a light-induced formation of a superconducting gap but also
compute optical properties that feature good similarity to our optical
measurements with low power excitation.

Without claiming completeness, reference should be made to another
approach based on a modulation of the electronic system that could be
achieved via modulation of phonons [186]. In this case it was shown in a
Hubbard-type model that periodic driving of site energies is capable of
enhancing electron pairing in strongly correlated systems by slowing down
electron hopping without reduction of superexchange interactions and pair

hopping.
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Although the theories discussed in this section present convincing argu-
ments for enhanced superconductivity via coupling of an excited Ty, in-
frared mode to the t;,, electronic orbitals, due to inversion symmetry of these
orbitals, modulation of U couples at lowest order to Q%;. As stated before,
this should result in a measurable dependence of the enhancement on the
electric field of the drive, which at least in the long pulsed excitation regime
we do not observe. Furthermore, in the experiments carried out using long
CO, laser pulses (see Section 5.2), excitation is not centered exactly at one of
the T, modes yet it shows the same superconducting features in the optical
conductivity. The fact that superconductivity is enhanced in a rather broad
frequency range (cf. also Fig. 3.4b) suggests that most probably not only a
specific phonon excitation is responsible for this effect.

The extremely long decay times of several nanoseconds after excitation with
high power MIR pulses would be highly unusual for an effect that is relying
on vibrating phonons since even long phonon dissipation times in the alkali
doped fullerides are on the order of several picoseconds [193].

6.1.3 PURE ELECTRONIC RESPONSE

Since theoretical descriptions for light-induced superconductivity that rely
on the coherent excitation of phonons do not seem to capture all experimen-
tal observations, including the broad wavelength dependence and metasta-
bility of the state, an all-electronic approach could provide further insights.
Motivated by this Nava et al. proposed a mechanism based on infrared-
induced excitons, that could provide an effective cooling allowing the tran-
sient state to persist up to much higher temperatures [190].

The light-induced gap opening in the optical conductivity features a broad
frequency response measured from 80 to 200meV (cf. Fig. 3.4b) without
any significant peaking. Rather, the effect seems to be comparable to the
~100 meV wide peak region of polaronic absorption centered around 50 meV
(see o in Fig. 3.1).

As described already in Chapter 2.3 and 2.4, the band structure of K;Cg fea-
tures a narrow, threefold degenerate t;,, LUMO of C that is occupied by
the potassium conduction electrons. The high symmetry of Cg, results in
large degeneracy of molecular orbitals and thus Jahn-Teller molecular dis-
tortions that lower this symmetry are expected to strongly influence the elec-
tronic system. Although Hund’s rule exchange favors a high spin state, Jahn-
Teller coupling inverts Hund’s rules bringing the molecular ground state to
S = 1/2 rather than S = 3/2.
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FIGURE 6.4: LASER INDUCED QUASIPARTICLE COOLING.

a. Schematic representation of the absorption of a laser pulse and subse-
quent electronic rearrangement. In the initial state (1) all three electrons per
site occupy the t;,, band that is split due to the Jahn-Teller effect (cf. Fig. 2.7).
Upon irradiation with the laser pulse in (2) two processes happen simulta-
neously: 1. a ty, electron is lifted into a #, orbital. Note that here the JT-
coupling has an opposite sign compared to the t;,, states. 2. A paramagnon
is exchanged between site 1 and site 2 (violet arrow) resulting in a spin flip
of the originally paired ¢y, electron. This is caused by the antiferromagnetic
exchange J, that favores an antiparallel over the original parallel configura-
tion of magnetic moments in site 1 and 2 (thick violet arrows). In (3) site
1 finally relaxes into the JT distorted A, state via emission of H, phonons.
b. Laser induced effective temperature T after the laser pulse for differ-
ent initial temperatures of T = 300K, 200K, 150K, 100K, 50K, and 25K
from top to bottom. The x-axis defines the difference between the pump
light frequency w and the exciton energy E.,. with quasiparticle bandwidth
of 100meV and sharp exciton line. The horizontal dashed lines represent
the levels of equilibrium T, at o GPa, 0.5 GPa, 1 GPa and 2 GPa from top to
bottom. Figure adapted according to [190].

The lowest dipole-allowed excitation of the C603_ molecule can be achieved
by transferring one electron from the t;,, LUMO into the ~1.2 eV higher lay-
ing 1, LUMO+1, which is also threefold degenerate (see Fig. 2.4). The sub-
space of states within this large energy gap, which is again generated by
exchange interactions and Jahn-Teller vibrational couplings, consists of 90
states. Therefore, and due to the fact that Jahn-Teller couplings of the ex-
cited state are highly effective, the electronic state of the driven system is
even more susceptible to deviations in those interaction potentials as com-
pared to the t;,, ground state [190, 194, 195].

Nava et al. calculated that the energy of the next state within this gap (the
Ag(4) term) is drastically reduced by Jahn-Teller and dipole-dipole interac-
tions leading to an effective transition energy on the order of 100 meV. The
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transition from the T, to this low-lying A, state is considered as a genuine
triplet exciton responsible for the broad peak in the infrared spectrum of
K;C¢p. Although optical creation of this exciton alone is not spin-allowed
it could be realized upon simultaneous interaction with a paramagnon (this
is a low-energy spin-triplet particle-hole pair). This effect is comparable to
the virtual transitions described by Rice and Choi in [196] that allow the
uncharged T4, vibrations in Cg to gain oscillator strength so that optical ex-
citation is at all possible.

Following this route, while the short infrared light pulse is applied, quasi-
particles are excited and energy is transferred into the exciton-paramagnon
system. At equilibrium there are more paramagnons available than excitons,
which results in a net entropy flow from the former to the latter within the
pulse duration.

Under the assumption that the lifetime of the exciton state is much longer
than the laser pulse length, compared to its equilibrium conditions, an effec-
tive cooling of the Fermi liquid could be achieved resulting in light-induced
superconductivity. This is compatible with the experimental observation
from the reflection spectra of K;C¢,, where the opening of a superconduct-
ing gap could be seen as a removal of thermally excited quasiparticle states.
Thus, an effective quasiparticle temperature Ty < T may result in a super-
conducting state at T > T..

Although the energy in this model is initially unevenly distributed among
the distinct subsystems, the total energy of the system is increased by the
laser pulse. Thus, on long timescales the excitons will eventually equilibrate
with the quasiparticle subsystem resulting in overall heating.

Figure 6.4a shows a sketch of the energy diagrams during and after laser
excitation including exciton occupation and paramagnon exchange. Panel b
shows a plot of the effective temperature Ty after the laser pulse as a func-
tion of w — E,,., where w is the pump frequency and E,,. the sharp exciton
energy. The vertical dashed lines represent equilibrium T, with increasing
pressure values (0 GPa, 0.5 GPa, 1 GPa and 2 GPa) from top to bottom. This
indicates, that the effective temperature can indeed be lower than its equi-
librium value when the pump frequency is lower than the exciton energy so
that exciton creation additionally requires the absorption of thermal quasi-
particle-hole triplet pairs. Furthermore, this model is compatible with the
experimental observation that T, is reduced with increasing pressure.

In a second paper the same group developed a toy model illustrating that
impulse perturbations can be carefully tuned so that a transient cooling of
low energy states at the expense of higher energy ones is possible until the
system equilibrates [189]. A pictorial description of this model is given in
Fig. 6.5. At first the system consists of a thermalized distribution of low-
and high-energy excitations. In subfigures b and c the laser pulse first ef-
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FIGURE 6.5: ILLUSTRATION OF THE COOLING MECHANISM BY IMPULSE PERTURBATION.
a. Thermalized distribution of low- (blue) and high-energy (red) excitations.
b. A pump-pulse with energy/iw arrives at the sample. For the duration of
this pulse, the high-energy states are effectively shifted towards lower fre-
quencies by its energy. c¢. Now the laser excites thermal quasiparticles into
the shifted and poorly populated high-energy states. d. When the laser is
turned off, the now highly populated high-energy states shift back to their
initial position. Thus, at the expense of this overpopulated high energy
peak, thermal states are removed from the equilibrium population result-
ing in an effective cooling of this subsystem. Figure adapted from [189].

fectively shifts the high energy excitations downward by its energy equiva-
lent and then induces a population transfer from the thermal bath into the
poorly populated state. Here, the peak of high energy excitation serves as an
entropy sink during the laser irradiation. Once the laser is turned off again
(see subfigure d) the now populated states turn back to their original posi-
tion and therefore are effectively cooling the low energy excitations. From
now on the entropy is slowly flowing back by recombination with a relax-
ation timescale longer than the laser pulse length.

In Ref. [190] the authors state that a non-radiative relaxation of a triplet exci-
ton to a dark state might lead to a much longer overall lifetime that might be
compatible with our experimental observations. Furthermore, for this kind
of electronic excitation the ”cooling strength” would depend mainly on the
photon number rather than on the electric field of the pump. Finally, the
theory is compatible with a relatively weak wavelength dependence and the
experimental results under pressure, rendering it - to our knowledge - the
most promising candidate to describe the light-induced effects in K5Cg.

6.2 PHENOMENOLOGICAL MODELS

Clearly one of the main findings of this work is the nanosecond long lifetime
of the transient light-induced state in K3Cgqy. Although direct excitation of

93



94

the electronic system under certain conditions could allow for such relax-
ation times (see last section) most processes such as decay of vibrations and
even non-radiative recombination rather occur on picosecond timescales. If
the physics at hand is based on the relaxation of a superconducting into a
metallic state after excitation, then it might be instructive to look for possi-
ble scenarios leading to this characteristic time scale within common phe-
nomonological models for superconductivity.

From this point of view, we build a phenomenological time-dependent
Ginzburg-Landau (TDGL) model on a lattice to capture the dynamics of
the superconducting order parameter after laser excitation!. We follow
a recent argument [197], that links out-of-equilibrium superconductivity
to the presence of phase-incoherent Cooper pairs above the equilibrium
T.. We assume that under strong optical excitation these pairs become
synchronized even at a base temperature in excess of the equilibrium
T, resulting in properties of a coherent superconductor. In our model
we postulate the existence of such a phase-synchronized state above the
equilibrium critical temperature and study how the order is lost when the
light pulse has passed and the system is left to relax back to the equilibrium
ground state.

On each site of the lattice a local superconducting order parameter
¥Y,, = I¥,,le'?m is defined and the macroscopic properties of the system can
be followed by (¥,,), their average over the whole lattice (see Appendix F
for more details).

The relaxation of a superconducting state (|(¥,,)| > 0) to the equilibrium
metallic one ((¥,,)| = 0) can happen either by a fast decrease of the am-
plitudes of the local order parameters |¥,,| (i.e. by annihilation of Cooper
pairs) or by a significantly slower randomization of their phase. The latter is
found to dominate in phase-incoherent superconductors, where phase fluc-
tuations are significantly larger than amplitude fluctuations. In this case, the
free energy surface of the system shows a minimum even above T, at a finite
local order parameter amplitude |¥,,| suppressing amplitude fluctuations
(cf. Fig. 6.6a). Interestingly, as the relaxation to the non-superconducting
ground-state happens via a thermally driven diffusion of the local phases,
the synchronized state can survive significantly longer than the typical am-
plitude relaxation times in superconductors, which are on the order of sev-
eral picoseconds [198].

This work was conducted in cooperation with F. Schlawin and D. Jaksch from the Depart-
ment of Physics, Clarendon Laboratory, University of Oxford
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FIGURE 6.6: MODELLING OF THE RELAXATION OF THE METASTABLE SUPERCONDUCTING OR-

DER PARAMETER.

a. Local free energy potential as a function of the complex superconducting
order parameter ¥,,. b. Time evolution of the integrated loss of spectral

weight in the region of the superconducting gap (left axis, blue dots and tri-

angles denote measurements on two different samples) and corresponding
modelling (right axis) using a time dependent Ginzburg Landau framework
as described in the text. Three snapshots of the complex order parameter are
shown in subfigures c. (directly after excitation), d. (1 ns after excitation) and
e. (25ns after excitation).
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Figure 6.6 b displays the time dependence of the integrated spectral weight
loss over the optical gap

Aoy = J[afq”il(w) — ol (W) ldw (6.3)

that is a quantity proportional to the superfluid density in a superconductor.
Here cflequil(w) and (ffmns(w) are the real parts of the optical conductivities
measured in the photo-induced and equilibrium state, respectively. This
data is based on the same experiment already discussed in Chapter 5.2.2.
This quantity can be compared to the normalized amplitude of the order pa-
rameter extracted from TDGL simulations (see Appendix F for more details)
and a good agreement is found, yielding a phase relaxation time of approxi-
mately 15ns. Figures 6.6 c-e complement this observation and show the time
evolution of the complex order parameter extracted from the same simula-
tions directly after excitation as well as 1ns and 25 ns later. These snapshots
illustrate directly how in this model the local order parameters ¥,, evolve by
randomizing their phase ¢,, around a ring at constant |¥,,,| until the metallic
state at |(¥,,,)| = 0 is reached.



; CONCLUSIONS AND OUTLOOK

The interaction of light with matter is traditionally used as a valuable tool
for spectroscopic material analysis. Beyond this, it now also enables precise
control of the materials properties themselves. This approach is particularly
promising for strongly correlated electron systems with many competing
phases. High-intensity laser fields can selectively couple to microscopic de-
grees of freedom and generate novel non-equilibrium states from which new
order can emerge. A fascinating example of this was found in the doped ful-
lerides where excitation with mid-infrared light can drive the system in a
state with superconducting properties at five times the static critical temper-
ature.

Both from an academic and a technological perspective it was important to
make this state more accessible for further analysis by extending its picosec-
ond lifetime beyond the capabilities of ultrafast spectroscopy. Apart from
the development of a new mid-infrared laser source capable of delivering
intense and long pulses of tunable duration, the main achievement of this
work is the discovery of a nanosecond long lived metastable state with the
same properties as a superconductor. This enabled first electronic transport
measurements, which further substantiate the idea of a light-induced super-
conductor at high temperatures.

The discovery of a metastable state prompts comparison with previously
measured responses observed under sustained driving, such as the
microwave enhancement of conventional superconductivity [199, 200].
One evident difference with these measurements is that the temperature
scale observed here is far larger than that reported in the microwave
enhancement case. Furthermore, in the case of microwave enhanced BCS
superconductivity the effect was observed only for excitation below the
superconducting gap, which was interpreted as a result of quasi-particle
redistribution and of renormalization of the parameters entering the
BCS equations [201]. In the microwave experiments, complementary
measurements, where excitation was tuned immediately above the gap,
yielded a reduction of the superconducting order. Our experiments are
conducted in a different regime, that is at pump-photon energies that
are at least one order of magnitude larger than the low temperature
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equilibrium superconducting gap, and in a regime in which the primary
coupling of the mid-infrared radiation is not with the condensate but with
other high-energy excitations, such as molecular vibrations or collective
electronic modes. Hence, it is unlikely that the mechanism invoked for
microwave enhancement can explain these observations.

Other experimental reports have documented a sustained, metastable en-
hancement of superconductivity in oxygen deficient YBa,Cu30;_s samples,
after exposure to radiation with frequencies ranging from ultraviolet to near
infrared [202-204] (cf. Chapter 1.2). However, in all these cases the supercon-
ducting transition temperature of the irradiated superconductor never ex-
ceeded the equilibrium transition temperature at optimal doping. These ob-
servations were either interpreted as a result of photodoping towards a more
metallic state favoring superconductivity or involved annealing of oxygen
deficient samples. In contrast, the data reported here show enhanced su-
perconducting properties well above the equilibrium transition temperature
by excitation with photon energies away from interband transitions. Thus,
none of the previously invoked mechanisms offers a plausible explanation
for our findings, in which the response is observed in a metal and the signa-
tures of metastable photo-induced superconductivity extend far above the
equilibrium transition temperature T..

Significant questions remain about dissipation during the drive. Indeed, en-
ergies of 20 mJ/cm? would be expected to raise the overall temperature of
the sample by at least 100K, although hot carrier diffusion at early times
[197, 205] may reduce the heating to only a few tens of Kelvin. Regardless of
the mechanism and the degree of heating, pre-thermalization of the driven
superconducting order parameter, which may be immune to dissipation at
early times, could be important.

The dependence of the light-induced effect on the energy and not on the
pulse duration is surprising, and therefore descriptions that exclusively
depend on the peak power of the excitation can be disregarded. On the
other hand, this does by no means imply that exotic quantum effects cannot
play a role in the generation of the light-induced state.

A collective synchronization of an ensemble of oscillators, which is a
common phenomenon in various oscillatory systems such as phase locked
Josephson junction arrays, cardiac pacemaker cells in the heart, power
grid dynamics, flashing of fireflies and neuronal brain activity, depends
strongly on the exact nature of the system [206]. Factors like the coupling
strength, connectivity of the network, external forces and internal delays of
the system affect the formation and relaxation of synchrony and so far we
do not fully understand which of these are influenced most prominently



by a (picosecond long) pulsed excitation. This is to emphasize that the
assumption of a light-induced phase synchronization of Cooper pairs may

be consistent with the measured independence of the effect on the electric
field.

Finally, the data reported here hold a significant promise in the quest to ex-
tend lifetimes even further. New lasers capable of generating longer pulses
or suitably designed trains of pulses could be developed in order to sustain
the coherence of this state. Already the long lifetimes of nanoseconds ob-
served in this work open up the possibility of studying these effects with
other low frequency probes, ranging from measurements of magnetic sus-
ceptibility to scattering and transport methods. Right now we are working
on a measurement of the magnetic susceptibility of the light induced state
wherein the Meissner effect represents a long desired benchmark for super-
conductivity.

Recent theoretical [207] and experimental reports [208] suggest that the su-
perconducting order parameter can be influenced also by the electromag-
netic environment of an optical cavity. The observations made in in alkali
doped fullerides could be further expanded on by combining cavity settings
with external driving [209], as a means to reduce the required excitation and
hence dissipation and heating.
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A K;Cso SAMPLE GROWTH AND
CHARACTERIZATION

The K3Cqy powder pellets used in this work were prepared and character-
ized as previously reported [122, 123]. Finely ground C4y powder and metal-
lic potassium in stoichiometric amounts were placed in a vessel inside a
Pyrex vial, evacuated to 1 x 107® mbar, and subsequently sealed. The two
materials were heated at 523 K for 72 h and then at 623 K for 28 h. To ensure
that Cgy was exposed only to a clean potassium vapor atmosphere, solid
potassium and fullerene powder were kept separated during the heating
cycle. The vial was then opened under inert atmosphere (in an Ar glove
box with < 0.1 ppm O, and H,0) and the black powder was reground, pel-
letized and further annealed at 623K for 5days. This yielded phase pure
K5C¢y powders, as confirmed by powder X-ray diffraction measurements
(Fig. A.1a) that indicate an average grain size ranging from 100—-400nm.
Figure A.1b shows magnetic susceptibility measurements of the obtained
K3Cy¢p pellets upon cooling with an external magnetic field of zero (ZFC)
and 400 A/m (FC). A critical temperature around 19.8 K can be extracted,
which is in agreement with literature [56].
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FIGURE A.1: SAMPLE CHARACTERIZATION.
a. X-ray diffraction data and single f.c.c. phase Rietveld refinement for the
K3Cgp powder used in this work. b. Temperature dependence of the sample
magnetic susceptibility measured by SQUID magnetometry upon cooling

without (ZFC: zero field cooling) and with a magnetic field applied (FC:
field cooling).









B OPTICAL TECHNIQUES

B.1  HYBRID SOLID-STATE GAS LASER PUMP-PROBE
SETUP

Abasic description of the setup is already given in Section 4.4. Based on this,
Fig. B.1 summarizes the essential parameters of the apparatus developed in
this work.

The first Ti:Al,O5 amplifier (2a) was used for nonlinear generation of fem-
tosecond mid-infrared light pulses that were seeding the CO, oscillator. A
second more powerful amplifier (2b) that was seeded by the same Ti:Al,O;
oscillator (1) was used for semiconductor switching as well as generation
and detection of terahertz radiation. It was necessary to use a second ampli-
tier for this, since the optical delay through the CO, oscillator and amplifier
is on the order of 1.4us (cf. Section 4.2) which corresponds to more than
400 m optical delay. It is experimentally not practical to compensate such
long paths with optical delay lines. Since the oscillator (1) is running at a
much higher repetition rate of 80 MHz as compared to the 1 kHz repetition
rate of the amplifiers, it was possible to seed these two amplifiers with two
different, time-shifted pulses so that the maximum delay between both arms
reduced to 1/80MHz = 12.5ns which is equivalent to an optical delay of less
than 4 m. This we compensated with optical delay lines.
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FIGURE B.1: CO, LASER SETUP AND PARAMETERS.
The different stages of the setup are numbered and typical beam parameters
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FIGURE B.2: DEPENDENCE OF THE PULSE RISE TIME ON SLICING BEAM ANGLE.
a. Schematic of the slicing geometry. A is the maximum path length differ-
ence. b. Calculation of the resulting time delay for different angles a and
beam diameters. The black circle indicates the region of operation in our
setup.

Another detail that was only briefly discussed in Chapter 4.3.4 relates to the
limitations in the adjustability of the pulse length. Although the reflectivity
rise time in a plasma mirror should mainly depend on the excitation pulse
length, which in our case is about 100 fs, the minimum rise time in our setup
was on the order of 5 ps. This was caused by geometrical constraints of the
optical setup. Figure B.2 a displays the geometry of the sliced MIR beam and
the NIR beam used for plasma generation. For a finite angle « the distances
a and b are not the same. If the two pulses are perfectly overlapped in time at
the left most contact point with the semiconductor, this results in an overlap
mismatch at the most right contact point that corresponds to a temporal de-
lay of % = %, with c being the speed of light. Such a delay effectively limits
the slicing response time when integrating the intensity spatially across the
beam. Figure B.2b shows this delay for different angles and beam diame-
ters. The black circle indicates the situation that was realized in our setup,
which explains why the measured cross-correlations of sliced pulses were
always limited to rise-times of several picoseconds.
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B.2 GENERATION OF MID-INFRARED PULSES BY OPTICAL
PARAMETRIC AMPLIFICATION

Optical parametric amplification is a nonlinear process that was used in this
work in combination with difference frequency generation (DFG) to convert
NIR pulses from a commercial laser system into MIR pulses. These were ei-
ther used for the direct excitation of the sample (cf. Sections 3.2 and 5.1) or
for seeding of the CO, laser setup (cf. 4.2). The optical setup is very simi-
lar in both cases and a schematic drawing of the OPA with subsequent DFG
used for seeding is shown in Fig. B.3.

Here, the 800 nm input beam was generated from a conventional Ti:Al,O;
laser system with a pulse duration of 100 fs at 1 kHz repetition rate and an
energy per pulse of about 3m]. After the pump light for the two amplifier
stages has been branched off by two beam splitters, a small portion of a few
uJ remained for the generation of s-polarized white light in a 2mm thick
Al,O; (sapphire) crystal. From its broadband spectrum, the visible part was
removed by a low-pass filter (LP in Fig. B.3) before it was focused on a 3 mm
thick, type-II BBO crystal, cut at 28° for optimum phase matching. Here
it was non-collinearly overlapped with the first NIR pump beam of about
200 pJ per pulse resulting in the generation of about 5 uJ of Ay, = 1.48 pm
wavelength pulses. Using this as an input for the second collinear amplifi-

OPA Stage I Stage | WLG
NIR —rt
N2
Delay Delay L ALO,
j— LP
|
BBO BBO
DFG Delay GaSe
» rL>_’_1’? MIR

LP

FIGURE B.3: SCHEMATIC OF THE TWO-STAGE OPTICAL PARAMETRIC AMPLIFIER.
From the NIR input pulses broadband white light is generated in sapphire
(WLG). Out of this, a specific wavelength is amplified in the first OPA stage
in a BBO. This wavelength (the signal beam) is amplified together with an-
other MIR wavelength (the idler beam) in the second OPA stage. Subsequent
DFG of signal and idler results in the MIR output pulses.



cation stage with about 2.7 m] of pump energy per pulse in another type-II
BBO crystal resulted in an amplified signal and an additional idler beam of
Aigr = 1.74 pm wavelength. The total output power of the cross-polarized
beams was about 8oo pJ. The angles of the BBO crystals were tuned to give
the above output wavelengths so that DFG of the signal and idler beams in
a 1.5 mm thick GaSe crystal yielded up to 12 pJ of 10.6 pm wavelength radi-
ation with a stability of 0.5 % and a pulse length of about 150 fs. The wave-
length of the DFG setup was verified by means of linear FTIR spectroscopy
before the beam was used for injection seeding of the CO, laser.

B.3 TIME RESOLVED THZ PUMP-PROBE SPECTROSCOPY

In this section we will review the utilized techniques for the generation and
detection of THz radiation and appropriate methods for beam characteri-
zation. The mid-infrared pump, THz probe experiments presented in this
thesis were performed on compacted K3Cg4y powder pellets pressed against
a diamond window to ensure an optically flat interface. As K3Cg is water
and oxygen sensitive, the pellets were sealed in an air-tight holder and all
sample handling operations were performed in an Argon filled glove box
with < o.1ppm O, and H,O. The sample holder was then installed at the
end of a commercial Helium cold-finger (base temperature 5K), to cool the
pellets down to the desired temperature.

Figure B.4 provides a schematic of the THz-TDS pump-probe setups used in
this work. Here, a beam of 8oo nm pulses, that was generated by a Ti:Al,O3
laser and optically synchronized with the one producing the mid-infrared
excitation pulses, was divided by a beam splitter. At position (1), the re-
flected portion was used for the generation of THz pulses either by optical
rectification or via a photoconductive antenna. The divergence of the gen-
erated THz output beam was collimated by a gold coated parabolic mirror
and focused at normal incidence on the K;Cg, sample by another parabolic
mirror. The latter allowed a maximum focusing aperture and therefore a
small, nearly diffraction limited spot size. A small hole in the second fo-
cusing element permitted the simultaneous excitation of the sample by MIR
pulses. The THz light reflected from the sample was collected by the same
parabolic mirror and a 50:50 beam splitter made from high resistivity float
zone silicon (HRFZ-Si), which has a flat transmission in the far infrared, was
used to pick a portion of the beam. This part was eventually recombined
with the second portion of the NIR gate beam at position (2) and used for
subsequent measurement of the THz electric field profile by electro-optic
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FIGURE B.4: SCHEMATIC OF THE THZ TIME-DOMAIN SPECTROSCOPY SETUP.
The 8oonm gating pulse for THz generation and detection is shown in red,
the mid-infrared light for sample excitation in blue and the THz-probe light
in yellow. Further details of the setup are explained in the text.

sampling. The different field values were sampled by changing the optical
delay between probe and gate pulses while a second delay stage (not shown)
enabled the variation of the pump-probe delay. To minimize the effects of
the finite duration of the THz probe pulse on the pump-probe time resolu-
tion, we performed the experiment as described in [210, 211]. The transient
reflected THz field at each time delay T after excitation was obtained by fix-
ing the delay 7 between the pump pulse and the electro-optic sampling gate
pulse, while scanning the delay t of the single-cycle THz probe pulse. To pre-
vent ice formation at the sample position and absorptions from air within the
probe band, the sample holder as well as THz generation and detection was
performed in a vacuum chamber at pressures of about 10~® mBar (cf. grey
box in Fig. B.4).

B.3.1 GENERATION OF THZ PROBE-PULSES

The terahertz probe light for all presented time-domain spectroscopy exper-
iments was generated either by optical rectification of 8oo nm femtosecond
pulses from a Ti:Al,O5 laser in non-centrosymmetric nonlinear crystals or
by excitation of a photoconductive antenna.

In the first case, the incident electric field of a short laser pulse creates a non-
linear polarization in the crystal and the second-order effect has a time de-
pendence proportional to the incident pulse envelope. Thus, phase-stable,
few-cycle THz pulses are generated [212, 213]. Their exact beam parameters
are limited by the bandwidth of the pump pulse, the length of the crystal and
its transmission for both NIR and FIR frequencies. Since nonlinear crystals
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feature a relevant dispersion for propagating light pulses, while low energy
radiation is generated, the time-overlap of the two light beams deteriorates
until the induced polarization in the material eventually becomes destruc-
tive. Thus, for efficient phase-matching, the nonlinear crystal should have a
thickness shorter than this walk-off lengthl. Furthermore, long crystals limit
the accessible bandwidth of the THz pulse. On the other hand, the longer a
crystal is, the more THz light is generated resulting in a stronger THz field.
In early THz-TDS experiments on K3Cg (cf. experiments in [123]) the probe
light was generated with 100 fs long 8oo nm laser pulses at a repetition rate
of 1kHz in a 9oo pm thick (110)-cut ZnTe crystal. This led to a bandwidth in
the range of 0.7-2.7THz (~3-11meV). Later experiments under pressure
and the experiments of Section 5.1 obtained a much broader bandwidth in
the range of 1—7 THz (~ 4.1 —29 meV) by using shorter 35 fs long NIR pulses
of 0.9 mJ power and a 200 pm thick (110)-cut GaP generation crystal.

In contrast, in all experiments with tunable pulse length (see Section 5.2),
a commercial photoconductive antenna® was used. Here, a voltage bias is
applied across gapped electrodes on a semiconductor. Once an ultrashort
optical pulse (we used a pulse length of 100fs at 8oo nm wavelength and
900 Hz repetition rate) with a photon energy higher than the bandgap of the
semiconductor hits the antenna surface, suddenly free carriers are generated
and subsequently accelerated by the bias voltage. Depending on the prop-
erties of the excitation pulse and the carrier lifetimes, THz radiation can be
generated. Although the above mentioned nonlinear generation techniques
generally feature a higher emission intensity, one advantage of a photocon-
ductive antenna is its lower noise. This is due to its operation in saturation as
compared to the nonlinear non-saturated optical rectification process. Fur-
thermore, the antenna could generate a higher spectral weight at low fre-
quencies down to ~ 0.7 THz which is of interest in the framework of long
lived states and had a reasonably high bandwidth up to ~ 3 THz.

B.3.2 DETECTION OF THZ RADIATION BY ELECTRO-OPTIC SAMPLING

The reflected pulses of freely propagating THz-radiation were measured
in an electro-optic crystal via the induced phase modulation on the
co-propagating 8oonm gate pulse. In an electro-optic crystal, an external
electric field results in a linear change of the refractive index of the material
due to the Pockels effect. Because of this, the varying electric field of the

1 Alternatively, more complicated measures such as a tilt of the wavefront or a periodically
modulated crystalline structure can be applied but were not used in this work
2 Tera-SED10, Laser Quantum
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FIGURE B.5: TERAHERTZ PROBE PULSE IN TIME AND FREQUENCY DOMAIN.
a. Typical time-domain scan of the THz field generated with a photocon-
ductive antenna and reflected from a K;Cgy sample at equilibrium. b. Spec-
trum of the THz field amplitude. The spectral content is ranging from about
500 GHz to above 3 THz.

THz pulse induces a phase modulation in the NIR gate beam which is
effectively tracking the THz electric field. The polarization state of the gate
beam is subsequently analyzed: At first the linearly polarized laser light is
converted into circularly polarized light by a A/4-waveplate. Afterwards
the two perpendicular polarization components s and p are separated by a
Wollaston prism and their respective intensity is monitored via a balanced
photodetection. If the gate beam carries a phase modulation engraved by
the electro-optic interaction with the reflected THz beam, this change in
polarization can now be monitored as the difference signal of the balanced
photodetector.

In our setups, depending on the bandwidth of the generated THz radiation,
we either used 1 mm thick ZnTe, or 0.2 mm thick GaP (110)-cut crystals.
The ZnTe based setup had a measurement bandwidth ranging from
3.3meV to 12meV, while the GaP based one spanned the range between
4.1meV to 29gmeV. The time resolution of both setups is determined by
the measurement bandwidth and was ~300fs and ~150fs, respectively.
Figure B.5 displays typical traces of a raw THz pulse generated by the
photoconductive antenna and detected in ZnTe, in time and frequency
domain. Since this spectrum was recorded under vacuum, it does not show
absorptions from air.
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B.3.3 THz BEAM CHARACTERIZATION

The alignment of optics for low intensity THz radiation can be challenging
since there are not many ways to track the propagation and check the pro-
file of such beams. Typical semiconductor based camera sensors and also
photoluminescent detection cards do not work in this frequency regime and
most detectors for thermal radiation are not sensitive enough. Photocon-
ductive THz emitters radiate on the order of 1nJ of energy per pulse which
at a repetition rate of 1 kHz results in a power of 1 uW. This is too low for
the detection with thermal or liquid-crystal paper and even commercial de-
tectors and cameras based on thermopile sensors® are not sensitive enough.
The detection in nonlinear crystals via EOS is possible but a well aligned and
time-synchronized system is needed to obtain the high electric THz field and
its overlap with the NIR beam for detection. Therefore it is not suitable for
general beam characterization in arbitrary positions in the setup. Supercon-
ducting bolometers are highly sensitive but typically need cryogenic cooling
by liquid helium and are therefore expensive and bulky. However, the re-
cent developments in the field of uncooled microbolometer arrays offer an
interesting and less expensive perspective for beam imaging.

Parallel to the work presented in this thesis we developed a sensitive and
easy to handle detector based on the pyroelectric effect in LiTaOj;. If this
material is irradiated with heat, it expands and the resulting deformations
of the crystal structure, according to the piezoelectric effect, induce a charge
polarization at the interfaces. This polarization can be measured by am-
plification of the small electric currents that conduct to the electrodes un-
til charge balance is reached. Since the measured current depends on the
change in polarization, pyroelectric sensors are sensitive to changes in tem-
perature. While maintaining a small footprint and low cost, the sensitivity of
our sensor is quite high (up to 15 V/mW at a noise equivalent power (NEP) of
350 pW/Hz/2) so that it was possible to measure the THz beam even outside
of its focus. Figure B.6 a shows a series of beam images that were obtained
by scanning the detector in x, y and z direction to obtain the optimum beam
quality and focus position. It turned out that already slight misalignments
of the parabolic mirror of few arc seconds are sufficient to significantly dete-
riorate the beam profile (see Fig. B.6 d). This shows the importance of good
beam characterization.

To obtain absolute values for the energy per pulse or power of the beam,
an absolute calibration of the pyroelectric detector was performed. There-
fore, the reflection of the LiTaO5; detection element (that is coated with a
black absorber layer) was measured in a commercial Fourier-transform in-

3 e.g. Pyrocams from Ophir with RMS sensitivity of 64 nW/pixel or 1 mW /cm? at 25 Hz
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FIGURE B.6: THZ BEAM IMAGING WITH A PYROELECTRIC DETECTOR.

a. Map of 6 x 100 x 100 pixels that were scanned with a single channel py-
roelectric detector b. Schematic of the experimental setup. The detector is
scanned in x, y, and z direction through the focus of a parabolic mirror that
is irradiated with THz radiation from a photoconductive antenna. To in-
crease the spatial resolution of the detector, a 300 pm diameter pinhole was
mounted right in front of the sensing element. c. Beam waist of the focused
THz radiation obtained by taking the FWHM diameter from the images in
a. The minimum size is about 500 pm. d. Line traces in x-direction through
the center of the beam at the optimal focus z-position for different angles of
the focusing parabolic mirror.
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FIGURE B.7: ABSOLUTE CALIBRATION OF THE PYROELECTRIC DETECTOR.
The absorption was measured by FTIR with two different detectors. The FIR
region (dark blue) was measured with a liquid-helium cooled Si bolometer
while in the MIR (light blue) a liquid-nitrogen cooled MCT was used. The
arrows indicate the points of calibration as described in the text. The right
axes display calibrated output voltage per incident energy in a short pulse
in green and per average incident switched power in purple.

frared spectrometer (FTIR)*. The reflection was referenced against a gold
mirror to obtain the absolute absorption of the detection chip. Figure B.7
shows that over a wide range of about 5—-200 THz the absorption is flat at
about 80 %. Above 200 THz the absorption rises to ~98 %. Only in the re-
gion below 5THz, where the wavelength reaches the order of magnitude
of the pyroelectric layer thickness, an etalon effect results in interference
fringes around 50 % absorption. These are however very well reproducible,
so that a calibration of low-energy measurements is also possible. Since the
absorbed radiation directly transforms into the strength of the pyroelectric
effect, calibration of the detector was performed with the attenuated CO,
laser at 10.6 pm and with a solid state laser diode at 1.55 um by compar-
ison with commercial calibrated infrared detectors® (cf. arrows in Fig. B.7
and additional green and purple axes). This was possible despite the lower
sensitivity of the commercial sensors by adjusting the laser power to the re-
spective highest and lowest measurable range. The nanosecond CO, laser
pulse results in an impulsive response so that the green calibration refers to
an energy per pulse. In contrast, the semiconductor diode is a cw-laser that

Bruker Vertex-80 with liquid-helium cooled Si-bolometer in the FIR and liquid-nitrogen
cooled MCT in the MIR.
Ophir 3A thermopile sensor and PTB calibrated detector from SLT.
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FIGURE B.8: EXEMPLARY FREQUENCY RESOLVED INTENSITY SPOT SIZE.
The measurement was performed by electro-optic sampling as described in
the text. The displayed curve is close to the theoretical spot size limit given
by the optics in the experimental setup.

was switched on and off at 20 Hz so that the purple calibration refers to an
average power. For any cw-source without on- and off-switching capability
the use of an optical chopper gives equivalent results.

For an optimal pump-probe signal, the MIR spot size has to be matched with
the low frequencies in the well focused THz spot. Therefore, after beam
alignment and characterization but before starting a THz-TDS experiment,
it is critical to measure the frequency resolved intensity spot size of the THz
beam. This was obtained by "knife-edge” measurements in which the spec-
trum of the THz beam is obtained via EOS while a sharp beam blocking edge
is introduced in the beam. Thus, the frequency content with respect to the
position in the beam can be reconstructed. Figure B.8 shows a typical fre-
quency distribution which is in close proximity to the diffraction limit of the
optical setup.









C DATA AQUISITION

C.1 LOCK-IN AMPLIFIER VS. DAQ-CARD

For the acquisition of small signals and their differentiation from large back-
grounds both a careful experimental design and thorough data acquisition
is essential. In this section, on the basis of a typical example in pump-probe
spectroscopy, we describe which methods for data acquisition can be used
and what advantages and disadvantages they have.

In a pump-probe experiment the recorded parameter during a measurement
usually is a voltage trace generated from the amplifier of a photodiode that
is being hit by a train of laser pulses. For the balanced detection of an EOS
setup the detector signal is a series of pulses whose intensity is proportional
to the polarization rotation induced by the reflected THz electric field. De-
pending on the arrangement and frequency of the pump and probe pulses
different information can be obtained from a spike in the corresponding pho-
todiode signal. In the case of pump-probe spectroscopy the following four
combinations can be encoded in the signal:

Probe | Pump
A on on
B off off
C on off
D | off on

TABLE C.1: Pump-probe signal combinations

The electric field E of the (THz-) probe pulse is now calculated from the re-
spective signal intensities via

E=C-B. (C1)
and the pump induced change of the electric field results from
AE=A-C (C.2)

Thus, during an experiment not only signals A and C, which are needed
to obtain the pump-induced changes, but ideally all these combinations are
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FIGURE C.1: DETECTION SCHEME WITH TWO LOCK-IN AMPLIFIERS.
The three rows at the top indicate the timings of gate, probe and pump
pulses where the frequencies are set to f, f/2 and f /4 respectively (e.g. by
a chopper). The information encoded in each signal is shown in blue for all
time slots. The red curves indicate the sinusoidal signal the amplifier locks
into at the respective frequencies.

measured repeatedly. This way, potential drifts of the probe electric field can
also be monitored and taken in to account.

Since the photodiode signal we want to measure is at a constant frequency, a
good option for low-noise detection is provided by a lock-in amplifier (LIA)
that is synchronized with the pulse train. However, to record all four types of
signals, two LIAs at different frequencies are needed. A good review of this
technique (for the example of a biased plasma in air) can be found in [214].
One convenient detection scheme is depicted in Fig. C.1. Here the gating
signal has the highest frequency f (e.g. 1kHz) while pump and probe are
reduced in frequency e.g. by a beam chopper or by electronic switching. Ac-
cordingly, the two lock-in amplifiers are referenced to the probe and pump
frequencies at f /2 and f /4 but they both get the same photodiode input sig-
nal.

At this point it is important to note that a photodiode signal is not necessarily
optimal for direct input into a LIA. As this amplifier is trying to measure the
amplitude and phase of a sinusoidal signal, the shape of the photodiode out-
put is important to obtain reasonable results. This means, the decay time of
the photodiode should be smaller but on the order of 1/f. If the photodetec-
tor is much faster, a boxcar integrator should be connected before the lock-in
amplifier to obtain a square wave signal that can be easily evaluated.

As can be seen from the red traces in Fig. C.1, when the phase is set cor-



rectly, the two LIAs demodulate different physical quantities from the same
photodiode signal. Comparison results in:

E+AE)+E AE
Output(LIA,) = % =E+ - (C.3)
Output(LIAg) = (E+AE) —E =AE (C4)

Therefore, the electric field of the probe and the pump induced changes
therein can be calculated by:

AE = Output(LIAg) (C.5)
Output(LIAg)
2

E = Output(LIA,) — (C.6)
This approach is based on the assumption that signal D (probe off, pump
on) is always zero, which means that the pump beam does not influence the
measurement when there is no probe beam present. Furthermore, it is not
possible to distinguish this from the background signal B of the experiment
when both pump and probe beam are off.

An alternative approach is to use a data-acquisition card for digitization
of the photodetector time-trace signal and subsequent software-based data
analysis. This has the advantage of a much higher flexibility of a given exper-
imental setup since with a single acquisition card all possible measurement
configurations can be recorded at the same time and the measured quantity
only depends on the software and the gating scheme. Figure C.2 shows the
measurement principle using realistic frequencies from the CO, laser setup.
Here, the NIR laser for EOS gating is running at f = goo Hz which is set as
a multiple of the CO, laser triggered at 18 Hz (f /50). The THz probe pulses
are generated with a photoconductive antenna biased at f /2 = 450 Hz. This
way, the recorded photodetector time-trace can be divided into a series of
experimental configurations consisting of one A event, followed by one B
event and 48 times a series of C,B events before the next A event occurs. Af-
ter data acquisition, the digitized time trace can be sorted according to the
different events and a value can be computed each, e.g. by taking the base-
line subtracted integral of the detector pulse. Eventually, the values for E
and AE could be calculated by using Equations C.1 and C.2.

This reveals another advantage of digital data acquisition: It is possible
to measure signals that have a huge frequency mismatch. In a lock-in ex-
periment, the low repetition rate of the CO, laser would lead to a distri-
bution of the information introduced through the pump pulse at 18 Hz over
many higher harmonics (their number depends on the sharpness of the pho-
todiode signal), which effectively suppresses the signal. Since the pump-
induced changes are typically on the order of 1 % and lower, it was not pos-
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FIGURE C.2: DETECTION SCHEME WITH A DAQ-CARD.
The photodiode (PD) signal of the goo Hz NIR gating laser is recorded and
the resulting pulse train is sliced by software into several events that repre-
sent different measurement configurations. These events can be individu-

ally evaluated to obtain the targeted physical quantities as described in the
text.



sible to reliably resolve the CO, laser pump-probe signal with a lock-in am-
plifier. In contrast, the digital DAQ-approach allowed us to select the desired
events already in the time regime, where the information is separated and
not distributed over a wide frequency range as in the Fourier domain.

To obtain a similar signal-to-noise ratio comparable to what a LIA is able
to measure under optimal conditions, a low input noise of the DAQ-card is
the most important factor. However, modern digitizers can reach the noise
level of analog LIAs without limitations.! Besides that, the digital data-
acquisition is also faster since there is no need to wait for stabilization of a
transient response. Furthermore, most DAQ-cards feature additional chan-
nels that can be simultaneously measured. In the context of balanced detec-
tion EOS, this for example enables the measurement of both the photodiodes
difference signal, which contains the information on polarization rotation,
and the sum signal, revealing an estimate on the lasers power fluctuations.
This considerably extends the options for data analyis, e.g. with regard to
noise reduction.

C.2 PULSESEARCHPLUS DATA ACQUISITION AND ANALYSIS
SOFTWARE

Due to the above mentioned advantages of digital data acquisition we chose
this approach for the CO, laser experiment. This required a software to ob-
tain the targeted physical quantities from the photodiode signal trace. Due
to the lack of flexible existing solutions we developed “"PulseSearchPlus”, a
python software that is not only capable to acquire and sort the data but can
also perform arbitrary calculations on specific signals. We furthermore in-
tegrated the capability to control arbitrary optical delay stages, temperature
controllers, component flippers and beam shutters as well as lock-in ampli-
tiers and electronic signal generators. Figure C.3 displays a screenshot of
the graphical user interface (GUI), that allows to setup an experiment and
to control it in real time.

We used an Adlink PCle-9834 digitizer card with 4 channels, 16-bit, 40 MHz and up to
80Ms/s at a SNR of 67 dB.
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One of the most useful features is the ability to control a measurement
not only via the GUI, but also by writing simple XML scripts of type:

1 <commands>

2 <listloop values="50,100,300" var="temp">

3 <setTemperature

4 temperature="temp"

5 wait="True" waitTimeSeconds="60" stdDevKelvin="0.25"/>
6 <loop from="1" step="2.0" to="10" var="ICWiener">

7 <move stage="Pump-Probe" to="ICWiener"/>

8 <scan

9 displayTab="Advanced Measurements"

10 experiment="20-08-31_exampleMeasurement"

11 stage="EOS" from="0" to="100" step="0.2" v
conversionID="ps"

12 into="[YY-MM-DD_hh-mm-ss]_Temp_[ICWiener]_K"/>
13 </loop>
14 </listloop>

5 </commands>

This allows to write and reuse scripts for relatively complex measurement
routines in a simple and human readable way. The software is structured
internally so that all actions are based on such XML commands. This also
enables to setup a measurement in the GUI and save the corresponding
XML script for future reference.
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DATA ANALYSIS FOR TIME

D RESOLVED THz
SPECTROSCOPY

D.1  DETERMINATION OF THE OUT-OF-EQUILIBRIUM
OPTICAL RESPONSE

The electric field reflected by the unperturbed sample, Ei (t), and the pump-
induced changes, AEg (t, T) were simultaneously acquired at each time delay
T by acquiring the electro-optic sampling signals and chopping the pump
and probe beams at different frequencies. Simultaneous measurement of the
reference electric field Eg () and the light-induced changes AEg (¢, T) avoids
the introduction of possible phase artifacts (e.g. due to long term drifts) and
is particularly useful when the measured electric field contains fast-varying
frequencies.

Er(t) and AER(t, T) were then independently Fourier transformed to ob-
tain the complex-valued, frequency dependent E r(w) and AE r(w, T). The
photo-excited complex reflection coefficient #(w, T) was determined by

AER(w,7)  Tr(w, T) — Fo(w)
Er(w) Fo(w)

(D.1)

where 7, (w) is the stationary reflection coefficient known from the equilib-
rium optical response (cf. Chapter 3.1). As the mid-infrared pump pene-
trated less (d,,,,, =~ 0.2pm) than the THz probe (d,,,p, = 0.6 — 0.9 um),
these light-induced changes, measured at each pump-probe delay 7, were
reprocessed to take this mismatch into account. As the pump penetrates
in the material, its intensity is reduced and it induces progressively weaker
changes in the refractive index of the sample. A sketch of this scenario is
shown in Fig. D.1, which was modelled by considering the probed depth of
the material d,,,,p, as a stack of thin layers, with a homogeneous refractive
index and assuming the excitation profile to follow an exponential decay.
By calculating the complex reflection coefficient of this “multilayer” system
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a. b. ‘dprobe
dpump
Sample Sample
Probe
Pump
z A(w,z) ) Ag(w) z

FIGURE D.1: MODELLING PUMP AND PROBE PENETRATION.
a. Schematics of pump-probe penetration depth mismatch. b. Multi-layer
model with exponential decay used to calculate the pump-induced changes
in the complex refractive index 7i(w, T) for each pump-probe delay 7. The
transition from red to background (grey) represents the decaying pump-
induced changes in 7i(w, z).

with a characteristic matrix approach[215], the complex refractive index at
the surface 7i(w, T), can be self-consistently retrieved. From this, the com-
plex conductivity for a homogeneously transformed volume was obtained
as:

o(w,T) = %m[ﬁ(w, 7)2 —1] (D.2)

The only free parameter in this modelling is the intensity penetration
depth of the mid-infrared pump, which is determined by the
equilibrium intensity extinction coefficient at the pump wavelength,
Apump | (Artlm(fig(w = Wyymp))). The probe penetration depth d,, ., is
a frequency- and time-dependent quantity that was self-consistently
extracted from the transient response of the material Im(7i(w, T)) through
the multilayer modelling.

D.2 DRUDE-LORENTZ FITS OF THE OUT-OF-EQUILIBRIUM
OPTICAL RESPONSE

The out-of-equilibrium optical response of the photo-irradiated K;Cg pel-
lets was modelled by fitting simultaneously the reflectivity and complex op-



tical conductivity with the same Drude-Lorentz model used to fit the equi-
librium response described in Chapter 3.1:

2 2
w 1 w w
o (W) + ioy(w) = —& : PO (D.3)
A7 yp — iw 47 l(w(z),osc — W2) + YW

As previously reported in [122], this model is also able to capture the photo-
induced superconducting-like response of K3Cgj as in the limit of yp — 0
the Drude conductivity can capture the response of a superconductor below

&ap:

T N_e2 Ne21 o2 "
01 (W) +ioy(w) = 5 T [w = 0] +i——— + Z,osc __ :
m m w 7T Z(wo,osc — W?) + Yo

(D.4)

Here N, ¢, and m are the superfluid density, electron charge, and mass, re-
spectively. Furthermore, the transient nature of a photo-induced supercon-
ductor having a finite lifetime appears as a broadening of the zero-frequency
Dirac delta [216]. The data acquired with broadband THz probe (see Fig. 5.2
of the main text) were fitted by optimizing iteratively the parameters of both
the Drude (w, and ;) and mid-infrared absorption band (wy osc, Wo,0sc, and
Yose)- On the other hand, data acquired with narrower probe bandwidths (cf.
Fig. 5.4) were fitted also by keeping only w,, and 7, free to vary. Importantly,
in both cases the fits yielded similar Drude parameters and we chose to only
optimize the Drude parameters for these data as the probed frequency range
does not overlap with the mid-infrared oscillator.

Figure D.2 shows representative fits to data measured at 100K for three dif-
ferent time delays of —150 ps, —100 ps, and 10 ps. The fitting was performed
on transient conductivity spectra for each time delay shown in Fig. 5.9b. The
obtained parameters were used to calculate the zero-frequency extrapolated
optical conductivity o, and from this the “optical resistivity” p, as:

po=1/0g = lil’l’(l) 1/07(w) (D.5)
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FIGURE D.2: DRUDE-LORENTZ FITS TO THE OPTICAL CONDUCTIVITY FOR DIFFERENT TIME
DELAYS.
Measured optical properties (reflectivity, real, and imaginary part of the op-
tical conductivity) of K3C4y measured at a temperature of 100K at equilib-
rium (red curve) and at three different time delays of —150 ps, —100 ps, 10 ps
(blue filled symbols). These data were acquired with a pump-pulse dura-
tion of 200 ps and by definition the time delay is zero when the pulse ends
(cf. Fig. 5.5b). The solid lines are Drude-Lorentz fits to the transient optical
properties.

D.3 INFLUENCE OF UNCERTAINTIES IN THE EQUILIBRIUM
OPTICAL PROPERTIES

The error of the reconstructed light induced transient optical response of
K5Cgp is primarily determined by uncertainties in: (i) the measured values
of the normalized change of the electric field AE/E, (ii) the pump penetration
depth dpump , which is used to reconstruct the 7i(w, z) profile in the multilayer
model (see Appendix D.1), and (iii) the absolute value of the measured equi-
librium reflectivity, which is typically smaller than 2 %. To display the effect
of these uncertainties we display transient optical properties reconstructed
from the AE/E values measured 1ns after photo-excitation at a temperature
T =100K. In Figs. D.3a, D.3b, D.3 c, we show as shaded colored bands the
propagated uncertainties introduced by 45 % variations in AE/E, +10 % and
420 % uncertainties in the value of the pump penetration depth, and a +2 %
error in the value of the equilibrium reflectivity R(w) respectively. Impor-
tantly, all features of the light induced response such as the gap opening in
01(w) and the presence of a divergence in o, (w) are not affected by any of
these uncertainties.
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FIGURE D.3: ERRORS IN THE TRANSIENT OPTICAL PROPERTIES CAUSED BY DIFFERENT

SOURCES OF UNCERTAINTY.

The propagated error on the optical properties is shown as light and dark
blue coloured bands and was propagated from a. +5% and +10 % uncer-
tainty in the measured AE/E b. +10 % and 420 % uncertainty in the value
of the pump penetration depth and c¢. +2% and +5 % uncertainty in the
value of the equilibrium R(w). All measurements (red curves at equilib-
rium and blue dots 1ns after photoexcitation) were carried out at T = 100 K.
Photoexcitation was performed in the same conditions as the data presented

in Fig. 5.4.
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| TIME-RESOLVED ELECTRICAL
TRANSPORT MEASUREMENTS

E.1 SAMPLE PREPARATION

For time-resolved electrical transport measurements, pellets of K;Cq were
integrated into a sample carrier with patterned microstrip transmission
lines. Figure E.1 shows a picture of the sample carrier and a sketch of its
cross-section. The four Ti(10 nm)/Au(270nm) microstrip structures were
grown using a combination of e-beam evaporation, laser-lithography, and
lift-off processing, on a 500pum thick diamond substrate, transparent to
the 10.6 pm radiation. The wave impedance of the transmission lines was
adapted to 500). A pellet of 1mm diameter and ~75pm thickness was
made from K;C¢, powders with a pellet die and a manual press. All the
sample handling operations were carried out in an Argon filled glove box
with < o.1ppm O, and H,O to prevent sample oxidation. To ensure good
electrical contact between the polycrystalline pellet and the transmission
lines at low temperatures, a layer of 2 um thick indium was deposited on
the inner parts of the Au transmission lines by an additional lithography
and lift-off step. To reproducibly position the pellet in the center of the four
microstrips, a ~50 pm thick layer of photoresist (SU8) with a 1 mm central
bore was deposited. The K;Cq, pellet enclosed in the photoresist layer, was
then capped with a 500 pm thick sapphire plate and sealed with vacuum
compatible glue. This assembly was placed on a copper holder and then
installed at the end of a commercial LHe cold-finger, in order to cool the
K3C¢p pellets down to a base temperature of 5K. The microstrips were
terminated to SMP connectors to connect them to 50() wave impedance
coaxial cables that are thermally anchored on the cold finger, and routed to
the outside of the cryostat.
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-Gold transmission line
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FIGURE E.1: K,C4, SAMPLES FOR ELECTRICAL TRANSPORT.
a. Photograph of the sample carrier used for transport measurements. b.
Schematic section-view of the K;Cyy sample assembly (not to scale). The
pulsed mid-infrared excitation reaches the sample from below. The upper
right panel shows a sketch of the electrode geometry similar to the one used
in both four- and two-terminal measurements.

E.2 CALIBRATION OF TWO-TERMINAL MEASUREMENTS

Standard four-terminal resistance measurements (Fig. E.2 a) were performed
on K3Cy pellets encapsulated in the high-frequency sample carrier using a
lock-in technique with a sinusoidal excitation current of amplitude I, ., =
1pA at a frequency of 300 Hz. While this technique provides accurate val-
ues of the low frequency sample resistance Rgg,pi, it could only be applied
up to frequencies of a few MHz due to the limited bandwidth of the high
input impedance differential amplifiers as well as parasitic capacitances in
the circuit. The lifetime of the light-induced superconducting state is sev-
eral nanoseconds, hence four-terminal measurements are too slow to probe
transport properties on these time scales. To overcome this issue, we per-
formed high-frequency two-terminal resistance measurements. These mea-
surements were conducted by launching a 1ns long voltage pulse from a
commercial pulse generator through the microstrip transmission lines and
the K3Cq pellet in the sample carrier. A gated integrator was then used to
detect the amplitudes of the injected voltage pulse V;, (t), and of the one
transmitted through the sample V,,;(t). An equivalent circuit diagram of
this two-terminal measurement is shown in Fig. E.2b. These measurements
allow to retrieve the resistance R3p = Ryuppie + Re1 + R which includes
contributions from wiring and contact resistances. As the injected voltage
pulse propagates, it can be reflected at the input and output terminals of
R5p due to a possible impedance mismatch. To account for this, it is conve-
nient to describe the propagation of the pulse through the network using the
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FIGURE E.2: CALIBRATION OF ELECTRICAL TRANSPORT MEASUREMENTS.

a. Equivalent circuit of a four-terminal resistance measurement. A constant
amplitude sinusoidal current is injected into Ry, through the contact re-
sistances Rcy, and Rc,. The voltage drop across Ry, is detected by a
high input impedance lock-in amplifier through the contact resistances R3
and Rgy4. The sample resistance can be directly retrieved as V,,; / Lource-
b. Equivalent circuit for two-terminal measurements. The sample with in-
trinsic resistance Rggppie and contact resistances Ry and R, is connected
via two terminals. TML indicates the coaxial cable which acts as a trans-
mission line for high frequency signals. c¢. Temperature dependent resis-
tance measured in a two- and four-terminal measurement. The temperature-
dependent contact resistance R.,,,;,c; = Rc1 + R is displayed as red shad-
ing inbetween the graphs. Both measurements were performed on the same
type of pellet with identical preparation procedure and equal electrode ge-
ometry.
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two-port scattering matrix formalism [217], from which the total resistance
of the sample R}, can be retrieved as:

V.
R;P = Rsample + RCl + RCZ =2 (Vln - 1) Rm (El)
out

Here, V;, and V,,,; are the amplitudes of the injected pulse and of the pulse
transmitted through the sample while R,, = 50() is the input impedance
of the gated integrator used for signal detection. This result was quantita-
tively verified by simulating the equivalent circuit with the software Quc-
sStudio starting from measured values of the elements in the circuits (see
Section F for more details). Extracting Ry from R3p requires knowl-
edge of the contact resistance from the low-frequency four-terminal mea-
surements. In order to calibrate the contact resistance Ry, = Rc1 +
Ry we compared the temperature dependence of the resistance R5, (mea-
sured in the pulsed two-terminal geometry, red curve in Fig. E.2 c) to that of
the sample resistance Ry, (measured in the four-terminal geometry, blue
curve in Fig. E2c). In both measurements, the equilibrium superconduct-
ing transition of K;Cg is observed as a drop in the measured resistance of
~8() as the sample becomes superconducting. Hence, the two- and four-
terminal measurements are equally sensitive to changes in R, and are
only offset by the contact resistance R.,,,s,.; (red shaded area in Fig. E.2 ¢), al-
lowing us to extract Ry, from the high-frequency two-terminal measure-
ments. The time-resolved resistance measurements of the photo-irradiated
K;Cgp pellet shown in Fig. 5.9a were performed at 100K by repeating the
pulsed two-terminal measurements at different time delays after photoexci-
tation. This was achieved by electronically synchronizing the pulse gener-
ator that provided the probe voltage pulse to the laser system. These mea-
surements yielded the total resistance R, from which the contact resistance
Reontact(100K) = 66 () was subtracted to obtain the time-dependent resis-
tance of the K5Cy, sample alone. Note that the change of the resistance in
the time-resolved experiment at T = 100K is AR = 6 () (cf. Fig. 5.9), which
is what is quantitatively expected from the DC four-terminal measurement
if the sample turns superconducting at this temperature.



E.3 MODELING TIME-RESOLVED ELECTRICAL TRANSPORT
MEASUREMENTS

To ensure that the experimental procedure used to extract the sample
resistance (described in Appendix E) was not affected by additional
contribution due to stray impedances we have modelled the experimental
setup using the software QucsStudio, that simulates propagation of
electrical signals in the time domain.

The simulations were performed according to the setup described in
Fig. E.3 a, that matches closely the experimental setup. A 1ns long voltage
pulse generated by a commercial pulse generator, was split in two identical
replicas by a power divider; one was sent through the sample while the
other was used as a reference. Both pulses were sampled with a real-time
oscilloscope with 20 GHz bandwidth and 8o GSamples/s. The recorded
signals are referred to as V() and V,¢(f) in the following. Figure E3d
shows the V() and V,(f) time traces (red and blue lines) measured
at 30 K, and corresponding simulations (green and yellow lines) of the
equivalent circuit diagram shown in Fig. E.3a, where the two-terminal
resistance R}, is simply modelled by two contact resistors (Rc; and Ri»)
and the intrinsic sample resistance (Rgg,p7.). Remarkably, all peak positions
and amplitudes are reproduced with good agreement. The V,(t) trace,
shows the injected pulse at ~ons and a later pulse, around ~13.5ns which
is a reflection from the sample arm. The V,,(t) trace shows a pulse
appearing at ~8ns which is the injected pulse after propagation through
the sample and contacts. Because of the voltage drop across R, it has
lower amplitude compared to the injected pulse.

As mentioned in Section E, the propagation of voltage pulses through this
network can be described by applying the two-port scattering matrix
formalism to retrieve the sample resistance Ry directly from the
amplitude of the reference (V,.s) and transmitted (V,,,;(f)) pulses. Thus we
can use formula E.1 and replace V;,, with V.

For an accurate measurement of R}, it is important that the amplitude of
the reference and transmitted pulses is not changed by parasitic effects. To
evaluate the influence of possible parasitic capacitances at the contacts,
that might short the contact resistance at high frequencies, we simulated
the extended equivalent circuit diagram for R3, shown in Fig. E3c.
We estimated 2pF and 2nH as realistic upper limits for the respective
capacitance and inductance values. The results of these simulations are
compared to those in the ideal case in Fig. E3e. The additional stray
impedances resulted in voltage spikes on top of the nanosecond pulses,
that are stronger in amplitude than the deviations observed between the
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FIGURE E.3: MODELING ELECTRICAL TRANSPORT MEASUREMENTS.

a. Schematic description of the setup for measuring the unknown R}, re-
sistance in a two-terminals configuration. TML denotes HF compatible mi-
crostrip transmission lines. Their length was adjusted so that pulses are not
overlapping when measured on the oscilloscope. b. Ideal equivalent circuit
diagram for R}, consisting of two contact resistors (R¢; and R,) and the
intrinsic resistance of the sample (Rg,p). ¢ Lossy equivalent circuit di-
agram for R}, considering a capacitive as well as inductive component of
the contacts. d. Time traces for V,(t) (blue) and V,,,(¢) (red) measured at
a temperature of 30 K without photo-excitation and corresponding numer-
ical simulations (green and yellow lines) performed under the assumption
of an ideal R5,. The measured oscillations at the base of the first pulse in
Vour(t) and the second pulse in V,¢(t) are caused by residual reflections not
relevant to our analysis. e. Comparison of two simulations with ideal and
lossy R3p. Parasitic capacitances and inductances of 2 pF and 2nH were
introduced resulting in voltages spikes that are bigger than any deviation
observed between the measurement and the ideal case simulation.
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measured signals and simulations in the ideal case. A similar simulation
(not shown) with additional parasitic capacitances to ground yielded
comparable results, the only differences were due to the lower bandwidth
of the circuit. The good agreement between the ideal simulations and
our measured signals strongly suggests that capacitive and inductive
contributions to the contact resistance are negligible. More importantly,
these putative contributions do not lead to a significant change of the
average pulse amplitude which is used to calculate the resistance.
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SIMULATIONS OF THE
F SUPERCONDUCTING ORDER
PARAMETER RELAXATION

In the following, we describe a phenomenological theory for the relaxation
of the superconducting order parameter following laser excitation.
This model is similar to phenomenological models used for cuprate
superconductors [218-220], shown to be capable to accurately reproduce a
surprising amount of the available experimental data on these materials.
As argued in the main text, in a situation where preformed pairs exist
in the material above T,, and superconductivity is destroyed by phase
fluctuations, a laser-induced synchronized state can decay very slowly.

We considered a phenomenological Ginzburg-Landau model of the super-
conducting order parameter on a two-dimensional square lattice with 100 x
100 sites and periodic boundary conditions. The order parameter at site m is
denoted ¢, (t) = [1p,,,| e'Pm, where [1p,,| is the local amplitude and ¢,, the local
phase. As in Ref. [218], we assumed that the order parameter is microscop-
ically related to the local singlet pairs, i.e. ¥,;, ~ (C;;,Ciip — CypCipyy ), but no
assumptions were made on how these pairs are generated microscopically.
The free energy potential was chosen as:

B C
F= Z (A bl” + 5 |¢m|4> + 5 Z [l [l cOs (b, — ¢) . (E1)

<m,n>

where the summation (m, n) runs over neighboring sites. The first term de-
scribes a local potential, which determines the equilibrium Cooper pair den-
sity. This theory contains three free parameters A, B, and C which we specify
below. We chose the parameters such that the mean local order parameter
is given by (|,,|) = Vv—A/B = {1 —T/T,, where T, is the temperature at
which Cooper pairs start to form in the material. The second term in the free
energy potential couples adjacent sites and determines the phase stiffness.
A positive parameter C means it is energetically favorable for the phases to
align. The strength of this phase coupling controls the temperature scale,
at which the relative phase of pairs on different sites can lock and the con-
densate achieves phase coherence. Here we focused on the situation where
C « |A], B, i.e. we consider a gas of localized bosons which weakly interact
with one another. The weak interaction can lead to condensation only at low
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FIGURE F.1: TEMPERATURE DEPENDENCE OF THE SUPERCONDUCTING ORDER PARAMETER.
The amplitude of the average superconducting order parameter (|¢,,|) was
calculated from the Ginzburg-Landau model described in the text and
shows a transition at T, ~ 20 K. The light blue line is a guide to the eye.

temperatures. Importantly, the model reproduces correctly the equilibrium
phase transition at ~ 20 K as displayed in Fig. F.1.

To describe the nonequilibrium relaxation, we set the superconducting gap
2Ay ~ 10meV as observed in the transient optical measurements. To de-
scribe the relaxation of the photo-induced superconducting state we sim-
ulated the dynamics using the time-dependent Ginzburg-Landau (TDGL)
equation:

OF (Y, Ym)
oy T M (£) (E2)

where 177,,(t) is a random force describing random thermal fluctuations and

Tty (t) = —

obeys (173, (O, (') = 2T’f<§_25m/m’5 (t —t"), where f is a dimensionless pa-
rameter which is introduced below. Here 7 is a free parameter that deter-
mines the characteristic time scale at which the dynamics evolve and that
needs to be determined from a fit to the experiments. We found that a good

match between the measurements and simulated relaxation is obtained for
T ~ 1.5ps and f = 6000 (see Fig. 6.6b).

Discussion

If the order parameter is driven away from its equilibrium value, the time
evolution due to the derivative of the free energy potential gives rise to an
exponential decay back to its unperturbed value. For small perturbations,
and neglecting the spatial variation of the order parameter, we linearize the
TDGL equation as:

Tatwm(t) = _|A|lpm(t)/ (F3)



to obtain the amplitude relaxation time

T
Tamplitude = W (F.4)
This sets the time scale for relaxation driven by the deterministic part of the

TDGL equation.

As our model considers a situation where incoherent Cooper pairs survive
above the critical temperature, another relaxation time scale emerges natu-
rally. It stems from the thermal diffusion of local phases taking place at the

minimum y/—A/B of the local free energy potential. Below the critical tem-
perature, the relative phases are kept fixed due to the coupling C. But above
T, this attraction is overpowered by thermal noise and phase coherence is
lost. To assess the timescale on which this should take place, we consider a
high temperature regime where fluctuations dominate the dynamics,

TP, (1) = 1, (1). (E5)

We consider the noise as #,, = 1, + iy, where 77; and 7, are real-valued
independent random variables, respectively. We note that (71 (t)1; (')) =
(12(Hyy (1)) = T}% (t—t') and (1717,) = 0. Assuming that the ampli-
tude has reached its equilibrium value (|¢,,|) = 1 — T /T, we obtain a time
evolution equation for the phase:

T
,'1 _ T_OTaf‘Pm(t) = 11208 (¢,) — 111 8in (Py,) = 17/ (1). (E.6)

In the second equality, we recognize that the noise term can again be written
as a random noise 1" with the same variance as #; and 7,. Consequently,
we find that the phase undergoes a one-dimensional random walk induced
by the random force 7. The diffusion time scale can be found by solving the
associated Fokker-Planck equation for the probability distribution of ¢,,, (see
e.g. Ref. [221]). Solving this diffusion equation, we find the phase relaxation

timescale: oy (1= T/Ty)
0 — 0
T h. = T
Pphase kBT
We note that in this case, it is determined by the ratio between the supercon-

ducting gap Ay and the thermal energy kg T of the environmental degrees of
freedom.

(E7)
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f=60 f=600 f=6000
1t 1+ 1t
€
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Re(W,,) Re(W,,) Re(W,,)

FIGURE F.2: SNAPSHOTS OF THE ON-SITE ORDER PARAMETER ¥ ..
¥, is shown in the complex plane after time evolution up to t = 103 ﬁ. The
simulations were performed at T = 100K using three different f parameter

values of 60, 600, and 6000 (left to right). The on-site order parameters ¥,,

are initialised in a synchronised state, ¥, (t = 0) = y—A/B and then relaxed
according to the TDGL equation described in the text.

The ratio between phase and amplitude relaxation time is proportional to
the steepness of the free energy potential,

Tphase

5 o f (E.8)

amplitude

If the free energy potential is shallow and amplitude fluctuations are large,
the ratio can be close to one. If phase fluctuations dominate, phase relax-
ation becomes much slower than the amplitude relaxation. Furthermore, if
the temperature of the environmental degrees of freedom in which the re-
laxation takes place, is close to the ‘pseudogap’ temperature T\, the ratio
becomes smaller. Figure F.2 displays snapshots of the phase distribution for
different values of f. When f = 60, the potential is very shallow and the phases
relax to a broad distribution with vanishing average amplitude. Clearly, in
such a situation there can be no distinction between phase and amplitude re-
laxation. However, when f increases, amplitude fluctuations are suppressed
and the local order parameters are confined to a narrow ring with radius

v—A/B . In such a situation, phase relaxation becomes the dominant relax-
ation pathway and a synchronized state can survive much longer.

Parametrization

We write the coefficients of the free energy as:



SIMULATIONS OF THE SUPERCONDUCTING ORDER PARAMETER RELAXATION |

A= Bo 1- L
— kgTo Ty

Ay
= — F.
B Koo (F9)
C AO
C=-—-
fksTo

where we assume that the relevant energy scale is Ag/kgTy. Here we as-
sume that A changes its sign at a very large temperature Ty = 300K, i.e. a
local Cooper pair density can survive up to room temperature. In addition,
we introduce the dimensionless parameter f, which determines the relative
strength of amplitude fluctuations. This parameter determines the relative
speed of the amplitude and phase relaxation: An increase of f reduces the
absolute amplitude of thermal fluctuations as well as the pair coupling con-
stant C, such that the superconducting transition temperature remains con-
stant. Finally, the parameter ¢ = 4.5 is adjusted to induce a superconducting
transition at ~ 20K at equilibrium (see Fig. F.1).
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FREQUENTLY USED ACRONYMS

ASE Amplified spontaneous emission
BBO Beta barium borate
BSCO Bismuth strontium calcium copper oxide

(BiySryCap1CuyOnnygix)

CDW Charge density wave

CMR Colossal magnetoresistance
DECP Displacive excitation of coherent phonons
DFG Difference frequency generation

DMFT  Dynamical mean field theory
FIR Far-infrared radiation
FTIR Fourier-transform infrared spectrometer

HRFZ-Si High resistivity float zone silicon

IRS Ionic raman scattering
ISRS Impulsive stimulated raman scattering
LIA Lock-in amplifier

LSCO Lanthanum strontium coppper oxide (La,_,Sr,CuQOy,)
MCT Mercury cadmium telluride (HgCdTe)

MIR Mid-infrared radiation
NIR Near-infrared radiation
OPA Optical parametric amplifier

PDW Pair density wave
PPLN Periodically poled lithium niobate
QCL Quantum cascade laser

SFG Sum frequency generation
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SHG
TCR
TDFS
TDGL
TDS
THz
uv
VIS
WLG
YBCO

Second harmonic generation
Temperature coefficient of the resistivity
Transient depletion field screening
Time-dependent Ginzburg-Landau
Time-domain spectroscopy

Tera hertz

Ultra violet

Visible

White light generation

Yttrium barium copper oxide (YBa,Cuz0O;_,)
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