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Abstract

Language is one of the complex but fascinating ways of communication, and it is
continuously developed and maintained in the human brain. It is remarkable to
study how humans understand each other in a conversation and continually learn
and develop their communication skills. Understanding the meaning of the spo-
ken or written language and interacting in that language differentiates humans
from other species. Although it is difficult to define the exact working nature
of the brain related to language acquisition and development, researchers find a
strong relationship between different behaviours acquired based on social, cogni-
tive, emotional and behavioural intelligence. Social robots and artificial human-
like intelligent agents are the expected members of future society, where they
are firmly expected to realize and exhibit verbal communication capability. In
addition to the robot appearance, conversational understanding and behaviours
are crucial aspects for their acceptance and co-existence in emerging society.

This thesis aims to connect the knowledge from behavioural intelligence
through conversational language learning with human-robot interaction (HRI).
The socio-linguistic features, such as emotion, sentiment, politeness and dialogue
acts, are the building blocks of the decision-making process in humans. This the-
sis presents extensive conversational analysis through artificial recurrent neural
modelling that helps to build the robots aware of such linguistic cues. Accord-
ingly, the thesis provides tools to analyze and investigate language on different
aspects using recurrent neural networks (RNNs) and attention mechanism and
eventually demonstrates an HRI scenario that facilitates robotics behavioural
adaptation based on social cues. As a result, the thesis provides insights into the
conversational analysis with emotion and dialogue acts, providing useful knowl-
edge of natural language understanding for safe human-robot interaction.

The primary contribution to knowledge from the study and experiments pro-
vided in this thesis is understanding the socio-linguistic features, with the motive
of developing a natural language conversational system for HRI. The analytical
experiments in this thesis can inform necessary future work in order to integrate
social cues for robotic behavioural adaptation. Furthermore, this thesis provides
knowledge to realize safer social robots in society with verbal communication ca-
pability using computational neural linguistics approaches, along with addressing

the safety concerns of humans.



Zusammenfassung

Sprache ist eine komplexe und faszinierende Art der Kommunikation, die sich
im menschlichen Gehirn sténdig weiterentwickelt und verdndert. Es ist be-
merkenswert, wie Menschen sich in einem Gespréach verstehen und ihre Kom-
munikationsfahigkeiten erlernen und kontinuierlich weiterentwickeln. Die Bedeu-
tung gesprochener oder geschriebener Sprache zu verstehen und damit zu inter-
agieren, unterscheidet den Menschen von anderen Spezies. Obwohl es schwierig
ist, die genaue Funktionsweise des Gehirns im Zusammenhang mit Spracher-
werb und Sprachentwicklung zu definieren, finden Forscher starke Beziehun-
gen zwischen verschiedenen Verhaltensweisen, die auf sozialer, kognitiver, emo-
tionaler und Verhaltensintelligenz beruhen. Von sozialen Robotern und anderen
kiinstlichen menschenahnlichen Agenten wird erwartet, dass sie verbale Kommu-
nikationsfahigkeiten durch Interaktion automatisch erlernen. Neben dem Erschei-
nungsbild der Roboter sind Gesprachsverstandnis und Verhaltensweisen entschei-
dende Aspekte fiir ihre Akzeptanz in der Gesellschaft.

Diese Arbeit zielt darauf ab, Forschungsergebnisse aus der Verhaltensintel-
ligenz beziiglich des Erlernens der Konversationssprache mit der Erforschung
der Mensch-Roboter-Interaktion (HRI) zu verbinden. Soziolinguistische Merk-
male wie Emotion, Gefithl, Hoflichkeit und Dialogakte sind die Bausteine des
Entscheidungsprozesses des Menschen. Damit Roboter lernen konnen, solche
Merkmale zu nutzen, wird in dieser Arbeit eine umfassende Gesprachsanalyse
durch kiinstliche rekurrente neuronale Netzwerke vorgestellt. Dementsprechend
prasentiert diese Arbeit Werkzeuge zur Analyse und Untersuchung von Sprache
auf verschiedene Aspekte auf Basis rekurrenter neuronaler Netzwerke (RNNs)
und einem Attention-Mechanismus und zeigt letztendlich ein HRI-Szenario,
welches die Verhaltensanpassung des Roboters auf Grundlage sozialer Merkmale
ermoglicht. Als Ergebnis bietet die Arbeit einen tiefen Einblick in die Gespréchs-
analyse mit Emotionen und Dialogakten, wodurch ein niitzliches Verstandnis
der natiirlichen Sprache fiir eine sicherere Mensch-Roboter-Interaktion ermoglicht

wird.

Der priméare Beitrag zum wissenschaftlichen Wissen der Experimente in dieser
Arbeit ist das Verstdndnis der Auswirkungen soziolinguistischer Merkmale wie
Emotion, Hoflichkeit und Dialogakte, beziiglich dem Ziel, ein natiirlichsprach-

liches Dialogsystem fiir eine sicherere HRI zu entwickeln. Die analytischen Exper-
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Abstract

imente in dieser Arbeit konnen als Grundlage fiir notwendige zukiinftige Arbeiten
dienen, um soziale Merkmale fiir die Anpassung des Verhaltens von Robotern zu
integrieren. Dartiber hinaus liefert diese Arbeit Wissen zur Realisierung sichererer
sozialer Roboter fiir die Gesellschaft, mit der Fahigkeit zur verbalen Kommu-
nikation unter Verwendung von Ansatzen aus der rechnergestiitzten neuronalen

Linguistik, sowie um Sicherheitsbedenken zu adressieren.
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Chapter 1

Introduction

1.1 Motivation

Social robots and artificial general intelligent agents are expected members of the
future society (Gladden, 2018). These members are expected to exhibit natural
language communication, one of the fascinating capabilities humans have devel-
oped to use in daily life. While humans learn from and teach each other, mostly
with verbal communication, it is reasonable to realize this existing human ability
in social robots (Mavridis, |2015). It also helps to eliminate the need to require
experts to communicate with the robots, and non-expert humans can naturally
communicate with robots. In natural language communication, robots are ex-
pected to advance beyond the commands or instructions that can be technical and
monotonous. However, it is crucial to building a language understanding model
which learns conversational behaviours and nuances from the human-human in-
teraction.

The conversation is one of the most important conventions of human com-
munication, where the language conveys the information. Natural conversation
is mostly provoked with feelings or incidences along with the information. Hu-
man communication needs to have an awareness of social cues provided through
conversation by others and understand what is being spoken. The term conversa-
tion can define a casual chat as well as formal discussions. The essential processes
involved in the verbal conversation are language understanding, cognitive process-
ing and responding to the conversation partner. Different types of conversation
usually govern communication and knowledge between speakers. For example, a

functional conversation where some goals are to be achieved within a dialogue
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with the help of information and small talks is regarded as social skills, such as
greeting someone. Several factors shape the language such as grammatical syn-
tax and structures, the cognitive knowledge of speakers, and the medium and
kind of conversation (Austin, |1962; Brennan, [2000; Rashkin et al., |2018). It is
essential to learn the meaning and intentions in the turns (utterances) of the
dialogue for better conversational analysis, commonly with the help of dialogues
acts (Austin) [1962). However, it is also crucial to investigate particular feelings
behind the speaker’s utterances, usually with the help of emotional expressions
that help to respond with empathy (Ekman et al., 1987). Furthermore, engaging
politeness of the speaker can be valuable to extend the conversational analysis

and understand human behaviours, particularly during human-robot interaction.

As humans, we do not learn equally, perhaps a reason we do not react equally
to the same situation (that occurs during social interaction - in conversation or
on social media), as several cues and factors drive our decisions. Hence, finding
a right and safer communication way becomes challenging, on the other hand,
defining the right or safer situation is out of the scope of this work. However,
we are fully aware that human-robot interaction certainly benefits from learning
and analyzing the socio-linguistic features and behaviours in human-human in-
teractions. Learning from different socio-linguistic features in the conversational
language has some additional advantages, such as understanding dialogue initia-
tive, multiple dialogue acts, and affective interaction; to mention a related-few
from the desiderata list for human-robot verbal interaction (Mavridis, 2015)). The
robot has to understand a natural input language from human in all the aspects

to react and follow the instructions, and eventually converse.

This thesis explores the conversational analysis and language learning for safer
human-robot interaction on different aspects such as dialogue acts, emotion, and
politeness. This work aims to provide a framework for human-robot verbal in-
teraction by exclusively using socio-linguistic cues to interpret human behaviour.
Understanding the human language is one of the first keys for a verbal conver-
sation. Then the socio-linguistic cues add an interactive and significant value to
produce a natural communication. We naturally learn such skills right from the
early ages, for example, a spoken utterance “Could you please tell me how to reach
this place on the map?” is trivial for us to comprehend and react accordingly.
We can easily figure out that the above utterance represents a question dialogue

act in a request form (multiple dialogue acts), which is linguistically polite as it

2



1.1. Motivation

contains phrase “could you” and word “please” (Danescu-Niculescu-Mizil et al.|

2013)); and posses almost neutral emotional expression.

Another essential aspect of the dialogue is that we interpret and understand
the conversation partner through the context. As social robots are on high de-
mand to enter our daily lives, the critical feature expected is that they possess
contextual inference. For example, we can reliably understand and appropriately
respond based not only currently uttered sentence but also the context of pre-
vious utterances in the conversation (Bothe et al., 2018d)). We propose to use
attention-based recurrent neural networks (RNN) and bidirectional-RNN neural
models that contextually models the conversational textual utterances to per-
form extensive conversational analysis, for example, using contextual recognition
of dialogue acts (Bothe et al., [2018b). We perform contextual neural learning
not only for dialogue acts but also for the emotion recognition using charac-
ter language models to encode utterances (Bothe and Wermter|, |2019). We also
show how different models perform when they are ensemble together, such as
RNN and convolutional neural network (CNN) models together with the word-
and character-level utterance representations. It is expected that the output of
speech recognition systems might contain errors, hence using an ensemble of var-

ious representations and differently behaving models becomes crucial.

In a conversation, humans use changes in a dialogue to predict undesirable
and safety-critical situations and use them to react accordingly (Ekman et al.|
1987). We propose to use these kinds of cues for safer human-robot interac-
tion through early detection of dangers, especially with dialogue-based sentiment
learning (Bothe et al.| [2017)). The socio-linguistic features, such as emotion, sen-
timent or politeness, together with dialogue acts, add unique value in developing
a dialogue system for the robots. The robots can adapt their behaviour based on
cues generated with the help of those feature recognition. We demonstrate such
a human-robot verbal interaction scenario for navigating the Pepper robot that
variates its speed driven by the social cues: politeness and dialogue act (Bothe
et al., 2018a)). We developed a dialogue system to combine these cues, which
helps the robot adjust not only the navigating speed but also various social and
behavioural components such as speech tone, head pitch orientation, and eye

colour.
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1.2 Research Questions

In our work, we focus on the natural language understanding module that helps
to develop a dialogue system to adapt different robotic actions based on the socio-
linguistic features found in the human input language. While developing such a
system for HRI, our primary focus drives towards understanding the dialogue
acts (DA) of the utterances. It is known that the application of context-based
learning leads to performance gain in the task of recognition of the dialogue acts.
However, we also emphasize that only current and past utterances shall be used

in context for HRI scenarios that leads to the first research question:

Question 1: How can we find the number of preceding utterances in
the context that are required towards recognizing the dialogue act of

the given current utterance?

When this question is answered, we investigate that different dialogue acts behave
differently in their context. For example, if there is an answer DA utterance, the
previous sentences might contain a question DA utterance which will substan-
tially contribute towards recognition. However, if it is a reverse case, then the
contribution of the past utterances could be negligible; hence the idea is not to
find any fixed number, but a generalized one that leads to the next research
question:

Question 2: How much does each utterance in the context contribute

towards recognizing the dialogue act of the given utterance?

Contextual behaviour in the utterances is also possible when recognizing the
emotional expressions, especially in the absence of other modalities such as facial
expressions or sound variations. On the other hand, the sentiment is a driver
in the decision-making process. The extreme polarity sentiment utterances in
the conversation are used to convey negativeness or positiveness. For example,
appreciation or desirable moments are usually expressed with positive sentiment,
whereas negative sentiment expresses undesirable or unhappy moments. These
extreme sentiment utterances act as feedback cues as of their preceding utterances
providing the context. This kind of behaviour of sentiment in the conversation

leads to the next novel research question:

Question 3: How can dialogue-based neural learning estimate the sen-
timent of the next utterance help us find undesirable events or safety-

critical cues for safe human-robot interaction?



1.3. Novelty and Contribution to Knowledge

Emotions and dialogue acts are considerably different aspects of language learn-
ing. However, the lack of availability of such a dataset that contain both the
labels makes it impossible to analyze the relationships between them, that leads
to the next research question:

Question 4: How can we reliably use the neural ensemble method to
enrich existing emotion data with dialogue act labels? Do the emotions
and dialogue acts provide any relations among themselves that would
be useful to consider for conversational analysis?

In the motivation, we stated that different socio-linguistic feature for the
in-depth conversational analysis could lead us to a better understanding of the
human-human interaction. However, our goal is to build a language understanding
module that drives to achieve social and natural human-robot verbal interaction,
leads us to the next research question:

Question 5: How to combine the socio-linguistic features such as emo-
tion or politeness with the dialogue acts in the dialogue system for
HRI? How does that help to influence the output behaviour of the
robots?

Our ultimate goal is to make use of the knowledge gained with these analyses and
experiments for safe human-robot interaction. We attempt to discover the pos-
sibilities to utilize different socio-linguistic cues for safe human-robot interaction

to increase the trust and acceptance of the robots in the emerging society.

1.3 Novelty and Contribution to Knowledge

In this work, we propose novel approaches to conversational analysis that are
useful for the research community in computational linguistics and human-robot

interaction.

e We propose a novel RNN-based approach on the dialogue act recognition
task with domain-independent utterance representations and achieve state-
of-the-art results on Switchboard Dialogue Act (SwWDA) corpus. In this ex-
periment, we use the word- and character-level language models to encode

the utterances.

e The number of past utterances in the context required to recognize DA class

of the current utterance is determined experimentally. We also showcase the
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internal or hidden representation of the RNNs clustering the DA classes into
the 2D space demonstrating the learned utterance representation possess

the features isolating them in the given space.

e We developed a novel utterance-level attention mechanism configured on
top of the bidirectional-RNNs to compute the contribution of the context
utterances. It contains the attention mechanism that ultimately computes
the weights of each utterance in the context towards recognizing the DA of

the given utterance.

e We report how the context model is more reliable over no-context model
predictions using their confidence values. It is clear that the context model’s
accuracy is consistently higher than the no-context model; however, we

inspect if the confidence level of the context model is also higher.

e We develop novel ensemble models for emotion recognition in the dialogue
by participating in international competitions. In the Emolnt challenge,
we develop a model to compute the given sentences’ intensity for classify-
ing emotion. In the EmoContext challenge, we develop a novel model that
uses the context-based ensemble of RNNs and CNNs with the word- and

character-level features.

e We propose a novel approach for the sentiment-guided dialogue-based neu-
ral learning to estimate the sentiment of next upcoming utterance using
RNNs. In this experiment, we show that the models learn to predict the
probably undesirable or safety-critical situations that could be useful in

HRI to avoid potential danger.

e We propose a novel approach to annotate emotional conversation data using
an ensemble of neural annotators. We combine five different neural models
(two no-context and three context models) to produce final DA classes for
the given utterances. We annotate two multi-modal emotion conversational
datasets IEMOCAP and MELD and make them publicly available for the

research community.

e We present our discovery of unique relations between emotions and dialogue
acts, and we name them emotional dialogue acts (EDAs). The EDAs show

definite relations such as Thanking DA is mostly expressed with Happy
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emotion and Apology with Sadness. We also investigate the failures where
the model mispredicts the DA classes that help understand where the en-

semble of the neural annotator fails.

e We develop a dialogue system that combines the socio-linguistic feature Po-
liteness with dialogue acts (with added information called slot-value pairs)
using hierarchical-RNN recognition models. The dialogue-based navigation
HRI scenario is chosen to demonstrate the effect of change in the degree
of politeness during the conversation to variate robot speed and behaviour

accordingly.

e Eventually, we provide insight into language learning for safer human-robot
interaction with socio-linguistic features such as emotion or politeness. We
present preliminary direction for how to use those features to produce ade-
quate and safe actions from the robots and how to integrate them into the

dialogue system by navigating the robot with politeness cues.

1.4 Thesis Organization

In the first chapter, we presented motivation to this thesis work, derived research
questions, and listed the novelties and contributions to knowledge. Chapter [2| pro-
vides insight into the background and conceptual methods that are used in this
thesis. We briefly describe the development of natural language processing in the
field of HRI and dialogue systems. We also provide a short description of what
we shall expect from the experiments in this thesis. We also provide prologues
on language learning by incorporating the socio-linguistic features into conversa-
tional system towards safer HRI. Chapter |3| contains an introductory background
on artificial neural network methods that we use to develop our approaches. We
shortly describe different RNN architectures and representation methods used
in this thesis. Chapter {4| presents the approaches to recognize the dialogue acts.
It contains contextual approaches based on the simple RNN and utterance-level
attention-based bidirectional-RNN models with their results and conversational
analysis. Chapter [, on the other hand, provides ensemble models for contextual
emotion recognition in the dialogue and sentiment-guided dialogue-based neural
learning to estimate the sentiment of the next utterance in conversation. Chapter

[6] presents the approach on the ensemble of neural annotators to annotate the ex-

7
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isting emotion conversational dataset with the dialogue acts, providing a detailed
analysis of the emotional dialogue acts (EDAs). It also contains the discovery of
the unique relations between emotion and dialogue acts. Chapter [7] demonstrates
a dialogue system for HRI where the socio-linguistic feature politeness drives nav-
igation of the robot. It contains a method for utilizing the customized dialogue
acts, in which not only intentions but also extra information is decoded from the
input utterances. Finally, Chapter |8 concludes this thesis, providing discussion
and conclusions on the experiments and results conducted in this thesis work.
It also contains answers to the research questions posed in this first chapter,

together with the possible future work.



Chapter 2

Language Learning for

Human-Robot Interaction

This chapter focuses on the methods to incorporate techniques of natural lan-
guage processing for conversational analysis and human-robot interaction (HRI).
Humans will be able to interact naturally and verbally with robots is still futur-
istic. However, there is plenty of research work proven the early steps towards a
robust conversational HRI. In this chapter, we will discuss the most important

and relevant developments in this regards.

2.1 Introduction

Robots with the natural-language conversational ability make them useful in
direct human-robot interaction applications, such as health, education or retail.
However, being in the direct interaction with humans, safety comes first, for which
understanding different aspects of the conversation becomes crucial, for example,
conversational and discourse analysis, contextual and pragmatic behaviours in
conversation, and affective or emotional comprehension. When a person wants
to give a command or order the robot, verbal interaction could make them feel
natural (depicted in Figure than conveying commands as technical terms
or from a graphical user interface (GUI) of the smartphone. Moreover, most of
the conversational robots are not directly equipped with learning capabilities
(Mavridis, [2015), and they are usually task-oriented human-robot interaction
scenarios (Steinfeld et al. 2006; Bothe, 2015)). However, it is still necessary to

understand why is it essential to have robots with natural-language capability,
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Can | get some
water, please!

Yes, | can bring
you some water.

Figure 2.1: Human-robot Interaction Scenario.

and what should we expect from the conversational robots?

Many works have attempted to create a unified set of requirements for the
conversational HRI (Steinfeld et al., |2006; Pandey| 2012; |[Mavridis|, 2015). Some

of the primary expected abilities are grounding speech acts, affective interaction,

dialogue initiatives and learning from human conversations. This thesis attempts
to understand how to model and analyze the abilities mentioned earlier to deploy
them in HRI applications. We propose to use the presented methodologies to learn
and analyze such linguistic aspects using deep learning techniques. It is crucial to
understand that these abilities are not limited and could be extended further, such

as multiple speech acts, multi-level learning, mixed-initiative dialogues, along

with the utilization of online resources and services (Mavridis, [2015]). Moreover,

to build a conversational system for HRI includes a different perspective than
human-computer interaction (HCI) systems. Apart from any damage from the
HCT system, HRI has to follow the fundamental Three Laws of Robotics as defined

by Isaac Asimov (Asimov] [1963).

Hence, we derive motivation for this thesis to explore various socio-cognitive
and -linguistic building blocks, having safety concerns in the first place. We aim
to bring conversational abilities, such as context- and situation-aware response,
affective behaviours and proactivity, to the robotic scenario through conversa-
tional analysis. We also highlight social norms for dialogue, comprehension and

navigation to reduce efforts and confusion in the given scenario. Our main aim is
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to learn from the datasets of our day to day conversational activities, and finally,
design and develop algorithms and frameworks to equip the robots with such

abilities.

2.2 Language to Verbal Interaction

As a human being, the ability to have a conversation represents a crucial cognitive
component of social skills (Riggio, [1986). The humans can reliably understand
each other and communicate verbally and non-verbally, where “verbal interac-
tion is the basic reality of language” (Allen, |1993)). Language has been a subject
of study from ancient linguist Panini in sixth century BC, through the philoso-
phers like Plato and Aristotle, and then to the 20th century’s most influential
linguists like, to mention a few, John Austin, John Searle and Naom Chomsky
(Rajagopalan, 2000; Bod, 2013; Kadvany, [2016)). Language and communication
and how it works have been a point of debate for a long time. However, one of the
ideas the debate converged to, is that language is not just the symbols, words,
sentences or grammar, but it is their production and issuance in the performance
of the speech acts, as defined by Searle (Searle and Searle, [1969; Rajagopalan)
2000)). Hence, language is not only the combinatorial possibilities of the sym-
bols to make the well-formed sentences, as a Chomskyan generative grammarian
would claim, but the contextual knowledge the speaker has in the conversation.

In recent decades, computational techniques have taken over the traditional
ones in linguistics. It was possible due to recent advances in artificial intelli-
gence and data-driven modelling in the machine learning field. The primary at-
tention has been driven towards artificial neural networks, and its prominent
extension called deep learning. All these advancements brought us to numer-
ous possibilities for natural language processing. They enabled us to build the
conversational dialogue systems, most importantly, neural conversational agents
with the help of dialogue corpora (Serban et al., 2015; |Gao et al.l 2018)). Natu-
ral Language Processing (NLP) aims at converting natural human language into
computer representations, i.e. symbolic or numeric representations that are easy
to handle for computers. NLP involves several challenging tasks such as natu-
ral language understanding, part-of-speech tagging, language modelling, natural
language generation, automatic summarization, sentiment analysis, and discourse

analysis. When combined to architect a system, these tasks enable building an ef-
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fective conversational dialogue system for human-computer or -robot interaction.
In the following section, we will briefly review the conversational systems, a typ-
ical dialogue system and how NLP tasks can be integrated to build a particular

application, and we will also discuss their use in HRI applications.

2.3 Natural Language Processing (NLP) for

Conversational Systems

The conversational systems can be grouped into three categories: question an-
swering system, task-oriented dialogue system, and chatbots (Allen et al., 2001}
Gao et al., 2018)). Question answering systems are usually designed to directly
answer the questions based on rich knowledge, like asking about the weather
forecast. Task-oriented dialogue systems are the most widely accepted architec-
tures; they are modular and provide substantial opportunity to improve each of
the components, this approach is commonly used in HRI scenarios. On the other
hand, the chatbots are usually developed to perform small talks such as “tell me
a joke” or greetings, and usually, they are trained as data-driven models.

Most of the systems fall under the category called spoken dialogue system
as the input and output are bound with speech interface. A typical dialogue
system, as shown in Figure 2.2] is composed of four primary modules: Natural
Language Understanding, Dialogue Manager, Response Manager, and Natural
Language Generator. A Natural Language Understanding (NLU) module identi-
fies user intentions and extracts associated information from the input utterance.
A Dialogue Manager (DM) keeps track of the dialogue state that captures all
essential information in the conversation and may communicate with other task-
oriented databases as if needed from the interpretation of NLU. DM module is
usually responsible for communicating with databases depending on the task to
be accomplished for a particular goal, like asking about the restaurants in the
city. A Response Manager (RM) is a DM dependent module that takes care of the
kind of response generated and usually waits in a loop with the DM for contin-
uous corrections. Natural Language Generation (NLG) module is responsible for
converting agent actions from the RM to natural language responses. The input
and output are accomplished with the help of automatic speech recognition and

text-to-speech synthesis, respectively.
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Automatic / Natural Dialoque \
)))) Speech Language Manag or
Recognition Understanding 9

Dialogue System

Text-To-Speech Natural Response
( ) Language
Synthesis Manager
K Generator /

Figure 2.2: Typical Dialogue System.

While being a modular architecture, it provides substantial opportunities to
improve each component in the dialogue system, and it also allows to control
them independently. Such flexibility is useful for developing the dialogue systems
for human-robot interaction where the system could be modified to add different
linguistic features and modalities (Shi and Yu, 2018; Bothe et al., 2018a). Such
a system is proposed and presented in Chapter [/, where the responses and robot
behaviour are modulated with two linguistic features, the dialogue act (intention)
and politeness.

Recently, there have been several attempts to develop entirely data-driven sys-
tems, popularly called end-to-end conversational models (Gao et al.; 2018; Ritter
et al., [2011} Vinyals and Le| 2015 Weston, [2016]). The machine translation tech-
niques mostly inspire the end-to-end conversational approaches (Kalchbrenner
and Blunsom| [2013a; Sutskever et all [2014; [Yang et al., 2017) where a deep
sequence-to-sequence neural network directly maps the user input to the conver-
sational agent output. They are gaining popularity due to ease of training on the
big data in an unsupervised fashion. For example, sequence-to-sequence model
could be trained on a large number of conversations such as movie subtitles, where
utterances after utterances are trained as input and output sequences (Vinyals
and Le, 2015). The conversation with such agents turns out quite random as
any input utterance gets mapped to individual responses or a combination of the
words to form an output utterance from the learned data. However, to mitigate
such phenomenon, one more kind of dialogue modelling is gaining popularity
called goal-oriented end-to-end models (Hori and Hori, 2017 Ultes et al., 2017}

Lu et al., 2019). In this case, the conversational agent’s goal is to respond on a
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particular domain given a history of dialogue, for example, recommending places
to visit, suggesting restaurants in the city.

In our experiments, we mostly use the previous version of the dialogue system,
which maps input utterances to responses with the modular components. Our
primary focus of research is on the natural language understanding module of
the dialogue system, and hence in the next sections, we will depict some of its
essential aspects. The neural techniques used for language processing will be

explored in Chapter |3| Neural Networks for Natural Language Processing.

2.4 Natural Language Understanding (NLU)
for HRI

Natural Language Understanding (NLU) is a crucial process in the dialogue sys-
tem and a challenging natural language processing task. NLU is also popular
due to its commercial use in a variety of applications such as text categorization
(dialogue act and intention recognition, sentiment analysis, emotion analysis),
automated reasoning (semantic parsing and analysis), machine translation, ques-
tion answering, news-gathering, and large-scale content analysis (Macherey et al.,
2001; Hirschman and Gaizauskas|, 2001} Van Harmelen et al.l 2008} Fernandez-
Martinez et al.| [2012). As a general overview shown in Figure , NLU processes
sit in the core of NLP tasks. Contrary to human-level language interface, which
is mostly speech, the NLP tasks are solved at text level and then interlinked with
automatic speech recognition (ASR) and text-to-speech (TTS) synthesizer. The
ASR task is also considered as a part of NLP; however, ASR takes an acoustic
signal as an input and returns a word graph hypothesis. NLP then takes such an
output data stream from ASR and extracts meaningful representation through
NLU, as depicted in Figure of the dialogue system. As we have already men-
tioned in Section [1.3] this thesis’s main contributions lie in the field of natural
language understanding.

For language understanding, as mentioned, the first step is automatic speech
recognition. The ASR enables the system to listen to a person and convert the
spoken speech into text. This text is further processed for the language process-
ing modules like NLU for either dialogue act recognition, intention detection,

sentiment or emotion analysis. Understanding the spoken language is much more
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Understanding (NLU) for HRI

Natural Language
Interface

Automatic Speech
Recognition (ASR)

Text-to-speech (TTS)
Synthesis

Natural Language
Processing

Machine Translation
Named Entity Recognition
Part-of-speech Tagging
Text Summarization
Terminology Extraction
Grammar Induction
Language Modelling

Dialogue Manager

Natural Language
Understanding

Dialogue Act Recognition
Intention Detection
Discourse Analysis
Dialogue Agents
Semantic Analysis
Sentiment Analysis
Emotion Analysis

Politeness Comprehension

Figure 2.3: NLU Research in NLP (an overview).

diverse than ASR, as ASR has a specific and straightforward task which is con-
verting speech into text. For example, in the scenario of NLU where intention
detection in terms of question and answers are essential while in other scenario
detecting whether the input spoken utterances are commands or not. There can be
many ways to interpret the text or input utterance, which diversifies the desired
output from the NLU module. Interpreting the meaning may require to identify
some keywords available in an input utterance while in other cases, decoding a
piece of in-depth semantic information might be crucial. In short, developing a
complete language understanding module is out of the scope of this thesis work.
However, developing the modules that can constitute a meaningful NLU for HRI
is always possible for the given scenarios.

The methods from machine learning technology have been successfully used
for several NLP tasks, for example, the use of Principal Component Analysis
(PCA) and Singular Value Decomposition (SVD) algorithms for finding the word
embedding. The word co-occurrence is used as a parameter to learn the position
of the surrounding words (Lebret and Collobert|, 2013; Glorot et al., 2011)). Since
learning approaches began to overtake traditional methodologies, the words are
being represented with vectors providing an ability to handle them in matrix
calculus (Bergman and Davidson, 2005; Mikolov et al.l 2013a). Many NLP tasks
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traditionally treated that way, for example, part-of-speech (POS) tags such as
nouns (N), verbs (V), and subjects (S) being represented in discrete categories

which are being replaced by vector representations.

Recently, the deep learning approaches allowed to encode language features
into the vector representations and structure the relations between words and
phrases with rich information. The deep learning approach, like the recurrent
neural network (RNN), is sometimes jointly used with traditional approaches to
achieving rich semantic information. For example, recently, context-free grammar
(CFG) was used jointly with RNN, where CFG recognizes syntactic structures
and RNN finds compositional semantic relations (Socher et al.,2013a). The ability
to capture such semantic information against syntactic structure has benefits of
resolving the ambiguous sentences. For example, "go to the right" provides
information about the “direction to take” as against to "go to the kitchen"
gives information about “where to go” (naming the place). Enthusiastic reader
may jump to Chapter [7| to find the use case of such semantic decoding in Table
[7.1] where first sentence could be decoded as an intention MoveRobot with the

direction to right while second sentence TakeToPlace with the room name kitchen.

The interpretation of the input utterance can be perceived with different
features. For example, the social service robots are supposed to be in the
daily human contact with verbal communication; in such a case, it is useful
if they learn and understand the socio-linguistic behaviours. Eventually, learn-
ing to avoid undesirable or potentially dangerous situations in human-robot
interaction scenarios such as human conveying the message that the glass be-
ing used is broken, which robot could understand by using dialogue-based sen-
timent learning (Bothe et al) 2017). On the occurrence of the input utter-
ance from human "Wait, that glass seems broken." robot could understand
the negative sentiment in the dialogue context, as depicted in Figure dis-
cussed in Section The robot could raise the question of whether to con-
tinue and hence potentially avoid dangerous action. Also, in the previous ex-
amples, "go to the right" and "go to the kitchen", if we combine the un-
derstanding of politeness comprehension, the robot can achieve the ability to
know if the person is in a hurry or patient. For example, if the person says
"Could you please go to the kitchen?" instead, linguistically it is a polite
sentence and does not show any directive command to robot. In such a case, the

robot could politely respond and take appropriate actions (Bothe et al. 2018a).
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In the following sections, we discuss such socio-linguistic features; those can be
mutually exclusive and are applied at different interpretation stages as per re-

quirement.

2.4.1 Dialogue Act Recognition

In linguistics, the dialogue act represents a performative function of an
utterance, for example, the utterance might be a question, a statement,
an answer, or a request (Stolcke et al., [2000). For instance, the sentence
"Could you show me the kitchen?" can be defined as a question (more pre-
cisely a yes-no type or a request). In particular to natural language understanding,
the dialogue act plays an important role in the context of conversational dialogue
learning. It is a commonly used linguistics feature for conversational and discourse
analysis to quantify and identify the role of utterances (Grosz, |1982)). The recent
use of dialogue acts can be found in many applications, such as conversational
dialogue systems (McTear et al., [2016)).

The research on dialogue act recognition has increased since its successful use
in spoken dialogue systems (McTear] [2002)). We mainly focus on the dialogue act
recognition as it is one of the core tasks in NLU. The traditional machine learn-
ing and statistical approaches were used to recognize the dialogue act, such as
the Hidden Markov model, to classify the utterance (Wermter and Lochel, [1996;
Stolcke et al.l |2000). Artificial neural networks have recently been successfully
deployed to recognize and classify the dialogue acts (Kalchbrenner and Blunsom),
2013b). However, modelling the dialogue acts at an utterance level drops the
contextual information coming from the preceding utterances. Hence, new mod-
elling techniques have emerged where context-based neural architectures are used
to achieve the same task (Kumar et al., 2018; (Chen et al., 2018bj; Bothe et al.,
2018d).

A conversational system typically consists of a taxonomy of dialogues that
specify different functions of the utterances. These functions includes different
actions, for example, in question-answering dialogue system the actions would be
question and answer. There have been many taxonomies, most popular speech
acts (Austin), |1962), which forms a basis for many further studies. That was later
modified into five classes (Assertive, Directive, Commissive, Expressive, Declar-

ative) (Searle, 1979). Then new taxonomy emerged which is very fine-grained,
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[ Could youlshow melthe kitchen)? ]

/ take me to...

(ouide me to...)
Slot: Value:
place kitchen

Figure 2.4: Example on Semantic Decoding.

Dialogue Acts
(intention):
Show_the Place

including 42 dialogue acts, called the Dialogue Act Markup in Several Layers
(DAMSL) tag set. In this taxonomy, each DA has a forward-looking function
(such as Statement, Info-request, Thanking, Question) and a backwards-looking
function (such as Accept, Reject, Answer) (Allen and Core, 1997). We will see
more details on this in Chapter [d] where we also model the dialogue act learning
with neural models, especially RNNs, more details in Section (Bothe et al.,
2018d)). We have extended this experiment in Section where we can com-
pute the amount of contribution of the preceding utterances in the context using
Bidirectional RNNs with attentive neural models (Bothe et al., 2018b)).

2.4.2 Semantic Decoding for Dialogue Systems

The dialogue act recognition provides a sufficient amount of understanding as-
pects of the language and commonly used for conversational analysis. How-
ever, it might not be sufficient for a dialogue system to formulate the response
only with such information about the input utterance like a question, an an-
swer, or a request. Often, when we listen to the utterance, we try to extract
as much information as possible from the sentence. For example, the utterance
"Could you show me the kitchen?", we could found that it is a question with
an intention to show or take to someplace. However, one has to extract that extra
information along with show something and it is the kitchen which is a room, see
Figure [2.4] which is necessary for the HRI dialogue systems.

Semantic decoding can provide a framework to extract such a piece of informa-
tion. Traditionally, semantic grammar and rules are used to classify the parts of
the utterance in terms of semantic roles. The task is to detect semantic arguments
associated with the verb as a predicate of the sentence and nouns as the agents and

themes. For example, in the sentence "He is showing the kitchen to John.",
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show is the main verb so that constitutes a predicate, he would be an agent
who is showing, the kitchen forms a theme, and John is a viewer. It is also
known as a slot filling or semantic role labelling task, and deep learning tech-
niques have been successfully deployed to solve this problem, specifically re-
current neural networks (Mesnil et al., [2013). The common uses of the se-
mantic decoding are in a domain such as flight reservations, hotel and restau-
rant recommendation systems. The statistical modelling methods such as Con-
ditional Random Fields (CRFs) have had great success in this task, particu-
larly on the Airline Travel Information Service (ATIS) benchmark. However,
RNN-based models outperformed the CRF baseline, improving the error reduc-
tion (Mesnil et all [2015). The task was to recognize the intention (extended
but domain-specific dialogue act) and also fill the slots. For example, the sen-
tence "search the flights from Hamburg to Paris today" has an intention
find_flight and three slots. Hamburg forms a first slot departure_city, Paris a sec-

ond slot arrival_city and third slot is date by giving information such as ‘today’.

We find some similar frameworks wused in the domain of the
robotics instruction decoding (Fong et al, [2003b). For example,
"go near the table in the kitchen", from HuRIC corpus, task is to
classify the intention as going with the Agent being a robot, Theme would
be table and Goal would be Fkitchen (Bastianelli et al. [2014)). Similarly
in Tell Me Dave corpus, the higher level of instructions as intentions are
converted into a set of symbolic actions (Misra et al. 2016). For example,
"Put the mug into the microwave" has intention Boiling the Water, where
system might need to decode this instruction into Move-to Mug, Grasp Muyg,
Move-to Microwave, Open Microwave and then Put Mug in Microwave. A
reinforcement learning approach could also be used to generate the sequence of
actions from the set of symbolic actions (Zamani et al., [2018). The utterances
could formulate a meaningful structure such that the information could be used
to accomplish the dialogue system’s input-output cycle. One of the popular dia-
logue systems, called PyDial (Ultes et al., 2017)), uses similar semantic decoding
framework. The input utterance is structured with slot-value pairs along with
intention. In our example utterance "Could you show me the kitchen?", the
intention can be seen as Show_the_Place, and {slot: value} pair would be {place:
kitchen} (Bothe et al. 2018a). We will explore such examples in Chapter

Section [7.3.1] and their use in human-robot interaction scenario.
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2.4.3 Sentiment and Emotion Analysis in Dialogue

The sentiment is an essential characteristic feature in the decision-making process
and thus has received much attention in socio-linguistic studies (Pang and Lee,
2008). The sentiment or emotion has also been considered as one of the primary
social cues in conversational analysis (Vanzo et al.| 2014; | Bothe et al., 2017;|Gupta
et al., 2017, Shi and Yu, 2018). Sentiment can be seen as a grounded emotion,
whether a spoken or written sentence has positive or negative polarity. Emotional
intelligence for sentiment analysis has recently introduced several computational
linguistics tasks such as natural language processing and text mining (Fischer
and Steiger, [2020)). Such a study provides deep insight into the affective states
and subjective information of the emotions (Bothe and Wermter|, 2019; [Bothe
et al., 2020)). Sentiment analysis is often used in understanding customer reviews;
for example, how they like certain products against others. It is also applied in
the field of healthcare matters to assist patients with better service (Yadav et al.,
2018).

In the following sentences, sentence (1) can be perceived as positive against
sentence (2). In some cases, the intensifiers can be used to express the sentiment
or emotion with a higher degree. As given in the sentence (3) bellow, “so” is used
to intensify the positive sentiment, similarly “very” or “too” words can be used to
intensify the emotions (Lakomkin et al., 2017; [Mohammad and Bravo-Marquez,
2017D)). We have conducted such an experiment in Chapter 5| Section [5.2] Emotion
Intensity Detection from the Sentences, where the particular emotion is classified
with fine-grained intensity values using the combination of traditional and neural
networks.

(1) I am happy for you.

(2) Feeling worthless as always.

(3) I'm just still. So happy.

It is crucial to clearly define the sentiment or emotion classes for the an-
notation purpose so that they can be interpreted in the same way. Such a
scheme might loose interpretability and thus often the complete emotion classes
are used to represent the sentences, for example, happy, sad, angry, etc. (Mo-
hammad and Bravo-Marquez, [2017a; Sailunaz et al., 2018)). However, the prob-
lem remains the same when it comes to the ambiguous sentences, for example,

Why don’t you ever text me? or Me too! It is difficult even for humans to
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‘ Wait, that glass

seems broken.
Can | get some

/
water, please! Yes, | can bring

you some water.

Shall | continue
the action?

Figure 2.5: Illustrating dialogue scenario to potentially avoid a dangerous action
using dialogue-based sentiment learning. Numbers are referring to the sequence

of utterances in the conversation.

identify the emotion of such sentences unless the context is given. One might say
that the above sentence Why don’t you ever text me? is angry or sad. Never-
theless, the sentence Me too! is far from imagining any of the emotions. Hence

contextual information in the text is essential, and such a context could come

in the dialogues (Bothe and Wermter, 2019). We conducted such an experiment

with the contextual emotion detection in dialogues in Section [5.3] The contextual
information from the preceding utterances is used to recognize the emotion of the

utterance with the help of the ensemble of several neural models.

As illustrated in Figure 2.5, when a human in a conversation gives some
cues related to safety, those cues could be recorded and potentially used for
the human-robot interaction scenario. The learning approach could be seen as
teacher-student learning through feedback (Lathaml| 1997) and could be poten-
tially applied for the conversational analysis and dialogue-based learning ,
2016} Bothe et al., [2017). We experimented with such dialogue-based learning in

Section [5.4] where we use the recurrent neural networks to model the learning

process. The dialogues were modelled in such a way that a set of utterances forms
the context and given this context task is to learn the sentiment of the upcoming

utterance. This way, we achieve the learning through feedback as the positive or
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negative sentiment allow to adjust the learned weights of the neural model. In
this experiment, we use the sentiment feedback of the extreme polarity of the ut-
terances such as "No, don’t use it!" as depicted in illustration of Figure [2.5
On the other hand, eventually, the models also learn to predict the sentiment
of the next utterance. Our experiments on this study can be visited in Section
[5.4] The emotions and dialogue acts possess unique relations that are explored
in Chapter [6] under the title Emotional Dialogue Acts (EDAs).

2.4.4 Politeness Comprehension in Conversation

Politeness is considered as a feature of representing good manners. It also gives
an implicating effect in the conversation, such as how much to say. For exam-
ple, negative politeness signifies ‘do not say more than is necessary’ whereas
positive politeness signifies ‘say as much as required’ (Brown and Levinson,
1987; Watts, 2003). In our study, we might not focus on the counterpart
to politeness, i.e. rudeness. However, we would like to stress on the linguis-
tic issuance of the politeness. When saying "Get me some water." against to
"Could you please get me some water?", we can see that the first statement
is direct while the second version of the utterance is featured with politeness. The
words such as please and could you effectively puts much more weight to indicate
politeness (Kasper, |1990; |Aubakirova and Bansal, 2016). It depends on the kind
of discourse posed by the speaker, such as demand, request, suggestion, or hint. In
conversational discourse analysis, socio-linguists posited and demonstrated that
the style of discourse type produces constraints on speakers’ linguistic behaviour
(Saville-Troike, 2008). However, it must be kept in mind that the discourse anal-
ysis is non-objective study, but it is a useful tool for comprehending politeness in
the social conversation.

We demonstrated with an example of the politeness detection in Chapter
and its integration with dialogue acts for the human-robot interaction sce-
nario (Bothe et al) [2018al). The dialogue act or intention of the sentences
might remain the same while the politeness or the level of politeness might
differ a lot. For example, in our last examples, "Get me some water." and
"Could you please get me some water?", the intention is same ordering wa-
ter however, first utterance is like a demand while other is more like a request. In

our scenario, when we order or command to the robot, the necessary step is to
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Robot Internal State

Head position: High
Voice pitch: High

Credit: Chandrakant Bothe, Fernando Garcia,
and Arturo Cruz Maya

Figure 2.6: Illustrating a linguistically polite dialogue scenario.

detect if the input utterance is polite or impolite to understand the more in-depth
discourse such as request or demand. It could help the robot to comprehend the
socio-linguistic behaviour of human for taking appropriate decisions and actions.
For example, being impolite may intend that the user is in a hurry and as in such
a case the sentences are usually shorter. In such a situation, we want the robot
to act quickly than talking about the things that might not be necessary. On the
other hand, such a piece of information is also helpful to variate multiple robot

behaviours during the interaction, as illustrated in Figure [2.6

2.4.5 Conversational Analysis

Interactive communication between two or more people forms a conversation
where different media could be used, such as spoken, written or sign language. In
the spoken language talk, speakers use utterances in their turns. The conversa-
tional analysis attempts to explain how or why someone would utter a particular
utterance centred on tasks or institutions (Woofhtt], 2005; |Gibbs and Van Or-|
, . For example, conversation occurring in politics, courts, helplines, and

educational settings. The conversational analysis is used in many fields, with mi-

nor variations and adaptations, with one of the most successful and distinctive

approaches to analyzing the socio-linguistic interactions. Discourse analysis is
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mostly confused with the conversational analysis approaches; however, discourse
analysis acts on a broader level to comprehend the consequence of the sequence
of the turns in conversation.

On the one hand, researchers attempt to analyze and explain the conversa-
tional phenomenon using these approaches. On the other hand, the ability to
create an artificial conversational agent that cannot be distinguished from a hu-
man participant remains a test of complete artificial intelligence (for example The
Turing Test). We will discuss these analytical techniques of the conversation in
the following sections and also look into their potential use for conversational lan-
guage learning. Beyond language understanding or comprehension approach (in
Section can be achieved from the conversational analysis. The context-based
dialogue act recognition and dialogue-based sentiment learning are examples of

such learning approaches.

Pragmatics and Hierarchies in Conversation We could already see how
the context plays a vital role in conversational analysis, and for the tasks such as
dialogue act recognition or emotion and sentiment analysis in dialogues. Pragmat-
ics is the study of context contributing to the meaning of the current situation
or an utterance in the conversation. How do people decide how to respond in
context? What is the information being used when answering the question? Is
it dependent on the knowledge of a speaker or individuals understanding of the
situation? Many such factors affect the meaningfulness of the spoken utterances
in conversation. Mostly in pragmatics theory, it is assumed that people have a
particular knowledge of the situation to utter certain words and fails to both the
regularity and variability in peoples speech behaviours (Gibbs and Van Orden,
2012).

Discourse versus Conversational Analysis Discourse and conversation
analysis has many similarities; however, they are different in some aspects. Con-
versation analysis uses everyday natural language to analyze how we perform
interpersonal actions and how we use them to interact socially. On the other
hand, discourse analysis treats language on a broader level and looks for the con-
sequences that might be affecting a sequential context in the conversation. Both
of the analysis processes are qualitative in nature and analyze the functional

importance of utterances and fundamental properties of the language (Woofhtt],
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2005)).

Moreover, the discourse analysis approaches are applied to written, spoken,
or sign languages. It is widely used in various fields such as social sciences, psy-
chology, politics and many others, including linguistics. In this thesis, we mostly
focus on the spoken language in the form of text. We analyze the utterances for
different dialogue acts (explained in Section [2.4.1)). We emphasize more on the
context-based learning achieved using neural networks. The preceding utterances
contribute to the recognition of dialogue act of the current utterance (Bothe et al.,
2018d)) and we have created a web demonstrationE](Bothe et al., [2018c). Further,
we investigate the preceding utterances’ contribution to the current one by using
the attention-based neural model (Bothe et al., 2018b)).

2.5 Conversational HRI for Social Robotics

Our ultimate goal is to demonstrate a conversational dialogue system for social
robots that can incorporate the socio-linguistic cues to adapt to social behaviours.
Autonomous adaptation to the social behaviours based on such cues brings robots
to a higher degree of decision making autonomy. The studies found that the highly
autonomous robot influences more on human decisions than a lowly autonomous
robot (Rau et al., |2013)). As a result, it also provides additional value to trust
and acceptance of the robots in society. The levels of autonomy in human-robot
interaction are listed for the reference in Table [2.1] it is based on (Sheridan
and Verplank, [1978)) from (Rau et al., 2013). It is important to note that for
the conversational social robots to achieve the highest level of autonomy, the
language understanding process has to be very robust (Beer et al., 2014).

The conversational system for social robots needs a grounded analysis of the
human language that follow behavioural psychology. For example, understanding
the politeness strategies for the HRI as humans do and then apply the same to the
robots (Bothe et al.| 2018a). When we are in an urgent situation, we use short ut-
terances instead of thinking of etiquette or social norms. As a result, it makes the
utterances linguistically impolite, for example, asking "Get me some water."
instead of "Can I get some water, please?". In the first case, the utterances
sound like an order, and in the second case, it sounds like a request. In both cases,

the robot decides by itself (autonomously) how would it react to the given input

!Discourse Wizard: https://crbothe.github.io/discourse-wizard/
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Level Robot Actions

1
2
3

Robot offers no assistance; human does it all.
Robot offers a complete set of action alternatives.
Robot narrows the selection down to a few choices.

(1)
(2)
(3)
(4) Robot suggests a single action.
()
(6)

5 Robot executes that action if human approves.

6 Robot allows the human a limited time to veto before automatic
execution.

(7) Robot executes automatically then necessarily informs the human.

(8) Robot informs human after automatic execution only if a human asks.

(9) Robot informs human after automatic execution only if it decides to.

(10)  Robot decides everything and acts autonomously, ignoring the human.

Table 2.1: Levels of autonomy for human-robot interaction, source (Rau et al.,
2013).

utterance issued from the human user.

2.6 Towards Safe HRI using Language

Learning

During the human-robot interaction, a conversational agent needs to keep track
of the human user’s input utterances. The behavioural changes do not occur only
in the instance of one turn but from the history and context of the conversation.
It also varies given the knowledge of the speaker partner, for example, if we
meet a new person perhaps we try to follow certain etiquette, and if we know the
person from a long time, one may choose an informal language. It also depends on
the professional hierarchies and relations (Langlotz and Locher, [2017). However,
when it comes to robots, we want them always to be polite but modify a certain
level of politeness depending on the urgency, as explained in Section [2.4.4] Hence,
in HRI, it becomes essential to maintain the history of the user input utterances

and infer the behaviour from the context.
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-[ Yes-No-question] [ Wh-question ] [ Wh-question ] Statement-non-
opinion

: Surprise Neutral Neutral Anger
(Positive) (Neutral) (Neutral) (Negative)
: ! 5) What about the
() 1 1) Youliked it? You 3) Which part )scene with the 7) You fell asleep!
really liked it? exactly? kangaroo?

Joey

Dialogue Acts
Dialogue
’

Chandler

6) | was surprised to

i
see a kangaroo in a §) Don’tgo, i

4) The whole thing!

\—/ Can we go? world war epic. 'msorry. |
Emotion Joy Neutral Surprise Sadness
(Sentiment) : (Positive) (Neutral) (Negative) (Negative)

[ Yes answer ] [Yes-No-question] [Statement-opinion] [ Apology ]

Figure 2.7: Example of the dialogue where conversational behaviour changes sud-

denly, from the emotional dialogue acts Bothe et al. (2020)), we add dialogue act

labels to the original image from |Poria et al.| (12019|).

For example, see in Figure 2.7 the talk between Chandler and Joey, from
utterance number 1 till 6 all the conversation is positive or neutral ,
2019). However, suddenly when Joey realizes that Chandler did not pay attention,
and he got angry. Chandler responds to Joey with Apology and Sadness instead of
getting back angry. Linguistically, he is trying to play safe and avoid a potentially
undesirable situation that could occur, so as not to make Joey unhappy. Chandler
has selected a desirable, favourable and polite action, following the social norm
and etiquette. The etiquette comes from the long term engagement with the
speaker. On the other hand, such changes in the conversation cues might provide

feedback to learn, as explained in Section [2.4.3]

Hence, learning desirable or safety-critical situations from the language be-
comes possible for safe HRI. For such safe HRI scenarios, the natural language
understanding module should be able to learn about all possible socio-linguistic
features. As shown in Figure the utterance is decoded into the information
of multiple features. As shown, the dialogue acts could be decoded into multiple
levels, such as it is a Yes-No Question, and at a lower level, it is a Request. Specif-

ically for HRI scenarios, the dialogue acts have to be customized and extract the
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Politeness Emotion
Polite Neutral

“Could you please take me to the education department?”

Multiple Q:(tes I{Iio” Request ® TakeToPElZce ion)
o es-No epartment - ucation
. Low-
Dlalogue Acts Question ow-level DA Custom DA with Slot-Value pair

Figure 2.8: Decoding multiple socio-linguistic features.

extra information, such as in this case, the user is asking to take at the education
department. NLU also needs to decode features like politeness and emotion. This
way, the robot would be able to learn and understand humans better than using

only dialogue acts, as in the traditional dialogue systems.

2.7 Summary

In this chapter, we discussed the background on the methodologies proposed in
the thesis. We briefly describe the research background in natural language pro-
cessing and dialogue systems. We provide an insight into the proposed methods
and necessary concepts towards language learning for the safe human-robot in-
teraction. We also present a brief introduction to some socio-linguistic features

such as dialogue acts, emotions or sentiment and politeness.
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Chapter 3

Foundation of Neural Networks
for NLP and HRI

In this chapter, we will discuss and learn about the techniques in artificial intelli-
gence that are used for natural language processing and human-robot interaction
in the experiments of this thesis. We also explore language representations such
as word embeddings and language models that are often deployed to represent

the natural language input to the neural models.

3.1 Introduction

Artificial neural network (ANN) is a computing framework loosely based on bi-
ological neural circuits of the animal brain (van Gerven and Bohte, |2018]). The
ANN can be seen as a network or circuit of neurons or nodes, used as a solution
for artificial intelligence (AI) problems. Similar to the biological neural circuit,
ANN neurons are modelled as weights, a positive weight shows as an excitatory
connection link, while a negative weight representing inhibitory connections. The
history of neuronal learning traces back in the late 1940s, when a learning hy-
pothesis based on the mechanism of neural plasticity was designed by D. O.
Hebb (Hebb) [1949)), which later popularly became known as Hebbian learning.
Contemporary comparison of a biological and artificial neuron is presented in
Figure [3.1} The output is achieved by the weighted sum of the input and con-
necting weights as a linear combination. An activation function is used to control
the output amplitude, usually in the range of 0 and 1. The main idea behind the

ANN approach was to mimic the human brain processes, so that machine can
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Figure 3.1: Biological vs. Artificial Neural Networks.

learn the way humans learn. However, eventually, the attention got deviated from
biology while leading to success in numerical computations. One artificial neural
network might be composed of several such neurons to form a particular net-
work or circuitry. The common pra<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>