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Abstract
The integration of wearable haptic technology in Virtual Environments (VEs) has enormous po-
tential to improve user performance and accuracy while executing 3D selection and manipulation tasks,
as well as providing proximity-based guidance during aiming and navigation tasks. However, the lack
of haptic feedback has been commonly reported in VEs, combined with insufficient alternatives to
incorporate feedback for tactile, kinesthetic, and other modalities in 3D user interfaces (3DUIs). Hence,
there is a need to develop and evaluate novel haptic technology that circumvents these interaction
problems and improves usability, reducing the performance gap between traditional interfaces and
3DUIs. This thesis’s primary goal is to improve the usability and performance of basic 3D interaction
tasks involving selection and guidance in VEs by integrating and evaluating wearable haptic technology
and hand tracking.

First, we explore the use of proximity-based multimodal cues supporting 3D selection, specifically, for
motions involving ballistic and correction phases during common approaching movements of the human
arm. We present multimodal combinations of tactile and audio-visual cues improving the performance
or reducing errors during 3D object selections. Additionally, we show how feedback combinations could
affect the user’s selection movements and depth under-/overestimation.

Second, we present the use of perceptual illusions supported by the use of vibrotactile feedback
to reproduce the elongated-arm illusion to enable the user to manipulate out-of-reach 3D objects while
interacting in-place. Our results support the persistent illusion of body transfer after brief phases of
automatic and synchronized visual-haptic stimulation instead of the traditional approach based on manual
stimulation. Additionally, we present multimodal combinations of haptic feedback to create a plausible
touch illusion. Our approach relies on combining different haptic feedback (i.e., kinesthetic, pseudo, and
tactile) to convey sensations for contact, stiffness, and activation for 3DUIs.

Third, we explore vibrotactile technology supporting 3D navigation tasks in VEs. We propose
wireless and wearable devices attached to both hemispheres of the user’s head with assistive vibrotactile
cues for guidance, reducing the time used to turn and locate a target object. Moreover, we evaluate
vibrotactile feedback embedded in shoe soles and handhelds for the sense of presence, user acceptance,
and obstacle detection in VEs.

Additionally, besides the studies conducted, we developed and evaluated haptic technology. It features
light-weight, unencumbering, and versatile form factors compatible with natural interaction and hand-
tracking technologies. We append all the designs, specifications, embedded code, firmware, and resources
to enable practitioners to replicate the conducted experiments.
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Zusammenfassung
Die Integration tragbarer haptischer Technologien in virtuelle Umgebungen (Virtual Environments,
VEs) bietet ein enormes Potenzial (i) zur Verbesserung der Benutzerleistung und -genauigkeit bei
der Ausführung von 3D-Auswahl- und Manipulationsaufgaben sowie (ii) zur Bereitstellung einer auf
Nähe basierenden Orientierungshilfe bei Ziel- und Navigationsaufgaben. Nichtsdestotrotz wird in VEs
nur selten mit haptischem Feedback gearbeitet, was unter anderem auf unzureichende Optionen zur
Einbeziehung von taktilen, kinästhetischen und anderen Modalitäten in 3D-Benutzeroberflächen (3D
UIs) zurückzuführen ist. Aus diesem Grund besteht ein Bedarf nach neuartigen haptischen Technologien,
welche diese Interaktionsprobleme umgehen und die Benutzerfreundlichkeit verbessern, wodurch die
Leistungslücke zwischen herkömmlichen Schnittstellen und 3D UIs verringert wird. Das Hauptziel dieser
Arbeit besteht darin, grundlegende 3D-Interaktionsaufgaben wie die Selektion und Führung in VEs in
Bezug auf Benutzerfreundlichkeit und Durchsatz zu verbessern, indem tragbare haptische Technologien
und Hand-Tracking integriert und evaluiert werden.

Zunächst untersuchen wir die Verwendung von Nähe-basierten multimodalen Hinweisen, welche die
3D-Selektion unterstützen. Insbesondere fokussieren wir uns auf typische Armbewegungen bei der An-
näherung an Zielobjekte, welche ballistische und korrigierende Phasen beinhalten. Wir präsentieren
multimodale Kombinationen von taktilen und audiovisuellen Hinweisen, die die Leistung verbessern oder
Fehler bei der Auswahl von 3D-Objekten reduzieren. Zusätzlich zeigen wir, wie Feedback-Kombinationen
die Selektionsbewegungen des Benutzers und die Unter- / Überschätzung der Distanz beeinflussen können.

Anschließend stellen wir durch vibrotaktiles Feedback unterstützte Wahrnehmungsillusionen vor, mit
deren Hilfe der Eindruck eines verlängerten Arms reproduziert werden kann. Auf diese Weise kann der
Benutzer nicht erreichbare 3D-Objekte manipulieren, während er an Ort und Stelle interagiert. Unsere
Studienergebnisse weisen darauf hin, dass eine anhaltende Körpertransfer-Illusion durch kurze Phasen
automatischer und synchronisierter visuell-haptischer Stimulation erzielt werden kann - im Gegensatz zum
traditionellen Ansatz, der auf manueller Stimulation basiert. Zusätzlich präsentieren wir multimodale
Kombinationen von haptischem Feedback, um eine plausible Berührungsillusion zu erzeugen. Unser
Ansatz beruht auf der Verknüpfung verschiedener Formen haptischen Feedbacks (kinästhetisch, pseudo
und taktil), um Empfindungen für Kontakt, Steifheit und Aktivierung für 3D UIs zu vermitteln.

Abschließend untersuchen wir vibrotaktile Technologien zur Unterstützung von 3D-
Navigationsaufgaben in VEs. Wir schlagen drahtlose, am Kopf getragene Geräte vor, die unterstützende
vibrotaktile Hinweise bereitstellen und damit die Zeit zum Lokalisieren eines Zielobjekts sowie der
entsprechenden Kopfdrehung reduzieren. Darüber hinaus evaluieren wir vibrotaktile Systeme, welche
in Schuhsohlen und Handhelds eingebettet sind, in Bezug auf Präsenz, Benutzerakzeptanz und
Hinderniserkennung in VEs.

Zusätzlich zu den durchgeführten Studien haben wir ein haptisches Interaktionsgerät entwickelt und
evaluiert. Es ist vielseitig einsetzbar und durch das geringe Gewicht sowie die hohe Ergonomie mit
natürlichen Interaktions- und Hand-Tracking-Technologien kompatibel. Alle Entwürfe, Spezifikationen
und Ressourcen sowie eingebetteter Code und Firmware sind der Arbeit angehängt, um eine Replikation
der durchgeführten Experimente zu ermöglichen.
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1 Chapter 1
Introduction

“The ultimate display would, of course, be a room
within which the computer can control the existence
of matter. A chair displayed in such a room would

be good enough to sit in. Handcuffs displayed in
such a room would be confining, and a bullet

displayed in such a room would be fatal. With
appropriate programming, such a display could

literally be the Wonderland into which Alice walked”

The Ultimate Display
Ivan Sutherland, 1965

1.1. Motivation
More than 50 years ago, Ivan Sutherland shared his vision to create an immersive virtual environment
(VE) with his famous “ultimate display” [Sut65]. Since then, academia and industry have made significant
efforts to create an immersive computer-generated environment that would be indistinguishable from the
real world. The original vision includes displays for different sensory modalities; conveying light, sound,
taste, temperature, pressure, and smell into a realistic “wonderland into which Alice walked” [Sut65].
Enormous achievements concerning visual and auditory feedback have been made, and we come closer
to a sense of full realism and immersion, whereas, advances with olfactory and gustatory displays are
currently in their first stages [Obr+16]. On the other hand, the sense of touch requires the implementation
of a haptic display, which has proved to be more challenging regarding the technology required to provide
kinesthetic and tactile feedback. However, the interest in adding haptic technology to VEs is on the rise.
It has been considered a decisive complement to visual and auditory feedback in creating realistic and
immersive environments and improving the user experience.

The study of haptics has been acknowledged as important for the sense of touch as optics has been
to sight [Gar08]. Moreover, the usage of haptics in consumer technology is not new. It has been an
active field of research for at least 30 years with its inclusion in game consoles and handheld devices,



Introduction2

and currently, in the automotive industry as well as novel technologies related to VEs [Hay19]. Business
reports have shown significant growth in the haptics industry for the last five years and an expected
market reach of USD 4.8 bn by 2030 [Hay19]. The same notion can be seen in the Hype Cycle, created
by Gartner [GP20], which projects technologies having the most influence and impact; presenting haptics
as Climbing the Slope to become mainstream in the field of immersive technologies.

Although the term haptics often refers to the tactile modality and hence to the whole human skin (4
kg and 1.8 m2 for an average adult), most of the research regarding immersive technologies is focused
on the hands as a universal human interface [AMD17]. The relevance of the hands is highlighted in
the Cortical Homunculus, showing that a significant proportion of the human brain is dedicated to the
processing of hands’ motor and sensory functions [RZ18]. We daily use the hands to explore the world
with actions integrating skin, muscles, and joints, providing the brain with tactile and kinesthetic input
that consequently influences our motor output. A stationary hand being poked by an object acts as a
sensory organ for input (i.e., Passive Touch). Conversely, a hand pushing an object acts as a motor organ
(i.e., Active Touch [Gib62]). Accordingly, the human hand is crucial for interactions involving sensing,
motor commands, or both.

Regarding the use of technology, most of the human senses (i.e., sight, hearing, taste, and smell)
can be stimulated by using head-worn devices like head-mounted displays (HMDs) or smart glasses
equipped with displays for the corresponding modalities. However, the sense of touch is composed of
skin receptors distributed across the body, directing the design choices to specific and effective body
parts, being the hands the typical target for devices featuring haptic feedback. For example, graspable
interfaces (e.g., robotic arms generating human-scale force feedback, Figure 1.1e), wearable interfaces
(e.g., gloves providing vibrotactile feedback, Figure 1.1f), and touchable interfaces (e.g., touch panels
providing haptic cues, Figure 1.1g). Wireless and wearable devices (Figure 1.1i) have received enormous
attention because of today’s trend of mobility as well as compatibility with hand-tracking and realistic
virtual hand representations (Figures 1.1b-d). Such devices enable gesture recognition and higher levels of
expressive interactions, taking advantage of the numerous degrees of freedom (DoF) of the human hand.
As an additional alternative, contactless tactile feedback can be provided using ultrasonic technology
for mid-air interactions. Such technology combined with hand tracking (Figure 1.1j) permits free hands
interaction without any controllers (avoiding the use of batteries and offering a more hygienic option).
Overall, the use of hands as the primary tool for interaction offers various possibilities to create immersive
experiences involving the execution of complex manipulations and the rendering of meaningful sensations
in return. In particular, the hands are beneficial because of dexterity, precision, strength, and qualities
of its anatomic and functional factors.

Haptic technologies for VEs involving hand tracking and hand interactions can be described in the
context of the Reality-Virtuality (RV) continuum defined by Milgram et al. [Mil+94]. This continuum
describes Augmented Reality (AR) as a digital representation of the real world (pure reality) using
layers to augment/diminish information, defines Augmented Virtuality (AV) as a virtual environment
augmented with layered information from the real world, and defines Virtual Reality (VR) or pure
virtuality as a digital simulation that immerses the user in a digital environment completely different
from the real world. Milgram defines Mixed Reality (MR) as all possible combinations of real and
virtual objects within the continuum. Although, this continuum was explicitly envisioned for visual
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Figure 1.1.: Virtual hand representations and hand-based user interfaces: (a) Primitive representation of a 3D
hand was used for the first time in a CGI movie by Ed Catmull in 1972. (b) A virtual hand repre-
sentation is captured by a time-of-flight depth camera - Ultraleap. (c) Virtual hands are generated
by inside-out-tracking with ultra-wide-angle monochrome cameras - Oculus Quest. (d) Physically-
based representation of a virtual hand providing realistic grasping interactions with friction and
contact forces - ClapXR. (e) Robotic arm providing force feedback [Mas93]. (f) Haptic glove
with magnetic tracking capabilities featuring tactile sensations for shape and texture, and kines-
thetic sensations for size weight and impact - HaptX. (g) Teslatouch, a touch surface is providing
electro-vibration [Bau+10]. (h) Haptic Revolver, a VR controller is featuring touch, shear, texture,
and shape rendering [Whi+18]. (i) A wireless finger-worn vibrotactile device - GoTouchVR. (j)
A device integrating depth-camera hand tracking and mid-air tactile feedback based on ultrasonic
transducers - Ultraleap.

displays, research has considered the inclusion of haptic displays. As an example, a VR user could wear
haptic gloves to hand-shake with a hologram of a remote user (3D reconstructed and streamed in real-
time) [Ort+16b]. Also, an AR user planning to redesign the living room could be provided with force
feedback while pushing augmented virtual furniture [Lop+18].

Although, the studies conducted in this thesis were implemented mainly for VR, the hand tracking
technologies and the wearable devices utilized to provide feedback could be easily adapted so that the
presented applications can be retargeted to any MR setup. Therefore, for the remainder of this thesis,
we will refer to MR as the default target for implementing the experiments. Technology developments
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for MR were initially focused on visual and auditory displays, but gradually added haptic displays to
enrich the VEs with user input for better interaction. Haptics received more attention when users of
MR applications demanded interactive experiences beyond the use of audio-visual output displays and
traditional input devices (e.g., mouse, keyboard, or joystick).

MR environments require (i) reliable and real-time rendering, (ii) a realistic representation of the
space, and (iii) the use of realistic interaction using different modalities [Bro94; Ste16]. In terms of
haptics, an immersive MR environment must provide low-latency multimodal feedback (i.e., visual, tactile,
kinesthetic) based on tracked body information, so the VE remains stationary and consistent while the
user moves.

The rendering of the environment should be perceived as plausible realism. Also, in terms of inter-
action, the user must be able to directly select and manipulate virtual objects showing also plausible
behavior [Sut65]. For example, applications combining hand tracking as well as haptic technologies can
provide kinesthetic and tactile feedback (depicted in Figure 1.1); a MR user could move the real hands
and perceive congruent and real-time feedback from the virtual counterparts, resulting in virtual limb and
body ownership illusion [Spa+14]. When users grasp a virtual object they should receive force feedback
(i.e., feeling of the shape and weight of the object), together with tactile sensations (i.e., temperature,
texture, and roughness). Consequently, the requirements for plausible interaction could be fulfilled, and
the user could be fully immersed in the VE.

MR setups with haptic technology, involve designing, developing, and evaluating 3D user interfaces
(3DUIs). Human-Computer Interaction (HCI) as the discipline concerned with the responsible elabora-
tion of interactive computing systems for human use, has contributed towards such 3DUIs, enabling users
to interact within VEs performing selection and manipulation tasks, conveying realistic VEs and inter-
actions, which feel “natural”; sometimes denoted as Natural User Interfaces (NUIs) [WW11]. NUIs are
based on natural and intuitive human mechanisms like reaching, grabbing, and touching [Ste16] as direct
interaction offers performance benefits over indirect manipulation of virtual objects [Shn97]. Furthermore,
the interface can be either correspond to behaviors constrained by physics [VCO20], or take advantage of
visual dominance to modify a haptic sensation along with a visual illusion (i.e., pseudo-haptics) [Léc09].
Also, enabling the use of perceptual illusions [Kil+12] to provide the user with “supernatural powers”
(e.g., precise grasping of out-of-reach virtual objects). The involvement of haptic feedback in NUIs cre-
ates emotional connections as the sense of touch is linked with emotions [MWO14], enabling the use of
haptic technology to increase the sense of presence and the quality of immersive storytelling. Similarly,
the proper integration of visual, tactile, and kinesthetic feedback guarantees the sense of body ownership
in VEs [Ehr12].

In general, the integration of wearable haptic technology in MR applications has enormous potential
to improve user performance and accuracy while executing 3D selection and manipulation tasks, as
well as providing proximity-based guidance during aiming and navigation tasks [Cho+17b; Mar+18].
However, there are limitations related to the devices utilized to visualize VEs, such as the often limited
field of view of HMDs [Pal99]. Such issues, in addition to lenses distortion and latencies, can cause
misperceptions [Ste+09; Jon+12] (e.g., depth or distance over- and underestimation), as well as decrease
the user sense of presence [Lin+02]. Moreover, a lack of haptic feedback has been commonly reported
in MR applications, combined with insufficient alternatives to combine feedback for tactile, kinesthetic,



1.2 Scenarios 5

and other modalities in NUIs [BSS13a; BSS; Cha+10; Ort+16a]. Hence, there is a need to develop
and evaluate novel haptic technology that circumvents these interaction problems, and contributes to
improving user performance by reducing the gap between traditional interfaces and 3DUIs.

(a) (b)

Figure 1.2.: Use of haptic wearables in VEs: (a) A user with an HMD for VR/AR applications, hand tracking
is supported so the user can see a virtual representation of the real hands. The user also has
a hand-worn haptic device to feel vibrations every time the virtual hand collides with a virtual
object. (b) Pictures of the haptic technology that was developed in this thesis. From top-left, a
trackable ring with vibrotactile feedback and digital input, a sole supporting pressure sensing and
audio-based tactile feedback, a haptic module integrated into an HMD to provide gaze guidance, a
wireless fingertip with analog input, gesture detection and vibrotactile feedback, a wireless device
incorporating tapping sensations, piezo vibrations, and tendon/muscle electrical stimulation, and
wireless haptic gloves providing tactile feedback for the palm and the fingers.

1.2. Scenarios
For the scope of this thesis, we created scenarios to provide an application context for the contributions.
In such scenarios, the user is provided with MR technology to interact within a VE (i.e., an HMD, inside-
out or camera-based hand tracking, and haptic technology providing tactile and kinesthetic feedback on
the hands, head, and feet. Figure 1.2a).

In the scenarios, the user will start the immersion at the center of a virtual room equipped with UI
elements (e..g., buttons, dials, levers) attached to walls. Different user actions are required to locate and
approach the UI elements, according to the interaction zones (see Figure 1.3a).

The scenarios are based on use-cases for different MR applications involving training, modeling, design,
and system control (see Figure 1.3b). In such applications, the UI elements are mostly and conveniently
located in the interaction zone, within arm-reach and inside the field of view. Some others can be
approached with the hands, but require head-turning and visual search because they are located at the
extreme of the visual limits (peripheral zone). In some cases, larger and structured VEs (e.g., employee
training in a virtual refinery, Figure 1.3b bottom-right) could require the use of guidance and navigation
techniques to approach not-reachable UI elements located in the content zone. All these applications
involve the serial execution of atomic interaction procedures to finally accomplish a main complex task.
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Interaction Zone

Peripheral Zone

Curiosity Zone

Content Zone

(a) (b)

Figure 1.3.: Interaction zones: (a) Top view of the user described in Figure 1.2 showing the different zones to
place content and interaction elements inside a VE (the user is looking at the interaction zone).
Interaction and content zones are covered by a visual field of 80◦, increased to 120◦ by the peripheral
zone. All the content behind the user goes beyond 210◦ at the curiosity zone. The interaction zone
starts at 0.5m away from the center of the head up to 1.3m, and then the content zone goes up to
20m. (b) Examples of real application of VR/AR, including common interactions that were used
to define the use case. UI elements surround users; the users must approach them using navigation
techniques. Once they are closer, use direct interaction or UI abstractions to manipulate them
and perform tasks related to modeling, system control, entertainment, and training (Image credits:
Reviatech, FedTech, Microsoft WMR, and Interactive Lab).

We will focus our scenarios ( A , B , C , and D , depicted in Figure 1.4) in the task of locating
and pressing a virtual button, supporting the user actions with haptic technology.

In scenario A , the user must identify an out-of-sight target button among all the other buttons
located either behind the user curiosity zone or in the peripheral zone, requiring visual search or head-
turning. The system provides vibrotactile cues on the back of the head to improve user performance
during this process. Once the target button is identified it will be located in the content zone or in the
interaction zone.

In the first case, the button will not be within arm-reach. The user will require either the scenario
B with an interaction technique to reach the button while interacting in-place (i.e., supernatural in-

terfaces [Ste16]), or the scenario C featuring vibrotactile feedback on the hand and feet while the user
is walking to get closer to the virtual button, improving the realism and providing cues for obstacles.
Scenarios B and C represent MR use-cases involving navigation movements and spatial awareness in
VEs (e.g., training applications and exergames).

Once the user has arm-reach to the virtual button (interaction zone), she must start operating it as
quickly and as accurately as possible (Scenario D ). In this case, the system provides proximity-based
and multimodal feedback to improve user performance in terms of execution time and error rate. Once a
task is completed (i.e., the button was fully pressed and released), the user is asked to perform the task
again on a different button located in the curiosity zone, thus repeating the whole cycle of scenarios.

Scenario D also involves the typical procedure of sitting on a chair in front of the table containing
the button and then performing the ballistic and correction movements [LL09] to press and release, thus
correctly confirming that the task is completed.



1.2 Scenarios 7

A B

C D

Figure 1.4.: Scenarios to present the contributions: Every scenario represents a usecase supporting the user
interaction with haptic technology. A Vibrotactile gaze guidance and aiming support to locate
out-of-sight 3DUI elements. B Embodiment illusions to approach out-of-reach virtual objects.
C Tactile feedback supporting locomotion and obstacle detection in VEs. D Integration of
multimodal feedback in 3D selection/manipulation tasks.

In summary, the described scenarios provide haptic technology to support the user during the following
interactions:

A Guide the head or the body to locate a target 3D button that is out of
sight (i.e. curiosity or peripheral zones).

B Approach the interaction zone by an embodiment illusion elongating the
arm so the dominant hand can reach the 3D button.

C Approach the interaction zone by walking (i.e., natural walking), so the
user ends up standing in front of the 3D button.

D Perform all the required arm and hand movements to press and release
the 3D button.
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1.3. Research Goals

The main goal of this thesis is to improve the usability and performance of basic 3D interaction tasks in-
volving guidance and selection of objects in MR by integrating and evaluating wearable haptic technology.
Specific challenges are presented in 3 sections.

First, we will explore the use of proximity-based multimodal cues supporting 3D selection in the
interaction zone, specifically, for motions involving ballistic and correction phases during common ap-
proaching movements of the human arm [LL09] (Scenario D ). Such interactions often suffer from
reduced performance due to missing or incongruent feedback provided by MR systems compared to cor-
responding real-world interactions. Vibrotactile and auditory feedback have been traditionally suggested
as additional perceptual cues complementing the visual channel to improve interaction in MR. However,
it has rarely been shown that multimodal combinations of tactile and audio-visual cues improve the
performance or reduce errors during 3D object selection. Additionally, it is required to investigate how
feedback combinations could affect the user’s selection movements and the distance/depth perception
(under/overestimation), hence influencing the user’s performance. A set of finger-worn wireless haptic
devices are evaluated among different vibrotactile signal patterns, which can be used to provide proximity-
based cues during 3D interaction with virtual objects. Thus, the goal is to investigate how to alleviate the
shortcomings of current 3DUIs with the analysis of the selection movements in the peripersonal space and
the evaluation of the distance and depth perception during related 3D interaction tasks. Psychophysical
experiments are required to analyze the effects of proximity-based multimodal feedback, in which stimu-
lus intensities depend on spatiotemporal relations between the input device and the virtual target object.
Also, possible effects of feedback types on ballistic and correction phases of the selection movement, as
well as user performance, must be explored.

Second, the use of perceptual illusions supported by haptic technology will be evaluated. How a
bi-manual wearable device providing vibrotactile feedback could be combined with low-cost technology
for hand tracking and gesture recognition to reproduce body-transfer illusions. In this thesis, we used the
elongated-arm illusion to enable the user to manipulate 3D objects in the content zone while interacting
in-place (Scenario B ). In particular, we explored whether it is possible to give a person the persistent
illusion of body transfer after brief phases of automatic and synchronized visual-haptic stimulation instead
of the traditional approach based on manually synchronized stimulation. Additionally, it has rarely been
shown how pseudo-haptic illusions can be integrated with multimodal combinations of haptic feedback,
even for simple haptic interactions like touching an object in the interaction zone. We will test different
techniques to improve the haptic realism of simple 3DUI elements such as a button. Our approach
proposes a plausible illusion of touch using wearable technology that combines different haptic feedback
types (i.e., kinesthetic, pseudo, and tactile) to convey sensations for contact, stiffness, and activation in
a 3D button (Scenario D ).

Third, we will explore vibrotactile technology supporting 3D guidance tasks in VEs (Scenario A ).
Typically, the selection of objects located in the curiosity zone requires a visual search, which can reduce
the performance of interaction in MR. This thesis explores how wireless and wearable devices, attached
to both hemispheres of the user’s head, could assistive vibrotactile cues for guidance to reduce the time
used to turn and locate a target object. Different vibrotactile patterns for localization tasks must be
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tested based on dual-tasking methods to analyze cognitive demands and performance metrics. Besides,
this thesis aims to explore the effects of vibrotactile feedback embedded in shoe soles and handles on the
sense of presence, user acceptance, and obstacle detection during navigation in VEs (Scenario C ).

To summarize, the contribution of this thesis addresses the following analyses:

• Effects of proximity-based tactile patterns and combinations of multimodal
feedback on 3D selection guidance during ballistic and correction movements.
This challenge is related to the scenario D .

• Effects of kinesthetic, pseudo, and tactile feedback on body-transfer illusions
and holistic touch sensations involving 3DUIs. This challenge is related to the
stages B and D .

• Effects of vibrotactile feedback, using head and feet-worn devices, as guidance
support for gaze-based exploration and immersive walking in VEs. This chal-
lenge is related to the scenarios A and C .

1.4. Outline
The remainder of this thesis is structured as follows.

Part I presents background information. Chapter 2 describes human factors in the fields of physiology,
perception, and performance metrics. Chapter 3 summarizes previous work related to haptic technology
and haptic interaction.

Part II explores the use of vibrotactile cues for guidance in 3D selection. Chapter 4 reports the
effects of different proximity-based vibrotactile patterns for 3D selection [ALS15; Ari+15]. Chapter 5
analyzes the effects of multimodal feedback on the velocity profile (i.e., ballistic-correction phases) of
aiming movements [Ari+18].

Part III presents techniques for inducing perceptual illusions supported by multimodal feedback.
Chapter 6 reports guidelines on how to reproduce the Long-Arm illusion with vibrotactile technol-
ogy [Ari+16]. Chapter 7 introduces a technique and a set of experiments on conveying holistic touch
illusions by combining tactile and kinesthetic feedback with pseudo-haptics [AS20].

Part IV reports insights on the use of haptics to support 3D guidance. Chapter 8 evaluates vibro-
tactile feedback as a gaze guidance helper [Ari+17]. Chapter 9 reports the effects of using sound-based
vibration cues while walking in EVs [Fre+20]. Chapter 10 tests vibrotactile feedback for obstacle detec-
tion [Her+19].

Part V summarizes the results and concludes the thesis. Chapter 11 includes a summary and a set
of design guidelines. Chapter 12 presents the perspective of this thesis and suggests further research.
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The Figure 1.5 presents a map of the research goals in the context of the use case.
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Figure 1.5.: Thesis structure.

In order to conduct studies and analyses, we developed and evaluated different types of haptic technol-
ogy. Such types feature light-weight, unencumbering, and versatile form factors compatible with natural
interaction and hand-tracking technologies. The devices’ designs, hardware specifications, embedded
code, firmware, and resources were open-sourced to enable practitioners to replicate the conducted ex-
periments (see Appendix A).

1.5. Publications
The main contributions of this thesis have been published in peer-reviewed national and international
venues.
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1.5.1. Main Authorship
The following publications were mainly created by myself, while co-authors contributed parts of the

implementation, writing of paper sections, or supervision. These include five conference papers, one

short paper, and one poster 1 2.

[ALS15] Ariza, O, Lubos, P., and Steinicke, F. HapRing: A Wearable Haptic Device for 3D Inter-
action. In: Mensch Und Computer 2015 - Proceedings, Stuttgart, Germany, September 6-9,
2015. De Gruyter Oldenbourg, 2015, pp. 421–424. url: https://dl.gi.de/20.500.12116/7840.

[Ari+15] Ariza, O, Lubos, P., Steinicke, F., and Bruder, G. Ring-shaped Haptic Device with Vibro-
tactile Feedback Patterns to Support Natural Spatial Interaction. In: Proceedings of the
25th International Conference on Artificial Reality and Telexistence and 20th Eurographics
Symposium on Virtual Environments. Eurographics Association, 2015, pp. 175–181. doi:
10.2312/egve.20151326.

[Ari+16a] Ariza, O, Freiwald, J., Laage, N., Feist, M., Salloum, M., Bruder, G., and Steinicke,
F. Inducing Body-Transfer Illusions in VR by Providing Brief Phases of Visual-Tactile
Stimulation. In: Proceedings of the 2016 Symposium on Spatial User Interaction. Tokyo,
Japan: Association for Computing Machinery, 2016, pp. 61–68. doi: 10.1145/2983310.
2985760.

[Ari+16b] Ariza, O, Steinicke, F., Lihan, C., and Fanf, F. Visual-Haptic Distance Perception in
the Central Fovea and Periphery of the Peripersonal Space. In: International Multisensory
Research Forum (IMRF). 2016.

[Ari+17] Ariza, O, Lange, M., Steinicke, F., and Bruder, G. Vibrotactile Assistance for User Guid-
ance Towards Selection Targets in VR and the Cognitive Resources Involved. In: 2017
IEEE Symposium on 3D User Interfaces (3DUI). 2017, pp. 92–96. doi: 10.1109/3DUI.
2017.7893323.

[Ari+18] Ariza, O, Katzakis, N., Bruder, G., and Steinicke, F. Analysis of Proximity-Based Mul-
timodal Feedback for 3D Selection in Immersive Virtual Environments. In: 2018 IEEE
Conference on Virtual Reality and 3D User Interfaces (VR). 2018, pp. 327–334. doi:
10.1109/VR.2018.8446317.

[AS20] Ariza, O and Steinicke, F. Conveying Holistic Touch Illusions by Combining Tactile and
Proprioceptive Feedback with Pseudo-Haptics in VR (in Submission). In: INTERACT,
International Conference on Human–Computer Interaction. IFIP, 2020.

1[Ari+17] is based on a bachelor thesis. The student implemented and ran the experiment under my supervision.
I designed the experiment, designed the device, ran the statistics, wrote the embedded code, and wrote the
paper.

2[Ari+16] is based on a master project. The students implemented and ran the experiment under my supervision.
I designed the experiment, designed and co-built the device, ran the statistics, wrote the embedded code, and
wrote the paper.

https://dl.gi.de/20.500.12116/7840
https://doi.org/10.2312/egve.20151326
https://doi.org/10.1145/2983310.2985760
https://doi.org/10.1145/2983310.2985760
https://doi.org/10.1109/3DUI.2017.7893323
https://doi.org/10.1109/3DUI.2017.7893323
https://doi.org/10.1109/VR.2018.8446317
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1.5.2. Co-Authorship
Furthermore, I contributed to the following publications.

[BAS19] Brauer, C., Ariza, O, and Steinicke, F. An Active Tangible Device for Multitouch-Display
Interaction. In: Proceedings of Mensch Und Computer 2019. Hamburg, Germany: Associ-
ation for Computing Machinery, 2019, pp. 439–444. doi: 10.1145/3340764.3344436.

[Fre+20] Freiwald, J., Ariza, O, Janeh, O., and Steinicke, F. Walking by Cycling: A Novel In-
Place Locomotion User Interface for Seated Virtual Reality Experiences. In: Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems. Honolulu, HI, USA:
Association for Computing Machinery, 2020, pp. 1–12. doi: 10.1145/3313831.3376574.

[Har+20] Hartfill, J., Gabel, J., Neves-Coelho, D., Vogel, D., Räthel, F., Tiede, S., Ariza, O, and
Steinicke, F. Word Saber: An Effective and Fun VR Vocabulary Learning Game. In: Pro-
ceedings of the Conference on Mensch Und Computer. Magdeburg, Germany: Association
for Computing Machinery, 2020, pp. 145–154. doi: 10.1145/3404983.3405517.

[Her+19] Hertel, J., Schaare, A., Feuerbach, P.,Ariza, O, and Steinicke, F. STIC - Sensory and Tac-
tile Improved Cane. In: Proceedings of Mensch Und Computer 2019. Hamburg, Germany:
Association for Computing Machinery, 2019, pp. 765–769. doi: 10.1145/3340764.3344905.

[Kat+17] Katzakis, N., Tong, J., Ariza, O, Chen, L., Klinker, G., Röder, B., and Steinicke, F. Stylo
and Handifact: Modulating Haptic Perception Through Visualizations for Posture Training
in Augmented Reality. In: Proceedings of the Symposium on Spatial User Interaction (SUI).
Brighton, United Kingdom: Association for Computing Machinery, 2017, pp. 58–67. doi:
10.1145/3131277.3132181.

[Kat+19] Katzakis, N., Chen, L., Teather, R. J., Ariza, O, and Steinicke, F. Evaluation of 3D
Pointing Accuracy in the Fovea and Periphery in Immersive Head-Mounted Display Envi-
ronments. In: IEEE Transactions on Visualization and Computer Graphics (2019), pp. 1–
8. doi: 10.1109/TVCG.2019.2947504.

[Kir+19] Kirsch, K., Schatzschneider, C., Garber, C., Rosenberger, A., Kirsten, K., Ariza, O,
Steinicke, F., and Bruder, G. KiVR Sports: Influencing the Users Physical Activity in
VR by Using Audiovisual Stimuli in Exergames. In: Proceedings of Mensch Und Computer
2019. Hamburg, Germany: Association for Computing Machinery, 2019, pp. 777–781. doi:
10.1145/3340764.3344907.

[Lub+15] Lubos, P., Ariza, O, Bruder, G., Daiber, F., Steinicke, F., and Krüger, A. HoverSpace:
Analyses of the Perceived Spatial Affordances of Hover Interaction Above Tabletop Sur-
faces. In: Human-Computer Interaction (INTERACT). Springer International Publishing,
2015, pp. 259–277.

[Lub+16a] Lubos, P., Bruder, G.,Ariza, O, and Steinicke, F. Ambiculus: LED-Based Low-Resolution
Peripheral Display Extension for Immersive Head-Mounted Displays. In: Proceedings of
the 2016 Virtual Reality International Conference (VRIC). Laval, France: Association for
Computing Machinery, 2016. doi: 10.1145/2927929.2927939.

https://doi.org/10.1145/3340764.3344436
https://doi.org/10.1145/3313831.3376574
https://doi.org/10.1145/3404983.3405517
https://doi.org/10.1145/3340764.3344905
https://doi.org/10.1145/3131277.3132181
https://doi.org/10.1109/TVCG.2019.2947504
https://doi.org/10.1145/3340764.3344907
https://doi.org/10.1145/2927929.2927939
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[Lub+16b] Lubos, P., Bruder, G., Ariza, O, and Steinicke, F. Touching the Sphere: Leveraging Joint-
Centered Kinespheres for Spatial User Interaction. In: Proceedings of the 2016 Symposium
on Spatial User Interaction. Tokyo, Japan: Association for Computing Machinery, 2016,
pp. 13–22. doi: 10.1145/2983310.2985753.

[Mos+19] Mostajeran, F., Katzakis, N., Ariza, O, Freiwald, J. P., and Steinicke, F. Welcoming
A Holographic Virtual Coach for Balance Training at Home: Two Focus Groups with
Older Adults. In: IEEE Conference on Virtual Reality and 3D User Interfaces (VR). 2019,
pp. 1465–1470. doi: 10.1109/VR.2019.8797813.

[Mos+20] Mostajeran, F., Steinicke, F., Ariza, O, Gatsios, D., and Fotiadis, D. Augmented Reality
for Older Adults: Exploring Acceptability of Virtual Coaches for Home-Based Balance
Training in An Aging Population. In: Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems. Honolulu, HI, USA: Association for Computing Machinery,
2020, pp. 1–12. doi: 10.1145/3313831.3376565.

[SAS19a] Schlünsen, R., Ariza, O, and Steinicke, F. A VR Study on Freehand Vs. Widgets for 3D
Manipulation Tasks. In: Proceedings of Mensch Und Computer 2019. Hamburg, Germany:
Association for Computing Machinery, 2019, pp. 223–233. doi: 10.1145/3340764.3340791.

[SAS19b] Schmidt, S., Ariza, O, and Steinicke, F. Blended Agents: Manipulation of Physical Ob-
jects Within Mixed Reality Environments and Beyond. In: Symposium on Spatial User
Interaction. Association for Computing Machinery, 2019. doi: 10.1145/3357251.3357591.

[SAS20] Schmidt, S., Ariza, O, and Steinicke, F. Intelligent Blended Agents: Reality–Virtuality
Interaction with Artificially Intelligent Embodied Virtual Humans. In: Multimodal Tech-
nologies and Interaction 4 (Nov. 2020). doi: 10.3390/mti4040085.

The first three publications involved significant contributions from my side and were partly used in
this thesis. The remaining publications were mainly created by someone else and are not part of this
thesis. However, I contributed critical parts of the implementation, experiment design, device creation,
or paper writing 3 4 5.

3In [Fre+20], I co-designed the experiment, designed and built the haptic shoe device, and ran the statistics.
4[Her+19] is based on a master project. The students implemented and ran the experiment under my supervision.
I designed the experiment, designed and built the device, wrote the embedded code, and co-wrote the paper.

5[SAS19] is based on a master thesis. The student implemented and ran the experiment under my supervision.
I designed the experiment and wrote the paper.

https://doi.org/10.1145/2983310.2985753
https://doi.org/10.1109/VR.2019.8797813
https://doi.org/10.1145/3313831.3376565
https://doi.org/10.1145/3340764.3340791
https://doi.org/10.1145/3357251.3357591
https://doi.org/10.3390/mti4040085
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2 Chapter 2
Human Factors

The term Haptic is related to the Greek word απτικóζ (haptikos) meaning “tactile, or applicable to the
sense of touch” [Jon18]. This term has been used to describe the human ability to actively identify and
perceive objects’ properties relying on the sense of touch. Haptics, as a research discipline, studies a broad
scope, including all the aspects regarding how to manipulate objects and how to acquire information from
the environment using the sense of touch. As an example, in the case of grabbing an object from a table
in complete darkness, it is not possible to rely on vision to execute the action. Instead, the primary
source of feedback would come from the sensory receptors in the skin and the muscles, guiding the hand
movements to locate the object and make adjustments according to its texture and weight.

The sense of touch is not localized in a single sensory organ (unlike the senses of sight, hearing, taste,
and smell are localized respectively to the eyes, ears, tongue, and nose). Conversely, it is composed of the
skin’s sensory organs, joints, tendons, and muscles located across the entire body. All these organs are
responsible for tactile sensibility, the perception of our limbs in space, and the stress that they undergo,
but also equilibrium, pain, and temperature [KW14].

This thesis is focused on the human hands and the associated arm movements related selection and
guidance actions. The relevance of hands is evidenced with the significant proportion of the human
brain dedicated to processing the motor and sensory functions involved (i.e., motor and sensory Cortical
Homunculus [RZ18]). The evolution of the human hand as a highly adapted tool for exploration and
object manipulation is recognized as one of the most critical factors in the phylogeny of humans [BB91].
Additionally, the ability of hands in terms of sensory and motor qualities make human hands extremely
efficient at recognizing objects through touch [KLM85].

The sensory information coming from the sense of touch is originated by actively exploring the envi-
ronment and also from passive contact. In this way, it is much better to understand the properties of
an object by palpation or squeezing than the object just being place in our open palm. Haptic sensing
requires the use of our limbs to place and explore an object, read its properties with our skin, muscles,
joints, and tendons, and construct an idea of it after several scans in a bidirectional way. That means
we could change the state of an object in order to sense it properly, like the case of pushing an object to
sense the hardness while changing its original shape (i.e., unidirectional sensing like visual or auditory
do not change the state of the target object).
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Figure 2.1.: The components of Haptics in terms of feedback for the tactile and kinesthetic modalities [Erp+10].

As every organ senses different signals, Haptics is commonly divided into two modalities: tactile and
kinesthetic (Figure 2.1). The following two sections will present the sensory aspects of the human hand
and these modalities.

2.1. Tactile Modality
The tactile modality can be defined by the sensations felt in the fingers (or in general on the skin surface).
The finger tissue integrates a number of different mechanoreceptors embedded in different skin layers.
Tactile sensing is the result of a chain of events that starts when a stimulus such as heat, pressure, shear
or vibration, is applied to such receptors. Followed by a response depending on the type, magnitude, and
location of the stimuli [Bur96]. Most of the hand receptors are located on the hairless (glabrous) parts of
the skin, covering the palm and fingertip regions. The receptors are able to accurately sense mechanical
input due to any skin vibration and deformation caused by a tangential movement. As a result, tactile
sensing allows for sensations associated with bumpiness, smoothness, roughness, among others [BW11].

2.1.1. Mechanoreceptors
The mechanoreceptors can be initially classified into two large groups according to their adaptation rate,
or the transition speed from excited to neutral state:

• Fast adapting mechanoreceptors (FA) quickly return to their neutral state. As a
consequence, it is not possible to detect material properties of a surface from a single and
static observation; instead, we should slide our fingers over a surface to perceive its bumpiness
and texture.

• Slowly adapting mechanoreceptors (SA) detect if an event is occurring continuously.
During grasping movements, we can rely on these receptors to detect and adapt to changes
in weight, balance, and slippage.

Mechanoreceptors are also characterized by their input frequency or the speed at which separate stimuli
can be detected. Fast adapting mechanoreceptors can respond to events between 20Hz and 300Hz. Slowly
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Figure 2.2.: Mechanoreceptors involved in tactile sensing. Cross-section of the skin showing the density and
distribution of tactile mechanoreception corpuscles. Adapted from: Thompson Higher Education
2007.

adapting receptors are limited to 10 Hz [BC03]. The glabrous surface of the hand is innervated by four
types of mechanoreceptive afferents (associated with specific mechanoreceptors), characterized by their
temporal resolution and the size of their receptive fields. Also, due to structural variations, the receptors
react to different stimuli [JF09; KW14] (see Figure 2.3):

• Slowly adapting type 1 (SAI) rely on Merkel disks to detect edges and spatial features.
They respond to pressure and low-frequency dynamic skin deformations (< 5Hz), and are
sensitive to static force, pressure, and small-scale shapes.

• Slowly adapting type 2 (SAII) rely on Ruffini endings to sense skin stretch and allow
for the perception of the direction of motion. They have low dynamic sensitivity, and are
sensitive to static force and tension.

• Fast adapting type 1 (FAI) rely on Meissner corpuscles that respond to low-frequency
vibrations. They are sensitive to dynamic skin deformations of relatively high-frequency
(5-50Hz), to local spatial discontinuities (e.g., edge contours, Braille-like stimuli), and are
insensitive to static force but sensible to changes in velocity.

• Fast adapting type 2 (FAII) rely on Pacinian corpuscles to sense vibration and
light touch. They are extremely sensitive to mechanical transient and high-frequency
vibrations(40-400Hz), but insensitive to static forces. They convey information about distal
hand-held events (e.g., vibrations transmitted through a tool).

Besides, the size of the receptive field indicates the skin area in which a single receptor is sensible to
stimuli (i.e., two-point discrimination or the distance where the two points can be felt as separate). The
size of the receptive field is proportionally inverse to the spatial resolution [VJ84].
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Figure 2.3.: Density and tactile sensory innervation of the hand mechanoreceptors (Adapted from [JF09]).

In addition to the mentioned mechanoreceptors for vibration and pressure. There are additional
cutaneous submodalities for temperature, pain, and itch. Temperature receptors provide information on
warm and cold surfaces. Pain receptors or nociceptors protect the skin against potential damage and
are triggered by thermal, mechanical (i.e., high friction), or chemical stimuli. Finally, itch receptors are
triggered by mechanical stimuli related to transient sensations like coarse wool [Jon+12].

2.2. Kinesthetic Modality
Haptics also include proprioception and kinesthesia. Both terms are often used interchangeably, but some
literature considers proprioception as containing both the kinesthetic and the vestibular systems, while
others consider them as two separate modalities with the kinesthetic modality as related to movements
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Feature
Meissner Pacinian Merkel Ruffini
corpuscle corpuscle disk ending

Rate of adaptation Fast (FAI) Fast (FAII) Slow (SAI) Slow (SAII)

Location
Superficial Dermis and Basal Dermis and
dermis subcutaneous epidermis subcutaneous

Mean receptive area 13mm2 101mm2 11mm2 59mm2

Spatial resolution Poor Very poor Good Fair
Frequency response 10-200 Hz 70-1000 Hz 0.4-100 Hz 0.4-100 Hz
Sensitive to temperature No Yes Yes at > 100 Hz

Physical parameter sensed

Skin curvature Vibration Pressure Skin stretch
Velocity Slip Skin curvature, Local force
Local shape Acceleration Local shape
Flutter, Slip

Table 2.1.: Properties of the different types of mechanoreceptors. The adaptation rate is the speed for a receptor
to go back to its neutral state, the input frequency corresponds to the frequency at which separate
stimuli are distinguished, and the receptive field is the area in which a single receptor is sensible to
stimuli [RH93].

and proprioception (as well as vision and the vestibular system) is responsible for balance [RZ18].

A common distinction is that proprioception informs us about awareness and position of the body in
space (the cognitive component), and kinesthesia provides useful information on how we move in space
(the behavioral component). As mentioned, the vestibular system supplies information about balance,
the position of the head and body in relation to the earth’s surface [RZ18].

The kinesthetic modality is responsible for perceiving the mechanical forces related to the weight and
resistance (i.e., stiffness, squeeziness) of objects and the relative position of our extremities in relation
to our body (i.e., where are the body parts and what are they doing) [BW11]. Figure 2.4 depicts
the musculoskeletal organs associated with the kinesthetic modality. The muscle spindles sense muscle
movement, skeletal muscle length, and stretch reflex. The Golgi tendon organs (GTO) detect tendon
tension. Finally, joint capsules are responsible for pressure and tension detection at a particular limb’s
joint.

Golgi tendon organs (GTO)
Muscle spindle

Joint capsules

Figure 2.4.: The kinesthetic modality relies on internal organs to provide information about stretching, tension
and pressure of our limbs relative to the body. In the picture, muscle spindles, Golgi tendon organs,
and joint capsules.
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As an example, in the case of lifting a rock from the floor using our dominant hand, kinesthetic signals
come from mechanoreceptors, joints, tendons, and muscles of the limbs involved. The frequency of the
signal generated by joint receptors indicates the angular velocities between limbs, and the amplitude
of the signal is proportional to the angle between limbs connected at a specific joint [Bur96]. GTOs
(positioned as a link between tendons and muscles) are responsible for sensing the stress caused by
internal and external forces on muscles, iteration over tension-measurement, and stabilization cycles to
adapt dynamically according to the weight of the lifted rock.

Additional properties of the rock, like shape and rigidity, are estimated with reference to the muscle
length as measured by the muscle spindles (located inside at the center) [KW14]. The overall sensation is
enriched with information coming from the tactile modality. As the rock is lifted, skin mechanoreceptors
sensing bulging and stretching of the skin are activated indirectly by flexion and extension movements
in the arm limbs. Additionally, the vestibular system contributes with a global perception of orientation
and position for the limbs (i.e., fingers, hand, forearm), as well as proprioceptive links between head,
neck, trunk, and limbs [Ach15].

2.2.1. Perception-action Loop
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Figure 2.5.: Model for human motor action and reaction in interactive VEs.

In the interaction process between user and VE, the user can exploit different techniques (e.g., selection,
manipulation, or navigation) to interact with the VE. The user is equipped with sensors and actuators,
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which allow for tracking actions and for providing actuation accordingly. The system provides tactile
and kinesthetic feedback, which is perceived by the user. The brain starts the inference process, analyzes
the cues, and integrates all signals, which finally represents the user experience. In this section, we
explain the perceptual and cognitive mechanisms [GL17; MD15; KEE19] that enable a system to convey
sensations using haptic feedback. When a 3D object (representing a physical object) is pushed with a
finger, visual, tactile, and proprioceptive feedback is experienced simultaneously and in a congruent way.
Such user actions are typically performed as follows:

1. The user starts to reach the target object; therefore, the brain sends a motor command (efference)
to forearm muscles and creates the efference copy.

2. In parallel:

a) The motor command arrives at muscles (i.e., the muscle spindle is the efferent receptor), and
the index finger travels in mid-air, getting close to the target object.

b) The efference copy arrives at the cerebellum to predict the sensory input consequences (in-
tended movement) using a forward model.

3. Then, the user comes across a collision with the object surface, and three afferent signals are
triggered by the somatosensory system:

a) First, the user sees the contact between the finger and the object, which is sent to the brain
as a visual afferent signal.

b) Second, a change in input is detected by the tactile mechanoreceptors in the fingers, which is
sent to the brain as a tactile afferent signal.

c) Third, a change input is detected by the GTO as the Extensor Indicis muscle (flexion antag-
onist) is contracted because the index finger is slightly extended during the collision with the
object. As a result, the GTO sends a proprioceptive afferent signal to the brain.

4. Then, the brain receives the afferent signals caused by the last motor behavior (actual movement)
and compares them to the predicted signals (intended movement). Differences between the signals
are used to adapt the behavior of the user:

a) The tactile afferent signal is attenuated as it matches the predicted signal from the afference
copy. This happens because of priors (earlier perceptions related to associative learning) as
the user pushed similar objects before. Therefore, self-generated touch sensations, which are
somatosensory consequences of the user reaching movement (reafferent), are less important
for the brain.

b) The proprioceptive afferent signal should be more relevant when it can not be predicted. This
signal is taken as produced by external forces (exafferent), forming a perception residual that
requires an action.

5. Then, based on the exafferent, the brain plans a change in the manipulative behavior of the user
while interacting with the object: sending motor commands (efference) to push the object and
compensate for the increasing force according to the object weight.

Haptic perception is based on the integration of afferent proprioceptive and tactile signals. In a
common VE scenario, only a fraction of the afferent signals are rendered; in particular, there is a lack
of tactile feedback. Mostly, whenever the user approaches and collides with the virtual object, the user
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Figure 2.6.: Neural pathways of the tactile and kinesthetic modalities.

perceives visual feedback accordingly. Still, the fingertip tactile sensation of the collision and also the
kinesthetic sensation of the movement being interrupted are lost, producing large sensory conflicts. Such
conflicts are crucial for human-computer interaction in VEs as they can induce breaks in presence, reduce
task performance, require higher cognitive efforts during the multisensory integration process, and finally
degrades the overall user experience in the VE [Ins01].

2.3. Visual Modality
Vision is based on photoreceptor cells located on the retina. When photoreceptors are stimulated with
visible light, they transmit electrical signals through the optical nerve to the brain. Cone photore-
ceptors enable color and high light vision, and rod photoreceptors allow for low light and peripheral
vision [Lam15].

2.3.1. Field of View
The field of view (FOV) is the horizontal and vertical extent of the observable environment. In MR
applications, the FOV is a key aspect to improve the sense of presence [Lin+02]. The human vision is
described by two types of FOV (Figure 2.7 left). First, the horizontal Monocular FOV describes the
field of view for every eye independently, consisting of both the nasal FOV (angle from the pupil to
the nose 60◦-65◦), and the temporal FOV (angle from the pupil to the head side 100◦-110◦). Second,
the horizontal Binocular FOV is the combination of the two monocular fields. The combination of both
Monocular and Binocular FOVs, provide a viewable area of 200°-220°. Also, the overlapping FOV or
stereoscopic binocular FOV enables the perception of 3D content in VEs with an approximate angle of
114◦.

The effects of the FOV in VEs and specifically with the use of HMDs have been studied. Pointing
tasks as perceived as easier with an unrestricted FOV in comparison to a narrow FOV (i.e., 40◦)) [RB04].
However, there is no such effect for searching tasks [LR05]. Also important regarding the use of HMDs
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Figure 2.7.: Field of view and binocular depth cues: (left) The field of view represents the extend of observable
environment. (right) Binocular depth cues for accommodation and vergence to focus on close
objects (Adapted from [Lub18]).

in VEs, the interpupillary distance [Mil04] (distance between the eye pupils) plays an important role
for calibration and usability purposes. Better user experience scores were reported when the IPD was
calibrated to match the focal point of the HMD lenses (i.e., avoiding FOV reduction and distorted
images) [Ras09].

Finally, concerning commercial advances, HMD designers have the lenses as a limiting factor to get
a better FOV. Current explorations include either move the lenses closer to the eyes with mechanical
actuators or increase the size of the lenses while maintaining an ergonomic and lightweight design. As
an alternative, fabricants could use a shorter focal length for a stronger magnification (i.e., using thicker
and heavier lenses, or Fresnel lenses to reduce weight) and move the display closer. However, geometric
distortion and chromatic aberration became more difficult to tackle. Also, the HMD display requires a
higher resolution display to reduce the apparent individual pixels (i.e., screen door effect).

2.3.2. Depth Estimation
Human eyes are situated approximately 64mm apart, providing two signals, and hence, two different
images, which are combined by the brain into a single 3D image. The size of the disparity between the
images indicates the size of the three-dimensional effect. Thus, far-away objects (with less disparity)
are perceived as flat, and closer objects (providing large disparity) appear with more depth cues. Ap-
propriate depth estimation in VEs is important for 3DUIs featuring selection and manipulation tasks.
Such estimations assure the users can execute proper ballistic and correction movements [LL09], avoiding
false selections and overestimations resulting in interaction issues (i.e., intersected objects and occluded
fingers).

Depth perception is supported by visual and non-visual depth cues [How12]. Monocular depth cues
can be perceived with a single eye and presented on a single display. Binocular depth cues (disparity and
vergence) require both eyes to see a different image on independent displays [WRM95].

Disparity cues enable humans to estimate depth due to the distance between the eyes and the fact that
both eyes look in a similar direction [Col96]. Such cues can be categorized as oculumotor cues because
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are sensed from muscle actions (i.e., instead of photoreceptors) in the visual system to achieve a crisp
image [LaV+17]. Vergence is defined as the simultaneous movement of both eyes in opposite directions
to maintain binocular vision. Thus, eyes turning inward will focus closer objects (convergence), and eyes
turning outward will focus objects farther away [GJ84]. Vergence movements are closely connected to eye
accommodation (i.e., how much the ciliary muscles contract to increase the lens refraction due to diverging
light rays from a close object). Changing the eyes focus of the eyes to look at an object at a different
distance will automatically cause vergence and accommodation (i.e., convergence-accommodation reflex).

One of the major sources of distance estimation problems in VEs is the so-called vergence-
accommodation conflict [Hof+08]. The conflict is evident when accommodation and vergence are evalu-
ated in common HMD setups. The user’s eyes have to accommodate at the display plane while converge
to focus on a target 3D object, causing discomfort and fatigue. Additionally, regarding the influence of
the FOV for distance estimation in VEs, the use of a wider FOV and proper IPD calibration presented
a significant positive effect on distance judgment while using an HMD [Jon+12; Kel+12].

2.4. Ergonomy
This section presents the function of the human hand in terms of its anatomic features and capabilities.
This information is vital to facilitate and motivate the design of hand-worn haptic technology.

The human hand is a complex structure integrating bones and joints with a high degree of artic-
ulation (27 individual bones; 8 carpal, 5 metacarpal, and 14 phalanges are connected by joints and
ligaments) [NT93]. The wrist connects the hand to the forearm comprising eight small bones. The palm
holds metacarpal bones, creating an arrangement of joints to the fingertips. Every finger is a branch
composed of the proximal, medial, and distal phalanx. The whole structure has a small volume due to
thin tendons (going through the wrist up to the fingertips) connecting remote muscles located in the
forearm, and enabling the hand with finger curling and thus powerful and tight grips [TS55]. The re-
mote muscles (i.e., flexors and extensors), as well as the muscles supporting wrist rotations, are mainly
arranged in the humerus, near the elbow. Additional local muscles for lateral finger movements (i.e.,
adduction and abduction) are located between the metacarpal bones. In particular, the movement of the
thumb is controlled by remote muscles (i.e., extension and abduction) and local muscles (i.e., flexion and
opposition) [Mor89].

The DoFs of the hand have anatomic constraints. Medial phalanxes can reach 110◦, and proximal
phalanxes can approximately rotate 90◦ at a maximum. Additionally, distal joint bending affects the
preceding joints (the effect is also notable while curling the ring and little fingers), evidencing in this way,
muscular interdependencies between adjacent parts of the hand [JYH00]. In summary, the human hand
supports 27 DoF distributed as follows. The wrist has six DoF defining position and orientation in space.
The thumb has five DoF due to a special joint for rotations toward the palm (i.e., prehension grasp).
Every finger root is provided with flexion/extension and abduction/adduction summing up two DoF, plus
one flexion DoF for both the medial and distal joints; giving a total of four DoF per finger [ES03; NT93].

Interaction taxonomies present the mechanical configurations of the hand to interact with our environ-
ment. In the real world, typical interactions involve a reduced number of all the possible manipulation
postures. In the context of this thesis, we contextualize our studies following the mixed-grasp taxon-
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Figure 2.8.: Types of hand movement: (in columns from left to right) Wrist flexion, wrist extension, hand
close, hand open, forearm pronation, forearm supination [PLP09].

omy [BD11] in order to describe the hand postures required to use haptic wearables and to perform
selection and manipulation tasks in VEs. The selected taxonomy is very versatile and classifies the tasks
regarding hand motion, contact with target objects, gestures involved as well as prehension, the and the
relative motion of the manipulated object (Figure 2.9). Additionally, the selection tasks evaluated in this
thesis constrain the contact patterns between hand and object [Cut89]. Specifically, finger-object (for
no-motion-at-contact tasks, see writing in Figure 2.9), as we use the gesture of a pointing index finger
(i.e., on the dominant hand) to provide multimodal feedback whenever the finger interacts with 3DUI
elements, paying attention to dexterity (high DoF between finger and object) and precision (accurate
collision/intersection detection).

2.5. Psychophysics
Psychophysics is defined as the relationship between the subjective sensation and the objective physical
stimulus [Sno+85]. The main objective is to find the relationship between the intensity of the physical
stimulus and the perceived stimulus intensity. The methodology is based on measuring the ability of
participants to consciously discriminate between two physical intensities. As a result, perceptual limits
indicate the way humans interpret increases in the stimulus intensity to produce increases in the sensory
experience.

The just noticeable difference threshold (JND) measures the sensitivity for the discrimination or the
smallest amount of stimulus necessary to produce a sensation. According to Weber’s law, [Web+96] the



Human Factors28

ContactNo contact

MotionNo motion

Not within
hand

Within
 hand

Not within
hand

Within
 hand

MotionNo motion MotionNo motion

Non-prehensile Prehensile

Not within
hand

Within
 hand

Not motion
at contact

Motion
 at contact

Not motion
at contact

Motion
 at contact

Rest position

Waiving Signing

Open-handed hold
Holding object still

Pushing coin Turning doorknob

Flipping light switch Rolling ball on table

In
cr

ea
si

ng
 p

re
ci

si
on

D
ec

re
as

in
g 

pr
ec

is
io

n

Increasing dexterityDecreasing dexterity

Writing Reorient pen

Figure 2.9.: Mixed-grasp taxonomy, including within-hand motions and gestures (Adapted from [BD11]).

JND is a constant proportion of the original stimulus, describing the relation between stimulus intensity
and the perceived intensity. In other words, JND is the smallest amount of detectable difference between
two stimuli intensities that an individual can perceive. In the same way, we can define a threshold as the
lower limit at which a stimulus (or the difference between two stimuli) ceases to be perceptible [Ges13].
Ideally, there is a specific stimulus intensity at which an observer could not (below) or could (equal or
greater) detect a stimulus change (Figure 2.10 left-top). In real and controlled experimental conditions
(i.e., with response variability due to attention, sensitivity, and subjective conditions), the responses are
spread near the stimulus threshold (Figure 2.10 left-bottom). For example, if a stimulus is presented to
an observer and then the intensity is slowly increased. If the intensity has to be increased several times
to reach level 10 before the observer could identify that the stimulus had changed, the JND would be
ten levels. Using this information, you could then use Weber’s law to predict the JND for other intensity
levels.
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Figure 2.10.: Psychometric threshold and JND: (left top) Ideal psychometric function. (left bottom) Ex-
pected psychometric function. (right) Example of psychometric function using the method of
constant stimuli.

Due to the variability of responses to the same stimulus, the threshold will never be absolute and must
be defined statistically. If an observer detects a stimulus of a certain intensity for only 25% of the time, the
detection probability increases with the intensity of the stimulus. As a standard procedure, the detection
threshold is the intensity at which the person correctly detects the stimulus 75% of the time (Figure 2.10
right). The observer discrimination is influenced by stimulus intensity changes and sensitivity, but also
by multimodal background noise and biased perception associated with prior experience and learning
effects [Sno+85].

There are several different methods for measuring detection thresholds through psychophysical experi-
ments. In this thesis, we used the methods of adjustment [Ste58], the method of constant stimuli [Spe08],
and the two-alternative forced-choice task method (2AFC) [Bog+06] to determine detection thresholds:

• Method of adjustment
In this method, the subject is asked to change the stimulus level until it is the same as the
level of a comparison stimulus, or it is just barely detectable against the background noise.
The adjustment requires several trials for the subjects to control themselves the magnitude
of the variable stimulus, starting with a level evidently different (“greater” or “lesser”) than a
standard stimulus and vary it until they find subjective equality between them. The stimuli
difference is recorded per adjustment, providing at the end an average error (i.e., sensitivity
measurement).

• Method of constant stimuli
In this method, the levels of the stimulus are not related from one trial to the next but
presented randomly, reducing errors of habituation and expectation by preventing the ex-
periment subject from being able to predict the level of the next stimulus. The method can
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test an absolute threshold (i.e., binary answer), requesting the subjects to report whether
they are able to detect the stimulus. Also, a difference-threshold can be tested by constant
comparison of a base stimulus against a set of others with varied levels.

• 2AFC
In this method, the experiment subjects are exposed to intensities couples of a stimulus.
In each trial, subjects/participants are forced to pick one of two choices related to the
comparison of a random intensity against a standard reference intensity (e.g., shorter or
longer, smaller or greater). Neutral answers are not allowed, and subject guesses will be
taken by chance (i.e., correct in 50% of the cases). With the resulting data for the two choices
available, a psychometric function plots the proportion of “greater” responses against the
value of the comparison stimulus (Figure 2.10 right). Next, the Point of Subjective Equality
(PSE), or the level at which the comparison stimulus appears equal to the standard, is
obtained as the value at the 50% proportion. As an example, at the PSE, all the subjects
will find a stimulus “larger” 50% of the time and “smaller” the other 50%. The JND is then
calculated to be the average of the upper and lower difference threshold values (taking levels
for the 25% and 75% proportions, respectively).
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3 Chapter 3
Haptics and 3DUI

3.1. Haptic Technology

Haptic technology has been explored to improve task performance, mimic or expand sensory capabilities,
and make interactions more compelling and satisfying [CSO18]. Humans have kinesthetic limitations
related to absolute position control. However, humans excel at producing small variations in force resis-
tance. In other words, humans can accomplish tasks involving motor precision when the limbs involved are
supported by a solid and stable anchor (i.e., world-grounded; hand supported by the table while writing
vs. writing with no hand support). In haptics, stability or resistance is usually supplied by robotic-arms
or passive objects as kinesthetic feedback. On the other hand, when precision is not needed, tactile (un-
grounded) feedback can be provided by mechanical-electrical actuators arranged as tactile display on-skin
in the limb of interest [CSO18]. Haptic feedback can also provide spatial guidance, actively guiding the
body with force feedback, or providing tactile cues to orient the visual attention or specific limb postures.
The development of haptic technology also has great challenges; most of them related to the hardware
displays utilized to provide feedback. The use of inadequate dynamic range or refresh rate is a common
cause of jittery feedback [Cho+17a]. Haptic rendering of realistic and compliant human-scale forces is
problematic due to motors and actuators with issues and compromises related to size, weight, respon-
siveness, and latencies. Additional problems are associated with the form factor (mainly because of the
limited workspace of small haptic displays), inadequate or not enough DoFs, insufficient affordances, and
lack of support for anatomical diversity [Mac08]. Haptics is also studied in the context of the interaction
between machines and humans in real environments, VEs, and even tele-presence systems [Ran+10]. This
thesis will focus on the study of both computer and machine haptics in VEs. Computer haptics conceives
(in the same way as computer graphics does for the vision sense) the rendering and representation of
touch sensations. On the other hand, machine haptics comprehends the development and evaluation of
technology to simulate or supplement the sense of touch. The design of haptic devices crosses different
approaches, from grounded systems to wearables as well as hybrid systems. All of these approaches offer
different features and are classified into different categories [CSO18].
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Graspable Touchable Wearable

Figure 3.1.: Types of interactive haptic devices for kinesthetic and tactile stimulation: Graspable, touchable,
and wearable (Based on [CSO18]).

3.1.1. Types of Interactive Haptic Devices
This chapter is based on recent taxonomies for interactive haptic devices [CSO18; Pac+17] to explore the
main characteristics of haptic systems. We consider the following taxonomy with three main categories
and sub-categories (Figure 3.1):

Graspable systems. Such as hand-held tools, pens, or handles connected to

• world-grounded devices providing kinesthetic feedback (push-pull forces),

• ungrounded devices providing kinesthetic feedback (inertial forces), or

• ungrounded devices providing tactile feedback.

Touchable systems. Which are encountered-type active surfaces to provide

• tactile feedback based on location, or

• tactile and kinesthetic feedback for changes in

– shape,

– mechanical properties, or

– surface properties.

Wearable and contactless systems Which are

• hand-grounded devices or exoskeletons providing kinesthetic feedback,

• world-grounded tactile devices for mid-air contactless sensations, and

• hand-mounted or limb-mounted on-skin devices to provide

– vibrotactile feedback,

– lateral skin stretch,

– normal skin deformation, or

– muscle or tendon stimulation.



3.1 Haptic Technology 33

Figure 3.2.: Examples of passive haptics: (a) TurkDeck [Che+15], (b) ZoomWalls [Yix+20], (c)
RoomShift [Suz+20], (d) Sparse Haptic Proxy [Che+17], (e) Substitutional reality [SVG15], (f)
Gripmarks [Zho+20], (g) FaceWidgets [TWC19], and (h) ActiTouch [Zha+19].

Additionally, high-level classifications propose the concepts of passive and active haptics. Passive
haptics is related to interactions in which the devices are in motor control. In the case of passive tactile
feedback, the device deforms or stimulates the skin, and the user is not required to perform any movement
in order to perceive the feedback. In passive kinesthetic feedback, a device or object imposes forces to
restrict the user’s movements. Examples of passive haptics can be seen in Figure 3.2: Users touching
or manipulating objects in VR can simultaneously interact with corresponding objects in the physical
world [Che+15] (see Figure 3.2a).

Two similar approaches for room-scale VR relies on multiple autonomous robots (i.e., robotic swarms)
that dynamically adapt to the user movements to provide passive feedback with encounter-type wall-
shaped props for both walls [Yix+20] (see Figure 3.2b) and furniture [Suz+20] (see Figure 3.2c). A
proxy of physical geometric primitives can simulate touch feedback in VEs, simulating detailed 3DUIs
by redirecting the user’s hand to a matching primitive of the proxy [Che+17] (see Figure 3.2d). The
substitutional reality in VR pairs every physical object surrounding the user to a virtual counterpart,
plus intentionally adding some discrepancy [SVG15] (see Figure 3.2e).

Also, regarding substitution, passive feedback can be provided associating a particular handgrip, a
physical object, and an activation gesture to enable the object to be used as input for 3DUIs (i.e.,
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no object recognition nor instrumenting needed) [Zho+20] (see Figure 3.2f). Physical widgets can be
grounded on HMDs, and VR controllers to provide passive haptics for tangible interactions [TWC19] (see
Figure 3.2g). Going beyond, computer vision and electrical methods can be combined to perform on-skin
touch segmentation and enable the skin as a passive surface for tactile interaction in VR/AR [Zha+19]
(see Figure 3.2h).

Conversely, active haptics is related to interactions in which the user is in motor control, and the
devices respond accordingly with feedback. In the event of active kinesthetic feedback, the device sim-
ulates forces in response to user conscious motions. The device creates a natural experience operating
human-scale forces (i.e., 0.1N-20N) with reactive actuation and low latency (i.e., <20ms). The active
kinesthetic feedback can be either motor-driven or brake-like to convey sensations of friction and resis-
tance, respectively. Finally, active tactile feedback is provided in response to user motions (i.e., detected
by hand tracking). For example, when a system tracks a finger being slid over a virtual surface, the
device renders the roughness properties as vibrotactile patterns on the skin.

The remaining sections briefly show the categories for active haptics. As this thesis is focused on haptic
wearables, the corresponding last section will present more details in order to motivate the following
chapters.

3.1.2. Graspable Systems

Grounded devices can provide kinesthetic force feedback with three or six DoFs of human-scale force
and high-bandwidth for medium to large workspaces. A surrounding platform can be world-grounded,
but also use a motorized turntable that rotates to deploy hand-held devices providing different types
of feedback depending on the AR task being executed [Hua+20] (see Figure 3.3a). However, grounded
devices are mainly based on robotic arms using admittance control systems to provide resistive forces
and high-quality haptic rendering [BR19] (see Figure 3.3b). Kinesthetic ungrounded devices in the
shape of electro-mechanically actuated physical connections can provide variable stiffness feedback for
bi-manual interactions in VR [Str+18] (see Figure 3.3c). An ungrounded handle for tool-based inter-
action in VR is able to provide kinesthetic feedback for the perception of size, shape, and stiffness of
virtual objects [Sun+19] (see Figure 3.3d). Some other graspable alternatives are active props. Such
devices support ungrounded kinesthetic feedback and are able to provide inertial forces. For example, a
graspable device for VR/AR capable of affording the users a realistic haptic sensation of fluid behaviors
in vessels by actively relocating the center of gravity to emulate the moving center of gravity [Sag+19]
(see Figure 3.3e). An ungrounded prop to provide kinesthetic feedback with propeller-induced force
provides continuous force feedback in any direction regardless of the device’s orientation [Heo+18] (see
Figure 3.3f). Ungrounded weight-shifting devices can combine active and passive haptics to construct
proxies that automatically adapt their haptic feedback [ZK17] (see Figure 3.3g). An ungrounded active
prop can also be a shape-changing device providing kinesthetic feedback based on air resistance, weight
shift, and rotational inertia by dynamically adjusting its surface area [ZK19b] (see Figure 3.3h). A similar
device can drive weight on a 2D planar area to alter mass properties of the hand-held controller to provide
shape perception in VR [Shi+18] (see Figure 3.3i).
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Figure 3.3.: Examples of graspable devices: (a) Haptic-Go-Round [Hua+20], (b) Mantis [BR19], (c) Haptic
Links [Str+18], (d) PaCaPa [Sun+19], (e) SWISH [Sag+19], (f) Thor’s Hammer [Heo+18], (g)
Shifty [ZK17], (h) Drag:on [ZK19b], (i) Transcalibur [Shi+18], (j) CLAW [Cho+18], (k) Haptic
Revolver [Whi+18], (l) DualVib [THC20], (m) TORC [Lee+19], and (n) ElaStick [Ryu+20].
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Handheld VR controllers can be enhanced with kinesthetic feedback and actuated movement to the
index finger to support interactions for grasping virtual objects, touching virtual surfaces, and pull trig-
gers [Cho+18] (see Figure 3.3j). Hand-held controllers can provide tactile sensations when a user touches
a virtual surface, simulating different sliding and friction effects with a wheel raising-lowering mecha-
nism [Whi+18; Lo+18] (see Figure 3.3k). Devices reacting to hand movements can provide feedback for
manipulating dynamic mass (i.e., shaking a container object). The simulation is done by simultaneously
delivering asymmetrical vibrations to provide kinesthetic feedback and acoustic vibrations to provide
tactile feedback related to material properties [THC20] (see Figure 3.3l). A similar handheld renders
texture and compliance by holding and squeezing the thumb and two fingers while operating a trackpad.
As a result, the device supply vibrotactile feedback for the sensations of squeezing, shearing, or turning
virtual objects [Lee+19] (see Figure 3.3m). Finally, a hand-held VR controller uses four custom elastic
tendons along a joint to modulate the perception of stiffness when VE users are shaking/swinging flexible
virtual objects [Ryu+20] (see Figure 3.3n).

3.1.3. Touchable Systems

Figure 3.4.: Examples of touchable devices: (a) TeslaTouch [Bau+10], (b) TactGAN [BU18], (c) Control-
lable Surface Haptics [SO15], (d) Jamming User Interfaces [Fol+12], (e) ShapeShift [Siu+18], (f)
PoCoPo [YSK20], and (g) Magneto-Haptics [Oga18].

Most of the touchable haptic systems can be categorized as active surfaces, providing tactile and
kinesthetic feedback to communicate texture properties as well as forces and shape to the whole hand.
Vibrations on surfaces can be used to simulate friction. For instance, the perceived friction can be
modulated by using electrotactile feedback. In this case, the normal force on the touching point and hence
the effective friction depends on the electrostatic attraction between the surface and the finger [Bau+10]
(see Figure 3.4a). Vibrotactile feedback can also be recorded from physical interaction with a real surface
(i.e., Haptography [KRM11]) and then recreated in simulated scenarios (e.g., active surfaces). Alternative
approaches let users design vibrotactile signals using tactile impressions from user-defined parameters and



3.1 Haptic Technology 37

images. The resulting vibrotactile signals can be presented in surfaces offering vibrotactile stimuli for UI
components and textures [BU18] (see Figure 3.4b). Deformable crust devices rely on dynamic topologies
or particle jamming to enable the user for continuous surface control at higher resolutions. Pneumatic
systems feature control of shape in a tactile display. Such display contains silicone membranes and a
vacuum that enables molding and switching from flexible to rigid states [SO15] (see Figure 3.4c). Particle
jamming devices can use material stiffness to create malleable and organic user interfaces supporting 3D
modeling with digital clay. This type of system uses low-power pneumatic jamming, hydraulic-based
actuation, and optical shape sensing [Fol+12] (see Figure 3.4d). A touchable display can also provide
resistive kinesthetic feedback by using permanent magnetic patterns during active touch. This approach
distributes magnetic force along paths of motion to convey sensations (e.g., motion difficulty related to
slope) [Oga18] (see Figure 3.4e). Another approach for touchable haptics is the pin-array devices, allowing
for un-tethered interaction and providing kinesthetic feedback by controlling the stiffness of surfaces. In
this way, such arrays can render 3D models physically. Pins are usually arranged in a bed in which a
surface point or area unit is represented by a pin physically attached to a linear actuator moving up
and down. Pin-headed robots can provide kinesthetic feedback to make the user feel virtual shapes with
bare hands (i.e., bimanual interaction) [Siu+18] (see Figure 3.4f). Pin-based real-time shape displays
can also be handhelds for VR, providing contact sensations for palm and fingers with high rates of shape
recognition and acceptable perception of the virtual objects size [YSK20] (see Figure 3.4g).

3.1.4. Wearable and Contactless Systems

This thesis presents evaluations and studies based on wearable devices providing haptic and kinesthetic
feedback. Design implications of such technology aim for a balance between addressing 3DUI requirements
and hand capabilities. The most appropriate input device for an interactive task must rely on the control
properties of the device and the perceptual structure of the task [Jac+94]. Thus, wearable haptics with
tactile and kinesthetic feedback allows for recreating real-world tasks relying on hand dexterity in VEs.
Following this guideline, we present some examples of related technologies supporting interactions on
VEs with virtual hands and using wearables providing active haptic feedback that responds to the user’s
motions. User interactions must have clear states for initiation, performance, and completion of tasks,
and the feedback must eliminate ambiguity between states so the users can perform successful interactions
more efficiently.

Wearable technology is restricted by form factors such as size and weight associated with the limb the
device is attached to regarding mobility and musculoskeletal strength. In terms of ergonomics, device
comfort and support for diversity of anthropometric profiles are essential. Additionally, the device requires
acceptable autonomy in terms of power usage and connectivity. Wearable devices also require meaningful
feedback related to precision, accuracy, intensity, latency, duration, and fidelity [BH17]. Haptic wearables
are mainly selected to eliminate typical workspace restrictions that are common in grounded devices. Are
also targeted for mobile VEs (i.e., untethered) where users require to be free and unencumbered to ex-
plore and manipulate the 3D environment. Wearables are versatile enough to provide tactile sensations,
kinesthetic feedback, or both. However, the exerted forces are low-scale in comparison to grounded alter-
natives. Moreover, actuation power can be limited due to weight and power consumption. Vibrotactile
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feedback is the most common type of feedback in haptic wearables. The perceived surface properties for
virtual textures (i.e., texture, geometric patterns, forces, and tension/vibration) can be characterized by
the use of different alternate-current signals [HI17]. Similarly, properties related to stickiness, smoothness,
and friction can be modulated with frequency and amplitude parameters [Bau+10] (see Figure 3.5).

Texture Patterns Push/pull Vibration

Sticky Waxy

Bumpy Smooth

400Hz, 115Vpp
400Hz, 80Vpp
80Hz, 115Vpp
80Hz, 80Vpp

400Hz, 115Vpp
400Hz, 80Vpp
80Hz, 115Vpp
80Hz, 80Vpp

Figure 3.5.: Perceived sensations and vibrotactile signals (Adapted from [HI17; Bau+10]).

The electronic components of haptic wearables (i.e., actuators and sensors) are predominantly located
on the fingertips and palmar regions. These regions are chosen because of their high sensibility for
feature discrimination and grip/force capabilities, respectively. Control hardware components are usu-
ally attached to fingers while keeping the mobility but could also be attached to the wrist for ease of
attachment.

Finger-worn Devices

Previous research on finger-worn devices focused mainly on the creation of input devices. For instance,
uTrack [Che+13] is a self-contained 3D pointing device composed of magnetometers similar to Finger-
Pad [Cha+13] which uses the index finger and thumb to provide a 2D touchpad. RingMouse [Bow+04],
a ring-like device, uses ultrasonic tracking to generate position information only. FingerFlux [Wei+11]
provides simulated haptic feedback to the fingertip during touch panel operation. Ergonomic and wire-
less haptic devices [Sch+10] provide collision feedback or guidance information to the human arm when
interacting in VEs. Symmetrical haptic interaction systems with virtual creatures in MR [Tak+09] have
been proposed, using vibration elements to provide haptic or vibrotactile feedback. Recent research work
produced a solution for visually impaired people, providing a finger worn device that assists them in
reading a text while providing real-time auditory and vibrotactile feedback [Shi+14].

Thimble-based wearable devices provide feedback on the pulp of the fingertips. A device with 3-
DoF and two platforms connected by three articulated legs actuated by motors can simulate contact
sensations by changing the orientation of the platforms (i.e., RRS Revolute-Revolute-Spherical kinematic
chain) [Chi+15] (see Figure 3.6a). Tactile feedback manipulating both contact area and contact force
in fingers has been achieved with a fabric-based display. It provides both active and passive tactile
feedback by modulating the stretching state of fabric through motors to convey stiffness, as well as a
lifting mechanism to convey softness stimuli [Fan+16] (see Figure 3.6b). Skin deformation in wearables
is also possible. Such devices are instrumented with sliding parts actuating on the fingers to render
virtual objects with varying mass, friction, and stiffness. The device can be used in the index finger and
the thumb, supporting 3DUIs for manipulation and exploration such as grasping, squeezing, pressing,
lifting, and stroking [SO17] (see Figure 3.6c). A wearable device can provide trajectory-dependent effects
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Figure 3.6.: Finger-worn devices: (a) RRS Thimble [Chi+15], (b) W-FYD [Fan+16], (c) Fingertip Tactile
Devices [SO17], (d) Skin Stress Optimization [VCO20], (e) Tacttoo [WGS18], (f) HapThim-
ble [KKL16], (g) TactoRing [Je+17], (h) HydroRing [Han+18], and (i) Grabity [Cho+17b].

with real-time tactile feedback for smooth rolling, contact with edges, or frictional sensations [VCO20]
(see Figure 3.6d). Electrotactile feedback on fingers can be supplied with temporary tattoos. This
approach represents a thin and ergonomic form factor that is scalable to other body locations. It provides
high-density tactile output to augment surfaces in VEs [WGS18] (see Figure 3.6e). The perceptions of
softness-hardness and stickiness while touching virtual objects can be provided with wearables enabled
with electrotactile feedback [Yem+18]. Interaction with virtual touch screens is possible with wearables
delivering tactile, pseudo-force (see Section Visuo-Haptic Illusions), and vibrotactile feedback [KKL16]
(see Figure 3.6f). Smart rings are a wearable alternative suitable for notifications based on skin dragging.
The device drags a tactor around the finger to provide accurate tactile cues and poking sensations [Je+17]
(see Figure 3.6g). Also, a ring device enabled for ubiquitous interaction, is equipped with liquid flow
actuators to provide tactile sensations of pressure, vibration, and temperature on the fingertip [Han+18]
(see Figure 3.6h). Finally, a wearable device can be mounted on the index finger and thumb to provide
kinesthetic and vibrotactile feedback for precision grasps. It is designed to simulate grip forces and weight,
using a brake mechanism and two voice coil actuators for skin deformation [Cho+17b] (see Figure 3.6i).
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Hand-worn Devices

Hand-worn devices are a common choice for wearable haptic devices to supply stimuli for tactile and
kinesthetic sensations in grasping and manipulation of virtual objects. Related research includes proto-
types of haptic hand-worn devices comprising vibrating actuators and bending sensors to test the effects
of intensity and length of activation on the feeling of objects [Kra93], as well as the use of vibration
motors in perception experiments [MNT12]. More recent work proposed vibrotactile gloves providing
tactile sensations in order to evaluate texture discrimination [Mar+16] and shape recognition [GPS12].
Other approaches are based on vibrotactile displays providing navigation cues in computer-aided surgery
systems [HB07] and assistance in teleoperated assembly processes [Deb+02]. In contrast, recent research
also based on haptic gloves [Hum+16] uses electro-tactile displays instead of vibration actuators to pro-
vide tactile feedback on grasping tasks in a VR environment, and other studies are focused on cutaneous
and kinesthetic feedback with active thimbles [SFB10].

Figure 3.7.: Hand-worn devices: (a) DextrES [Hin+18], (b) Dexmo [Gu+16], (c) TacTiles [Vec+19], (d) Wire-
ality [Fan+20], and (e) CapstanCrunch [Sin+19].

Anthropomorphic exoskeletons as hand-grounded devices can provide kinesthetic feedback to constraint
the DoF of the human hand. This type of devices is usually grounded on the wrist and use link-
rod structures with sensors and actuators to supply resistive forces when the user is grasping a virtual
object [Gu+16] (see Figure 3.7b). Newer approaches reduce the bulky setup of electromechanical gloves
by using electrostatic brakes or clutches. The device uses articulated guides for the index finger and
thumb finger to let the brakes glide and exert forces up to 20 N. Such strength is enough to provide
kinesthetic feedback in grasping tasks as well as generating electrically-controlled friction force [Hin+18]
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(see Figure 3.7a). Gloves with electromagnetic actuation present a light and low power alternative. These
wearable gloves contain haptic arrays of micro solenoids to provide localized tactile feedback for contact
and pulse sensations. The latter can be used in exploration tasks by using spatial haptic patterns [Vec+19]
(see Figure 3.7c). Kinesthetic feedback can also be applied by a wearable shoulder-grounded device that
uses retractable wires. The wires are attached to fingers and wrist to constraint the hand motion and
enable tangible interactions with complex geometries [Fan+20] (see Figure 3.7d). Furthermore, palm-
grounded devices can also provide kinesthetic feedback for touching and grasping actions in VEs. This
solution is based on a friction-based capstan-plus-cord actuator that generates resistive forces [Sin+19]
(see Figure 3.7e).

Electrical Stimulation

Electrical muscle stimulation (EMS) or electromyostimulation is the elicitation of muscle contraction using
electric impulses. EMS has been used for controlling the user’s hand (i.e., 16 joints) by applying electrical
stimulus to the muscles around the forearm, generating controlled movements for the extension, flexion,
adduction, and abduction [TMR11]. This original work evolved into a multi-channel wearable device
supporting fine-grained hand movements [DPR17]. Other explorations of EMS studied the affordance of
objects and how they communicate dynamic uses like motion or behaviors [LJB15] (see Figure 3.8a). In
recent work, muscles were stimulated to simulate a limb being hit by pushing or pulling selected muscles
to create a compelling sensation of impact, inducing a proprioceptive reaction as muscle-propelled force
feedback [LB13; LIB15] (see Figure 3.8b). EMS in multiple arm muscles can be used to add haptic feedback
in VEs to prevent virtual hands from passing through walls and heavy objects, creating a counter force
that pulls the user’s arm backward [Lop+17] (see Figure 3.8c). A similar setup has been used in cutscenes
to enhance the storytelling with higher perceived presence, and realism [Kha+19] (see Figure 3.8d). In
mid-air interaction with 3D objects, like selection and manipulation in space, traditionally, the illusion
of touch has been provided by visual or auditory feedback; more recently, vibrotactile feedback has been
used as well. When vibrations are replaced by or combined with EMS to supply cues regarding contact
and material texture, the users reported better experiences as EMS offered a more comprehensive range
of strengths and qualities of haptic feedback [Pfe+14].

Alternatively, force sensation could also be generated by tendon electrical stimulation (TES) on the skin
surface, stimulating sensory nerves instead of motor nerves (EMS). TES works around any joint where
muscles do not overlap the tendon. Also, TES can present a force sensation of around 250 gf and deliver
proprioceptive feedback without generating muscle contractions, which is convenient for VEs with limited
interaction space. When tapping a virtual object in mid-air, the sensation of contact has been conveyed by
combining electrotactile feedback and TES, using psychophysical tools to deal with different inter-delays
and perceive the two stimulations as simultaneous [Miy+15]. Recent research [TTK18] suggests that the
combination of TES, visual, and vibration stimulation enables the adequate perception of force using
multimodal feedback, and also found that the direction of the force sensation is opposite to the motion
elicited by EMS. Additionally, TES is suitable for momentary sensations (i.e., subtle short sensations due
to collisions) when properly combined with other modalities [TTK19].
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Figure 3.8.: Examples of electrical stimulation: (a) Affordance++ [LJB15], (b) Impacto [LIB15], (c) Providing
Haptics to Walls & Heavy Objects [Lop+17], and (d) ElectroCutscenes [Kha+19].

Mid-air Contactless Feedback

Novel technologies in the field of haptic feedback use ultrasonic transducers to create focused ultrasound at
a specific target (e.g., fingertip or palm) to provide tactile feedback in mid-air [Lon+14] (see Figure 3.9a).
This approach is based on acoustic principles of non-audible radiation forces that are strong enough to
elicit tactile sensations (perception of discernible geometric shapes on the skin). The implementation
requires un-instrumented hand tracking to keep the hand skin uncovered and ready to be stimulated by
the ultrasonic signal.

The main benefit of this technology is the ability of free-hand interaction with no device attachments.
Recent studies are based on the generation of air vortexes by using a flexible nozzle to provide tactile
feedback. The device is actuated to throw a vortex with a spatial resolution of 8.5cm at up to 1 meter with
a FOV of 75 degrees [Sod+13] (see Figure 3.9b). Finally, a similar technology uses air vortex rings due to
slow dissipation. Vortex rings can travel several meters and still provide perceptible feedback (tested at
different body areas) with a spatial resolution of less than 10 cm at a distance of 2.5 meters [Gup+13b]
(see Figure 3.9c).



3.2 Visuo-haptic Illusions 43

Figure 3.9.: Examples of contactless feedback: (a) Rendering Volumetric Haptic Shapes in Mid-Air Using Ul-
trasound [Lon+14], (b) AERIAL [Sod+13], and (c) AirWave [Gup+13b].

3.2. Visuo-haptic Illusions
As the visual sense provides the most reliable cues in many situations, it often dominates other senses
in cases of conflicting multisensory input [Bur+05]. In this context, discrepancies between visual and
tactile/proprioceptive feedback go unnoticed, relying mostly on the visual perception during the multi-
sensory integration process [RV64]. This characteristic of the human perceptual system facilitates three
main categories of visuo-haptic illusions: (i) retargeting, (ii) redirection, and (iii) scaling with control to
display (C/D) ratio.

Haptic retargeting allows for using a single real object to provide passive haptic feedback for multiple
virtual objects; however, the physical properties of a virtual object, like size and shape, must be identical
(or at least similar) to the repurposed counterpart. It is possible to manipulate the representation of the
virtual hand, warp the virtual world coordinate system to modify the perceived location of the virtual
objects, or both [Azm+16; Che+17] (see Figure 3.10e). Ungrounded haptic retargeting has been studied
for precise object selection and manipulation with grabbing tools (i.e., training chopsticks). In this case,
the tool provides passive feedback, and the system performs dynamic visual adjustments of the position of
the chopstick in VR in order to create the illusion of grabbing virtual objects with different sizes [Yan+18]
(see Figure 3.10f).

Hand redirection has been used to create illusions during surface explorations, dynamically manipu-
lating both the position of the virtual hand and the visual representation of an object providing passive
haptics [Koh13]. The concept was initially proposed for redirected walking [RKW01; Ste+10], creating
the illusion of walking along a real path that is visually incongruent with the virtual one. Lower-bound
detection thresholds for unnoticed hand redirection have been studied [ZK19a], contributing thresholds
for vertical, horizontal, and gain offsets for conservative and realistic VEs. The redirection has also been
applied as finger translation gains to manipulate the perceived size of real objects during a grasping
gesture [BMK19].

C/D ratio is the proportion between the displacement of the real and the virtual hand. Increasing or
decreasing the radio has often been used to provide pseudo-haptic feedback [Lec+00; LB05], modulating
the perceived physical properties of a virtual object (e.g., sliding a finger over materials with a C/D ratio
greater than one creates the illusion of higher friction). This approach is often used as a mechanism
for hand redirection [AF18], enabling passive shape displays to manipulate the perceived resolution.
Additional research explored the combination of pseudo and passive haptic feedback to create an illusion
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Figure 3.10.: Examples of haptic illusions: (a) Elastic-Arm [Ach+15], (b) Tasbi [Pez+19], (c) Pseudo-Haptic
Weight [Sam+19], (d) PseudoBend [HLW19], (e) Haptic Retargeting [Azm+16], and (f) VR
Grabbers [Yan+18].

of grip and elastic forces with spring devices [Ach+14; Ach+17], and the combination of pseudo-haptics
and redirected touching to provide human-scale passive feedback as progressive resistance force when
extending the arm [Ach+15] (see Figure 3.10a).

Regarding the use of C/D ratio manipulation to change the perception of physical properties in VEs,
recent work-induced genuine weight and mass-distribution perception without kinesthetic feedback while
preserving the sense of ownership of the virtual hand and producing high levels of presence, immersion, and
enjoyment [Sam+19; Rie+18; YB20] (see Figure 3.10c). In the case of stiffness or compliance perception,
research has led to the exploration of haptic displays based on multisensory feedback to compensate for
the limitations of traditional haptic devices in bandwidth and exerted force. Visual cues can be used to
modify or deform the visual dimensions to simulate stiffness, taking advantage of visuo-haptic cross-modal
transfers experienced by VE users [Lec+00; Léc09; BKC01]. Auditory cues can provide the same illusion,
producing impact sounds when tapping virtual objects with a force-reflecting haptic interface; however,
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the effect diminished as participants became familiar with the task [DBS97; AC06]. Also, the strong
interrelationship between physical stiffness and perceived roughness has been demonstrated [Geo14].
Similarly, reliable stiffness discrimination with wearable vibrotactile devices has been achieved [Mae+17].
Physical objects providing passive feedback can be instrumented in order to create the illusion that the
virtual object counterpart is being stretched, bent, or twisted. The instrumentation includes a 6-DoF
sensor to measure object changes on force and torque and a vibrotactile actuator to simulate the tactile
cues produced by deformations [HLW19] (see Figure 3.10d). Finally, an approach featuring squeeze and
vibrotactile feedback combined with pseudo-haptics can provide sensations of contact and stiffness in
VR [Pez+19] (see Figure 3.10b).

Beyond creating devices to provide haptic feedback, some studies explored illusory tactile feedback
techniques using arrangements of vibrational elements, like Funneling and Saltation illusions [Hay08;
Lee+12], haptic stimulation of the feet to induce vertical illusory self-motion [Nor+12] and alteration of
the perceived distance from hitting an object [OH14].

Well-known perceptual illusions like the rubber-hand illusion, aiming to induce in the participant
the sense of being touched on a fake arm behaving as if it would be part of their body [BC98] and
the elongated-arm illusion [Kil+12], aiming to extend the body space by means of elongated virtual
limbs. Related research studied the neural mechanisms which are responsible for perceptual illusions, in
particular, the integration of tactile and visual feedback [Cru+92; ESP04; Gra99].

There have been discussions in the literature about how the fake limb should look like in comparison
with the real one. Prior research claims that there must be some correlation between the fake arm
and the real one [TH05]. Newer investigations show that the illusion can be reproduced in VR and, in
addition, it does not appear important whether the fake arm has the correct skin color or garments as
the participant’s arm, and the illusion effect can even be achieved under controlled distortions between
proprioceptive and visual information. However, the effect is negated when an abstract representation of
the arm (such as an arrow) is displayed [YS10].

Further research shows that a perceptual illusion of body-swapping can be induced for the whole
body with an HMD showing stereoscopic real-time video imagery [PE08]. Investigations in HMD-based
immersive virtual environments argued that a virtual body is a critical component and that it has a
major effect on the users [Hee03; SS00], even for embodiment in body-representation illusions [Spa+14].
In investigations by Slater et al., participants showed a higher sense of presence by using their virtual
body to touch than by those who just pressed a button to confirm actions during experiments [Sla+98].

3.3. Multimodal Feedback
Multisensory feedback during the selection of objects has been thoroughly studied in 2D graphical user
interfaces (GUIs) [AMH95; CB05]. In particular, a vast amount of studies has been conducted with a
focus on adding sound to GUIs. For example, previous work used auditory display of so-called earcons
as auditory cues while the cursor was over a target object or initiated some actions. However, previous
work could not find any significant improvements in the overall selection time [AMH95], whereas the
combination with an additional earcon providing feedback when the target was successfully selected lead
to a reduced mean selection time [CB05]. For VEs, the addition of auditory feedback is preferred by
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users, and depending on the selection metaphor, it can also speed up the interaction process [VRC06].
Previous research has also focused on the effects of different forms of force feedback (such as texture,

friction, recess, and gravity) in 2D GUIs [Léc09]. The results show that force feedback during 2D
selection has the potential to reduce error rates and decreased task completion times [CB05]. In the
context of VEs, previous work has shown that additional haptic feedback can improve the accuracy
in the selection of objects in 3D [Wal+02; Kat+17]. The importance of spatial multisensory cues on
target selection performance has also been examined [Mat+12]. For most of the previous work on 3D
selection performance with haptic feedback, the Geomagic Haptic Device1 was used to provide force
feedback. Recently, different hardware prototypes and commercial products have been presented, which
can provide users with unimodal or multimodal feedback during interaction in 3D space. While visual and
auditory displays and feedback have been studied for quite a long time, the combination with vibrotactile
feedback has gained enormous interest in recent years [AA13].

Multimodal feedback in VEs must be adequately and timely provided to avoid the uncanny valley
of haptics [Ber+18]. Spatiotemporal issues could decrease the subjective experience’s quality if the VE
fails to keep up with the increased expectations when the user is provided with complex haptic cues.
The sense of presence can be affected by using multimodal feedback in VEs, increasing in this way the
subject attribution of credibility, especially with the use of vibrotactile feedback combined with passive
haptics [Gon+19]. Studies in multimodal feedback have highlighted how the addition of modalities to
the traditional visual feedback can reduce sensory conflicts, improve the sense of presence in VEs, and
improve user performance. Incorporating mechanoreceptive feedback is essential in tasks involving virtual
hands manipulating virtual objects. It facilitates the perception of contact when collisions with virtual
objects are aligned with the most salient sensory feedback [Lee+17]. Additional haptic feedback also
reduces the detection of visuo-proprioceptive illusions because it inflates the detection threshold [LJL15].
Furthermore, previous research investigated the effect of visual, auditory, and kinesthetic (i.e., force-
displacement model) feedback but not any tactile cues while pressing a virtual button. The results
suggest that unexpected effects related to underestimation may emerge when feedback modalities are
combined [FH14].

3.4. 3D Interaction
Designing haptic experiences requires taking into account the pre-existing behaviors of the user and
technological limitations. It also requires the use of body-centered design supported by technologies like
hand/body tracking and gesture recognition. In this regard and in the context of this thesis, the following
sections will present considerations on how the interaction space and 3DUIs can take advantage of the
hands as a universal input mechanism and interactive sensors.

Interaction in VEs requires the users to understand their own personal space or their kine-
spheres [Lub+16]. The term evolved from the field of ergonomics and defines a kinesphere as the with-in
reach, surrounding space for interaction (also known as peripersonal space or workspace) while being
static. A kinesphere constitutes the boundaries and the context of interaction design to define 3DUIs in
terms of body, action, and interactivity. The spatial and the postural extent of the human kinespheres

1Originally distributed as Sensable Tech PHANTOM Omni model.
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are important to define the ecologically-valid attributes for visual, tactile, and kinesthetic stimuli in
VEs [Ser+18]. Figure 3.11 presents the spectrum of interactions regarding reach levels determined by
the kinespheres. Near reach enables interaction with wearables and the use of hand gestures. Medium
reach enables the user to perform indirect manipulations with arm gestures and controllers. Finally, the
far reach level is good for proprioceptive interaction with body gestures or poses. Regarding comfort
and content, virtual objects and interactive elements must be placed between desk height and eye level,
being the ideal ergonomic height at the breastbone level. Locating content above produces gorilla-arm
syndrome [Jan+17], neck strain as well as hand occlusion. On the other hand, placing content below is
uncomfortable for standing users and present occlusion problems for sitting users.

Near reach Mid reach Far reach
Hand gestures  Arm gestures  Body gestures Seated position

~36cm  ~50cm  ~72cm

Figure 3.11.: Spectrum of interactions within the kinesphere for standing and sitting postures.

3.4.1. Hand Interaction

Interaction in VEs requires virtual representation for the human hands. Articulated hand models are ben-
eficial for natural 3DUIs. Such interfaces present virtual counterparts of the user’s hands while executing
manipulation tasks, with real-time 6-DoF visual feedback from a hand tracking system [AMD17]. More
advanced implementations include anatomical details like realistic skin textures, deformable hand mod-
els, and physically-based rendering for actions such as pulling, grasping, or even dexterous manipulations
such as spinning objects [Höl+18].

Interacting with hands and natural gestures in 3D space open up new possibilities for exploiting
the richness and expressiveness of natural interaction. Users can control multiple DoFs simultaneously
and replicate familiar real-world actions. However, as a matter of fact, interaction in the 3D mid-
air is physically demanding and, therefore, often hinders user satisfaction and performance [Cha+10].
The increase in the DoFs that have to be controlled simultaneously as well as the absence of passive
haptic feedback and resulting interpenetration and occlusion issues when “touching the void” are often
responsible for reduced performance [BSS13b; Cha+10]. Additional issues include the necessity to keep
hands in range to guarantee acceptable tracking conditions and avoid interactions that might require the
user to occlude their own fingers.
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3DUIs usage is tied to user capabilities during task execution. If the user is engaged in 3D direct
interaction, the user’s hands are busy, and as a consequence, the use of the remaining modalities to extend
the user’s abilities is required. Interaction models like gaze-and-commit are useful to enable the user to
select target objects or options by gazing, followed by triggering commands to confirm the task [LaV+17].
Confirmation actions vary from timers to the use of natural language and voice commands. An ideal
solution should support multimodal interactions. The system must track the motion of hands or provide
input with controllers to perform a 3D spatial task while supporting contextual interactions by the use
of voice recognition and hand-free techniques.

3.4.2. 3D Direct Selection

3D hand tracking technologies capture the user’s hand or finger movements, enabling the selection of
(stereoscopically-displayed) objects in space. The kinematics of point and grasp gestures in 3D space and
the underlying cognitive functions have been widely studied [GCE08; Mac+87; WWG03]. For instance,
it has been shown that the arm movement during reach-to-grasp or selection consists of two distinct
phases [Liu+09] [Liu11]:

(1) Ballistic phase: During this phase, the user’s attention is focused on the object to be grasped,
selected, or touched. In this initial phase, the motion is essentially controlled by proprioception.

(2) Correction phase: This phase reflects refinement and error correction of the movement, incorpo-
rating particularly visual feedback in order to minimize the error between the hand or finger and
the target [LCE08].

According to Mine et al. [MJS97], direct interaction leads to significantly higher performance than
manipulation of objects at a distance from the user’s hand. Most results from similar studies agree on
the point that optimal performance may be achieved when visual and motor spaces are superimposed
or coupled closely [Dja98; LL07; WM99]. Previous research explored different approaches to analyze
reaching and grasping movements in 3D environments under different conditions for visuomotor control
and perceptual effects [HG00]. MacKenzie et al. [Mac+87] investigated real-time kinematics of limb
movements and showed that humans decelerate the motion sooner if the target seems to require more
precision in the correction phase. Such changes of the kinematics and control for reaching tasks within
VEs have been further investigated in [DKK07; Via+04].

Although, 3D selection by touch and grasp gestures provides an intuitive interaction technique, touch-
ing an intangible object, i. e., “touching the void” without haptic feedback, leads to confusion and a sig-
nificant number of overshoot errors [Cha+10; BSS13a]. This is due to the often observed situation that
depth perception is less accurate in virtual scenes compared to the real world, which might be caused by
problems of diplopia or vergence-accommodation conflicts [BSS13a]. Studies revealed that as long as the
participant is performing 3D selection tasks, 3D visual cues perform better than 2D counterparts [CB04].
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Figure 3.12.: Fitts’ Law standard tasks according to the ISO 9241-9.

Fitts’ Law

Fitts’ Law [Fit54] is an empirical model for user performance in selection tasks. The model predicts the
movement time MT for a given target distance D and size W :

MT = a+ b · log2(D/W + 1), (3.1)

where a and b are empirically derived. The long term defines the index of difficulty (ID) and indicates
overall task difficulty. This implies that the smaller and farther a target object appears, the more time
is required to select it accurately. A valuable extension supported by an international standard [Sta00]
is the use of “effective” measures. This post-experiment correction adjusts the error rate to 4% by re-
sizing targets to their effective width (We). This enables the computation of effective throughput, a
measure that incorporates both speed and accuracy, by "normalizing" the accuracy as effective scores.
This effective throughput is computed as:

TP = log2(De/We + 1)/MT, (3.2)

where De is the effective distance (average of measured movement distances), and We the effective
width (standard deviation of error distances multiplied by 4.1333 [MI08]). Previous work [TS11] suggests
that one should use the point closest to the target along the ray to compute an accurate representation
of the effective width We, as using the actual 3D cursor position would artificially inflate the effective
measure [Mac18]. In essence, this suggestion projects the 3D task into 2D before computing through-
put for touch-based interaction techniques. Even more recent work revealed that the distortion due to
perspective also has an effect [TS13]. As a conclusion, is suggested the use of the 2D projections of
sizes and distances to compute a screen-projected throughput for all remote-pointing techniques, such as
ray-pointing. Pfeiffer and Stuerzlinger have found that vibration feedback in 3D Fitts’ Law tasks does
not significantly differ from visual feedback [PS15] and some studies have indicated the positive impact
of vibration feedback on detection-reaction times [Cha+14].
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Figure 3.13.: Interaction with hands in the VE.

3.4.3. 3D Guidance
Guidance systems use technology to stimulate different modalities to provide encoded cues and intu-
itively help the user to change directions while performing selection, aiming and navigation tasks. Pre-
vious research showed that auditory cues for orientation could increase navigation performance in real-
world scenarios [Con+13]. Studies on navigation tasks found the effectiveness of directional vibrotactile
cues [Lin+05]. Recent research proposed the use of dynamic vibrotactile warning signals in different con-
texts; collision avoidance [Men+15] and prevention [SG08] during simulated driving. Research focused
on vibrotactile feedback showed that a vibration belt, featuring cues per cardinal direction, can provide
assistance to avoid the collision with obstacles in a VE, or in addition to verbal and visual guidance,
can decrease the task error rate [Woe+09]. A similar study providing vibrotactile cues in the north
direction presented better navigation performance in real-world environments [Kae+12]. The Pocket-
Navigator device was able to successfully provide assistance for per-segment navigation using vibration
patterns to encode cardinal directions and assist the user to follow a correct path [PPB10]. Some studies
explored the development of helmet-mounted actuators [MK10], indicating cues for movement direction
in GPS-supported navigation and providing the locations on the head that are most sensitive to vibra-
tion stimulation as well as optimal frequencies for tactile feedback. The effect of actuator density on
vibrotactile HMDs has also been studied [J O+16], showing a positive effect on user performance for 3D
selection tasks. When vibrotactile feedback is provided with guidance purposes, the cognitive load can
be reduced with short repetitive vibrations when haptic stimulation is provided in order to inform users
of pointing inaccuracies, by guiding their gaze in the direction of nearby interactive objects; the feedback
should be activated sequentially and not simultaneously [PRI15].

3.5. Conclusion
In this thesis, we use hand tracking to present virtual representations of the user’s hands and enable
natural interactions (Figure 3.13). We develop wearable and ergonomic haptic interfaces that are func-
tionally compatible with hand tracking modules. The system features interaction techniques to support
the user while performing tasks using 3DUIs. Such techniques evaluate user actions and produce haptic
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responses that are rendered through the visual modality (i.e., HMD) and the wearable devices (i.e., ac-
tuator commands). Overall, the system supports haptic feedback for direct physical interactions based
on real-world experiences (e.g., pressing a button), as well as high-level interactions based on haptic cues
communicating contextual information (e.g., obstacle detection). In summary, our approach is able to
provide low-latency haptic feedback (i.e., tactile and kinesthetic) in response to user interactions during
selection and manipulations tasks in VEs.

The motivation behind the use of (finger- and hand-worn) wearables for haptics relies on using wireless
and ergonomic technology to use the skin as a medium of communication, to offload the overworked visual
and auditory modalities [Jon18]. Our approach avoids the use of world-grounded and bulky devices with
workspace limitations in favor of user mobility and the current trend of ubiquitous and spatial computing.
The main objective is the creation of wearable tactile and kinesthetic devices that go beyond simple
vibrations and provide more meaningful feedback. Such devices should provide vibrotactile patterns
and kinesthetic cues instead of simple alerts and notifications. Furthermore, our techniques make use
of visuo-haptic illusions and multimodal feedback. We exploit such combination under the premise that
vision-dominance leverage facilitates manipulations of the user hands motion to induce illusions enriched
with tactile and kinesthetic feedback [Sam+19]. We believe that all this leads to believable experiences
instead of hyper-realistic interaction designs that often produce low-rated usability.
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Part II

Support for 3D Selection
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4 Chapter 4
Proximity-based Patterns

This chapter is related to the scenario D (see Section 1.2).

4.1. Motivation

Vibrotactile or kinesthetic information can be conveyed by a wide range of technologies such as devices
composed of sets of actuators [Buz+13; Lee+12; OH14; Sch+10; Shi+14]. If combined with tracking
technologies, such haptic feedback devices can be dynamically controlled according to interaction con-
ditions to ensure spatially sensitive feedback such as collision responses or warnings or may be used to
elicit physiological responses or behavior [SG08; Cha+14]. Even though new and varied input and output
devices are constantly released for application domains that require interaction with VEs, such as wands,
gamepads or touch-sensitive surfaces for video games or entertainment, few of these incorporate more
complex haptics technologies than on/off vibration feedback [Gup+13a; Mon+14]. Moreover, few of
these devices have a light-weight, unencumbered, and versatile form factor that supports haptic feedback
during spatial interaction in mid-air, while keeping the fingertips free to use other tools or devices, such
as touch-sensitive surfaces [Lub+14]. In this chapter we describe a ring-like haptic device for which we
designed spatially sensitive vibrotactile stimuli to effectively convey spatial information in the shape of
timely responses [SG08; Cha+14; Men+15], elicited as dynamic feedback patterns that can be combined
with auditory and visual signals, producing improved user performance on 3D interactive tasks. This
form of active haptic feedback for spatial interactive applications uses a set of proximity-based vibrotac-
tile patterns to provide dynamic feedback signals. We also present the vibrotactile patterns, as well as a
usability study, in which we evaluated the proposed patterns to support selection feedback when selecting
3D virtual objects by touching them with a fingertip. In the usability study we used a HMD as visual
output and tracked the user’s finger by using an optical system to track the infrared (IR) LED embedded
in the device.
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Figure 4.1.: Our ring-shaped haptic device featuring a light-weight form factor, actuator for vibrotactile feedback
and IR LED for optical tracking.

4.2. Ring-shaped Haptic Device
Our finger-worn device is designed in the shape of an adjustable ring and it is completely autonomous, i. e.,
avoiding cables using a wireless Bluetooth connection, a SoC micro-controller, a digital micro joystick for
input commands, a small form factor rechargeable 2-hour battery and an IR LED with omnidirectional
diffusor cap for external reference support (i. e., optical tracking systems). It also contains an on-skin
vibration element, managed and controlled by embedded software, which can be activated at different
frequencies according to signals received from the computer to provide haptic feedback. Taking into
account the designs of other finger-based wearables [CM06], we decided to place the ring on the first
joint of the user’s index finger. This allows for comfortable pointing gestures in VEs, natural multi-
touch gestures when using touch-sensitive interfaces, as well as comfortable control of the joystick. The
prototype is illustrated in Figure 4.1. Specific details of the device can be found in the Appendix (see
Section A.1) and [ALS15]..

4.3. Vibrotactile Patterns
In order to provide feedback when the user is interacting with a 3D object, we defined a sphere-shaped
interaction space which contains the object and matches its center. The interaction space exceeds the
size of the 3D object, providing a threshold that enables the haptic ring to provide vibration cues when
the user’s finger is approaching, penetrating or moving inside the 3D object.

The haptic feedback changes accordingly to a vibrotactile signal pattern that varies the vibration
frequency depending on the distance from the tracked finger to the center of the interaction space. Our
proposed interaction space is also intended to offer haptic feedback in 3D interaction as in a typical 3D
aimed movement [LL09]. In this way, with variations on the threshold and the radius, it is possible to
provide vibrotactile feedback during the ballistic and corrective phases or any detected and significant
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Figure 4.2.: Illustrations of the interaction space and the signal patterns used to provide haptic feedback.
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sub-movement. The positive effect of the haptic feedback (e.g. the reduction of the error rate) in related
3D interaction tasks has been tested recently [PS15].

As shown in Figure 4.2, the threshold part of the signal pattern is used to define the behavior of the
frequency when the finger is approaching the 3D object (a sphere in our test case), the rest of the signal
could define that behavior for penetration and movements inside the sphere (e.g. if the user should receive
specific feedback when touching the sphere’s center). For the experiment, the radius of the sphere was
defined in terms of the user’s ergonomic space, enabling the user to interact comfortably. Consequently,
the size of the threshold was defined as twice the radius in order to define a wide enough interaction
space and elicit meaningful haptic feedback.

We defined five vibrotactile signal patterns (Figure 4.2) representing different cues in terms of the
feedback provided in three phases: moving towards the sphere, penetrating the sphere and moving inside
the sphere. For all of the patterns, the outcome frequencies range goes from 40Hz to 220Hz according to
the capabilities of the device. The following listing shows a qualitative description of the patterns:

Pattern A This signal provides a subtle vibration during the approaching phase, then reaches the maxi-
mum vibration frequency when the finger is close to the sphere’s bounds according to a steep peak.
Then inside, the frequency decreases softly until no feedback is provided on the sphere’s center.

Pattern B This signal provides an increasing and soft vibration during the approaching phase, goes
until 55Hz on the sphere’s bounds, then softly goes to zero to then increase quickly, providing the
maximum frequency on the sphere’s center.

Pattern C This signal increases softly according to an exponential function from the minimum to the
maximum vibration frequency. No distinguishable changes between the three movement phases.

Pattern D This signal behaves as an exponential function during the approaching phase (0Hz to 110Hz),
then provides the last reached frequency (110Hz) over the whole volume occupied by the sphere.

Pattern E This signal increases softly according to a logarithmic function. No distinguishable changes
between the three movement phases.

4.4. Usability Study
In this section we describe the study we conducted to evaluate the qualitative effect of the different signal
patters used to provide haptic feedback, as described in the previous section. The participants were asked
to judge the quality of each curve for different purposes. The task was performed in a VE and consisted
in approaching a virtual target object with the index fingertip.

4.4.1. Participants
We recruited 16 participants for our experiment. Ten of them were male and 6 were female (ages 21 – 36,
M=26.38, SD=4.272). The participants were professionals or students in the fields of human-computer
interaction or computer science, who received class credit for the participation in the experiment. Two
participants were left-handed, the others were right-handed. All but one of them had normal or corrected



4.4 Usability Study 59

Optical
Tracking HMD

Questionnaires
Computer

Haptic Ring
with

IR LED

Figure 4.3.: Participant during the experiment with annotations explaining the setup. The inset shows the
visual stimulus the user saw during the experiment.

vision. One reported having Dyschromatopsia. We measured the interpupillary distance (IPD) [Wil+08]
before the experiment (M=6.394 cm, SD=0.386 cm). We calibrated the VE for each subject to ensure
comfort. All but two subjects reported at least some experience with 3D video games (rating scale 1=yes,
5=no, M=1.875, SD=1.455). All subjects reported at least some experience with stereoscopic 3D, such
as cinemas or TV (rating scale 1=yes, 5=no, M=1.750, SD=1.065). Twelve subjects reported that
they had participated in HMD studies before. All participants were naïve to the experimental conditions.
The mean of the total time per subject, including questionnaires and instructions was about twenty
minutes. Participants were allowed to take a break between the training and the main trials.

4.4.2. Materials

As illustrated in Figure 4.3, users wore an Oculus Rift DK2 HMD and our haptic device on the index
finger of their dominant hand, tracked in 3 DoF with an optical WorldViz Precision Position Tracking
(PPT X4) system with sub-millimeter precision. The Oculus Rift offers a nominal field-of-view of 100◦

at a resolution of 960 × 1080 for each eye. The visual stimulus consisted of a 3D scene (see Figure 4.3
inset), which was rendered with Unity3D on an Intel computer with a Core i7 3.4GHz CPU and Nvidia
GeForce GTX780TI. The participant’s finger was represented by a yellow cube and the target was a
semitransparent sphere. The sphere was red when the cube was outside and green when the cube was
inside. During both the training and the experiment phases there was just one target in the scene.
The targets were located depending on the calibrated finger position. The participants received haptic
feedback through the device depending on the distance of their finger to the center of the target sphere,
as illustrated in Figure 4.2. The diameter of the target sphere was 21.876 cm, calculated by taking into
account a distance of 40 cm and an index of difficulty of 1.5, and the size of the finger cube was 2.5 cm.
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4.4.3. Methods
We used a within-subject design testing the five different patterns in an order given by a 5×5 Latin
Square. After familiarizing themselves with all the patterns twice in a training part, the main trials
followed. The training was excluded from the results. For each trial, the participant was instructed to
move their finger through and around a sphere as long as they liked to acquire an understanding of the
technique. After a selection by pressing a button in the ring’s joystick, the participants had to take off
the HMD and answer a questionnaire evaluating the last used technique. The subjects were asked to
evaluate the last used technique by the following sentences (rating scale 1=Agree, 5=Disagree):

• The haptic feedback provided is helpful to feel how the finger penetrates the sphere.

• The haptic feedback provided is helpful to feel how the finger approaches the sphere.

• The haptic feedback provided is helpful to keep the finger at the center of the sphere.

• The haptic feedback provided is appropriate in terms of intensity

Hypotheses

We evaluated the following three hypotheses:

H1 Vibrotactile feedback patterns influence the user’s awareness of virtual objects.
H2 Providing vibrotactile feedback around an object increases awareness of proximity.
H3 Lack of vibrotactile feedback in an object increases the awareness of the object’s center.

4.4.4. Results
One subject misunderstood the task and was excluded from the results, so the results from the remaining
15 subjects were taken into account for the evaluation and were normally distributed according to a
Shapiro-Wilk test at the 5% significance level. We analyzed the results with a repeated measure ANOVA
and Tukey multiple comparisons. Degrees of freedom were corrected using Greenhouse-Geisser estimates
of sphericity when Mauchly’s test indicated that the assumption of sphericity had been violated. The
results of the questionnaires are shown in Figure 4.4.

We found a significant main effect of the used pattern on penetration (F (4, 56)=9.306, p<.001,
η2
p=.399). Post-hoc tests with Bonferroni correction revealed that pattern A was significantly better
for penetration than patterns B (t(14) = 2.229 p < .05), C (t(14) = 3.5 p < .05), D (t(14) = 3.228
p < .05) and E (t(14) = 4.83 p < .05). Pattern E was also worse than B (t(14) = 2.828 p < .05), C
(t(14) = 3.552 p < .05) and D (t(14) = 3.287 p < .05).

We found a significant main effect of the used pattern on range (F (4, 56)=9.243, p<.001, η2
p=.398).

Post-hoc tests with Bonferroni correction revealed that pattern E was significantly better for range than
patterns A (t(14) = 3.190 p < .05), B (t(14) = 1.586 p < .05) and C (t(14) = 4.3226 p < .05). Pattern D
was significantly better than patterns A (t(14) = 3.251 p < .05) and B (t(14) = 3.761 p < .05). Pattern
C was better than pattern B (t(14) = 2.747 p < .05).

We found a significant main effect of the used pattern on center (F (2.091, 29.269)=9.426, p<.001,
η2
p=.402). Post-hoc tests with Bonferroni correction revealed that pattern B was significantly better for
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Figure 4.4.: Experiment questionnaire results for each pattern concerning the questions described in Section
4.4.3 (normalized response 1=Agree, 0=Disagree).

center than patterns A (t(14) = 3.286 p < .05), D (t(14) = 5.906 p < .05) and E (t(14) = 3.862 p < .05).
Pattern C was significantly better than patterns A (t(14) = 1.6556 p < .05), D (t(14) = 5.145 p < .05)
and E (t(14) = 4.394 p < .05).

We found a significant main effect of the used pattern on intensity (F (4, 56)=3.598, p<.001, η2
p=.204).

Post-hoc tests with Bonferroni correction revealed that pattern E was significantly worse for intensity
than patterns A (t(14) = 2.567 p < .05), C (t(14) = 2.750 p < .05) and D (t(14) = 2.197 p < .05).
Pattern A was also significantly better than pattern B (t(14) = 3.055 p < .05).

Additionally, before and after the experiment, we asked subjects to judge their level of simulator
sickness with the Kennedy-Lane SSQ questionnaire [Ken+93]. While we measured an average pre-SSQ
score of M=10.721 (SD=18.853), the post-SSQ score was M=12.467 (SD=14.531). We found no
significant increase in simulator sickness over the time of the experiment (t(14) = .401 p = .694).

4.5. Discussion
Overall, the feedback patterns significantly influenced the subjective awareness of the users, which sup-
ports our hypothesis H1. The results show that every feedback pattern has their strengths in different
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A B C D E
M SD M SD M SD M SD M SD

Approach 3.400 1.298 3.933 1.223 2.800 1.082 2.067 1.033 1.733 1.100
Center 3.067 1.580 1.533 .640 1.600 .828 3.800 1.082 2.933 1.438
Intensity 1.733 .458 2.533 .990 1.800 .941 1.867 .915 2.533 1.246

Penetration 1.600 .910 2.467 1.302 2.533 1.060 2.667 1.175 3.600 1.183

Table 4.1.: Questionnaire Results: Mean and standard deviation for the vibrotactile patterns (rating scale
1=Agree, 5=Disagree).

areas. Pattern A appears to be the best for the simulation of penetration. While some participants
thought pattern B offered a good sense of penetration, others did not indicate that sensation. However,
pattern A was judged badly for sensing the center of an object. Pattern E showed the highest ratings
for the sense of range, or being close to the object, as it offered relatively strong vibration throughout
the threshold. However the sense of penetration was rated badly and especially the intensity received
the worst ratings, as expected. Nevertheless, the haptic feedback increased the participants’ awareness
of proximity to the objects, supporting our hypothesis H2. Patterns C and B equally gave the partici-
pants a good awareness of where the center is. The patterns offer different advantages. Pattern B offers
a reasonable sense of penetration and a good hint for the determination on where the center is. This
could enrich selection tasks and allow the execution of various tasks without the necessity to keep visual
contact with the interactive object. The fact that users gave mixed and negative ratings for the center
question at pattern A indicated that the participants were inclined to focus on the active vibrotactile
feedback and not the lack thereof. Despite being able to determine clearly when they penetrated the
object, allowing them to stay within the target, they did not actively feel the center of the object as it
offered no vibrotactile feedback, which disagrees with Hypothesis H3.

Being actively able to feel objects and their centers might have an influence on the distance perception
and the errors caused by distance overestimation and underestimation in VE tasks, e. g., in selection
tasks [LBS14]. It is thus necessary to further tune the parameters, depending on the desired use-case.
However, a few recommendations for the use of vibrotactile feedback patterns can be derived:

• Vibrotactile peaks at the outline of objects allows users to feel
the outline and the penetration thereof.

• Lack of vibrotactile feedback does not get detected as easily as
vibrotactile peaks.

• Decoupling of vibrotactile feedback from visual cues can guide
users to objects.

Some combinations of the patterns were used but in some cases produced misinterpretations related
to the number of objects felt by users (i.e. some signal combinations behaved like the signals related to
several objects close to each other). While the pilot study was conducted with spheres as targets, it is
possible to determine the depth of arbitrary watertight 3D objects and thus calculate a center and the
distance thereto for the determination of the correct signal strength based on the current pattern.
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4.6. Conclusion
We presented a novel ring-shaped wireless haptic feedback device for spatial user interfaces, and we
presented a usability study evaluating different vibrotactile feedback patterns. These feedback patterns
differ from the common on/off approach for vibrotactile feedback used by most similar devices as they
offer different strengths of feedback depending on the distance to a target or its hull. Our usability study
showed that these vibrotactile patters can improve the user’s subjective awareness of a virtual scene,
enriching it by providing haptic feedback when objects are penetrated or when their center is reached.
Moreover, the results showed that there is no overall optimal pattern as each pattern provides advantages
in different situations. We discussed recommendations for user interface designers to decide which pattern
should be chosen for particular interfaces depending on their goals. Future work should evaluate the
feedback patterns during pointing, touching, grasping or dexterous manipulation and determine how
they may further support 3D selection and manipulation tasks (e. g., by designing a controlled Fitts’
Law experiment which could also take into account error and performance measurement, as well as the
comparison with the visual and even the audio feedback). Also, further studies should take into account
the amplitude as another variation value of the vibrotactile pattern.
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5 Chapter 5
Use of Multimodal Feedback

This chapter is related to the scenario D (see Section 1.2).

5.1. Motivation
In this chapter we analyze the effects of unimodal and bimodal feedback provided through the visual,
auditory and tactile modalities, while users perform 3D object selections in VEs, by comparing both
binary and continuous proximity-based feedback. We conducted a Fitts’ Law experiment and evaluated
the different feedback approaches. The results show that the feedback types affect ballistic and correction
phases of the selection movement, and significantly influence the user performance.

Multisensory integration describes how information from different sensory modalities, such as vision,
audition, and somatosensation are integrated by the human central nervous system [Ern06]. Congruent
representations of such multisensory stimuli allow us to have meaningful perceptual experiences. Earlier
work has shown that the addition of multisensory feedback can improve interaction in VEs as it increases
the bandwidth of information that can be transferred to the user [VRC06]. While most VEs traditionally
focus on audio-visual feedback, e. g., to avoid extensive user instrumentation with gloves or similar, current
advances in 3D digital fabrication enabled the effective design and construction of unencumbering haptic
input devices, which have the potential to enrich the user’s experience and improve the feedback.

However, significant performance gains of using multimodal feedback, such as vibrotactile or auditory
feedback, have rarely been shown for typical interaction tasks such as 3D object selection or manipula-
tion [Eri+08]. In particular, 3D object selection is one of the most essential tasks for natural interaction
in VEs. In order to select the target object in the 3D space, the user needs to use devices or perform
hand gestures, such as grasping or pointing. If no additional feedback is provided during the selection
process, the user has to rely on the internal body senses only, i. e., proprioception and kinesthesia, to
ensure that the result of the selection process is indeed the intended virtual object. While proprioceptive
and kinesthetic cues can be sufficient for objects close to the user [MJS97], previous work suggests that
interaction performance is reduced for distant objects with such limited feedback.

Most direct 3D selection techniques provide at least visual feedback, which user perceive in addition
to the proprioceptive and kinesthetic cues. In addition, when the user performed the selection of an
object (e. g., with a button press or pinch gesture), the selected 3D object is often highlighted (e. g.,
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changing color), which further allows the user to ensure that the corresponding object is the intended
one. From a naive perspective, it seems reasonable to assume that the provision of redundant information
via multiple feedback modalities, might have the potential to improve user performance. On the other
hand, however, it has been shown that increasing the quality of visual feedback does not necessarily
improve user performance [Pou+98] and might even reduce selection performance [WB05].

Although it is not clear that additional sensory feedback results in performance gains, users often
tend to prefer multimodal feedback. For instance, auditory feedback has often been used in combination
with visual feedback in 3D selection tasks to reinforce a user’s actions, e. g., to inform the user when
a target has been highlighted or successfully selected [VRC06]. In addition, providing touch feedback
in spatial interactive applications through haptic technology, e. g., by using devices composed by sets of
actuators, makes more meaningful experiences possible. In addition, haptic feedback can be dynamically
adjusted according to interaction conditions to provide more significant information such as cues and
warnings [Cha+14; SG08]. Hence, so far only little research has been conducted to adapt non-visual
(e.g., vibrotactile and auditory) feedback with different stimulus intensities and frequency ranges to
inform user about spatio-temporal relations between the virtual input device and the target object.

In this chapter we present and compare different multimodal feedback types to provide the user with
additional spatio-temporal cues during the 3D selection process based on the proximity of the virtual
input device and the target object. We analyze the effects of multimodal feedback, while users perform
3D object selection tasks in a Fitts’ Law experiment.

The contributions of this chapter are:

1. A comparison of unimodal and bimodal feedback, combining the visual, audi-
tory and tactile modalities for user guidance during 3D selection tasks.

2. Performance analysis of proximity-based dynamic feedback patterns with tra-
ditional binary (on/off) feedback in a Fitts’ Law experiment.

3. An analysis of the ballistic and correction phases of the selection movements
to evaluate how are effected by the presented multimodal and feedback types.

5.2. Proximity-based Feedback
Most previous work on 3D user interfaces for object selection tasks incorporated some kind of feedback
(e. g., visual, auditory and/or vibrotactile) according to the position of a virtual cursor and the position of
a target object intended to be selected, in order to help a user to perform the selection faster and/or more
precise. We classify these types of feedback following a basic distinction between two main approaches,
which can be modeled with proximity-based transfer functions:

(1) Continuous Proximity-Based Feedback: The feedback continuously increases or decreases
according to the distance from the user’s finger to the target’s center. The user experiences the
maximum feedback level when the finger is at the target’s center (Figure 5.1b(top)).

(2) Binary Proximity-Based Feedback: The feedback is activated when the user’s finger is inside
the target. Otherwise, no feedback is provided as shown in Figure 5.1b(bottom). This solution is
the classic approach, going instantaneously from min to max feedback.
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(a) Position of the participant while performing the
Fitts’ Law selection task. The inset shows the partic-
ipant’s view in the VE. For details regarding target
sizes and calibration see Section 5.3.3.

(b) Transfer functions: Proximity-based binary feedback
(bottom) or continuous feedback (top) can be applied
to the fingertip based on distance to virtual targets.

Figure 5.1.: Experiment setup and proximity-based feedback.

We deliver the feedback using an in-house developed 3D-printed wireless device (see Section 5.3.2), which
is shown in Figure 5.2. With this wearable interface it is possible to track the pose of the finger in 3D
space and to present vibrotactile feedback adapted to the proximity of the virtual representation of the
device to virtual target. Moreover, by using a head-mounted display (HMD) and headphones we can
present additional sensory feedback to the user. Table 5.1 shows details about the possible combinations
of sensory modality, feedback type and transfer function. The columns Min and Max are related to the
signal levels shown in Figure 5.1b.

In the case of a continuous proximity-based haptic feedback, the device starts to deliver a subtle
vibration when the virtual input devices is at a given distance (cf. Section 5.3) from the target object.
While approaching the virtual object the intensity slowly increases until the finger is close to the target’s
bounds and then increases quickly, providing the maximum intensity on the target’s center (Figure 5.1b).
This pattern has been preferred by participants in a pilot study described in [ALS15].

For continuous proximity-based auditory and visual feedback, the same gradual change is applied to the
frequency of the tone (from 0 Hz to 900 Hz) and the color (from Red to Green) of the target respectively.
In the case of the binary proximity-based auditory and visual feedback, the Max is provided as soon as
a the finger intersects the target, but no changes in color, frequency or intensity are provided while the
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Feedback Modality Change Min Max

Binary (B)
Visual Color

Auditory Freq.(Hz) 0 900
Haptic Intensity 0 128

Continuous (C)
Visual Color

Auditory Freq.(Hz) 0 900
Haptic Intensity 30 128

Table 5.1.: Configuration for proximity-based feedback.

user is approaching the target. The target selection circle is presented to the participant as shown in
Figure 5.1a. (following the guidelines of ISO 9241) and the selection approaches as well as the target
selection positions are recorded for all the conditions presented in the experiment.

5.3. Experiment
In this section we describe the Fitts’ Law, within-subjects experiment conducted to analyze 3D selection
performance using different types of feedback and sensory modalities.

5.3.1. Participants
Participants were recruited through academic mailing lists. 18 subjects (14 male, 4 female) took part in
the study (mean age 26.4 years, SD=5.19). 14 participants had experienced a VR headset before and
11 had used a haptic device before. No displacements of equilibrium or motor disorders were reported
by the participants. We collected informed consent from all participants and received IRB approval for
our experiment. After removing participants who misunderstood the task, the data from the remaining
15 participants was analyzed. The experiment lasted approximately one hour including training trials to
get the participants familiarized with the task and the devices.

5.3.2. Material
Participants sat on a static chair (see Figure 5.1a) wearing an HMD to display the visual stimulus during
the experiment, which was a 3D scene rendered with the Unity3D engine on an Intel computer with a
Core i7 4.0 GHz CPU, 16 GB of main memory and an Nvidia Quadro K5200 graphics card. The HMD
used during the experiment was an Oculus CV1 offering a nominal diagonal FOV of approximately 120
degrees at a resolution of 1080 × 1200 pixels for each eye. Participants also wore a pair of headphones to
provide auditory feedback at 60 dB (with a sampling frequency of 48000 Hz and a gain of 0.025 decibels)
and a wireless haptic device (see Figure 5.2) in order to provide vibrotactile feedback. In addition, this
self-made device enables user input with a momentary button which can be effortlessly clicked in order
to avoid the Heisenberg effect [Bow+01], and was used by the participants to confirm selections. Specific
details of the device can be found in the Appendix (see Section A.2).



5.3 Experiment 69

Figure 5.2.: Self-made wireless vibrotactile fingercap to provide haptic feedback and confirm participant’s selec-
tions.

We used an IR marker attached to the haptic device to track the position of the index finger of
the participant’s dominant hand in order to show a cursor in the VE shaped as a 10 mm wide orange
sphere. The marker was tracked by an optical WorldViz Tracking System (PPT X4) with sub-millimeter
precision, which was chosen to offer high precision for the Fitts’ Law experiment. The participant’s head
was also tracked using the PPT system. The 3D scene for the Fitts’ Law experiment was designed taking
into account considerations for this kind of task [ST14]. Settings like target transparency, target shape,
target arrangement and depth cues in the VE were defined accordingly to avoid problems such as the
non-spherical distribution of hit points in 3D VEs and to enable direct comparisons between 2D and 3D
pointing results.

5.3.3. Methods
The task required to move the cursor as fast and as precisely as possible to the center of a target sphere
making part of a circular arrangement of 7 targets as defined in the ISO 9241 Part 9 for evaluating pointing
tasks using Fitts’ Law [Sta00]. The next target to be selected was always colored in red. Selection was
confirmed using the small digital button located on the side of the haptic device. A selection was deemed
successful if the button was pressed when the cursor was intersecting the target sphere. However, it was
not necessary to successfully hit the target in order to enable the next target and to continue with the
pointing task until all the 7 trial targets were selected.

To position the target circles in a comfortable pose for each participant, a process of calibration
was executed at the beginning of the experiment. Participants were asked to extend their dominant
arm forward and the index finger position was saved as a calibration point. The circle was posi-
tioned at a distance of about 80% the participant’s arm length as described in [Val+11; Lub+16]
as an optimal distance for vertical pointing tasks, providing a comfortable position according to
ergonomic guidelines when seated [Sta00]. We tested 6 different combinations of Index of Diffi-
culty (ID) and Target Width (W ),with IDs uniformly ranging from 2.5 to 3.5 bits, and testing
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(a) 3D reconstruction of the selection movements for a complete
trial (7 targets), showing the variation on feedback intensity
along the path followed by the participant’s finger.

(b) Example of a common selection movement, the
black sphere inside the target represents the se-
lection point.
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(c) The perceived signal as a function of vibrotactile intensities over time (top), and the corresponding velocity profile of
the selection, showing the ballistic phase followed by the correction phase (bottom).

Figure 5.3.: Visualizations of the selection movement and the velocity profile.



5.3 Experiment 71

target sizes from 2.9 to 7.5 cm, representing a valid range of difficulties for this particular setup.
Each condition was tested with 5 repetitions and their order was fully randomized. The repetitions
were aggregated by D/W Fitts-Law values, according to ISO 9241-9 procedure for throughput calculation.

The system provided different types of visual, audio and/or vibrotactile feedback according to
the distance from the cursor to the geometric center of the target sphere as described in Section 5.2.
In total, we considered a set of 13 different conditions including a baseline condition without feed-
back, i. e., neither visual nor auditory or haptic cues informed the participant when her/his finger
was within the target sphere. The remaining conditions were split into two factors. The first
factor provides six combinations of modalities (MODALITY ) as three unimodal conditions (i.e.,
Audio, Haptic, Visual), and three bimodal conditions (i.e., VisualAudio, VisualHaptic, AudioHaptic).
The second factor includes two types of proximity-based FEEDBACK providing binary and continu-
ous feedback for every MODALITY, summing up a total of 12 more conditions in addition to the baseline.

We recorded the movement time from one target to the next in the Fitts’ Law task, we further
measured the error rate as a percentage of the amount of target selections by clicking the device button
when the target was not successfully selected by the participant, i. e., when the cursor was outside
the target sphere. Additionally, we measured the 3D error distance over the selections by computing
the Euclidean distance from the target center to the selection point. Finally, we computed our first
dependent variable as the effective THROUGHPUT metric incorporating both errors and time into an
overall estimate of performance.

5.3.4. Analysis of the Selection Movements
In order to add more dependant variables to analyze the effect of the presented conditions on the quality
and the accuracy of the movements performed by the participants to select a 3D target, we implemented
a procedure to reconstruct all the actions performed (i.e., target approaches and selections) by using the
3D tracking data recorded during all trials for all the subjects (see Figure 5.3a). In this way, we performed
an off-line analysis of the trajectories traveled by the participants’ finger to intersect the target object
and confirm the selection. Furthermore, we also recorded the variations on feedback (i.e., color, intensity,
or frequency) along the path followed by the participant’s finger, according to the parameters defined
in Table 5.1 and depicted in Figure 5.3a-right. The perceived signal (defined by the proximity-based
feedback) over time is presented on Figure 5.3c-top, enabling the analysis of the movement phases and
the transfer functions of the feedback simultaneously.

Ballistic and Correction Phases

As described in Section 3.4.2, we can analyze a single selection movement (see Figure 5.3b) extracting
the velocity profile which shows the velocity of the participant’s finger as a function of time (see Fig-
ure 5.3c-bottom) in order to detect the ballistic and correction phases of the movement. We implemented
a classifier algorithm to process our trials data and set a dependant variable with the percentage of
CORRECTION phase in the selection movement (i.e., ballistic and correction percentages are comple-



Use of Multimodal Feedback72

mentary), based on the local minima/maxima and zero jerks (i.e., derivative of acceleration with respect
to time) detected in the velocity profile [Liu+09].

Undershooting and Overshooting

Based on the sub-movements detected by the classifier algorithm on the velocity profile, we are able
to discriminate among the ballistic phase, correction phase, returning to the target after overshooting,
undershooting and re-accelerating to the target, and inflection points in the profile in general. We created
an additional dependant variable (UNDERSHOOTING) to store the under/overshooting distance along
the vector defined by the positions of the last target and the current target being selected. To do this,
we projected the selection vector on the target vector and recorded negative values for undershooting
selections and positive values for overshooting selections.

5.4. Results

We analyzed the results with RM two-way ANOVAs for the two factors (i.e., MODALITY and FEED-
BACK ) on the dependant variables (i.e., THROUGHPUT, CORRECTION and UNDERSHOOTING),
followed by post-hoc analyses with pairwise T-test comparisons with Bonferroni’s correction at the 5%
significance level. We confirmed the assumptions of the ANOVA for the experiment data; a Shapiro-
Wilk’s test did not indicate that the assumption of normality had been violated. Degrees of freedom were
corrected using Greenhouse-Geisser’s estimates of sphericity when Mauchly’s test indicated that the as-
sumption of sphericity had been violated. One-way RM ANOVAs were used to compare the MODALITY
regarding the number of modalities involved (i.e., Unimodal and Bimodal) on all the dependant variables
and no significant differences were found. On this section, only significant comparisons are mentioned
and the whisker bars shown on the different plots present the standard error of the mean.

5.4.1. Effective Throughput

The RM two-way ANOVA showed a significant main effect of FEEDBACK (F (1, 14) = 6.673, p< 0.05)
but not forMODALITY on THROUGHPUT. No significant interaction of FEEDBACK andMODALITY
was found. Post-hoc tests revealed significant differences between Binary and BaseLine (p< 0.05), and
between Binary and Continuous (p< 0.001), with Binary feedback (M=2.747, SD=0.656) having higher
throughput than both Baseline (M=2.662, SD=0.594) and Continuous (M=2.624, SD=0.613) conditions.
Regarding the Baseline condition, pairwise comparisons revealed a significantly better THROUGHPUT
for Binary-Audio (M=2.808, SD=0.616, p< 0.01), Binary-Haptic (M=2.773, SD=0.691, p< 0.05), and
Binary-VisualAudio (M=2.787, SD=0.654, p< 0.05). On the contrary, THROUGHPUT was significantly
lower for the Continuous-Visual condition (M=2.526, SD=0.566, p< 0.001). Figure 5.4a summarizes
the results, showing that the THROUGHPUT is higher when Binary-Audio, Binary-Haptic and Binary-
VisualAudio feedback are provided.
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(a) Effective throughput is better in Binary condi-
tions (i.e., Audio, Haptic).

(b) Binary-Audio and -Haptic feedback presented
longer correction phases.
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(c) Audio and Haptic conditions presented very low undershooting.

Figure 5.4.: Results for the experiment on multimodal feedback for 3D selection.
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(b) Undershooting and retry.

Figure 5.5.: Common velocity profiles for the combinations of modalities.

5.4.2. Under/Overshooting

The RM two-way ANOVA showed a significant main effect ofMODALITY (F (1, 14) = 2.932, p< 0.05) but
not for FEEDBACK on UNDERSHOOTING. No significant interaction of FEEDBACK andMODALITY
was found. Regarding the condition, the pairwise comparison revealed that the Audio condition (M=-
0.310, SD=5.145) is significantly better (i.e. prevented the undershooting) than BaseLine (M=-1.088,
SD=5.652, p< 0.05), Visual (M=-1.234, SD=5.600, p< 0.05) and VisualAudio (M=-1.505, SD=5.254,
p< 0.001). The same test also revealed that the Haptic condition (M=-0.254, SD=5.031) is signifi-
cantly better than BaseLine (M=-1.088, SD=5.652, p< 0.05), Visual (M=-1.234, SD=5.600, p< 0.05),
VisualAudio (M=-1.505, SD=5.254, p< 0.001) and AudioHaptic (M=-1.103, SD=5.113, p< 0.05). Fig-
ure 5.4c summarizes the results. As a main outcome, a general undershooting problem was observed (i.e.
even the BaseLine condition was affected), only Audio and Haptic feedback could prevent this distance
estimation problem.



5.4 Results 75

-1
.0

0.
0

1.
0

Provided Signal

Distance Traveled by Finger (cm)

H
z.

/I
nt

.

0.4 1.4 1.9 4.1 8.8 14.3 21.8 28.6 33.8 36.4 38.2 39.2

0.
2

0.
6

1.
0

Velocity Profile

Distance Traveled by Finger (cm)

V
el

. (
m

/s
)

0.4 1.4 1.9 4.1 8.8 14.3 21.8 28.6 33.8 36.4 38.2 39.2

(a) Bad correction phase and undershooting.

0
40

80
12

0

Provided Signal

Distance Traveled by Finger (cm)

H
z.

/I
nt

.

0 0.4 2 4 8.1 14.4 21.5 29 32.9 34.9 36.6 37.6 38 38.6

0.
0

0.
4

0.
8

1.
2

Velocity Profile

Distance Traveled by Finger (cm)

V
el

. (
m

/s
)

0 0.4 2 4 8.1 14.4 21.5 29 32.9 34.9 36.6 37.6 38 38.6

(b) Binary feedback synchronized with correction phase.

Figure 5.6.: Common velocity profiles for the combinations of proximity-based feedback.

5.4.3. Percentage of the Correction Phase

The RM two-way ANOVA showed a significant main effect of FEEDBACK (F (1, 14) = 6.961, p< 0.05)
but not for MODALITY on CORRECTION. No significant interaction of FEEDBACK and MODALITY
was found. Post-hoc tests revealed significant differences between Binary and both Baseline (p< 0.05)
and Continuous (p< 0.001), with Binary feedback (M=17.486%, SD=7.231) having a longer correction
phase than Continuous feedback (M=15.899%, SD=7.099) and BaseLine (M=16.541%, SD=7.258). Re-
garding the Baseline condition, pairwise comparisons revealed significantly longer CORRECTION phase
for Binary-Audio (M=17.908, SD=7.160, p< 0.05) and Binary-Haptic (M=17.848%, SD=7.561, p< 0.05).
On the contrary, CORRECTION phase was significantly shorter for the Continuous-Audio (M=15.021%,
SD=6.780, p< 0.05) and Continuous-Haptic (M=14.918%, SD=7.142, p< 0.01). Figure 5.4b presents
the results. In summary, Binary-Audio and Binary-Haptic conditions presented longer correction phases,
conversely, Continuous-Audio and Continuous-Haptic presented the shortest correction phases.
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5.4.4. Subjective Preference and Questionnaires
At the end of the experiment we asked subjects to judge if the different types of feedback were useful by
giving subjective values on a scale of 0 (not useful at all) to 10 (very useful). For visual feedback the score
wasM = 7.33 (SD= 1.91), for haptic feedback the score wasM = 5.63 (SD= 2.63), for auditory feedback
the score was M = 7.53 (SD= 1.06) and for the combinations of different types of feedback the score was
M = 9.33 (SD= 0.81). A Friedman test revealed a significant effect of the feedback combinations on the
scores (E(2)=17.365, p< 0.001). A post-hoc test using Wilcoxon-rank with Bonferroni correction showed
a significant difference between haptic feedback and bimodal feedback (p< 0.05); participants preferred
the bimodal conditions over the unimodal haptic feedback. In the same way, some of the comments given
by the participants show the same tendency: “I liked the combination of visual and audio elements in
the experiment” and “Precise positioning in the center of the sphere was easiest with additional audio
pattern feedback”.

Although the participants kept a seated position during the experiment, we asked the participants
to answer the Simulator Sickness Questionnaire (SSQ) before and after the experiment. We analyzed
the data with a non-parametric Wilcoxon Signed-Rank test at the 5% significance level. There were
no significant increases in the condition of the participants before (M=5.150, SD=3.23) and after the
experiment (M=6.213, SD=6.67). The participants had also to judge their level of presence on the basis
of the Slater-Usoh-Steed presence questionnaire after the experiment (M=4.911, SD=1.259) indicating a
good sense of presence.

5.5. Discussion
Our experiment revealed that the overall effective throughput that can be reached with proximity-based
feedback differs significantly in favor of binary feedback over continuous feedback for unimodal conditions.
In particular, we made the following observations in the proportion of the ballistic and correction phases
and undershooting for the feedback types:

• Continuous feedback (for all the conditions) presented the same or less level of THROUGHPUT and
CORRECTION as our base condition. Additionally, many selection movements with continuous
feedback presented undershooting problems caused by velocity profiles with no correction phase at
all (Figure 5.5a), maybe associated with too-fast approaches when compared with related research
[Liu11]. Also, we detected common selection movements with a premature correction phase leading
to undershooting, then a retry over a very short distance, which produced small overshooting in
most cases (Figure 5.5b).

• Binary feedback for the visual modality was in general no different from the BaseLine condition,
presenting the same undershooting problem and in many cases the finger approached the target
region but the usual corrective behaviors to locate the center of the target were completely lost or
erratic (Figure 5.6a).

• Audio and Haptic conditions with continuous feedback could prevent the undershooting with short
correction faces as the associated movements produced low THROUGHPUT (i.e., the effective
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throughput was below the Baseline) due to very slow but precise approaches. This behavior can be
explained by the cognitive load needed to interpret proximity-based feedback based on intensities
or frequency changes [Ari+17]. In contrast, Audio and Haptic conditions with binary feedback,
produced high THROUGHPUT, very low UNDERSHOOTING and longer CORRECTION phases,
beneficial in order to achieve a selection performance similar to real-world selections as presented
in [Liu+09]. Many selection movements in this category, could even elicit velocity profiles highly
synchronized with the feedback signal (vibrotactile and audio); the correction phase movement
improves with the binary feedback (Figure 5.6b).

Moreover, our results showed that participants subjectively preferred the bimodal over unimodal feedback,
and that bimodal feedback significantly reduced error rates (there was a significant difference (p< .05) in
error rate for unimodal (M=9.76, SD=15.33) and bimodal (M=8.01, SD=14.11) conditions. This result is
contrasted with studies showing continuous visuo-haptic feedback reducing the error rate in comparison
with a binary alternative [Ach+14].

Considering that it is essential for some application domains to keep a balance between minimizing
errors and achieving faster selections, we believe that our suggestions will provide valuable options that
can be leveraged by practitioners to improve their 3D user interfaces. We propose the following guidelines:

• Avoid bimodal combinations if the user interface must provide advantages in terms of throughput
and preventing undershooting.

• Choose binary proximity-based feedback over continuous feedback for faster movement times and
overall higher throughput in 3D selection tasks.

• Choose bimodal over unimodal feedback for reduced error rates in 3D selection tasks and higher
subjective user acceptance.

• The best deal among throughput, under/overshooting distance and the proportion of the correction
phase is binary-unimodal-haptic feedback. With this profile, is it possible to significantly increase
the correction phase (i.e., 12%), prevent over/undershooting almost completely while having a
higher throughput in comparison with the BaseLine condition. Although binary-unimodal-audio
feedback offers the same advantages, we recommend haptic feedback (i.e., vibrotactile in this case)
because audio cues could interfere with common environmental sounds in VEs.

Finally, the context of the presented study is related to 3D selections on a Fitts’ Law experiment with
an interaction space restricted to a circular layout of targets. Is it necessary further research to evaluate
the conditions, the hardware developed, and the guidelines suggested on different interaction spaces and
techniques for VR (i.e., different depth levels, fovea/periphery, pulse-based tactile feedback, etc.).

5.6. Conclusion
In this chapter, we presented proximity-based feedback types that can be used, in particular, during
3D selections. We applied these feedback types to three sensory modalities (i. e., visual, auditory, and
tactile), leveraging an HMD, headphones and a vibrotactile finger-wearable device. Moreover, we changed
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the intensity, frequency, and color according to the distance traveled during selection, which provides
localization cues to improve overall performance. We analyzed the types of feedback using a Fitts’ Law
experimental design. Our Fitts’ Law experiment revealed significant benefits of binary proximity-based
feedback over continuous feedback in terms of higher effective throughput and less undershooting. The
the overall effective throughput that can be reached with proximity-based feedback differ significantly
in favor of binary feedback. We found that binary feedback is also offering better benefits preventing
undershooting when selecting 3D targets in comparison with the continuous counterpart. Furthermore,
we analyzed the proportion of the ballistic and correction phases of the selection movements and we
found that binary feedback produce movements with larger correction phases, usually related to accurate
selections. Moreover, bimodal feedback was subjectively preferred over unimodal feedback. Finally, we
discussed guidelines for practitioners in this field to improve their 3D user interfaces.
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Part III

Perceptual Illusions
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6 Chapter 6
Inducing the Long-Arm Illusion

This chapter is related to the scenario B (see Section 1.2).

6.1. Motivation
Current developments in VR allow numerous users to experience VEs in a broad range of application
fields. However, most traditional VEs are focused solely on the visual and auditory modalities, which
often limits the user’s sense of body ownership and embodiment in virtual environments. Research has
shown novel advances in wearable devices to provide vibrotactile feedback which can be combined with
low-cost technology for hand tracking and gestures recognition. In this way, it is possible to reproduce
perceptual illusions involving tactile sensations, in which the stimulation of the sense of touch can be
provided with an actuated device instead of using a real object, extending the interaction possibilities
of the user, creating compelling illusions and, for instance, even creating the sense of having bigger,
shorter or elongated limbs [Kil+12; TH05]. However, so far there are no conclusive results about the
effects of replacing the traditional approach to provide the tactile feedback i. e., manual and synchronized
tapping, with automatic vibrotactile stimuli using a wearable device. By combining HMD-based VEs with
head, hand and body tracking, with haptic feedback devices enables the creation of interactive experiences
providing embodied visual, auditory and haptic feedback in response to user actions. Additionally, current
technology provides low-energy, wearable and wireless components to create ergonomic and low-latency
vibrotactile devices, reliable enough to automate the creation of perceptual illusions in VEs and possibly
inducing effects similar to real-world demonstrators. Body-transfer illusions, such as the rubber-hand
illusion or elongated-arm illusion, have shown that it is possible to give a person the persistent illusion
of body transfer after only brief phases of synchronized visual-haptic stimulation. The motivation of this
chapter is to induce such perceptual illusions by combining VR, vibrotactile and tracking technologies,
offering an interesting way to create new spatial interaction experiences centered on the senses of sight
and touch. We present a pair of self-made gloves featuring vibrotactile feedback that can be synchronized
with audio-visual stimulation in order to reproduce an illusion of body-ownership providing automatic
tactile stimuli, instead of the traditional approach based on manually synchronized stimulation, and
finally measured the physiological responses to a sudden event in order to evaluate if the illusion effects
could be properly induced.
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Figure 6.1.: (left) Images of the glove with the electronic case attached to the forearm, and (right) participant
interacting with the VR application, wearing the pair of gloves and the Oculus Rift DK2 with the
Leap Motion attached in front to facilitate the hand tracking.

6.2. Vibrotactile Glove Device
We designed our device as a glove to recreate the sense of touch with vibrotactile feedback while the
user is exposed to a VR visual stimulus involving body-transfer illusions. In this section, we detail the
concepts and the implementation details of a pair of tactile devices (for bimanual interaction), which offer
a wireless, lightweight and responsive tactile display solution, able to provide synchronized visual-tactile
stimuli in VEs.

6.2.1. Vibrotactile Display
There is a wide range of methods to provide tactile feedback (i. e. temperature, vibration, pressure). Our
approach is based on coin-type linear resonant actuators (LRAs), used to create vibrations by powering
a voice coil, which moves a magnetic mass and vibrating at a resonant frequency in one dimension; in
this case, the normal direction to the hand’s palm surface.

The proposed glove consists of 14 actuators. The quantity of actuators was defined as a balance between
device mobility and power usage while still offering a comfortable wearable device. The positions were
chosen regarding neurological aspects; the density of actuators on individual parts of the hand depends on
the size of the area in the somatosensory cortex. We concentrated on the fast adapting Pacini corpuscles
(PC) described by Stark et al. [Sta+98] in the fingers and palm of the hand. The receptors are primarily
reacting to vibration so it is easy to stimulate them with LRA actuators [CK13; Kur+07]. The receptive
fields of cortical neurons on the fingertips are smaller than the one on the palm. Therefore, each finger
has two actuators, which are placed on the fingertip and above the metacarpophalangeal joints. The
palm has only four actuators: Two on the ball of hand and two on the palmar surface, renouncing on
placing one vibration motor in the middle of the palm, as it could not touch the skin under certain hand
postures [GPS12]. Israr and Poupyrev [IP11] proved with their tactile brush algorithm, that it is possible
to create continuous, high-resolution tactile stimuli with a low-resolution grid of vibrating actuators by
using the apparent motion and the phantom illusion.

For the resonance frequency Kuroki et al. chose 240 Hz for their mechanical feedback to stimulate the
PC [Kur+07]. In general PC stimulate in an interval of 10 -500 Hz with a minimal threshold of 150-300



6.2 Vibrotactile Glove Device 83

Figure 6.2.: View of the 3D user interface used to navigate through the experiment tasks.

Hz [CK13]. If the frequency is high, the localization of the single signal gets more difficult because the
stimuli are propagated. After a test to detect stimuli overlapping, we set a frequency of 175 ±5 Hz so
the vibration is not too strong for sensitive people and keeping the source still distinguishable.

As a result, our grid of actuators can stimulate the hand in a detailed manner that is enough to provide
the touch sensations required in perceptual illusions experiments, emitting vibration stimuli between the
acceptable range [Kur+07]. The vibration motors are attached with a rubber band to a thin fabric glove.
Previous prototypes of our device have shown that normal gloves do not create enough tension to produce
the same vibration on different hand sizes. With regards to Choi and Kuchenbecker we included rubber
bands to “ensure signal transmission” [CK13] and that the motors are nearly on constant places for a
wide range of hand sizes. Specific details of the device can be found in the Appendix (see Section A.4).

When emitting signals to the vibration motors, we address the motor independently with values to
define the intensity of vibration. Before emitting signals, we have to determine the intensity for each
vibration motor. We do this by attaching Tactile Control Points (TCPs) to the avatar’s hand bones at
specific locations, which represent the real vibrators’ locations on the gloves. Instead of using full vibration
intensity when in contact with a surface, following an on-off approach, TCPs inherit an intensity value
dependent on their distance to the nearest touchable collider in the scene. The used distance function
is defined by (1 − x/0.01)4 and returns values greater than zero for distances between zero and one
centimeter. The “actual distance" refers to the size of the depicted hand, while the graph is only valid
for the examined point on the surface at the coordinate (0,0). After determining the intensity for each
TCP, all the data is collected and sorted by a central organizer unit. This unit puts all the intensities
into an encoded-data packet and sends it to the experiment computer.

The choice to emit an intensity based on distance rather than contact, stems from the way the tracked
hands interact with virtual objects. It is because of our inability to detain the user’s real hands from
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Figure 6.3.: User perspective for the elongated arm.

moving when the correspondent virtual hands should, due to collisions. If we stopped the virtual hands
from moving further in a direction because of an obstacle, we could not synchronize this behavior to the
user’s real hands, which are free to move in any direction at any time in our setup. Since it is a delicate
task to maintain a hand position that actually provides tactile feedback while touching a static surface,
we defined a certain range around the surface that would trigger a vibration on our glove. This eventually
led to the implementation of the distance function to provide a more elaborate sensation.

We integrated the vibrotactile glove into a VR setup using the Unity3D engine and an Oculus Rift
DK2 head-mounted display with a Leap motion controller for hand tracking. The tracked pose of the
glove can be used to induce vibrotactile feedback, for example, when collisions with virtual objects are
detected.

6.3. Experiment
In this section we describe the within-subject experiment conducted to analyze whether the vibrotactile
feedback condition, using our proposed device, can reach a similar effect strength as the traditional
reference condition, in which tactile stimulation is applied manually with a real-world object as commonly
used to induce the elongated-arm illusion in psychological experiments.

6.3.1. Setup
The virtual environment was designed with the Unity3D engine and deployed on an Intel computer with
a Core i7 hexacore at 3.5 GHz CPU with 32 GB RAM and two Nvidia GeForce GTX 980 graphics cards
in an SLI array. We used an Oculus Rift DK2 as a fully immersive display and a Leap Motion for hand
tracking. In order to guarantee a reliable hand tracking for rested-forearm tasks and according to our
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experiences, the Leap Motion was tilted down by approximately 13 degrees using a 3D printed mount.
Also, noise cancelling headphones were used to increase the immersion and filter out background noises.

As we wanted to make the experience as little irritating for the participants as possible, we chose to
create a neutral environment in which a participant’s avatar is seated in a desktop setup, looking from
the avatar’s point of view. This scene recreates the actual constellation of the participant to the chair,
table and screen in the physical experimental setup. We ensured that sufficient free space was available
between the participant and the screen in order to let them interact with their hands with virtual objects
or interfaces (see Figures 6.2 y 6.3).

A simple 3D user interface was included so that the participants could advance through the different
experimental steps at their own pace. This was carried out via two hand panels, hovering above the table,
which could be touched simultaneously to indicate that the participant was ready to be given the next
instruction. The virtual room was refined by adding details in the form of furniture, windows, plants and
decorative assets to reproduce the impression of the real place uses for the study.

6.3.2. Tasks

The experiment consisted of three phases. The first phase introduced the participant to the sensation
of the vibrotactile feedback. This included being exposed to visual-haptic stimuli on the hands and
recognizing basic shapes like a cube or a sphere. In the second phase, the participant’s arm was stabilized
in a comfortable position on a wedge of foam, and the participant was asked to hold the physical arm still
while concentrating on the virtual arm, which was slowly elongated and after reaching twice-and-a-half
of its original length was slowly retracted again to its normal length. While doing so, a virtual ball was
bouncing on the virtual hand to attract the attention of the participant. The sensation of touch provided
by the bouncing ball was assigned randomly and produced according to our two experiment conditions:

1. Through vibrotactile feedback activating the vibrating actuators in the gloves according to the col-
lisions detected between the virtual hand and the virtual bouncing ball (further called Vibrotactile
Condition).

2. Through a real ball which was bounced synchronously on the participant’s real hand by a member
of the team, tapping gently the real hand of the participant every time the virtual hand was touched
by the virtual bouncing ball (further called Tapping Condition).

Once the second phase was finished, the participant was asked to answer a survey regarding the feeling
and sensation of having an elongated arm. Also, the participant had to estimate the length of the
perceived elongated arm. For the third phase, the participant had to repeat the same procedure as in
phase two, but received feedback according to the remaining condition. Again the arm was elongated, but
in contrast to phase two, it was threatened with a sudden event occurring when it was fully elongated,
which consisted of a heavy object falling from the ceiling. Finally, the fourth phase gathered the same
subjective data as the second phase.
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6.3.3. Participants

In a time span of two weeks, 37 participants were recruited through academic mailing lists to test the
experiment. All of them gave their informed consent and the study was approved by and conducted
in accordance with the local Ethics Committee. The variety of age was between 10 and 54 years old
(M =28.0, SD=9.1).

The aspect of gender was distributed with 26 male and 11 female participants, mostly computer science
students and IT professionals and all of them had normal or corrected vision. Two-thirds of the partici-
pants reported no prior experience with experiments involving vibrotactile devices. The mean time per
subject, including questionnaires and instructions, was about fifty minutes. After removing a participant
who failed the stereoscopic vision test, the analysis employed data of 36 remaining participants.

6.3.4. Procedure

The participation started with a demographic questionnaire and the Titmus test [SH84] for stereo-
blindness assessment. The participants sat on a static chair in front of a table. Two computers were
used for this experiment. The first one was only used for the testing environment and measuring the
interpupillary distance (IPD). The monitor was needed to synchronize the stimulation with the real ball
at phases two and three. Unused devices (including keyboard, mouse, connector etc.) were moved away
to not be a hindrance to the participant during the experiment. The second computer was used only for
answering questionnaires. The table was covered with an infrared light absorbing material to support
the tracking of the Leap Motion. For the experiment itself, the participants were asked to wear mul-
tiple devices: The Oculus Rift DK2 HMD with the attached Leap Motion sensor, the noise-cancelling
headphones and the pair of haptic gloves (see Figure 6.1).

For the stimulation with the real ball, a matching-size sphere was glued to a stick, so the member
of the research team would not touch and distract the participant. In order to achieve higher accuracy
in the Tapping Condition, the same experimenter performed all the tapping actions during the whole
experiment. In addition, training sessions were conducted apriori to reduce the variance on timing and
intensity, thus achieving a synchronous and believable movement comparable to the Vibrotactile Condition
that consistently matches the visual feedback. During and after the experiment, the results were collected
in three different ways. First, a questionnaire was answered by the participant. As a second result, an
attending member of the research team subjectively evaluated the reaction to the sudden event of a heavy
object falling from the ceiling on a scale from 0 to 10 (being 10 the highest score), according to reflex
reactions of the participant’s body avoiding the threat and offering insights about the achieved sense
of body ownership. To avoid experimenter bias, the evaluation was quantified according to predefined
guidelines to score reactions like going back with their head and arms, twitching, faster breathing or
comments made by the participants. Lastly, the participants were asked to judge their own feeling and
reaction towards having his arm elongated and threatened by the sudden event.
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Directly after the elongated-arm stimuli (phase two and three), the participants were asked to answer
different questions regarding their feeling of ownership of the virtual arm (scale 0 to 10 for the first three
questions):

1. Please judge your sense of having an elongated arm.

2. Did the elongated arm feel like a part of your body?

3. How comfortable did you feel with an elongated arm?

4. How long do you think your elongated arm was (in %)?

5. Additional comments (I liked..., I didn’t..., because...)

The four dependent variables, defined as Ownership, Proprioception, Comfort and Perceived Length
from the first four questions, focus on the feeling of body ownership. If the corresponding answers
show a trend towards high values, we can conclude that the elongated-arm illusion could be correctly
induced [Kil+12]. The additional comments were used to comprehend and confirm the participant’s
answers.

6.4. Results
The results of the experiment are shown in Figure 6.4. For the analysis we ran comparative tests to
measure the effects of the long-arm illusion induced with our vibrotactile condition in comparison with
the traditional tapping condition. We ran a Wilcoxon Signed-Rank test at the 5% significance level for
the Ownership, Proprioception and Comfort variables, and a paired t-test at the 5% significance level for
the Perceived Length variable. Table 6.5 lists all the calculation details related to the following findings:

• We found a significant influence of the elongated arm on ownership for the Tapping Condition
(M=6.5, SD=2.171) and the Vibrotactile Condition (M=7.028, SD=2.210), reporting an effect of
medium size (0.247).

• We found a significant influence of the elongated arm on proprioception for the Tapping Condition
(M=5.778, SD=2.520) and the Vibrotactile Condition (M=6.50, SD=2.299), reporting an effect
of medium size (0.348).

• We found no significant influence on the comfort variable for the Tapping Condition (M=6.555,
SD=2.104) and the Vibrotactile Condition (M=6.833, SD=2.236).

• We found a significant effect of the elongated arm on the perceived length for the Tapping
Condition (M=142%, SD=0.991) and the Vibrotactile Condition (M=170%, SD=1.267), the effect
size is 0.350, with a standardized mean confidence interval of [-0.554; 0.010].

6.4.1. Subject Reaction
As described above, to draw further conclusions regarding the body ownership, a sudden event was
presented to the participants at the end of the third phase. While doing the experiment, every participant
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Figure 6.4.: Plot corresponding to the dependent variables (ownership, proprioception, comfort and per-
ceived length) showing the general scores (top), and the scores ranked by experiment condition
(bottom).

(if previously agreed) was filmed to offer the possibility to recapture missed reactions during the study
reviewing the video footage. The shown reactions were put into a scale from 0 to 10. If the participant
did not show any signs of reaction, the value equals 0. If the participant showed a full reaction, like trying
to protect his arm or showing full surprise reactions, like heavy breathing, then the value equals 10. The
team did not only look at the twitching of the arm, but also included the surprise and fear reactions
like laughing anxiously into the value. The presented reactions were noted as a comment to differentiate
the values. The values of this subjective variable, indicate that almost 50% of the participants reacted
noticeably to the sudden event (M=5.25, SD=2.872), while the Tapping Condition (M=4.4, SD=2.746)
presented a lower reaction level than the Vibrotactile Condition (M=5.857, SD=2.869).

6.4.2. Simulator Sickness

Although the participants kept a seated position during the experiment and were instructed to look
forward avoiding fast head movements to reduce nausea among other simulator effects, we asked the
participants to answer the Simulator Sickness Questionnaire (SSQ) [Ken+93] before and after the exper-
iment. We analyzed the data with a non-parametric Wilcoxon Signed-Rank test at the 5% significance
level. There are no significant increases in the condition of the participants between before (M=0.187,
SD=0.143) and after the experiment (M=0.131, SD=0.065).



6.5 Discussion 89

General scores

Sc
or

e

0
1
2
3
4
5
6
7
8
9

10

Ownership Proprioception Comfort Perceived Length

Score by Condition

Sc
or

e

0
1
2
3
4
5
6
7
8
9

10

Tapping Vibrotactile Tapping  Vibrotactile Tapping  Vibrotactile
Var = Ownership Var = Proprioception Var = Comfort Var = Perceived Length

Reaction level

Condition

Sc
or

e

0

1

2

3

4

5

6

7

8

9

10

Tapping VibrotactileTapping Vibrotactile

Variable p-value r Z
Ownership 0.037 0.247 -2.094

Proprioception 0.007 0.348 -2.653

Comfort 0.300 0.127 -1.078

Variable p-value Cohen’s d t(df)
Perceived Length 0.043 0.350 t(35)=-2.101

Figure 6.5.: Plot corresponding to the the reaction levels (left) and results for the significance tests (right).

6.4.3. Presence
The participants had to judge their level of presence on the basis of the Slater-Usoh-Steed presence
questionnaire [Uso+00] after the experiment (M=4.828, SD=0.259) indicating a good sense of presence
in addition to positive comments from some participants about the quality of the VR experience.

6.5. Discussion
The results of the study indicate that the elongated-arm illusion was produced under both experimental
conditions, which shows that the brief phases of matching visual-vibrotactile feedback could induce a
compelling illusion. Moreover, the results show significant differences for the variables ownership, propri-
oception and perceived length between the conditions (see Figure 6.4), slightly benefiting the Vibrotactile
Condition. This effect is most noticeable on the perceived length, showing a higher value by approxi-
mately 20% in this condition (although, as the virtual arm was elongated to double the starting size,
most participants underestimated the length of the elongated arm in both conditions). The same trend is
also present in the subject reaction measurements, where the Vibrotactile Condition resulted in behavior
more closely matching natural threat responses with high body ownership.

We believe that an explanation of these differences is that our low-latency vibrotactile stimulus could
be presented with less sensory discrepancy than the manually synchronized tapping. Although several
efforts were made to provide high accuracy in the manual stimulation, the higher scores on the Vibrotactile
Condition might be attributed to this discrepancy. In order to remove this confounding factor, it is needed
to track the position of the physical ball (i.e. IR-LED marker tracking) and transfer this onto the virtual
ball in our 3D scene. Going further, other question could also be addressed regarding the vibrotactile
device: ¿Could non-realistic (in terms of intensity) or non-synchronous feedback still be effective to
support the body-transfer illusion in VR?

It is an interesting finding that the vibrotactile feedback was not just comparable to haptic feedback
with a real ball in terms of the body-transfer illusion in this experiment, but even supported the illusion.
Moreover, the automatic contact detection and feedback generation in the Unity3D implementation
allows us to induce or reinforce such body-transfer illusions with brief phases of synchronized visual-
tactile feedback at any time during a VR experience, without the need for a trained operator standing by
to provide manual tapping feedback. We believe that this will allow us to reach similar effects in other
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illusions as well, such as the rubber-hand illusion [BC98]. Informal preliminary testing being conducted
at our laboratory seems to support this impression.

Regarding our device, we are considering different technologies and techniques to improve the feedback,
like haptic cues or dynamic vibration patterns [Ari+15]. Although we had a shape-recognition task to
familiarize the participants with our device, it is still necessary to integrate more sensors and actuators to
enable the feeling of textures, weight and detailed shapes. For example, recent studies focused on electro-
tactile devices [Hum+16] and reported good results in terms of precision and performance for grasping
tasks using tactors, which could offer a good alternative to address some issues related to location acuity
and location sensitivity in order to implement effective shape-recognition techniques. In the same way,
our experiment relied on the hand tracking provided by the Leap Motion sensor, but an approach in
combination with optical LED marker tracking might further improve the device.

6.6. Conclusion
We presented a technology framework featuring a device able to provide brief phases of vibrotactile
feedback synchronized at low latency with visual feedback for the goal to enable and simplify the process
to induce and reinforce body-transfer illusions in VR. We provided evidence from an experiment showing
that the automatic visual-vibrotactile feedback can be used to induce a similar elongated-arm illusion as
that which traditionally requires an operator to be present in order to stimulate the user with synchronized
visual-haptic tapping feedback. Our results suggest that the approach may be transferred to other body
illusions as well, thus providing the means to improve VR experiences of users in a variety of application
fields (e.g., VR games [Har+20; Kir+19]). We plan to test other materials, to support the contact
between the skin and the actuators. Also, in order to sense subtle user reactions, we plan to measure skin
conductance as a stress response [AR03], with the integration of galvanic skin response (GSR) sensors
and include fingertip heart rate monitors. Finally, further work will be mainly focused in the integration
of other perceptual illusions with the purpose of use the gained experience in the creation of perceptually
inspired user interfaces for VR.
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7 Chapter 7
Combining Haptics and Pseudo
Haptics

This chapter is related to the scenario D (see Section 1.2).

7.1. Motivation

In this chapter, we propose non-intrusive wearable haptic technology and multimodal cues to combine
pseudo-haptics, tactile, and proprioceptive feedback to convey sensations for contact, stiffness, and acti-
vation, respectively, while interacting with realistic 3DUIs. Our experiments are based on a use case with
3D buttons. They are universal-known UI elements, making it easy to distinguish the working mecha-
nism and the hand movement required to operate them. Hence, the user quickly implies the button’s
ergonomics and affordances (i.e., the user knows what can be done). A button also resembles common
3DUI elements for VR training apps when the user must feel softness, hardness, contact, and stiffness
(e,g, organs exploration for surgeon training).

Mid-air direct interaction happens during the arm’s ballistic reach to approach the button until the
index finger touches the button. Our approach conveys the sensation of contact with tactile and pro-
prioceptive feedback, providing both a fingertip tap and electrical stimulation in the finger tendons.
Metaphorical interaction occurs when the user perceives stiffness and is provided with vibrotactile active
feedback when the button is activated. The system provides the sensation of pseudo-haptic stiffness by
visually modulating the C/D ratio on the axis of the arm’ movement towards the movement, redirecting
the virtual hand whenever the user is touching the surface of the button (i.e., the user knows if the inter-
action element is working). Then, while the user is pushing the finger until it goes beyond the operation
threshold, the system renders the button according to a force-displacement curve providing vibrotactile
cues at the fingertip to convey the sensation of activation (i.e., the user knows when the action/task is
complete).
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We make the following contributions:

• Introduction of a novel method to simulate the stiffness of interactable ob-
jects in VEs manipulating the C/D ratio.

• Reporting of the results from a study combining pseudo-haptics, tactile,
and proprioceptive feedback for 3DUIs.

• Provision of guidelines to convey contact, stiffness, and activation in 3DUIs
based on user acceptance, sense of agency, and performance metrics.

This work is motivated by the concept of Specificity [BF05]. It states that instead of using generalized
3D interaction techniques, new specific approaches could be designed, implemented, and evaluated to
take advantage of novel 3D technologies and prior knowledge on how to map between I/O devices and
interaction in VEs. We consider that novel uses of haptic feedback in 3DUIs improve VEs presence, sense
of agency, and user performance [Mar+17], also taking advantage of how our hands have evolved for
manipulating objects [NT93]. In summary, there has been numerous work recently, which focuses on pro-
viding compelling touch illusions in VEs. However, we are not aware of previous research that introduced
non-intrusive all-in-one wearable haptic technology and multimodal cues, which combine pseudo-haptics,
tactile, and proprioceptive feedback to convey sensations for contact, stiffness and activation of 3DUI
elements.
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Figure 7.1.: Setup for the experiments.
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7.2. Experiment 1: Stiffness and C/D Ratio
In this experiment, we focus on visual feedback only to induce the illusion of stiffness. Therefore, we used
pseudo-haptics to find a valid range of C/D ratio manipulation that alters the perception of stiffness in
a 3D button, focusing on visual feedback.

7.2.1. Participants
For this study, we recruited 12 participants (age: M=26.1, SD=3.66, four left-handed), mainly students
and employees from our computer science department. According to the pre-questionnaire, 5 participants
took part in a study involving VR for the first time. None of the participants reported any visual
impairments that could affect the results of our experiment.

7.2.2. Apparatus
The experiment setup included a table measuring 140 cm by 70 cm placed in the center of a tracking
space composed of four OptiTrack Prime 13W cameras at 240 FPS and calibrated with a 3D mean error
of 0.213mm, providing reliable 6-DoF tracking for the participant’s index fingertip of the participant’s
dominant hand. We used a PC Workstation equipped with an Intel processor i7, an Nvidia GTX1080,
and an Oculus Quest HMD interconnected via Link technology, rendering the VE using Unity 3D. The
participant performed the experiment in a seated position. The coordinate systems of both the Oculus
Quest and the Optitrack system were registered by the operator at the beginning of every session as
soon as the subject was seated comfortably. After registration, the subject was able to feel passive
haptic feedback from the virtual table. Under the table, the participant pressed two pedals using the
feet, enabling left/right answers while focusing on the hand-based experiment task. The visual stimulus
presented a virtual 3D replica of the real table registered at the same position and orientation. Also,
a 3D pointing hand was rendered matching the position and the orientation of the participant’s index
finger. On top of the table, two virtual buttons with 18 cm diameter front and 15 cm displacement
depth (see Figure 7.2 left). Upon collision between the button and fingertip, the virtual fingertip of the
participant was always projected onto the button surface to avoid confusing visual interpenetrations,
following the "God Object" constraint/based method defined by Zilles et all [ZS95]. In order to prevent
bias and confounding effects related to crossmodal references for color, size, and physical properties in
general, both buttons were rendered with precisely the same material shader, mesh, size, and displacement
depth [Par15].

7.2.3. Procedure
In this experiment, we used pseudo-haptics to find a valid range of C/D ratio manipulation that alters
the perception of stiffness in a 3D button. With changes in the C/D ratio, we created a discrepancy in
the displacements of the real and the virtual hands while pressing the button. To perceive a stiffer button
in VR, a longer displacement in the real world was required (see Figure 7.2 left). For this, we conducted
2AFC experiment; the participant was asked to choose for the stiffer button using the feet pedals after
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exploring a standard and comparison buttons for up to 20 seconds. The C/D ratio was manipulated,
so one of the buttons presented the standard stimulus (i.e., C/D = 1.0) and the other one gave the
comparison with one of the following values: 0.2, 0.4, 0.6, 0.8, 1.2, 1.4, 1.6, 1.8. The presentation order
of the buttons and the C/D ratios were randomized per trial, presenting ten repetitions per C/D ratio,
completing 1080 data samples for all the participants.

Figure 7.2.: The virtual buttons used for the study.

The subjects were provided with a white-noise loop sound during the whole experiment in order to
keep the focus on visual, tactile, and proprioceptive feedback. As the experiment requires exhaustive
arm movements, the subjects were asked to operate the buttons supporting the elbow on an ergonomic
rubber pad to make interactions more comfortable and prevent the gorilla-arm syndrome [Jan+17].
Subjects could ask for breaks whenever they felt fatigued. The mean time per participant to complete
the experiment was about 60 minutes.

The data were fitted with the psychometric function with real numbers a and b, according to the
procedure explained in [Ste+10]:

f(x) = 1
1 + eax+b (7.1)
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Figure 7.3.: Experiment on stiffness perception manipulating the C/D ratio. Psychometric function for stiffer
responses.

7.2.4. Results

Detection thresholds for the C/D ratios are given by the upper- and lower-bound gains at which partici-
pants can reliably identify the smaller or larger C/D ratios; according to standard 2AFC procedures, this
is the case when participants answer 75% of the cases. The results show that the range of 0.905 - 1.155
for C/D ratios can be applied to simulate stiffness in 3D buttons while providing a believable illusion for
the users. Also, the analysis reported a PSE of 1.03 and a JND of 0.125.

7.3. Experiment 2:
Model of Stiffness and Multi-sensory Integration

In this experiment, we compared real stiffness provided by a physical button with the stiffness simulated
via the pseudo-haptics implementation described in Experiment 1. Based on real proprioceptive feedback
provided by a robotic arm, we use multisensory integration theory [EB02] to create a model to predict
the perceived stiffness for a specific C/D ratio.
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7.3.1. Participants
12 Participants (age: M=24.8, SD=3.53, two female, two left-handed) participated in this experi-
ment, mainly students and employees from our computer science department. According to the pre-
questionnaire, none of the participants reported any visual impairments that could affect the results of
our experiment.

7.3.2. Apparatus
The apparatus for this experiment builds upon the first experiment, adding a Panthom Omni device
to provide force feedback and dynamically simulate stiffness for virtual button counterparts. The par-
ticipants were able to increase or decrease the stiffness by 0.1 N/m using the right and left pedals,
respectively. The left virtual button was co-located with the Omni effector tip, so the center of the
button surface provided corresponding stiffness whenever the user touched the virtual button with the
virtual hand providing real stiffness perceivable via the user’s real index finger.

7.3.3. Procedure

Figure 7.4.: Perceived stiffness change by C/D ratio.

We used the method of adjustments, so the participants used the left hand on the Omni effector tip to
operate the left virtual button and the right hand to operate the right virtual button, which provided
stiffness by modifying the C/D ratio with one of the following values: 0.2, 0.4, 0.6, 0.8, 1.2, 1.4, 1.6,
1.8. Then, in every trial, the participants were asked to adjust the stiffness of the left button using the
pedals until they perceived a match with the stiffness of the left button; they could adjust it for up
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to 30 seconds, followed by a confirmation to record the data using gaze pointing on a virtual button
and the start of the next trial. We used psychophysical methodologies [Sam+19] to compare stiffness
between pseudo-haptics (C/D ratio manipulation) and real force feedback (Phantom device), using the
forced fusion strategy [HE07] of multisensory integration [EB02] to create a predictive model for perceived
stiffness in VR given a C/D ratio. To do this, we solved the integration calculations for the proprioceptive
and visual signals. First, we assume that subjects were asked to push completely the virtual button co-
located with the Phantom Omni, with a displacement (d) of 15cm, moving the real index finger by
0.15/λm, where λ is the C/D ratio so we can define the proprioceptive displacement as dproprioceptive.
We can also define sproprioceptive as the proprioceptive Stiffness felt in the same finger. Now, we can
measure the force applied by the button to the fingertip (equation 7.2). dproprioceptive could differ from
the visual displacement (dvision) when λ is manipulated but the multisensory signals are integrated with
(α + β = 1) as the combination for proprioceptive and visual weights. Thus, the perceived displacement
is a combination of the two cues (Equation 7.3). Perceived Stiffness can also be defined in terms of
dproprioceptive (Equation 7.4, 7.5, 7.6), and substituting the known terms, we get the equation for the
perceived stiffness (Equation 7.7).

F = dproprioceptive ∗ sproprioceptive (7.2)

dperceived = (α ∗ dproprioceptive) + (β ∗ dvision) (7.3)

sperceived = F
dperceived

= dproprioceptive∗sproprioceptive
(α∗dproprioceptive)+(β∗dvision) (7.4)

sperceived = ( 0.15
λ )∗sproprioceptive

(α∗( 0.15
λ ))+(β∗0.15) (7.5)

sperceived = sproprioceptive
α+βλ (7.6)

7.3.4. Results
Equation 5 is fitted with the proprioceptive stiffness data from the experiment to get the integration
weights. Figure 7.4 shows the perceived stiffness according to the experimental data and the red fitting
curve of the integration model (R=0.959462). As a result, we got the predictive model equation that
enables the calculation of perceived stiffness in VR buttons for a given C/D ratio (Equation 6). Besides,
based on the psychometric results from experiment 1, we can use the identified range of C/D ratios (i.e.,
lambda = (0.905 − 1.155)), and use the equation to get a range of perceptually congruent stiffness values
going from 0.524N/m to 0.568N/m, which are valid stiffness values for finger forces[Geo14].

Stiffness(N/m) = sperceived = 0.54
1.32−(0.32∗λ) , (7.7)

The unit of stiffness is Newtons per meter (N/m), it delivers the counterforce provided by the button
in Newtons per meter, and λ is the used C/D ratio.
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7.4. Experiment 3: Enriching Stiffness with Tactile
and Proprioceptive Feedback

The third experiment builds on the results from experiments 1 and 2, enhancing a virtual button with
plausible stiffness following multisensory integration and psychophysics principles. When pressing a real
button, visual, tactile, and proprioceptive feedback are experienced simultaneously. We want to cover
this gap by providing tactile and proprioceptive feedback to convey the missing sensations. Table 1 shows
the sensations we want to convey and the feedback we are providing.

Feedback Stimuli Conveys ID

Visual (Pseudo-Haptics) Hand Redirection Stiffness S
Tactile Tap Contact C

Proprioceptive TES Contact C
Tactile Vibration Activation A

2

Table 7.1.: Multisensory feedback.

The sensation of stiffness (S) is provided by C/D ratio manipulation using the results from experiments
1 and 2. These experiments delivered a solid apparatus to quantify the perceived stiffness within valid
perceptual limits. Contact (C) sensation is provided by tactile and proprioceptive signals triggered
whenever the subject fingertip is touching a virtual button. Finally, the sensation of activation (A)
is provided with a piezo element, vibrating according to the inner mechanisms of a button to deliver
dynamic cues while pressing/displacing and finally actuated/activated.

7.4.1. Participants
8 Participants (age: M=29.3, SD=4.3, four female, two left-handed) participated in this experi-
ment, mainly students and employees from our computer science department. According to the pre-
questionnaire, none of the participants reported any visual impairments that could affect our experiment’s
results.

7.4.2. Apparatus
The apparatus for this experiment builds upon the first experiment. We incorporated a wearable and
wireless haptic device, enabling tactile feedback (i.e., tapping feedback, vibrotactile feedback by piezo
actuation), and proprioceptive feedback by electric stimulation (i.e., TES).

The device provides redundant but congruent signals to enrich our VR setup and simulate the whole
range of sensations offered by a real button. It makes part of a framework for haptic experiments,
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Figure 7.5.: User wearing the device with annotations for the actuation elements.

providing a Unity plugin to wirelessly control solenoids, piezo elements, audio-based haptic transducers,
EMS/TES electrodes. Specific details of the device can be found in the Appendix (see Section A.3).

3D Button Design

In traditional 3DUIs, a button as an input element can be activated by a collision between simple
colliders assigned with the button and the user’s hand. Finally, it provides vibrotactile cues, for instance,
delivered via a controller. However, its simulation is much more complex as the haptic feedback rendering
relies on force-displacement curves and velocity profiles [KL13; LKO18]. In this way, is it possible to
provide timely sensations for the activation [KLO18], the press-release movements, as well as vibration
and velocity-dependent characteristics [Lia+20]. The same approach has been used in VEs, simulating
buttons providing pseudo-forces and tactile feedback [KKL16].

In mid-air interactions, it is possible to represent realistic buttons by always projecting the virtual
fingertip onto the button surface to avoid incongruent visual interpenetrations, following the ’God Ob-
ject’ constraint [ZS95]. Regarding the neuromechanics of a button, it is possible to predict the user’s
performance based on motor-control models and mechanical design parameters, minimizing the error
between the expected and perceived button activations [OKL18]. Also, traditional input methods with
3D buttons (i.e., keyboards) in VEs, with matching VR representations and providing passive haptic
feedback, have proven to deliver intuitive interactions and improve user performance [Sch+19].
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7.4.3. Approach
In a common VE scenario, whenever a user approaches and collides with virtual objects, the visual
feedback is correct but only a fraction of the haptic sensations are rendered. Still, the fingertip tactile
sensation of the collision and also the proprioceptive sensation of the movement being interrupted are
lost, producing large sensory conflicts. Such conflicts are crucial for human-computer interaction in VEs
as they can induce breaks of presence, reduce task performance, require higher cognitive efforts during
the multisensory integration process, and finally degrades the overall user experience in the VE. The goal
of our research is to provide a holistic touch sensation by providing tactile and proprioceptive feedback
together with the visual illusion of touch. We provide signals to improve the stiffness perception as well as
tactile (finger) and proprioceptive (hand tendons) cues related to contact and activation of a 3D button.

Figure 7.6.: Modules and corresponding technology that convey the different sensations.

Figure 7.5 describe the modules and corresponding technology that convey the different sensations step-
by-step as follows: Starting with the VR user approaching a virtual button with her index finger causing
our system to provide tactile (tapping) and kinesthetic (extension) feedback to convey the illusion of
contact. While pushing the button, the pseudo-haptics induce a sensation of stiffness, and the changing
frequency of vibrotactile feedback indicates the (press/release) activation. Finally, after the button is
released all feedback is disabled.

The activation sensation is rendered by the use of frequency/displacement curves [LKO18; Lia+20;
KKL16]. The curve can be easily adapted to define different buttons‘ behaviors for press/release move-
ments. To this end, the curves define dynamic changes of frequency according to the button displacement.
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Additionally, we could use the curves to simultaneously change C/D ratios for pseudo-haptics to render
variable stiffness.

We use an approach to simulate impact decomposing the resulting sensations in tactile and propriocep-
tive feedback, as explored before [LIB15]. However, we use TES [Miy+15] because it is more compatible
with the sensorimotor frameworks that make VR illusions possible [GL17]. In our case, the sense of agency
(i.e., volition) helps the user to internalize the VR experience as real, whenever the user is the initiator
of the action (i.e., efference; ballistic-correction arm movement to press the button) and is artificially
provided with afferent feedback from the Golgi tendon on the extensor indicis muscle. Besides, TES is
beneficial to convey contact sensations while avoiding unwanted small movements (i.e., Heisenberg effect
[AA13]) during 3D interaction. Such movements can deteriorate the quality of the experience because an
abrupt hand movement would be noticed immediately as the C/D ratio manipulation drives the user’s
stiffness perception.

7.4.4. Latency Compensation

Non-simultaneous multimodal feedback represents problems for motor control, producing temporal asyn-
chrony and inadequate cue integration. For this reason, synchronization of the feedback is essential to
deliver a compelling and plausible experience; time gaps between feedback signals could require time
prediction of triggering events to compensate and finally convey all the multimodal sensations in unison
for the user.

The Minimum Jerk (MJ) movement model [FH85], predicts the ballistic phase in arm movements,
assuming that the primary goal of motor coordination is to produce the smoothest possible movement of
the hand in extracorporal space. The model has been tested in VEs with teleoperation purposes, showing
that the model can deal with delays up to 100ms [BSC07]. The model can also be used locally in VEs
to compensate for delays and latency, with an average error of 290ms with hand redirection and 30 ms
with normal hand reach [GAF19]. A user could reliably detect the asynchrony if haptic feedback were
presented less than 50ms after visual stimuli [DM19]. Prior solutions involved the use of larger bounding
volumes (i.e., 25%) for collision detection, delivering early feedback (i.e., 30 ms) to compensate for the
EMS latency Lopes2015.

Regarding our use case, relevant research provides some guidelines. Physical contact with a button
occurs in about 100 ms [Kim+13]; however, it is too brief for real-time corrections [Gom08]. TES and
EMS are prone to latencies involving the propagation of the motor signals in limbs; for this reason, using
multimodal combinations of TES and electrotactile feedback requires an early activation of TES, starting
25 ms before the tactile signal to guarantee the perception of simultaneity [Miy+15]. We implemented
the MJ model to reduce the latency of our TES unit using data from our real-time velocity profile module.
Thus, the TES stimulation is not triggered by the button collider but by the prediction algorithm based
on the velocity profile of the ballistic approach and the MJ output. As a result, we can calibrate the model
at the beginning of the experiment session and reduce the latency to be compatible with the perceptual
limits described above, achieving compelling sensations of multimodal feedback with our approach.
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7.4.5. Procedure

Sensation Conveyed Condition ID

Stiffness S
Stiffness + Activation SA
Stiffness + Contact SC

Stiffness + Contact + Activation SCA

Table 7.2.: Conditions and sensations conveyed.

Table 7.2 shows the conditions of the experiment. We want to test how the additions of modalities affect
the perceptual limits and user acceptance.

In the beginning, the TES analog stimulator is calibrated for every participant to guarantee that
every subject is comfortable with the current levels applied on the electrodes. TES calibration was
performed per subject and lasted 5 minutes; the extensor indicis muscle was contracted ten times to
guarantee a reliable and constant level of stimulus. Electrodes were located along with the hand and
wrist, following the oblong structure of the muscles. The anode was located on the tendon and the
cathode on the muscle spindle. The stimulus was intended to produce a sensation of force traveling in
the direction opposite the side to which the electrode was affixed so that the subject could feel a subtle
index-finger extension. During the calibration process, participants practiced the reaching movement to
press the virtual button to guarantee homogeneous velocities and reliable prediction of the collision time
to compensate for latencies.

We conducted a two-alternatives forced-choice(2AFC) experiment again; the participant was asked to
choose the stiffer button using the feet pedals after exploring a standard and comparison buttons for up
to 20 seconds. Both buttons provided the sensations dictated by the current condition. The C/D ratio
was manipulated, so one of the buttons presented the standard stimulus (i.e., C/D = 1.0). The other
one gave the comparison with one of the following values: (0.7, 0.8, 0.9, 1.1, 1.2, 1.3). The presentation
order of the buttons and the C/D ratios were randomized per trial.

We collected subjective data from questionnaires on user acceptance using a 7-point Likert scale (1,
disagree, 7 agree) for all the questions. We measured the sensations conveyed:

• Q1 I felt stiffness in the buttons.
• Q2 felt when I touched the buttons.
• Q3 felt I was pressing the buttons.
• Q4 had the feeling of manipulating real buttons.

And limb ownership and realism:

• Q5 The virtual hands appeared in the same location as my hands.
• Q6 The virtual hands seemed to belong to my body.
• Q7 The buttons that I pressed were the same buttons that I saw.
• Q8 The buttons that I saw were in the same location as the buttons I felt.
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7.4.6. Results
In this section, we will report the results for the experiment. We used four conditions (see table 2), six
C/D ratios, and six repetitions to get 144 data samples per participant and 1152 data samples for the
whole experiment.

First, we fitted again the data regarding C/D ratios and the probabilities of perceiving stiffer buttons for
the different conditions (see Figure 7.7, condition S is presented in Figure 7.3). Condition SA presented
a PSE of 1.0238, a JND of 0.1186, and 85.05% correct choices for the stiffer button. Condition SC
gave a PSE of 1.0624, a JND of 0.1032, and 85.42% correct choices for the stiffer button. Finally, the
condition SCA presented a PSE of 1.0155, a JND of 0.0716, and 93.75% of correct decisions for the stiffer
button. The condition S, providing only pseudo-haptics for the stiffness condition, presented 70.49%
correct choices for the stiffer button. Knowledge about the range of C/D ratios, which can be applied
without users noticing the discrepancy, is essential to provide a plausible "God Object" constraint for
3DUI elements. The C/D ratios found for the conditions SA, SC, and SCA are in line with prior findings
on hand-redirection gains in the depth axis [ZK19a], which found that a range of 0.88 - 1.07 (-6.18% -
13.75%) can go unnoticed.

Second, we processed the data from the subjective questionnaires (see Tables 7.3 and 7.4). Main
differences were tested with an ordinal logistic regression, and pair-wise comparisons were performed
with the Tukey test.

The answers for the questions evaluating the sensations conveyed show significantly higher scores for
the condition SCA over S, with overall higher scores for user acceptance on all sensations. Condition
SC presented high scores for the sensation of contact, and the condition SA showed high scores for the
sensation of activation compared with condition S only. The scores for the subjective acceptance of
limb ownership and realism were mainly high for all conditions, with significant differences related to
visuo-haptic mismatches in the condition S compared to SC, SA, and SCA.

7.5. Discussion and Conclusion
With this work, we wanted to go beyond providing abstract vibrotactile feedback in such a way that
haptics could realistically convey sensations. The conducted experiments examine the effects of conveying
sensations for contact, activation, and stiffness sensations while pressing virtual buttons building upon
recent research [Pez+19; Sam+19]. The choice of sensations unifies premises in related research, looking
for rich 3DUI elements supporting useful affordances. Hence, the user knows what can be done, whether
the interaction element is working, and when the action/task is complete. Also, an essential requirement,
the objective evaluation of how haptic technology produces motor and sensory signals in the human
pathways between the proprioception/tactile mechanoreceptors and the brain. And also, whether these
signals are produced in a timely manner, so all possible latencies are compensated to guarantee a successful
multisensory integration. Our proposed technology and multimodal feedback could be used in VR and
AR environments enabling the user with instinctual interactions. As we mentioned, we aim to supply
interactive elements with the right affordances to be quickly learned and used with different interaction
models. For example, the user could interact with virtual hand representations operating controllers or
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Figure 7.7.: C/D ratio vs stiffer responses for the tested conditions.

hand-free natural interaction.
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Figure 7.8.: Results for the subjective questionnaires.

These models could also be combined with a gaze and commit technique using voice commands for
confirmations, enabling a seamless and performant interaction environment. Besides, we found that the
PSE, giving the point where a physical stiffness is estimated of equal size as a virtual counterpart, was
closer to the identity when other sensations were added. The JND decreased, increasing the sensitivity
to stiffness changes when sensations of contact and activation were added. These findings evidence the
advantages of multimodal feedback and dispense guidelines for 3DUI elements involving designs with
multimodal feedback. We believe that the combination of feedback tackles the problem of under/over-
estimation while pressing a virtual button, in comparison with prior research, which reported depth
perception problems [FH14]. This was enabled by the aggregation of the sensation of button hystere-
sis in the activation sensation, as we implemented the mechanism to render curves displacement/force,
replacing the force with dynamic changes of frequency and amplitude on the piezo element used in the
condition for activation (A). Also, the subjective results show significant scores in favor of this approach.

We introduced different techniques to improve the haptic realism of simple 3D user interface elements
such as a 3D button with wearable technology that combines different types of haptic feedback to provide
tapping and vibrotactile feedback, and a method to simulate the stiffness by manipulating the C/D ratio.
We reported the results of 3 studies combining pseudo-haptics, tactile, and proprioceptive feedback for
3DUIs, providing guidelines to properly convey contact, stiffness, and activation in 3DUIs based on user
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Sensations Conveyed

Q1 : I felt stiffness in the buttons
Condition N Mean SD SE CI

S 8 4.00 0.54 0.19 [3.62, 4.38]
SA 8 4.75 1.28 0.45 [3.84, 5.66]
SC 8 5.38 1.19 0.42 [4.54, 6.22]
SCA 8 6.62 0.74 0.26 [6.10, 7.15]

Main Effect
LR Chi-Square Df P-Value p<.05

23.511 3 0.00003 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 0.750 -0.5967 2.0967 0.4391
SC-S 1.375 0.0283 2.7217 0.0440 *
SCA-S 2.625 1.2783 3.9717 0.0001 ***
SC-SA 0.625 -0.7217 1.9717 0.5908
SCA-SA 1.875 0.5283 3.2217 0.0038 **
SCA-SC 1.250 -0.0967 2.5967 0.0762

Q2 : I felt when I touched the buttons
Condition N Mean SD SE CI

S 8 2.12 1.13 0.39 [1.33, 2.92]
SA 8 3.38 1.85 0.65 [2.07, 4.68]
SC 8 6.00 0.76 0.27 [5.47, 6.54]
SCA 8 6.88 0.35 0.13 [6.63, 7.13]

Main Effect
LR Chi-Square Df P-Value p<.05

41.658 3 0.000000 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 1.250 -0.3325 2.8325 0.1604
SC-S 3.875 2.2925 5.4575 0.0000 ***
SCA-S 4.750 3.1675 6.3325 0.0000 ***
SC-SA 2.625 1.0425 4.2075 0.0006 ***
SCA-SA 3.500 1.9175 5.0825 0.0000 ***
SCA-SC 0.875 -0.7075 2.4575 0.4454

Q3 : I felt I was pressing the buttons
Condition N Mean SD SE CI

S 8 3.00 1.41 0.50 [2.00, 4.00]
SA 8 6.62 0.52 0.18 [6.26, 6.99]
SC 8 4.75 1.04 0.37 [4.02, 5.48]
SCA 8 6.88 0.35 0.13 [6.63, 7.13]

Main Effect
LR Chi-Square Df P-Value p<.05

43.122 3 0.000000 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 3.625 2.3545 4.8955 0.0000 ***
SC-S 1.750 0.4795 3.0205 0.0042 **
SCA-S 3.875 2.6045 5.1455 0.0000 ***
SC-SA -1.875 -3.1455 -0.6045 0.0021 **
SCA-SA 0.250 -1.0205 1.5205 0.9497
SCA-SC 2.125 0.8545 3.3955 0.0005 ***

Q4 : I had the feeling of manipulating real buttons
Condition N Mean SD SE CI

S 8 3.00 1.07 0.38 [2.24, 3.76]
SA 8 5.88 0.84 0.30 [5.29, 6.46]
SC 8 6.00 0.76 0.27 [5.47, 6.54]
SCA 8 6.75 0.46 0.16 [6.42, 7.08]

Main Effect
LR Chi-Square Df P-Value p<.05

37.49 3 0.000000 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 2.875 1.7691 3.9809 0.0000 ***
SC-S 3.000 1.8941 4.1059 0.0000 ***
SCA-S 3.750 2.6441 4.8559 0.0000 ***
SC-SA 0.125 -0.9809 1.2309 0.9896
SCA-SA 0.875 -0.2309 1.9809 0.1593
SCA-SC 0.750 -0.3559 1.8559 0.2714

Table 7.3.: Descriptive statistics and omnibus/post-hoc tests results for the subjective questionnaires on Sen-
sation Conveyed. The condition acronyms stand the sensationss; Stiffness, Contact, and Activation
(Significance codes: 0 ∗∗∗ 0.001 ∗∗ 0.01 ∗ 0.05).

acceptance and performance metrics. Besides, we used a multisensory integration model to facilitate an
equation to predict perceived stiffness given an specific C/D ratio.
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Limb Ownership and Realism

Q5 : The virtual hands appeared
in the same location as my hands

Condition N Mean SD SE CI
S 8 6.50 0.54 0.19 [6.12, 6.88]
SA 8 6.62 0.74 0.26 [6.10, 7.15]
SC 8 6.25 0.46 0.16 [5.92, 6.58]
SCA 8 6.25 0.71 0.25 [5.80, 6.75]

Main Effect
LR Chi-Square Df P-Value p<.05

3.3198 3 0.3449

Q6 : The virtual hands seemed
to belong to my body

Condition N Mean SD SE CI
S 8 6.12 1.13 0.40 [5.33, 6.92]
SA 8 6.88 0.35 0.13 [6.63, 7.13]
SC 8 6.38 0.74 0.26 [5.85, 6.90]
SCA 8 6.62 0.52 0.18 [6.26, 6.99]

Main Effect
LR Chi-Square Df P-Value p<.05

4.2693 3 0.2338

Q7 : The buttons that I pressed were
the same buttons that I saw

Condition N Mean SD SE CI
S 8 4.75 0.89 0.31 [4.12, 5.38]
SA 8 6.50 0.54 0.19 [6.12, 6.88]
SC 8 6.50 0.54 0.19 [6.12, 6.88]
SCA 8 6.88 0.35 0.13 [6.63, 7.13]

Main Effect
LR Chi-Square Df P-Value p<.05

33.034 3 0.000000 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 1.750 0.9190 2.5810 0.0000 ***
SC-S 1.750 0.9190 2.5810 0.0000 ***
SCA-S 2.125 1.2940 2.9551 0.0000 ***
SC-SA 0.000 -0.8310 0.8310 1.0000
SCA-SA 0.375 -0.4560 1.2069 0.6123
SCA-SC 0.375 -0.4560 1.2060 0.6123

Q8 : The buttons that I saw were
in the same location as the buttons I felt

Condition N Mean SD SE CI
S 8 5.12 1.25 0.44 [4.24, 6.00]
SA 8 6.75 0.46 0.16 [6.42, 7.08]
SC 8 6.12 0.64 0.23 [5.67, 6.58]
SCA 8 7.00 0.00 0.00 [7.00, 7.00]

Main Effect
LR Chi-Square Df P-Value p<.05

25.495 3 0.000012 ***
Post-hoc Test (Tukey)

Pair Diff Lower Upper P Adj p<.05
SA-S 1.625 0.6175 2.6325 0.0008 ***
SC-S 1.000 -0.0075 2.0075 0.0523
SCA-S 1.875 0.8675 2.8825 0.0001 ***
SC-SA -0.625 -1.6325 0.3825 0.3457
SCA-SA 0.250 -0.7575 1.2575 0.9047
SCA-SC 0.875 -0.1325 1.8825 0.1062

Table 7.4.: Descriptive statistics and omnibus/post-hoc tests results for the subjective questionnaires on Limb
Ownership and Realism. The condition acronyms stand the sensations; Stiffness, Contact, and
Activation (Significance codes: 0 ∗∗∗ 0.001 ∗∗ 0.01 ∗ 0.05).

We provided objective and subjective evidence on how combinations of proprioceptive, pseudo, and
tactile feedback improve the conveyed sensations for contact, stiffness, and activation of 3D buttons.
Providing these sensations by using congruent feedback as redundant multisensory information enabled
our approach to create a plausible illusion of touch, delivering a holistic feeling when interacting with
3D buttons. As a result, the use of multimodal feedback enhanced the overall perception of stiffness
while operating 3DUI elements in VEs, while maintaining good levels for the sense of body ownership
and presence, as well as positive subjective feedback for user acceptance.
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Support for 3D Guidance
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8 Chapter 8
Gaze Guidance

This chapter is related to the scenario A (see Section 1.2).

8.1. Motivation
Current HMDs provide large binocular FOVs for natural interaction in VEs. However, the selection of
objects located in the periphery and outside the FOV requires visual search by head rotations, which
can reduce the performance of interaction in VR. Providing gaze guidance in VEs could help the content
creators to increase the control over where users are looking, which could improve the user experience
and efficiency in general [MK10]. As an alternative to traditional solutions, vibrotactile technology
featuring wireless and wearable devices represents a useful feature, and has potential to increase the
performance of the user in navigation and selection tasks. Vibrotactile feedback can provide spatial cues
(complementary to the traditional alternatives based mainly on visual and auditory modalities) when
target objects are located outside the user’s field of view, and thereby improving common 3D interaction
tasks related to pointing, selection, and grasping of virtual objects. Regarding the use of HMDs with
arrays of vibrotactile actuators, the density of the array is proportional to the user performance in
detecting directional cues [J O+16]. Moreover, physical activities can be guided by the use of devices
providing tactile feedback. Such tactile instructions have higuer recognition accuracy and faster user
response in comparison with corresponding instructions provided with auditory feedback [Spe+09].
Previous research also found significant benefits of HMDs with vibrotactile feedback in combination with
reduced peripheral lighting for spatial and social presence [Ric+19].

We found inspiration and ideas to build a wireless vibrotactile display which could be located
properly on the back side of the head (and also attachable to existing HMDs) to provide useful cues
in order to improve the performance of users while locating and selecting targets in VEs. We believe
that there is still room to explore more on the creation of versatile and affordable devices to provide
vibrotactile feedback for simple spatial interaction tasks while using HMDs. We found the motivation
to study how other user cognitive resources could be affected during a selection task when vibrotactile
feedback is provided. This chapter explores the use of a pair of self-made wireless and wearable devices,
which once attached to both hemispheres of the user’s head provide assistive vibrotactile cues for
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guidance in order to reduce the time used to turn and locate a target object. Although the proposed
vibrotactile solution does not interfere with stimuli related to the visual and auditory modalities, such an
assistive technology might consume additional cognitive resources, which may be required by other tasks
executed by the user in the virtual environment. We present an experiment based on a dual-tasking
method to analyze cognitive demands and performance metrics during a set of selection tasks followed
by a working memory task.

8.2. User Guidance in 3D Environments
One of the challenges for VE users is the navigation of complex and unknown 3D worlds, and the selection
of objects in unknown positions. In order to facilitate those 3D interaction tasks, computer-supported
guidance can be provided in the shape of visual cues and in some cases auditory cues which help users to
find not-visible locations or objects of interest. Common guidance capabilities are implemented as visual
constraints and warning sounds provided when the user is not following the navigation path correctly.
Usually, visual cues for guidance represent invasive content which can occlude the visual representation
of the virtual environment and in the same way, auditory cues provided for navigation guidance require
sound effects or speech synthesis which are presented to the user in addition to the auditory stimuli
produced by the interaction of the user with the environment. In the other hand, vibrotactile feedback
can be provided as assistance cues, presenting information to locate places or objects without interfering
with the interaction flow as the tactile modality is not used actively in common VEs.

8.2.1. Vibrotactile Feedback
Most traditional VEs are focused mainly on audio-visual feedback, which often limits the user sense
of body ownership and embodiment in virtual environments. However, combining HMDs and tracking
functionalities with tactile feedback devices, enables the creation of interactive experiences providing em-
bodied visual, auditory and tactile feedback in response to user actions. Additionally, current technology
provides low-energy, wearable and wireless components to create ergonomic and low-latency vibrotactile
devices, reliable enough to provide additional cues during the execution of interaction tasks and even
able to encode tactile patterns representing distances to target objects [Ari+16].

8.3. Cognitive Resources
3D interaction involve simultaneous spatial tasks competing for the limited cognitive resources of users,
related to theoretical models which usually distinguish between verbal and spatial resources of cognition
and working memory. Although, interpretation of vibrotactile cues for guidance might be a subconscious
process, it could consume cognitive resources in addition to other manipulation or locomotion tasks exe-
cuted simultaneously. Some research explored the effects of learning while using a vibrotactile handheld
device for navigation assistance. The results showed that the navigation condition using the device per-
formed better at rehearsal [Gac+16]. Additional research on virtual environments navigation showed
that visual cues were significantly more efficient than a group without signals and the cognitive load
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Figure 8.1.: 3DUI for the gaze-guidance experiment: (left) Unselected target. center) Selected target turned
into green color after the participants kept the line-of-sight on the cube for 2 seconds. (right)
Message panel with instructions for letter sequence input.

can be significantly reduced [Nel+14], and cognitive tasks which activate working memory and spatial
attention can consume resources needed to accomplish physical tasks [Nad+10]. Furthermore, spatial
attention and short term memory are shared and limited neural resources that can be affected when a
task involving the tactile modality is executed [KAM14]. We analyze the mutual influence of tactile cues
for 3D selection assistance and a memory task. We conducted an experiment to show how a selection
task assisted by vibrotactile feedback affects the verbal working memory demands.

8.4. Experiment
In this section we describe the experiment in which we analyzed how a selection task assisted by different
types of vibrotactile feedback could affect the verbal working memory demands.

8.4.1. Participants
12 subjects (2 female, ages 23 − 41, M = 28.4) participated in the experiment. The participants were
students or members of the local department of computer science, who obtained class credit for their
participation. All of our participants had normal or corrected-to-normal vision. Four participants wore
glasses and two participants wore contact lenses. One of our participant reported a disorder of equi-
librium. Two of our participants reported eye related disorders, Dyschromatopsia and Color-blindness
respectively. Nine participants had participated in an experiment involving HMDs before. The total
time per participant, including pre-questionnaire, calibration, instructions, experiment, breaks, post-
questionnaire, and briefing was 1 hour. Participants wore the HMD for approximately 40 minutes and
they were allowed to take two breaks between the conditions.

8.4.2. Materials
We performed the experiment in a 4m × 2m laboratory room. Subjects wore a Oculus Rift CV1, which
provides a resolution of 1080x1200 pixels per eye with a refresh rate of 90Hz and an approximate 110◦

diagonal field of view. We used an Intel computer with 3.4GHz Core i7 processor, 16GB of main memory
and a Nvidia GeForce 980Ti graphics card. The stimuli were rendered with the Unity 3D engine.

We built the vibrotactile devices in the shape of two small wearable boxes completely autonomous,
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Figure 8.2.: Left: Experiment setup. Right: Sketch of the task stimuli.

using a wireless enabled microcontroller. Specific details of the device can be found in the Appendix
(see Section A.7). The two modules were attached on the back side of the head, located on the left and
right sides of occipital lower zone (see Figure 8.2), using rubber bands (ranging from 35cm to 55cm)
covering different head sizes of the subjects. Location on the occipital region and over the temples is
appropriate according to [MK10]. The vibrotactile feedback was always provided at 100Hz., which is
correct in terms of the comfortable range (32Hz.-150Hz.) [MK10]. The device latency is 28ms ±4.166,
was measured according to the technique used in [Ari+16], and the end-to-end latency makes a total
of 46ms, which is still compatible with common tolerance between sensations corresponding to visual and
tactile modalities [Shi+10]. The visual stimulus consisted of a simple VE consisting of a grass landscape
with a blue sky and a few clouds. All the task instructions were presented with a 2D message board on
the HMD. Participants performed the selection inputs for the task via button presses on a XBox wireless
gamepad (see Figure 8.2, left). The pair of vibrotactile modules are connected via Bluetooth to the
computer, where two UDP servers decouple the connection managment between the Unity application
and the wearable modules. In this way, the Unity application is mainly focused on the HMD rendering and
subject interaction with the XBox controller. There was no measurable difference in latency between one
or two modules because of the buffering settings in our embedded code and our multi-threaded approach
on the client side. During the experiment, no communication between experimenter and subject was
performed, so the participants could be focused on the task.
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8.4.3. Methods
To analyze the cognitive resource demands during a selection task, we made use of a within-subjects
experimental design in which the participant must select objects located randomly at not visible positions,
while memorizing a sequence of letters displayed over the current object being selected (see Figure 8.2).
We evaluated three conditions, presenting different vibrotactile guidance techniques (i. e., increasing,
decreasing, no feedback) with 10 repetitions each, producing 210 data records per participant (3 conditions
× 7 targets × 10 trials). The presentation order of the conditions was balanced according to a Latin
square pattern.

Participants were instructed to perform the task to the best of their ability. Before the experiment, all
participants filled out an informed consent form and received detailed instructions to perform the task.
A calibration process was also performed to set the range of vibrotactile intensities (from 0 to 127) in
order to provide comfortable and effective feedback; every participant used a keyboard to increase or
decrease a level in order to find a minimum intensity (M=36.417, SD=14.945) and a maximum intensity
(M=94.667, SD=11.703). Furthermore, they filled out the Kennedy-Lane simulator sickness question-
naire (SSQ) [Ken+93] immediately before and after the experiment, further the Slater-Usoh-Steed (SUS)
presence questionnaire, and a demographic questionnaire.

Selection Task

For every trial, the participants were asked to locate and select 7 yellow cubes sequentially. Every object
was randomly located behind the participant in order to guarantee that it was not on the field of view
provided by the HMD, requiring the participants to rotate the whole body in order to locate and then
select the target object by keeping the line of sight over it for two seconds. All the objects were always
displayed 2m away and at the same elevation as the virtual head. An example of the arrangement is
displayed on Figure 8.3. The position of every target was set randomly on predefined positions every 16
degrees and could not be predicted. After each completed selection, visual feedback was provided turning
the cube color into red and then the next yellow cube was displayed, always behind the participant
following the procedure explained above, until the seventh cube is selected completing in this way the
selection task for the current trial and starting with the memory task.

Memory Task

Every target cube presented in the selection task was displayed with one of the letters A, B, C, or D on
it. The letters were assigned randomly so whenever the participants selected the seventh target cube on
a trial, they were required to recall the seven letters in the same order the sequence was displayed, using
a controller (see Figure 8.2). The participants had unlimited time to enter and edit the sequence until
they were sure enough to confirm the sequence with a button and continue with the next trial. For every
trial, the correct sequence, the answered sequence and the corresponding Levenshtein’s distance [SK83]
were stored for further analysis. As an example, the figure is presenting a cube on the left back side of
the user, the intensity will start at the maximum and will decrease, according to the blue curve, while
the user body is rotated clockwise.
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Figure 8.3.: Radial positions and stimuli: (left) Predefined angular positions for the targets. (right) Vibrotac-
tile feedback intensity as a function of the body angle.

Conditions

For every trial and according to the rotation of participant body to locate the targets (using his/her line
of sight), changes on the vibrotactile feedback intensity were applied dynamically according to a function
of the angle (see Figure 8.3, right). We considered three methods of controlling the intensity to provide
guidance assistance:

• Increasing Feedback. The intensity increases as the participant approximates to the target object,
from the starting position (0 degrees) providing the minimum calibrated intensity to the target angle,
providing the maximum calibrated intensity.

• Decreasing Feedback. Vice versa to the previous condition, the intensity decreases as the participant
approximates to the target.

• No Feedback. In this condition, there was no vibrotactile feedback and hence no guidance assistance
was provided.

8.5. Results
The results were normally distributed according to a Shapiro-Wilk test at the 5% level. We analyzed
the results with a repeated-measures ANOVA and Tukey multiple comparisons at the 5% significance
level with Bonferroni correction. Degrees of freedom were corrected using Greenhouse-Geisser estimates
of sphericity when Mauchly’s test indicated that the assumption of sphericity had been violated.
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8.5.1. Selection Time

The mean time needed to select a target cube on the conditions providing vibrotactile feedback (increasing
and decreasing conditions) were smaller than the selection time with no feedback (see Figure 8.4, left),
spending in average 0.43 seconds less. We found a significant main effect of condition on the selection
time (F (2, 22)=18.2, p<.001). A deeper analysis of the selection times for every angular position revealed
that the highest improvement on selection time for the increasing and decreasing conditions was achieved
for smaller angular distances (from 90◦ to 108◦), reducing the time in approximately 1 second.

8.5.2. Memory Task Performance

Wemeasured the percentage of correctly recalled trials (i. e., the participant was able to recall the complete
sequence of 7 letters) in order to compare the performance for all the conditions. As an opposite result
compared with the selection time, the performance was slightly better with the no-feedback condition in
comparison with the increasing and decreasing feedback. Additionally, we calculated the Levenshtein’s
distance based on the recalled sequence of letters given by the participants (see Figure 8.4). This metric
indicates how many editing operations are required to get the same string. The lower the value, the
better the participant could remember the correct sequence. Again, the no-feedback condition achieved
slightly better results in comparison with the increasing and decreasing feedback. However, we did not
found a significant main effect of these two variables (F (2, 22)=0.72, p<.5 and F (2, 22)=0.53, p<.6).

8.5.3. Questionnaires

We measured a mean score for SSQ of M=4.99 (SD=5.6) before the experiment, and a mean SSQ-score
of M=32.10 (SD=39.27) after the experiment. Both results showed the SS effect was significantly bigger
than before (T (11)=−2.711, p=0.02), due to repetitive rotations of the body while wearing the HMD.
The mean SUS score for the sense of feeling present in the VE was M=3.667 (SD=0.61), which indicates
a high sense of presence (where a score of 7 represents a normal experience of being in a place). A 0-5
Likert scale (being 5 the best score) was used to evaluate subjective questions related to the usefulness
and the comfort provided for all the conditions tested, as well as a subjective question to evaluate the
favorite condition. The result matches the data collected (see Figure 8.4) and is summarized as mean
values in the following table:

Decreasing Increasing No Feedback
Useful 4,75 4,25 0,25

Comfortable 4,08 3,75 2,25
Favorite 67% 25% 8%

Table 8.1.: Subjective scores for the guidance conditions.
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Figure 8.5.: Levenshtein distance: Pooled results of the experiment with the percentage of correct recall for all
the sequence of letters in all the trials.

8.5.4. Serial Position Effect

We measured the percentage of correct recall for every letter in the sequence on all the trials. The results
are displayed in Figure 8.5 (on the right) and can be used to study the serial position effect proposed
by [Jah63] which presented a tendency to remember the first few (primacy effect) and last few letters
(recency effect), and more likely to forget those in the middle of a sequence. The cited study suggested
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that the primacy effect is related to store items in the long term memory (LTM) and that the recency
effect would be related to store items in the short term memory (STM), typically limited to about 7
items. As can be depicted, the recency effect or STM allocation was prevented in all of our conditions in
comparison with the normal behavior predicted by Murdock, which is shown in green color.

8.6. Discussion and Conclusion
The results show that the vibrotactile feedback improves the selection performance but, as a consequence,
the metrics related to correct memory recalls for a sequence of 7 letters presented lower scores. Regarding
the analysis of the serial position effect, the good performance achieved by the participants to recall
the first letters can be explained as the expected outcome for LTM storage. However, the performance
dropping could not be explained using the same framework as usually the STM buffer has an approximated
capacity of 7 items and should be enough to produce the recency effect. One possible explanation could
be given using the results obtained by [GC66], where a delay of about 30 seconds is produced before
the recall process, then the recency effect is prevented and the STM storage is lost. This tendency could
be explored in more detail evaluating the conditions over longer time spans and using more complex
working-memory tasks, which could involve longer sequences and the use of words instead of letters so
the requirements for cognitive resources could be higher and hence the resources pulled between tasks
could show a more clear interaction.

In this chapter, we introduced the development of an affordable, wireless and wearable vibrotactile
device. We presented a technique to provide selection guidance by dynamic changes on the vibration
intensity as a function of the angular distance to the target when the user turns their head trying to
locate the object. We also presented the results of a experiment show the significant influence of a set
of vibrotactile feedback conditions on the selection performance. However, the same conditions do not
influence significantly the cognitive load variables. Future work should involve a larger study using further
variables for selection errors, a more intense task in terms of cognitive resources consumption. We suggest
the evaluation of vibrotactile feedback in different scenarios like vehicle operation, warning signaling and
the use of vibrotactile patterns to provide richer and more detailed guidance feedback in VR. In addition,
further research could include the analysis of cognitive performance based on verbal memory [BLS15].
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9 Chapter 9
Sound-based Cues on Feet

This chapter is related to the scenario C (see Section 1.2).

9.1. Motivation

In the context of this thesis, we want to enable the user to move in small virtual spaces by real walking
in order to approach 3DUI elements and perform selection and manipulation tasks. Walking is enough
to keep good presence and usability levels in comparison to other navigation techniques for VEs in terms
of spatial tasks and cognitive demands [RL09; RVB11; Mar+13]. Additionally, navigation support by
controllers have limitations related to the sense of presence, spatial cognition, and more prone to produce
simulator sickness [BC19].

Regarding the sensation perceived by users by real walking, such activity provides multimodal feedback
including visual, kinesthetic, and vestibular cues [Ste+13]. Previous studies have shown that the use of
auditory, visual and vibrotactile feedback is essential to convey the walking sensations and to produce
plausible levels of self-motion and distance traveled [Kru+16]. Moreover, related research have evaluated
haptic technology to provide friction forces on feet to reproduce sensations associated the user motion
while walking [Kat+18]. A similar approach uses audio-based tactile feedback on stepping by the synthesis
of ground surface by the use of inertial and pressure sensors, and therefore influence the user gate with
rehabilitation purposes [Zan+14].

We propose in this chapter a wearable sound-based vibrotactile pair of actuated soles. Such device
conveys sensations related to surface texture for real walking while users are immersed in VEs. Our
approach aims to improve the sense of presence while the user navigates in limited areas to accomplish
tasks involving the use of hands and 3DUIs. We performed a user study to compare our proposal with a
base condition with no tactile feedback. Also, we collected subjective data regarding the sense of presence,
comfort and acceptance of the technique.
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9.2. Experiment
In this section we describe the user study that we conducted to evaluate the users’ perception of self-
motion and the sense of presence while walking in a VE. We compared a condition providing visual
feedback for the floor surfaces (i.e., representing different materials and textures) with a condition in-
corporating also auditory and tactile feedback on the user feet. The two conditions were tested with a
within-subject design. We expected the condition involving tactile feedback to be the most significant
factor in the subjective perception of presence and acceptance rate.

9.2.1. Apparatus
The proposed technology involves the use of different modalities in order to incorporate as much as possible
the aspects of the natural human gait whilst supplying an unencumbered device. We used avatars to
represent the user body and walking actions. The implementation do not requires position trackers of
feet in order to detect contact with the virtual floor as our device contains a grid pressure sensors to
detect different step stages and and animate the avatar feet accordingly. For the study presented in this
chapter, we used a walking-in-place (WiP) tracked device [Fre+20]. Unity3D was used to render the
scene on an HTC Vive Pro.

Vibrotactile and Auditory Feedback

The device consists of a pair of anatomic soles. Every sole is connected to a small electronics compart-
ment (i.e., wireless module) that can be comfortably attached on each ankle. Every sole contains an
arrangement of pressure sensors (i.e., to detect gait stages) and a embedded audio-based tactile actuator.
Specific details of the device can be found in the Appendix (see Section A.5).

The soles establish a wireless connection with the experiment PC receiving commands to activate
the actuator and reproduce pre-recorded audio files matching the properties of the material the user is
walking on. As an example, if the user is walking over virtual grass, the sole actuator reproduces a
amplified audio stream of steps on grass. Simultaneously, the same audio feedback is provided to the user
by headphones. The intensity of the feedback streams is proportional to the walking speed (see Figure
9.1).

Additional Visual Cues

As the user can move around the interactive area by real walking, all the subtle visual cues related to head
cadence movements and leaning of the body (i.e., when starting, stopping, and turning) are naturally
provided by the user movements (i.e., muscle and joints involved in real walking). We assumed that
real walking while using an HMD would minimize the visual-proprioceptive sensory conflicts that are a
common cause of simulator sickness [LaV00].

In the case of using a WiP device, the realism of the walking avatar can be guaranteed by adding visual
effects. We added a head-bumping effect that creates horizontal and vertical organic movements of the
virtual camera. As a result. it simulates the subtle head motions that occur during real walking [SCL17].
Additional visual cues include changes on the avatar leaning as the user is starting to walk, moving
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Figure 9.1.: Experiment setup to provide cues while walking: (left) The user is represented with an avatar and
provided with matching visual, auditory, and tactile feedback on their feet whenever a foot lands
on different surfaces (i.e., grass, stones, wood). (right) A picture of the sole device. It contains
pressure sensors to detect foot contacts, and also an audio-based actuator to provide tactile feedback
according to the surface the user is currently walking on.

forward, or stopping. The leaning angle depends on the virtual legs dimensions and the averaged speed
over the last 30 frames [Fre+20]. Consequently, the effect conveys real-walking sensations of inertia when
starting and leaning forward when going fast which brings the virtual feet into the FOV more often.

9.2.2. Participants
20 subjects (M =30.6, SD=6.82, 7 female) took part in the experiment. The participants were profes-
sionals or students in the fields of human-computer interaction or computer science, who received class
credit for the participation in the experiment. Two participants were left-handed, the others were right-
handed. All them had normal or corrected vision. Four participants were excluded from the analysis
because of dizziness. In all cases they stated to generally be susceptible to motion sickness.

9.2.3. Procedure
The experiment started with a demographic and PRE simulator sickness questionnaire (SSQ) [Ken+93],
which consists of 16 items categorized in nausea, oculomotor and disorientation scales. The procedure
was followed by a briefing about the nature of the experiment.

The order of conditions was randomized while keeping a balanced number of trials. During the 10
trials for every condition, the participants were asked to walk on connected and straight paths in the
shape of triangles with sides having 5 to 10 meters. Along the walking paths, the floor was composed
by tiles of different materials. As the subjects walked on different tiles, the auditory feedback (provided
with headphones) and the tactile feedback on the stepping foot changed accordingly to match the visual
feedback of the rendered texture. The intensity of the feedback was proportional to the walking speed.
The participants were asked to walk at a normal pace. Good to feel the changes on materials and adequate
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to avoid inducing simulator sickness. Once the trials ended, the subjects were asked to fill out a POST
SSQ. Then, The sense of presence was reported with the Igroup Presence Questionnaire (IPQ) [SFR01]. It
consists of 14 items, categorized in spatial presence, involvement and experienced realism scales. Finally,
comfort data was collected with the Device Assessment Questionnaire (DAQ) [DKM99]. It consists of 13
items, that can be rated on a 5-point Likert scale ranging from 1 to 5.

9.3. Results
In this section, we summarize the results from the experiment. Results were normally distributed ac-
cording to a Shapiro-Wilk test at the 5% level. For the SSQ, we compared the differences from the
questionnaire results gathered before and after every condition (POST-PRE). The differences were com-
pared with a Wilcoxon signed-rank test. Although the Audio-tactile condition got lower SSQ scores, we
found no significant increase in simulator sickness over the time of the experiment; Visual only (M =1.17,
SD=25.1), Audio-tactile (M =-6.54, SD=27.3).

9.3.1. Sense of Presence
For the IPQ, we used a Wilcoxon signed-rank test to compare the differences between conditions. We
found a significant difference; Audio-tactile feedback (M =62.6, SD=13.9) presented the highest score,
being better than Visual only (M =56.7, SD=14.4, p=0.018). This finding confirms that leg proprio-
ception and tactile feedback on feet have a strong impact on the sense of presence. The IPQ scores are
illustrated in Figure 9.2 (left).
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Condition N Mean SD SE CI Min Max
Required force

Visual only 16 1.88 0.806 0.2016 [1.472, 2.278] 1 3
Audio-tactile 16 1.69 0.602 0.1505 [1.386, 1.989] 1 3

Smoothness of movements
Visual only 16 4 0.730 0.1826 [3.635, 4.365] 3 5
Audio-tactile 16 4.31 0.602 0.1505 [4.011, 4.614] 3 5

Mental effort
Visual only 16 1.31 0.602 0.1505 [1.011, 1.614] 1 3
Audio-tactile 16 1.62 0.619 0.1548 [1.315, 1.935] 1 3

Condition N Mean SD SE CI Min Max
Physical effort

Visual only 16 1.88 1.02 0.2562 [1.363, 2.387] 1 4
Audio-tactile 16 1.81 0.834 0.2085 [1.395, 2.23] 1 4

General comfort of usage
Visual only 16 4.06 0.680 0.17 [3.722, 4.403] 3 5
Audio-tactile 16 4.31 0.704 0.176 [3.96, 4.665] 3 5

Overall ease of usage
Visual only 16 4.06 0.680 0.17 [3.722, 4.403] 3 5
Audio-tactile 16 4.31 0.704 0.176 [3.96, 4.665] 3 5

Table 9.1.: Descriptive statistics for the DAQ scores.

9.3.2. Comfort
We analyzed the DAQ Likert ratings related to comfort with an ordinal logistic regression in order to
find differences between conditions. There are no significant differences for the scores related to required
efforts and ease of usage. However, the results show that the use of the device did not reduce comfort
levels in comparison with the walking condition providing no feedback. Although the subject where
using a wearable sole and had an electronics module attached to the ankle, there were no complaints nor
negative scores regarding the weight, ergonomics or unpleasant vibrotactile feedback. Figure 9.2 (right)
illustrates the distribution of responses and the corresponding descriptive statistics for all the scores are
presented in Table 9.1.

9.4. Conclusion
We found no significant differences for the self-reported simulator sickness or comfort for the tested
conditions. In general, both conditions did not present increased incidences of nausea, disorientation nor
oculomotor related symptoms. The use of the proposed technology did not reduce the acceptable scores
for cybersickness of the base condition, showing it as safe to use as the condition of real walking with
no feedback. Regarding the sense of presence (IPQ questionnaire), we found the condition providing
sound-based tactile feedback to be significantly better than not providing feedback at all. As a result, the
vibrotactile soles feature an increased sense of presence by conveying the sensation of stepping on ground
surfaces that match the visual representation. The overall sensation was conveyed by the combination
of auditory and vibrotactile feedback sourced from the same audio pattern representation for specific
ground materials. Considering that our device requires more hardware setup (i.e., place a pair of wearable
soles inside the shoes and attached electronics to the ankles), the results show that we did not reduce
comfort levels. Conversely, we received positive subject comments about how compelling/reactive was
the feedback, as well as good ergonomics. In summary, we presented a technique to improve realism and
presence for real walking in VEs. We contributed the implementation and a user study that shows that
our approach significantly improves the sense of presence and features acceptable comfort rates.
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10 Chapter 10
Cues for Obstacle Detection

This chapter is related to the scenario C (see Section 1.2).

10.1. Motivation
User interaction in VEs involves navigation [LaV+17]. Hence, the user could collide with obstacles that
are either approaching moving objects or static objects placed on the current path. This chapter is an
exploration on how wearable technology could support the user to detect such obstacles while navigating.
We aim to avoid the use of visual and auditory modalities because the corresponding senses are used
actively while performing selection and manipulation tasks in VEs. Therefore, vibrotactile feedback
could provide cues for obstacle detection while the user is performing primary tasks in VEs (e.g., receive
a tactile cue communicating the distance of an approaching object while the user is manipulating a
virtual object with a hand-operated VR controller).

In order to focus on the perception of tactile cues to detect obstacles, eliminating the use of eyes
and ears, this chapter is motivated in previous research on technologies to determine the position of
obstacles for visually impaired persons (VIPs). However, in addition to contribute with a wearable
technology for VIPs, we believe that the same technology principles could be applied in VEs requir-
ing support for obstacle detection (e.g., real/physical walls providing passive kinesthetic feedback).
Vibrotactile support for guidance has been explored before using different form factors and actuator
densities. Previous results have presented improvements in user performance for detecting directional
cues, recognition accuracy and faster user response [J O+16; Spe+09].

A white cane is the typical tool for VIPs to avoid crashes and navigate through the environment
more safely. Nevertheless it lacks the ability to detect objects above floor level. Therefore white canes
are augmented with certain sensor devices [KC13]. Typical augmented white canes are referred to as
smart canes. These smart canes make use of ultrasonic sensors, infrared sensors or cameras which obtain
obstacle information such as distance and position. Auditory or vibrotactile feedback patterns encode and
deliver the relevant information to the user. It is crucial to use common design guidelines and well known
methods from HCI research which map and encode signals to a comprehensible feedback stimuli. This
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chapter introduce a haptic handle that can be integrated in smart canes but also could be integrated in
current VR controllers. We use affordable components and vibrotactile feedback based on piezo actuation.

In a previous study, subjects used both an auditory guidance device compared to vibration de-
vice whilst being subjected to street noise. Participants wore either headphones to receive auditory or
a harness to receive vibrotactile guidance commands. Results indicate a comparable performance while
using either of those methods [GBC07]. It shall be noted that the use of regular headphones imposes
a danger to subjects in a walking situation because important auditory cues can not be perceived. A
possible solution could be bone-conduction headphones which do not cover the outer ear because they
create sound through vibrating skull bones [WL05]. Still there remains the question of an auditory
overload caused by many auditory cues. Finally, working memory plays an important role in interpreting
the feedback mechanisms designed by the researchers. Due to working memory restrictions vibrotactile,
spatial feedback is expected to interfere less likely with already existing auditory stimuli imposed by the
environment [Bad92].

In summary, wearable devices to support obstacle detection while walking must feature free-hands
interaction or be integrated to handheld interfaces. Also, the technology must not cover the ears for the
sake of echolocation and related cues. Finally, the device must be minimalist and communicate good
affordances and easy learning curves [DB10]. The remaining of the chapter presents the design and
evaluation of wearable technology according to the presented guidelines.

10.2. Experiment
We conducted a study to analyze the psychometric thresholds related to vibrotactile feedback for obstacle
detection on predetermined distances. Feedback was given by a handle provided by vibrotactile feedback
used by subjects to estimate obstacle distances along a linear path towards the user. The psychometric
analysis determines the minimum change in stimulus intensity that is consciously or subconsciously
perceptible by the subjects. The expected outcome is the minimum distance change that still let the
subjects make reliable judgments (i.e., at least 90% certainty) on whether the obstacle moves towards or
away from the user. Figure 10.1 shows the experiment setup.

10.2.1. Apparatus
An augmented handle was constructed using an infrared and an ultrasonic sensor which were connected
to an Arduino-compatible microcontroller. The handle was created using a clay imprint of a right hand
in handle-grasp posture. Next, the handle was 3D-scanned and finally 3D printed. Specific details of the
device can be found in the Appendix (see Section A.6).

Feedback Function

The range to provide meaningful tactile feedback is constrained by a minimum and maximum distances,
which are related to the interaction and content zones. The minimum distance is given by 20cm since
the ultrasonic sensor can only provide noise free signals for this distance upwards. The maximum was
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Figure 10.1.: Study setup: Blindfolded subject receiving feedback via actuators on the handle relative to the
obstacle distance. The handle was held, such that the thumb could be placed on the top actuator
to perceive the feedback.

f(x) = amax ·
(
amin
amax

) x−dmin
dmax−dmin

Distance Exponential (Hz) Linear (Hz)

20 cm 7.00 7.00
90 cm 4.30 5.50
160 cm 2.65 4.00
230 cm 1.63 2.50
300 cm 1.00 1.00

Figure 10.2.: Distance discrimination for obstacle detection: (left) Feedback function mapping the current
distance from the sensors to actuated frequencies. (right) Corresponding frequency values for
linear and exponential distributions.

set to 300cm to encapsulate the immediate surroundings while still providing a reasonable resolution
for distance discrimination. Figure 10.2 shows the mathematical function for distance discrimination,
mapping the distance information from the sensors to actuator frequencies (left). The function applies
for the maximum and minimum activation frequency amax, amin as well as the maximum and minimum
distances dmax, dmin. The figure also presents a table with the corresponding frequencies for the selected
distances (right).

The function maps the minimum distance to the maximum activation frequency and vice versa. The
selected minimum and maximum activation frequencies are 1Hz and 7Hz, respectively. The minimum
activation frequency convey a discernible base feedback for the maximum distance according to a pilot
study. The maximum activation frequency is limited by the micro-controller software. According to the
table, at far-apart distances, the linear frequencies produce a change from 1.0Hz to 2.50Hz which is more
recognizable than a frequency change from 1.0Hz to 1.63Hz for a distance offset of 70cm. Conversely,
the exponential frequencies supply more resolution in the interaction zone, which is more convenient.
Additionally, perceived differences of activation frequencies correspond exponentially with the measured
distances.
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10.2.2. Procedure

The study was conducted in a room with enough space according to the distance covered by
the ultrasonic sensor. Selected distances for the obstacles were marked on the floor (see Fig-
ure 10.1). Four reference points from near to far were determined to cover the whole spec-
trum of possible object distances. Reference points were marked at 55cm, 125cm, 195cm and
265cm. The closest possible obstacle distance was 25cm, the farthest possible was 295cm re-
spectively. A box was placed on the respective reference point and shifted by 5, 10, 15, 20,
25 or 30 centimeters closer to the subject (negative shift) or further apart (positive shift). Af-
ter each shift the subject had to decide whether the box was shifted further away or closer in depth.

The subject was blindfolded and received white noise over noise-cancelling headphones to prevent
auditory hints (e.g., box shifting). The only cue presented was feedback given by the piezo actuator on
the handle. Every subject was instructed to place the dominant-hand thumb on the actuator. Proper
feedback levels and sensitivity were calibrated at the beginning of the study. Before shifting the box
for the next trial, it was placed back on the reference point (current distance) to offer subjects the
opportunity to recall the corresponding tactile pattern once again. Subjects estimated distances twice
per shifting point (i.e., two repetitions) in both the negative and positive direction. Order was always
the same, starting from the closest reference point at 55cm up to the last reference point at 265cm.
After 24 decisions the reference point was changed and the subject could have a short break if preferred.
A total of 96 decisions have been recorded per subject; 48 positive and 48 negative shifts.

10.2.3. Results

Data from six subjects was collected (age M =26.33, SD=4.93, 2 female) for a total of 576 data entries.
We tested for data normality using the Shapiro-Wilk test, for negative shifts (W =0.85, p >0.05) and
for positive shifts (W =0.92, p >0.05). A paired T-Test comparison for the shifting directions resulted
in no significant differences (t(5) =-1.22, p <0.05) for positive (W =0.91, SD =0.08) and negative
(W =0.93, p >0.08) shiftings. As a result, we computed a Pearson correlation with the absolute shift
values (W =0.92, SD=0.08). The result indicates a strong correlation (r(4) =0.91, p <0.05). The mean
number of wrong answers was 7.33 (SD=2.92) for all subjects. The best and worst performing subjects
had an error rate of about 4% and about 12% respectively. Each distance of the object to a reference
point had 48 corresponding trials. The mean of the number of errors across all distance differences was
3.67 (SD=3.59). Besides, feedback irregularities for very close objects have been reported by subjects.
Although it is not significant, (χ2(3) = 5.95, p> 0.1), the collected data shows a high error rate for the
first reference point at 55cm.

Regarding the psychometric function, a probabilistic distribution allowed to compute the threshold
at which at least 90% of forced choices were expected to be correct. Since there is no difference as-
sumed between negative and positive shift, the psychometric function for absolute shifts was calculated,
with threshold at 13.58cm (M =5.94, SD=9.08, CI [ 11.64cm, 15.56cm]). The figure 10.3 presents the
psychometric function for the obstacle shifting values.
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Figure 10.3.: Psychometric function for absolute shiftings. Dots mark the ratio of correct answers given by
subjects regarding the reference point.

10.3. Conclusion
Our approach uses a constant frequency for the vibrotactile feedback on static obstacles. This limitation
is prone to an adaption effect [Van02]. In this case, the user’s subjective magnitude could decrease which
could lead to weakened perception of obstacles. However, such an adaption effect is avoidable by switching
to a variable tactile pattern whenever the distance to the obstacle remains constant for a predetermined
amount of time.

We have presented the design and implementation of a wearable device for obstacle detection while
walking. The device features an ergonomic handle with good affordances and is comfortable to hold. Our
approach makes use of ultrasonic distance sensors and piezo tactile actuators to continuously measure the
distance to static and approaching obstacles in VEs. The feedback is provided by encoding the distance
of detected objects as an activation frequency of the piezo actuators. The results indicate a high rate of
correct answers. Given a minimum distance shift of 13.58cm the subjects could determine the direction
of shifts with a probability of 90% on a total spectrum ranging from 20cm to 300cm.
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Part V

Conclusion
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11 Chapter 11
Summary and Guidelines

The use of wearable haptic technology in VEs has enormous potential to improve user performance and
accuracy while executing 3D selection tasks, as well as providing proximity-based guidance to compensate
for vision perception problems. However, nowadays VEs often lack proper haptic feedback, combined with
insufficient alternatives to incorporate feedback for the tactile and the kinesthetic modalities in 3DUIs.

In this thesis, we developed and evaluated wearable haptic technology that circumvents the men-
tioned limitations, improves usability, and reduces the performance gap between traditional interfaces
and 3DUIs.

Part I presented fundamentals on haptics and background information on physiology, perception, and
performance metrics regarding the tactile and kinesthetic modalities. Furthermore, we explored previous
work related to haptic technology and haptic interaction, including taxonomies and comparisons.

Part II explored the use of vibrotactile cues for guidance in 3D selection. First, we presented a ring-
shaped wireless haptic device for spatial user interfaces, and we reported the effects of different proximity-
based vibrotactile patterns. We showed that such patterns can improve the user’s subjective awareness of
a virtual scene, enriching it by providing haptic feedback when virtual objects are touched or intersected.
Moreover, the results showed that there is no overall optimal pattern but that design implications can
exploit the advantages and issues for each pattern. Furthermore, we presented a vibrotactile finger-
wearable device providing proximity-based feedback in the fingertip. We built upon the vibrotactile
patterns tested with the first device with a study testing a Fitts’ Law 3D selection task. We tested
three sensory modalities (i.e., visual, auditory, and tactile), changing the intensity, frequency, and color
according to the distance traveled during selection. The results revealed significant benefits of binary over
continuous feedback and higher subjective preferences for bimodal feedback. Regarding the proportion of
the ballistic and correction phases of the selection movements, we found that binary feedback produces
movements with larger correction phases, usually related to accurate selections. As a main result, we
proposed a set of guidelines for 3DUI designers: (i) avoid bimodal combinations if the user interface
must provide good throughput and should prevent undershooting, (ii) choose binary proximity-based
feedback over continuous feedback for faster selections and overall higher throughput in 3D selection
tasks, (iii) choose bimodal over unimodal feedback for reduced error rates in 3D selection tasks and higher
subjective user acceptance, and (iv) the best deal among throughput, under/overshooting distance, and
the proportion of the correction phase is binary-unimodal feedback. With this profile, it is possible to
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significantly increase the correction phase (by more than 12%) and prevent over/undershooting almost
completely while keeping a higher throughput.

Part III studied techniques for inducing perceptual illusions supported by multimodal feedback. First,
we presented a pair of wearable vibrotactile gloves able to provide brief phases of vibrotactile feedback.
Such feedback was synchronized at low latency with visual feedback in order to reproduce the Long-Arm
illusion with vibrotactile technology. Results of our experiment showed that visual-vibrotactile feedback
can be used to induce the illusion while simplifying and automating the process, which traditionally
requires an operator to be present in order to manually stimulate the user with synchronized visual-
haptic tapping feedback. Our results suggest that the approach may be transferred to other embodiment
illusions as well, thus providing means to improve the VE experiences of users in a variety of application
fields. Second, we presented wearable technology that conveys holistic touch illusions by combining tactile
and kinesthetic feedback with pseudo-haptics. We reported the results of 3 studies providing guidelines
to properly convey contact, stiffness, and activation in 3DUIs. Overall, our approach creates a plausible
illusion of touch, delivering a holistic feeling when interacting with 3D buttons, and maintaining good
levels for the sense of body ownership and presence, as well as positive subjective feedback for user
acceptance. In addition, we provided a model to predict perceived stiffness given a specific C/D ratio.

Part IV explored the use of haptic technology to support 3D navigation. As a first exploration, we
introduced affordable wearable devices to provide vibrotactile feedback on the backside of the head (i.e.,
attachable to HMDs). We showed that such feedback is beneficial for the selection of objects located
out-of-sight. Our technique guides the user’s head to locate an object by providing dynamic changes
on the vibration intensity as a function of the angular distance to the target. The results revealed a
significant effect on selection performance, being the feedback decreasing in intensity the most effective.
Furthermore, we discussed the implications of the cognitive resources involved. In this part, we also
presented a pair of soles with embedded sensors and audio-based tactile actuators. These haptic soles are
easily attached to shoes and provide vibration cues while walking in EVs. Such cues were combined with
congruent auditory feedback indicating the texture properties of the floor (i.e., grass, wood, or stones),
and also matching the visual representation. We conducted a study comparing a soles condition with
a no-haptic-feedback condition for participants performing real walking in a VE. Results indicated that
there are no significant differences for the self-reported simulator sickness or comfort, showing that our
approach is as safe and usable as the condition providing no feedback. Regarding the sense of presence,
we found that the sound-based tactile feedback was significantly better than not providing feedback at
all. Finally, we introduced a wireless handle with vibrotactile feedback for obstacle detection in VEs.
The device makes use of ultrasonic distance sensors and piezo tactile actuators to continuously measure
the distance to static and approaching obstacles and provide tactile feedback accordingly. The design of
the device was motivated by the possibility of detecting approaching or static obstacles in VEs without
relying on vision or, while the user is focused on selection or manipulation tasks. tasks. We moved
obstacles along the line of sight of the user (ranging from 20cm to 300cm) and they managed to reliably
detect obstacle shiftings larger than 10cm, as well as the shifting direction (90% of correct trials).
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12 Chapter 12
Perspectives

We presented a set of wearable haptic devices and interaction techniques to support users while operating
3DUIs in VEs. The contributions of this thesis could be further improved with the use of novel technologies
and integrated with novel solutions for mobile MR. We believe the technology proposed in this thesis
could be further miniaturized to be integrated with headsets or motion controllers, or even adapted to
improve the compatibility with inside-out hand tracking solutions. Moreover, pseudo-haptic techniques
could be further optimized and combined with multimodal feedback to convey more compelling force
sensations. Future work should evaluate more vibrotactile feedback patterns for grasping or dexterous
manipulation. Also, the context of the presented studies is related to 3D selections on a Fitts’ Law
experiment with an interaction space restricted to a circular layout of targets and hence is necessary for
further research to evaluate different interaction spaces.

As a main goal, haptic technology should be wearable, wireless, lightweight, and power-efficient haptic
devices able to convey tactile and kinesthetic feedback in VEs. Although haptic technology is still in
an early stage of development (“might be 30 years behind graphics” [Sch+17]), we believe that haptic
research is accelerating to overcome the current challenges and integrating contributions on actuators
engineering, haptic design, and haptic rendering [Mue+20; Sch+17]. In addition to the fact that hard-
ware solutions become more affordable, promising perspectives for haptics are starting to explore better
couplings between skin receptors and actuator/sensors. Extremely thin devices could stimulate skin
mechanoreceptors with electrical activity [WGS18], and be combined with novel epidermal, transdermal,
and subdermal implants to augment the human hand/body with unencumbered sensing and tactile actu-
ation [Mue+20]. Regarding new engineered materials, electroactive polymers for haptics allow interaction
designers to use shape-changing surfaces and structures. Such polymers are interactive and create organic
and subtle movement of semi-transparent membranes which is useful to provide dynamic passive haptic
feedback in VEs [FF19]. Similar materials have dual functionalities of force sensing and vibrotactile
actuation. This kind of polymers can be manipulated with vibrotactile waveforms while sensing changes
in capacitance from contact forces [Yoo+19]. Furthermore, novel mechano-tactile interfaces are thin and
flexible skin stickers with silent operation and changing shape. Such stickers provide tactile patterns
like pinching, directional stretching, pressing, pulling, dragging, and expansion. The patterns have been
tested in interactive experiences like physical guidance, health interfaces, and VR gaming [Ham+19].

As future work, one could improve wearable devices with a new set of haptic sensations relying on
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audio-based tactile feedback in order to support high-definition effects in 3DUI elements. Current testing
is ongoing with novel diegetic user interfaces for VR. Moreover, tactile feedback could take advantage
of physically-based audio modelling [ARR02]. For example, a VE user provided with our haptic shoes
(see Chapter 9) could feel vibrations produced by virtual objects falling and colliding with the virtual
floor. Nowadays, it is possible to receive auditory feedback produced by the synthesis of collision audio
effects corresponding to the material properties of the falling objects and the floor. Additionally, physics
propagation effects can be applied to finally render spatialized audio in VEs. We believe that the same
synthesized audio patterns could be reproduced with audio-based tactile actuators to convey multimodal
sensations and improve even more the sense of presence in VEs 1 2. Additionally, we suggest the use of 3D
engine features to set the physical characteristics of the 3D object (i.e., stiffness, friction coefficients). Such
characteristics have been traditionally used for simulations, but could be used to configure interactive
virtual objects in VEs and improve the realism of the generated audio patterns. Spatial and temporal
resolution parameters (i.e., frequency, resonant frequencies, and curve shapes) could be extracted from
the texture/bump maps and synthesize audio samples with that information [BU18; KRM11] so they can
be streamed to the same audio-based tactile actuators. As a result, the audio patterns can be reproduced
on the skin, activating the tactile mechanoreceptors to convey sensations of contact whenever our finger
collides or slides over a virtual surface. At some point, such profiles could be collected, distributed,
and integrated into the VE design process similarly to audio assets. In general, we aim for improving
devices with a new set of haptic sensations relying on audio-based tactile feedback in order to support
high-definition effects and the development of new 3DUI elements. Current testing is ongoing with novel
diegetic user interfaces for VR, enriching 3DUI elements [SAS19] and tangible passive interfaces [BAS19]
with tactile feedback in order to improve the user performance.

Ultimately, we believe that haptic technology, and in general, the use of multimodal feedback might be
the key to success for super-immersive VEs that close the gap to achieve the ultimate display. A display
that could control the existence of matter, with virtual chairs we can sit on and virtual bullets that would
be fatal [Sut65].

1https://tech.alpsalpine.com/prod/e/html/haptic/
2https://lofelt.com/
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A Appendix A
Wearable Devices

This appendix introduces the wearable technology we developed to conduct the studies presented in this
thesis. The following sections provide technical details on designs, hardware specifications, and links to
open-source resources enabling practitioners to replicate the conducted experiments.

A.1. HapRing

Figure A.1.: Electronics, design and form factor of HapRing.

HapRing is a finger-worn device, avoiding cables by using a low-energy wireless technology. A vibrating
element is controlled by embedded software to provide haptic feedback at different intensities according
to signals received from the computer. The embedded software running on the HapRing is managed
by an RF51822 SoC (System on a Chip) based on a 32-bit ARM Cortex, supporting Bluetooth Smart
(2.4 GHz Band) for ultra-low-power wireless applications. All the components are placed on a small
development board (18.5 mm × 21.0 mm) including power connectors (supporting a working voltage
from 1.8 V to 3.3 V) and a set of I/O ports used to connect the micro-joystick with command button and
the Linear Resonant Actuator (LRA, 5mm diameter × 3mm thickness) which is a shaft-less vibration
motor attached to an active haptic driver (TI DRV2605). As a power source, we used a Lithium Polymer
Ion (LyPo) rechargeable battery which outputs a nominal 3.7 V at 40 µA h. A voltage converter and
a micro USB plug were included. An optional IR LED (with 880 nm wavelength for compatibility with
a PPT tracking system) is connected to the ring’s top for external reference support. Besides, an IMU
is integrated, providing 9-DoF data from a 3-axis combo chip (L3GD20H and LSM303D). As we used
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symmetrical design, the device works just as well for left-handed users as for right-handed users. The
finished prototype is illustrated in Figure A.2, which shows the various components and the size (47 mm
height × 30 mm width × 22 mm depth). The variant of the device in the figure was 3D-printed with
PLA material and has a total weight of 20 grams.

Actuator Joystick/Button

Electronics
Compartment

47mm

22m
m

30mm

Adjustable
Handle IR LED

Figure A.2.: Main components of HapRing.

The haptic driver takes advantage of overdriving and active braking to guarantee responsive and clean
signals. According to the vibrator characteristics, the frequency range is 20 Hz to 220 Hz. The provided
range is sufficient to elicit sensations on the epidermis’ tactile corpuscles for haptic feedback related to
small displacements, pressure sensations, and small texture patterns. The ring was sketched, modeled,
sliced and 3D printed according to the constraints imposed by finger ergonomics and electronics. As such,
the final design has beveled edges and a joint that allows users to adjust the size. For the communication
with HapRing, the commands can be sent directly through Bluetooth. We developed an alternative
interface application that receives and sends commands through a standard UDP port and transmits
them to HapRing. This setup is modular and would allow different computers to communicate with
HapRing, as often necessary in laboratories. We measured the latency from the collision detection in the
3D environment to the vibration signal triggered on the actuator, which was 23 ms, sending a byte-length
message to the device using the UDP-like mechanism to send messages with a "no response flag" provided
by the Bluetooth LE Specification. According to perception studies [JGH07], the measured latency is
sufficiently small based on average hand velocity for common interactive tasks and vibrotactile related
experiments.

Example applications for the HapRing are presented in Figure A.3. The device can be used in multi-
touch tabletops to provide vibrotactile sensation according to materials displayed with different textures.
Different sensations can also be provided in VR, from enriched textures to tactile effects for collisions in
mini-games supporting hand-tracking, and vibration patterns to notify contact with dangerous objects
(i.e., hand getting too close to the fire). This device was utilized to conduct the study on vibrotactile
patterns (see Section 4.2). Also, the device is available as an open-source hardware project1.

1https://github.com/tlon-citizen/HapRing

https://github.com/tlon-citizen/HapRing
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Figure A.3.: HapRing applications.

A.2. HapFinger
HapFinger is a fingertip-worn wireless (Bluetooth 2.4 GHz Band) device to be used in the index finger. A
vibrating element is located right at the fingertip and is controlled by embedded software that controls the
intensity according to signals received from the computer. The case encloses an RF51822 SoC (System on
a Chip) based on a 32-bit ARM Cortex. The device provides feedback with a Linear Resonant Actuator
(LRA, 5mm diameter × 3mm thickness, Precision Microdrives C10-100) spinning at a resonant frequency
of 200Hz while variating the intensity from level 0 to 128 and controlled by a dedicated haptic driver (TI
DRV2605L) and supporting overdriving and active braking.

LRA Actuator

IR LED

Joystick

ButtonsCompartmentElectronics

Figure A.4.: HapFinger components and tracking setup.
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The device was 3d modeled as a finger contoured electronic enclosure. The device case was 3d-printed
with resin material and the total weight, including the battery, is 31 grams. The device can also be con-
figured to provide different vibrotactile patterns according to the task in execution [ALS15]. Additionally,
it features input capabilities with an analog 2-DoF joystick and two momentary buttons. These input
elements were used in the experiments to confirm selections, pause trials, and answer questions with
binary answers. The device is equipped with an infrared LED compatible with active-marker tracking
systems. In our case, the device setup uses a PPT system with three cameras (sub-millimeter precision,
see Figure A.4 right) that is connected to a VRPN server streaming data to the experiment workstation.

This device was utilized to conduct the study on the ballistic and correction movements for 3D selection
(see Section 5.3.2). Also, the device is available as an open-hardware project2.

A.3. HapBand

Figure A.5.: HapBand modules.

HapBand is a wearable and wireless device composed of two modules to be worn in the upper arm.
The modules are driven by an Espressif ESP32 dual-core microprocessor clocked at 240 Mhz with 520Kb
RAM and powered by rechargeable 18650HG2 Li-Ion batteries (3.7V). The modules-to-PC latency is
approximately 30 ms. Actuators and electrodes are connected to the modules with thin cables that
can be comfortably accommodated along the arm. The tactile module (116mm × 65mm × 15mm,
Figure A.5 left) provides tapping and vibration stimuli through a wearable fingertip (64mm × 32mm
× 32mm, Figure A.6). This unit provides a tapping sensation that recreates the pressure felt on finger
soft touches, stimulating the SA1 receptors for pressure (i.e., Merkel cells). A tactile tap is better than

2https://github.com/tlon-citizen/HapFinger

https://github.com/tlon-citizen/HapFinger
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vibrotactile feedback as vibration is sensed by the Pacinian corpuscles deeper in the skin, which does not
contribute to pressure sensing [Kur+07].

Solenoids

Piezo Audio-based actuator

Figure A.6.: HapBand wearable fingertip.

Additionally, there is a TES/EMS module (116mm × 52mm × 25mm) providing tendon and muscle
electrical stimulation (Figure A.5 right). This module uses an off-the-shelf transcutaneous nerve stimu-
lator (Schwa Medico Medizintechnik Art.-Nr. 104099-V08), the PCB and the firmware are based on the
openEMSstim project by Pedro Lopes and Max Pfeiffer34. The TES/EMS module supports two channels
(i.e., two muscles or tendons can be stimulated independently by two pairs of electrodes connected from
the module to the selected arm muscles). For every channel, experiment operators can set the intensity
and the duration of the electrical pulse by using a Unity plugin that manages the wireless connection
with the module and safely keeps the parameters under the clinical limits established by the analog nerve
stimulator.

The device case was 3d-printed with resin material and the total weight is 31 grams. The fingertip
wearable (Figure A.6) is composed of a set of pieces. The whole set is presented in Figure A.7, showing
how the structure is mechanically connected by electromagnetic solenoids. The top push-pull solenoid
provides a tapping sensation on the fingertip and the front solenoid provides soft touches on the finger
pulp (not used in the presented studies). The vibration sensations on the fingertip are provided with
a piezo actuator measuring 35mm × 4mm × 4mm (Samsung PHAH353832XX, 120Vpp AC, sine wave
@230Hz) which is controlled by a haptic driver (Texas Instruments DRV2667 by the I2C protocol). The
piezo element touches the fingertip whenever the top solenoid is closed. Additionally, when the front
solenoid is closed, an audio-based actuator (23mm × 8mm × 8mm, Alps Haptic Reactor5) touches the
finger to provide tactile sensations on the finger pulp. Such an actuator relies on two resonant frequencies
to reproduce compelling vibrotactile feedback. The input signal can be an audio pattern from real-time
or pre-recorded sounds. For example, the sound produced by sliding the fingertip on a carpet can be
recorded with a microphone, then amplified and reproduced with the Haptic Reactor to resemble the same
sensation while a VE user is performing the same finger sliding action over a virtual surface. Our device

3https://github.com/PedroLopes/openEMSstim/
4https://bitbucket.org/MaxPfeiffer/letyourbodymove/wiki/Home
5https://tech.alpsalpine.com/prod/e/html/haptic/

https://github.com/PedroLopes/openEMSstim/
https://bitbucket.org/MaxPfeiffer/letyourbodymove/wiki/Home
https://tech.alpsalpine.com/prod/e/html/haptic/
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Figure A.7.: 3D-printable parts of the HapBand fingertip.

currently supports pre-recorded patterns and the implementation of real-time streaming is ongoing.

Furthermore, we developed a plugin for Unity to manage and control all the sensors and actuators con-
nected to the HapBand modules (Figure A.8 left). In addition to UI for controlling/enabling sensations,
the plugin also presents real-time information regarding the wireless connection, as well as, debugging
information from pressure sensors (up to two) and capacitive pins (up to 8, used for input interaction in
VEs). For a complete list of all the actuators and sensors available check the list of connection pins for
the tactile module (Figure A.8 center) and the TES/EMS module (Figure A.8 right).

This device was utilized to conduct the study combining pseudo-haptics, tactile and kinesthetic feed-
back (see Section 7.4.2). We published all the required resources for the experiment replicability under
an open soft/hardware repository6.

6https://github.com/tlon-citizen/HapBand

https://github.com/tlon-citizen/HapBand
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Figure A.8.: HapBand Unity Plugin and pins for actuator/sensor connections.

A.4. HapGloves
The HapGloves are a pair of gloves for VE interaction. They rely on hand tracking (i.e., Leap Motion)
to provide vibrotactile feedback on fingers and palm surface. The device contains 14 LRA actuators
(PMC10-1007) for each hand, driven independently with PWM signals and managed wirelessly from the
computer using Bluetooth Low Energy technology (see Figure A.9). All the electronics and power sources
are enclosed in a fore-arm band, offering freedom of movement and comfort for common hand-interaction
tasks in VR environments.

The actuators are controlled by an Adafruit 16-channel 12-bit pulse width modulation (PWM) driver8.
A self-made circuit board organizes the connections, provides signal enhancements (including amplifying,
basic active breaking, and basic overdriving), and fits directly onto the PWM driver (see Figure A.9a).
Each glove is powered by a 3.7V lithium polymer ion (LiPo) rechargeable battery. To mount the circuitry
around the arm, all the components are installed in a 3D-printed case, which is attached to a neoprene
arm belt. The case is meant to be worn on the forearm, close to the elbow, pointing outside to keep the
arms able to rest and interact freely in the personal space. The driver is connected to an ARM Cortex
System on a Chip (SoC)9 via I2C. In addition, the SoC features Bluetooth Low Energy (BLE), which
enables the wireless communication between the computer and the haptic gloves, decoupling the client
PC which runs a UDP server sending activation commands to the vibrators according to the user actions.

7http://www.precisionmicrodrives.com/
8https://www.adafruit.com/product/815
9https://www.nordicsemi.com/products/nRF51822

http://www.precisionmicrodrives.com/
https://www.adafruit.com/product/815
https://www.nordicsemi.com/products/nRF51822
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Figure A.9.: Arrangement and components of the vibrotactile display: (a) PWM signal controller for the 14 ac-
tuators. (b) Distribution of the vibration actuators on the hand. (c) Corresponding representation
of the hand in VR (showing debugging spheres to represent the vibration points).

The case also contains USB battery recharging and its dimensions are 108mm × 80mm × 39mm. The
HapGloves computer-to-device latency was measured with a high-speed camera at 240 frames per second.
Each frame was analyzed to determine the time the signal was sent and the time the vibration actuators
started swinging. The calculated latency is 25ms ±4.166, which is near the “impact threshold" defined
by Jay et al. [JGH07]. This means the user’s performance may decrease slightly, but the user stays
unaware of the latency. The user would start noticing the latency when the system’s latency exceeded
the “perception threshold" at 50ms. There was no measurable difference in latency between driving
one motor and driving all motors at once because of the buffering settings in our embedded code and
our multi-threaded approach on the client side. The presented value should be added to the latency
between the hand tracking system and the UDP server to get the end-to-end latency, which makes a total
of 43ms, which is still compatible with users’ tolerance between sensations corresponding to visual and
tactile modalities [Shi+10].

This device was utilized to reproduce the Long-Arm illusion (see Section 6.2). Also, the device is
available as an open-hardware project10.

A.5. HapShoes
HapShoes consist of a pair of anatomic soles. Every sole is connected to a small electronics compartment
(i.e., wireless module) that can be comfortably attached to the ankle. Every sole contains an arrangement
of pressure sensors (i.e., to detect gait stages and specific stances) and an embedded audio-based tactile
actuator (see Figure A.10). Every sole, including the electronics case, weights 52 grams.

Every sole provides audio-based tactile feedback, in the medial plantar area (9x10x22.6mm3) using
a haptic reactor11. An Espressif ESP32 microprocessor controls the haptic reactor through an I2S 3W
Class D amplifier and also collects pressure values from an array of six force-sensitive resistors (0.5 inches

10https://github.com/tlon-citizen/HapGloves
11https://www.alps.com/prod/info/E/HTML/Haptic

https://github.com/tlon-citizen/HapGloves
https://www.alps.com/prod/info/E/HTML/Haptic
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I2S Amplifier

Storage for 
Haptic Patterns

Wireless
Module

Case

Sole Haptic Reactor

Pressure Sensors

Figure A.10.: HapShoe components.

diameter) distributed ergonomically across the sole, transferring pressure data to the computer at a rate
of 50Hz over WiFi. The system features 520Kb RAM and is powered by rechargeable 18650HG2 Li-Ion
batteries. The actuator-to-PC latency is approximately 28 ms.

This device was utilized to conduct the study on obstacle detection (see Section 9.2.1).

A.6. HapHandle
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Figure A.11.: Placement of the actuators on the handle and corresponing positions on the hand.

HapHandle is an anatomical and comfortable handle to detect obstacles. It provides vibrotactile feed-
back according to obstacle distances which are measured by sensors. It also contains five haptic drivers12

controlling five piezo discs with a 9mm diameter. Every piezo haptic driver integrates a 105-V boost
switch, an amplifier, supporting overdriving and active breaking. The tactile signals can be parameter-
12http://www.ti.com/product/DRV2667

http://www.ti.com/product/DRV2667
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ized by frequency and amplitude simultaneously, as well as signal envelopes at the beginning/end of the
signal.

All the piezo elements and drivers are connected to an Arduino-compatible microcontroller13 based on
an ARM Cortex M0 processor, clocked at 48 MHz at 3.3V, and featuring Bluetooth Low Energy. Distance
estimation is supported by two sensors. First, a high-performance optical distance measurement sensor14,
based on an edge-emitting, 905nm (1.3 watts), single-stripe laser transmitter with a 0-40m range and an
accuracy of +/- 2.5cm. Second, an ultrasonic distance-sensor15 with a calibrated beam pattern with a
resolution of 1 inch, a 20Hz reading rate, and a range starting from 6 inches to 254 inches.

Additionally, the device includes an IMU with 9-DoF which enables the device to point out at a
specific direction, record the distance to the closest obstacle and send the data wirelessly to a processing
computer. For a specific position, such processing creates a model of obstacles surrounding the user with
the corresponding positions. Once the model is created, the user can perceive vibrotactile notifications
for the closer obstacle at different areas of the hand according to the obstacle position and elevation (see
Figure A.11).

The HapHandle frequency for vibrotactile stimuli is 240Hz and the handle layout was designed to
leave at minimum 11mm space between piezo actuators. This is compatible with studies on two-point
discriminability on the palm (∼10mm) and pressure sensitivity evoked by vibrotactile stimuli (between
220Hz and 300Hz) [Wei68].

Ultrasonic Sensor
Infrared Sensor

Ergonomic Handle
with Piezo Actuators

Figure A.12.: HapHandle testing prototype (STIC [Her+19]). The image shows the placement of the sensors,
the control board and the HapHandle.

For testing purposes, this device (Figure A.12) was mounted on a typical white cane consisting of a
wooden stick with a plastic ball attached to the lower end and a 3D printed plastic ergonomic handle
attached to the upper end (151cm long, 477 grams, 1.5cm diameter). To minimize the needed force
to balance and sweep the cane horizontally, this case is placed near the handle on the stick’s bottom
side [Her+19].

This device was utilized to conduct the study on obstacle detection (see Section 10.2.2).

13https://www.adafruit.com/product/2995
14https://www.sparkfun.com/products/14032
15https://www.maxbotix.com/Ultrasonic_Sensors/MB1010.htm

https://www.adafruit.com/product/2995
https://www.sparkfun.com/products/14032
https://www.maxbotix.com/Ultrasonic_Sensors/MB1010.htm
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A.7. HapModule
HapModule is a minimalistic version of HapRing that can be attached to different parts of the body to
provide vibrotactile feedback. It has the shape of a small wearable box and is completely autonomous by
using a wireless-enabled microcontroller; the RF51822 SoC (System on a Chip) supporting Bluetooth LE
(2.4 GHz Band). All the components are placed on a 3D printed case (30mm × 23mm × 18mm) including
an LRA (PMC10-100) attached to an active haptic driver (TI DRV2605), and a Lithium Polymer Ion
(LyPo) rechargeable battery which outputs 3.7V at 150mAh (see Figure A.13).

Haptic Driver

LRA Actuator

Battery

Microcontroller
with BT 4.0

Figure A.13.: Electronic sketch, 3D model of the module case, and picture of the final assembly including the
3D printed case.

This device was utilized to conduct the study on 3D guidance (see Section 8.4).
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