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Abstract

The next generation of experiments probe the region beyond the standard

model of particle physics to a precision unreachable by current experi-

ments. This necessitates the development of new detector systems, push-

ing current technologies to their limit in spatial, energy and time resolu-

tion. The development of such detectors requires facilities capable of test-

ing detectors in a situation as close as possible to the final experiment, as

well as external devices that allow an independent measurement beyond

the limitations of the detector system. This is provided by test beam fa-

cilities that produce high energy particles for sensor testing and telescope

systems providing high precision reference measurements.

The Lycoris telescope is a new detector designed for the DESY II Test Beam

Facility. Project requirements such as the large active area, high precision

and and strong spatial constraints make commonly used strip and pixel

sensors unusable as sensors for the Lycoris telescope. The telescope is

therefore based on a hybrid silicon strip sensor developed for the ILC with

a thickness of 320µm with in metal signal routing allowing for a pitch of

25µm. The system includes an integrated power-pulsed readout via the

KPiX ASIC.

This thesis encompasses all steps towards the Lycoris telescope including:

the design, the sensor assembly, the building and installation of the sup-

port structure, the tests of the sensors at the DESY II Test Beam Facility and

performance studies of the Lycoris telescope using a dedicated strip track

finding algorithm. The sensor is shown to achieve an average single plane

efficiency of 96% with a single point resolution of 7µm. The average noise

level within the sensor is 0.2fC = 1250e resulting in an average signal over

noise ratio of 15. The telescope, using the dedicated strip track finding, is

shown to reach similar efficiencies and is simulated to achieve a momen-

tum resolution of about 3.6×10−6 MeV−1 within a 1T magnetic field.



Kurzfassung

Die nächste Generation von Experimenten erforscht die Region jenseits

des Standardmodells der Teilchenphysik bis zu einer Präzision, die mit

aktuellen Experimenten unerreichbar ist. Dies erfordert die Entwicklung

neuer Detektorsysteme, die die derzeitigen Technologien in Bezug auf

räumliche, energetische und zeitliche Auflösung an ihre Grenzen bringen.

Die Entwicklung solcher Detektoren erfordert Einrichtungen, die in der

Lage sind, die Detektoren in einer Situation zu testen, die dem endgülti-

gen Experiment so nahe wie möglich kommt, sowie externe Geräte, die

eine unabhängige Messung über die Grenzen des Detektorsystems hin-

aus ermöglichen. Dies wird durch Teststrahlanlagen, die hochenergetische

Teilchen für Sensortests erzeugen, und durch Teleskopsysteme, die hoch-

präzise Referenzmessungen ermöglichen, gewährleistet.

Das Lycoris Teleskop ist ein neuer Detektor, der für die DESY II Test Beam

Facility entwickelt wurde. Die große aktive Fläche, die hohe Präzision und

die starken räumlichen Beschränkungen machen die üblicherweise ver-

wendeten Streifen- und Pixelsensoren als Sensoren für das Lycoris Teleskop

unbrauchbar. Das Teleskop basiert daher auf einem für den ILC entwick-

elten hybriden Silizium-Streifensensor mit einer Dicke von 320µm, wobei

eine neuartige Signalführung durch weitere Metall lagen im Silizium einen

Streifenabstand von 25µm zulassen. Das System verfügt über eine integri-

erte gepulste Auslese durch den KPiX ASIC.

Diese Arbeit umfasst alle Schritte auf dem Weg zum Lycoris Teleskop:

die Konstruktion, die Sensormontage, den Bau und die Installation der

Stützstruktur, die Tests der Sensoren an der DESY II Test Beam Facility

und Leistungsstudien des Lycoris Teleskop unter Verwendung eines für

das Teleskop entwickelten Streifenspursuchalgorithmus. Es wird gezeigt,

dass der Sensor eine durchschnittliche Effizienz in einer einzelnen Ebene

von 96% mit einer Einzelpunktauflösung von 7µm erreicht. Der durch-

schnittliche Rauschpegel innerhalb des Sensors beträgt 0.2fC = 1250e, was

zu einem durchschnittlichen Signal-Rausch-Verhältnis von 15 führt. Es

wird gezeigt, dass das Teleskop, unter benutzung des entwickelten Streifen-

spursuchalgorithmus ähnliche Effizienzen erreicht und mittels simulation

wird gezeigt das eine Impulsauflösung von etwa 3.6×10−6 MeV−1 inner-

halb eines 1T Magnetfeldes erreicht wird.
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Introduction

Particle physics investigates the fundamental forces and particles that make up the vis-

ible universe. The theory of particle physics has developed from the Rutherford model to-

wards a more complex and complete theory. The Standard Model of Particle physics (SM)

currently provides the best description of physics for the smallest constituents of the known

universe.

While the SM has achieved great success in its descriptions and predictions, many as-

pects of particle physics are not explained by the SM such as, the necessary charge conjuga-

tion parity (CP) to describe the Matter-Antimatter asymmetry in the universe, the masses

of neutrinos, the fundamental force of gravity which is not described within the SM, the

hierarchy problem and the existence of dark matter and dark energy for which the SM does

not provide valid candidates.

The search for Beyond Standard Model (BSM) theories that can explain these issues

requires the development of new experiments such as the International Linear Collider

(ILC), the Compact Linear Collider (CLIC) or the Circular Electron Positron Collider (CEPC)

and Future Circular Collider (FCC). All of these experiments aim for higher sensitivities and

require new detectors that push the boundaries of current detectors in resolution, radiation

hardness and minimization of material budget to achieve the best possible measurement

precision. Tests of these detectors need to be as close to their final environment as possible

for validation.

The closest environment to particle physics experiment can be found at test beam fa-

cilities around the world such as the DESY II Test Beam Facility. Test beam facilities pro-

duce particles with energies a factor 1000 higher than radioactive sources in addition to

supplying external devices such as silicon telescopes that provide precise knowledge to the

particle location within the detector in order to probe into the sub structure of the detector

far beyond its own capabilities.

In this thesis, a sensor designed for the Silicon Detector (SiD) [1], one of two planned

detectors concepts for the ILC [2], was taken from the design stage to full functionality with
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investigation into performance, assembly and handling. The motivation for this project is

driven by the necessity of a new telescope that can work complementary to existing tele-

scopes. The sensor used in this thesis itself provides an avenue to investigate future detec-

tor systems. The sensor is a hybrid strip sensor with pitch of 25µm using a novel readout

method that is achieved through metalization layer routing embedded into the sensor. The

sensor provides a large active area coverage of 92×92mm2 with resolutions of about 7µm

and a small material budget for a hybrid sensor with 320µm thickness as the entire readout

and routing is integrated in a small area on the sensor eliminating the need for any sup-

port structure within the beam path. No detector of this type has ever been successfully

assembled before and this thesis investigates both the assembly of the sensor and its per-

formance. A new silicon telescope for the DESY II Test Beam Facility was designed, build

and commissioned. The performance of this telescope and its dedicated strip track finding

algorithm are investigated.



Part I

Theory





Chapter 1

Theory of Particle Physics

Physics is one of the fundamental fields of research, probing the basic laws of nature.

Over time, physics branched into a large variety of research topics such as particle physics.

Particle physics focuses on understanding the smallest components of the universe,

elementary particles that make up our universe and the fundamental forces through which

they interact with one another. Particle physics as a field has made most of its strides in

the 20th century during the development of the Standard Model of particle physics (SM).

Different experiments have been carried out to hunt for predicted particles/phenomena

and in doing so have probed the SM with high precision.

1.1 The Standard Model of Particle Physics

The Standard Model of particle physics (SM) [3] describes all known fundamental par-

ticles as well as the forces through which they interact. It was developed in the 1960s when

the unification of the weak- and the electromagnetic interaction was predicted. Since then

it accurately described experiments and survived the scrutiny of follow-up experiments,

making accurate predictions to the existence of elementary particles 1.

The different particles present within the SM are depicted in Figure 1.1. The particle

content is split into multiple sub- and sub-sub-categories. The particles are split into two

categories based on their spin. All particles with half integer spin are referred to as fermions

and all particles with full integer spin are referred to as bosons. Each fermion has a corre-

sponding anti-particle which has the exact same properties as the particle except that any

charge the particle possesses has the opposite sign for the anti-particle.

1Elementary particles are all particles that are not composites of even smaller particles
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Figure 1.1 – The Standard Model of particle physics. Adapted from [4]

Fermions are further sub-categorized into leptons and quarks. Leptons are elementary

particle that are split into two sub-categories. Charged leptons are particles that possess −1

elementary (electric) charge2 while neutral leptons, referred to as lepton neutrinos, possess

no elementary charge and no mass.

Quarks are also split into two sub-categories based on their electric charge. Up-type

quarks possess +2/3 elementary charge while down-type quarks possess −1/3 elementary

charge. In addition to electric charge, quarks possess color charge. It has three different

values which are referred to as red (r ), green (g ) and blue (b). Similar to the electric charge

they possess an opposite quantum number value referred to as anti-red (r̄ ), anti-green (ḡ )

and anti-blue (b̄) [5]. Neutrons and protons are made up of three quarks each and all com-

posite particles consisting of three quarks are referred to as baryons. Composite particles

consisting of two quarks are referred to as mesons. Baryons and Mesons are color neutral,

either through a combination of all three colors, or through the combination of a color with

its corresponding anti-color.

All fermions exist in what are referred to as particle generations. In each particle gen-

eration exists one type of each of the lepton and quark subcategories. The only difference

between the generations is that with increasing generation number the mass of the par-

2Elementary charge is defined by the electric charge of the electron and is denoted as e
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ticles increases. Only the charged fermions with the lowest mass, the first generation of

their corresponding sub-category, are stable and make up all forms of visible matter in the

universe. Charged fermions of higher generations are unstable and decay into the first gen-

eration fermions with varying lifetimes depending on both the coupling of the particles to

the interaction. Lepton neutrinos do not decay and are stable in the SM.

All interactions in the SM are mediated by bosons. The interactions describe the funda-

mental forces and are split into the strong, electromagnetic and weak interactions:

• The strong interaction is mediated by the massless, color charged gluons. The strong

interaction is described by Quantum Chromo Dynamics (QCD) and the gluon cou-

ples only to particles possessing color charge.

• The electromagnetic interaction is mediated by the massless, neutral photon. The

electromagnetic interaction is described by Quantum Electro Dynamics (QED) and

the photon couples only to particles possessing electric charge.

• The weak interaction is mediated by the massive W and Z bosons. The W boson

possesses an elementary electric charge of ±1 whereas the Z boson is neutral.

The SM also provides a mechanism through which the masses of the elementary particles

can be explained via coupling to a scalar potential that is referred to as the Higgs field. The

Higgs field generates the masses of the W and Z bosons by a process that is referred to as

spontaneous symmetry breaking which requires the existence of another massive boson,

the Higgs boson[6]. The Higgs boson has been the last missing piece of the SM for a long

time but was found in 2012 at the Large Hadron Collider (LHC) [7][8] and completes the

Standard Model of particle physics.

1.2 Beyond the Standard Model

While the SM has provided accurate descriptions and predictions of both the interac-

tions and existence of fundamental particles, many experiments have found results that

are inconsistent with the SM. Many possible explanations exist, one of which is that SM is

not complete and only valid at comparably low energies. Some of the unexplained aspects

are:

• How does one include the fundamental force of gravity which is not included in the

SM?
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• Observations of the rotations of spiral galaxies have shown that their movement does

not align to the prediction based on all visible matter within the galaxies. As such

there must be a large amount of matter that does not interact electromagnetically

which is referred to as Dark Matter (DM) [9] and for which the SM does not provide a

good candidate.

• What type of energy is responsible for the accelerated expansion of the universe?

Based on supernova measurements it is known that the expansion of the universe is

accelerating implicating the existence of what is referred to as Dark Energy for which

the SM does not provide a valid candidate [10].

• What is the reason for the existence of neutrino masses which were shown to exist in

neutrino oscillation experiments[11]? In the SM all neutrinos are massless.

• Which process is responsible for the large discrepancy between matter and anti-

matter in the observable universe? Processes exist in the SM which, via Charge Con-

jugation Parity (CP) violation in weak interactions, can produce more matter than

anti-matter though the process in the SM cannot account for the size of the observed

discrepancy [12].

• It is known that at some energy scale, latest at the Planck scale at around 1×1019 GeV

new physics must exist. The Planck scale is the energy scale at which the force of

gravity becomes of similar strength to the other interactions, therefore requiring a

quantized formulation of gravity. New particles at such a scale would be of similar

mass to the scale. The mass of the Higgs boson is affected by loop corrections to other

fermions and bosons via renormalization. The Higgs coupling is proportional to the

mass of the particle, meaning more massive particle would have larger contributions.

It is therefore natural to expect that the mass of the Higgs is close to this scale of new

physics. The experimental observation that it is not has no good explanation in the

SM where the different couplings would have to cancel out one another down to the

17th digit which is considered an unnatural extreme fine tuning.

Theories that try to answer some of the open questions not answered by the SM are grouped

into a category which is referred to as Beyond Standard Model (BSM) theories. The probing

of both the SM and BSM theories can be split into direct and indirect measurements.

Direct measurements involve the search for new particles with masses higher than the

the particles in the SM. These measurements are typically done at high energy hadron col-

liders such as the LHC and its multi purpose detectors and current results indicate that any

new particles would have masses in the multi-TeV range. To probe these regions there exist
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proposals for even higher energy colliders such as the hadron collider variant of the Future

Circular Collider (FCC-hh).

Indirect measurements on the other hand focus on finding deviations from SM predic-

tions, be it in parameters of known particles such as the coupling of the Higgs boson or by

searching for rare decays which are not allowed in the SM. Indirect searches are performed

either at specialized experiments focusing on one aspect of the Standard Model allowing

for extremely high mass sensitivity or at lepton colliders whose collision processes are well

understood and as such allow for higher precision measurements of particles within their

reach.

Future experiments looking to probe BSM theories indirectly are either currently in con-

struction, like the Mu3e experiment searching for charged lepton flavour violation [13], or

in a design phase such as future lepton colliders such as for example the International Lin-

ear Collider (ILC) [2]. Several more proposals for future experiments exist which are at

varying states of development.

A common aspect of all of these experiments is the need for new high precision detec-

tors beyond current capabilities.





Part II

Particle Detectors





Chapter 2

Particle Interaction with Matter

Precision measurements require a good understanding of the different interactions that

particles can perform when interacting with matter in order to accurately evaluate the mea-

surement results.

Interactions of particles with matter are typically separated into interactions of charged

and interactions of neutral particles. For this thesis, only interactions performed by charged

particles are of interest and described here. The interactions are based on either the elec-

tromagnetic or the strong interaction. Due to the short range of the strong interaction the

electromagnetic interactions dominate all interactions and as a result, the focus in this

chapter is put into understanding the electromagnetic interactions of particles with mat-

ter. These interactions can be split into two categories. The energy loss of the particle and

the deflection of the particles trajectory. While both effects are unavoidable, the former is

essential to detect the particles position while the latter hinders an accurate description of

the particles trajectory and should be minimized where possible.

This chapter is based on the description provided by [3] which describes the interac-

tions in more detail.

2.1 Energy Loss

The exact electromagnetic interaction of particles with matter depends on the type of

particle and material as well as the momentum of the particle. For charged particles the

processes are split into ionization, excitation, Bremsstrahlung, Cherenkov radiation and

transition radiation. For photons they are split into the photoelectric effect, compton scat-

tering and pair production.

For tracking detectors, only ionization, excitation and Bremsstrahlung are relevant and
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are looked at in more detail. The exact loss of energy in an interaction cannot be predicted,

as both the amount of interactions, as well as the energy loss per interaction are stochastic

processes. The average energy loss on the other hand is very well understood though one

has to discern between the energy loss of electrons/positrons and the energy loss of heavier

particles.

2.1.1 Ionization Losses of Heavy Particles

The energy loss is given by the so called mass stopping power which is a density depen-

dent average energy loss and described by the Bethe-Bloch formula which is given as [3]:

−
〈

dE

d x

〉
= K z2 Z

A

1

β2

[
1

2
ln

2me c2β2γ2Tmax

I 2
−β2 − δ

2

]
. (2.1)

β = v
c is the speed v expressed as fraction to the speed of light c and γ = E

E0
is the ratio

between the particles total energy E and its rest energy E0. K = 4πNar 2
e me c2 is a constant

depending on the classical electron radius re , the Avogadro number Na and the electron

mass me . The material thickness is given as x while I ≈ 10eV · Z is the average excitation

potential. The correction factor δ
2 takes into account field extension limitations as a result

of polarization of the traversing medium. The charge of the incident particles is given by z,

while the target materials atomic number and the target materials atomic mass are given

by Z and A respectively. The maximum kinetic energy that can be transferred to a free

electron in a single collision Tmax is given by [3]:

Tmax = 2me c2β2γ2

1+2γme
M + (me

M

)2 , (2.2)

where M is the mass of the particle. An example of the stopping power is given in Figure 2.1.

The distribution has a minimum when βγ is close to three and particles in that range are

referred to as Minimum Ionizing Particles (MIPs) .

2.1.2 Ionization Losses of Electrons and Positrons

The mass stopping power for electrons differs, as the two particles are quantum-mechanically

indistinguishable if the binding energy is ignored. Hence, transferring the full energy and

no interaction both lead to the same result. For example, when all energy is transferred

from the initial particle to the bound particle it is quantum-mechanically the exact same

as if no interaction had taken place as in either case the final result is one electron at rest
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Figure 2.1 – Stopping power for a muons and protons in copper as a function of the mo-
mentum [3].

and the other electron with all available kinetic energy. As the stopping power is calculated

based on the faster of the two electrons this has the result that the maximum energy that

can be transferred to the bound electron is half the total kinetic energy as the two electrons

are indistinguishable [3]:

Tmax = 1

2
me c2(γ−1). (2.3)

The interaction is defined as Bhaba scattering for positrons and as Møller scattering for

electrons in the case that the energy loss per collision is below 0.255MeV [14]. The mass

stopping power for electrons is calculated from the first moment of the Møller cross section

under the assumption of a free atomic electron and is given by [3]

−
〈

dE

d x

〉
= 1

2
K

Z

A

1

β2

[
ln

me c2β2γ2me c2(γ−1)

2I 2
+ (1−β2)− 2γ−1

γ2
ln2+ 1

8

(
γ−1

γ

)2

−δ
]

.

(2.4)

For positrons, the mass stopping power can be similarly calculated from the first moment

of the Bhabha equation though they can both be expressed as an approximation from

Berger and Seltzer as [15]:

−dE

d x
= ρ0.153536

β2

Z

A

[
B0(T )−2ln

(
I

mc2

)
−δ

]
, (2.5)
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Figure 2.2 – Mean energy loss of positrons and electrons in Lead [3].

where B0(T ) is referred to as the momentum dependent stopping power of the material

which differs for electrons and positrons.

The full energy loss distribution for electrons and positrons is depicted in Figure 2.2.

Even though the distributions for electrons/positrons and heavy particles are highly dif-

ferent, the minimum energy loss value differs only slightly between different particles as

shown in Table 3 in the appendix.

2.1.3 Single Interaction Losses

While the average energy loss of particles in matter is well understood, the loss in a sin-

gle interaction varies drastically. An example for the energy loss distribution in single in-

teractions is given in Figure 2.3 for a 500MeV pion traversing through silicon with different

thickness. All distributions show an infinite tail to large values meaning a single interaction

can result in a large transfer of energy to the material. Electrons produced in such interac-

tions have a high amount of energy and can cause further ionization. They are referred to

as δ-electrons.

The distribution is described fairly well via a Landau distribution which is based on the

Most Probable Value (MPV) and the width of the peak σL [16]. The MPV is significantly

lower than the mean value that is described in the mean stopping power. The distribution

also shows that while the tail is independent of the thickness, the MPV is affected strongly

meaning that in thin silicon the variation of the energy loss is more pronounced.
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Figure 2.3 – Energy loss of 500MeV pions in silicon of different thickness[3].

2.1.4 Bremsstrahlung Losses

For electrons and positrons a large fraction of their energy loss in interactions with ma-

terial stems not only from ionization but from Bremsstrahlung. When electric charge is

accelerated or decelerated photons are radiated. Radiation emitted due to deceleration as

a result of deflection in the field of the nucleus is referred to as Bremsstrahlung. The energy

loss for electrons and positrons with energies above 10MeV are described as an exponential

energy loss dependent on the initial energy:

−dE

d x
=− E

X0
, (2.6)

where X0 is the radiation length of the material that is defined as the average distance trav-

eled for a high energy electron/positron until its energy is reduced by 1/e of the initial en-

ergy. An approximation of the radiation length can be calculated to be [17]:

X0 = 716.4

Z (Z +1)ln
(

287p
Z

) 1

ρ
, (2.7)

where ρ is the material density.

Bremsstrahlung photons can have energies high enough to perform pair production in

which the photon is converted into an electron-positron pair through interaction with the

nucleus if the energy of the photon is above 2me or with an electron if the energy of the
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photon is above 4me in order to fulfill both energy and momentum conservation. The rest

of the energy is then transferred as kinetic energy to the newly produced electron-positron

pair. For extremely high energies this process can repeat with the newly produced pair,

resulting in an evolving cascade of particles that is referred to as a particle shower. Showers

can result in ambiguities in the track reconstruction but are crucial in the functionality of

calorimeters in particle physics.

2.2 Particle Deflection

In addition to energy losses particles are also deflected via coulomb interactions with

the nucleus. The interactions themselves typically follow the cross sections given by Ruther-

ford though Hadrons can additionally be influenced by strong interactions. Multiple inter-

actions can happen during the particles traversal through the material each of which influ-

ences the final deviation. This process is referred to as multiple coulomb scattering and is

depicted in Figure 2.4.

The angular distributions of multiple scattering typically follow a Gaussian distribution

with non Gaussian tails. The width of the inner 98% quantile angular Gaussian distribution

of the scattering distribution is given by the Highland-formula [18]:

θpl ane =
13.6MeV

βcp
z

√
x

X0

[
1+0.038ln

(
xz2

X0β2

)]
, (2.8)

where x/X0 is the thickness of the material in units of the radiation length. It is crucial to

keep the material budget as low as possible for low momentum particles as the width of the

angular deviations scales with 1/p. The effect can be partially compensated by advanced

Figure 2.4 – One dimensional sketch of multiple coulomb scattering of the particle in ma-
terial [3].
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reconstruction algorithms in which the particles deflection is taken into account during the

reconstruction of the particle trajectory (see section 4.2.4).





Chapter 3

Particle Detectors

Particle physics detectors are realized in multiple different concepts, ranging from bub-

ble chambers [19] and calorimeters over Time Projection Chambers (TPC) [20] to semicon-

ductor detectors [21]. Modern particle physics experiments utilize a combination of dif-

ferent detector types in order to perform a full reconstruction of the particle interactions,

see Figure 3.1. Typical multi-purpose detectors such as the CMS detector consist of the

following components:

• Tracking detectors are used to reconstruct the particles trajectory and point of ori-

gin with high precision. Within a magnetic field, an accurate reconstruction of the

trajectory allows a precise determination of the momentum of charged particles via

its curvature. For this purpose the tracking detector needs to have as little material

budget as possible (see section 2.2).

The innermost tracking layer aims to reconstruct the interaction point as well as sub-

sequent secondary decay vertices and is placed as close to the interaction point as

possible. The outer layers instrument a significantly larger volume to more accu-

rately determine the curvature in a magnetic field. The requirements of the tracking

layers resolution increases with decreasing distance to the interaction point [3].

• Calorimeters are used to determine the particles energy by absorbing the particle.

The calorimeters is both split in type and structure. The two types of calorimeters

are, Electromagnetic CALorimeters (ECAL) used to measure the energy of photons,

electrons and positrons and Hadronic CALorimeters (HCAL) used to determine the

energy of hadrons. The main difference between the two components is their den-

sity and granularity. The two calorimeter structure are, a homogeneous calorimeter

for which the entire volume is used to generate the interactions and be sensitive to
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Figure 3.1 – Slice of the different components of the CMS detector [22].

signal or a sampling calorimeter in which the sensitive detection material is inter-

spersed with high density material to induce interactions. Material with large ma-

terial budgets induce particle showers (see section 2.1.4). The showering splits the

energy of a single high energy particle into multiple lower energy particles each of

which is stopped and absorbed in the calorimeter [3].

• A magnet that is used to generate a strong magnetic field and an iron yoke used to

ensure the magnetic field is homogeneous [3].

• Muon chambers which are lower granularity tracking detectors used to tag muons

produced in the interaction. Particles other than muons typically are not able to

reach the muon chambers as they will most often have been absorbed in the calorime-

ters. As the outermost detector layer muon chambers need to instrument a very large

volume and are often optimized for cost [3].

The different components can be composed of different technologies all with distinct ad-

vantages and disadvantes. Tracking detectors for example can consist of, gaseous detectors

such as a TPC, or semiconductor based technologies such as silicon [23]. As this thesis dis-

cusses a new silicon strip sensor, silicon tracking detectors and the basics of semiconduc-

tors are discussed in more detail below.
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Figure 3.2 – Band gaps for the different types of solids. E f is the fermi energy and Eg is the
band gap energy between the valence and conduction band.

3.1 Physics of Semiconductors

Semiconductors are materials whose conductivity lies between conductors and insu-

lators. The difference in conductivity between the three groups is directly related to the

band structure of the crystal and the resulting difference in the band gap Eg . The band

structure describes the binding energy of electrons within a crystal based on a nearly free

electron model. The band gap Eg is the energy difference between the valence band in

which electrons are bound to atoms and the conduction band in which the electrons are in

a quasi-free state.

In a system without any thermal excitation, as given at a temperature of 0K, no electrons

are found within the conduction band for semiconductors and insulators. For conductors

the valence- and conduction band possess at least partial overlap meaning there are al-

ways electrons within the conduction band capable of taking part in charge transport (see

Figure 3.2) [21]. With increasing temperature thermal excitation of electrons within the va-

lence band can, in the case of semiconductors, transfer enough energy to raise them from

the valence band into the conduction band. This is not possible for insulators as their band

gap is significantly larger than the typical energy that can be transferred through thermal

excitation.

When an electron is lifted from the valence band to the conduction band it leaves be-

hind an atom with a missing electron. Such empty spots are referred to as holes. The hole

itself attracts electrons which can result in the situation in which an electron from an adja-

cent bond switches position into the hole and by that leaves a hole at its original position.

This effectively results in the movement of positive charge through the valence band. The

process in which an electron, which was excited into the conductor band becomes trapped



22 Particle Detectors

in a hole within the valence band is referred to as recombination [21].

3.1.1 Doping

The conductivity of semiconductors can be manipulated through implantation of im-

purities into the crystal structures. This process is referred to as doping of the semiconduc-

tor. This process creates energy levels between the valence and conduction band allowing

for easier thermal excitation. Typically one differentiates between:

• Implanting an atom with more electrons than the crystal material (five for silicon

doping) in which the implanted atom is referred to as a donor as it donates an elec-

tron to the conduction band.

• Implanting an atom with less electrons than the crystal material (three for silicon

doping) in which the implanted atom is referred to as an acceptor as it provides one

less electron resulting in an additional hole capable of accepting electrons in the va-

lence band.

When a semiconductor is doped with donors the material is referred to as n-doped while

semiconductors doped with acceptors are referred to as p-doped. Higher doping concen-

trations are referred to as n+ and p+ to differentiate between regions that only differ in their

concentrations [21].

3.1.2 pn-Junction

When a p-doped and an n-doped semiconductor material are brought in contact, they

create what is referred to as a pn-junction that functions as a diode. The different concen-

trations of electrons and holes at the pn-junction results in diffusion of electrons from the

n-doped region to the p-doped region and diffusion of holes from the p-doped region to

the n-doped region where they recombine and neutralize their charge contribution.

The donor and acceptor atoms, are embedded in the crystal lattice and are incapable

of moving. This results in a positively charged region in the n-doped silicon and a nega-

tively charged region in the p-doped silicon. This results in the creation of an electric field

along the pn-junction with no free charge carriers, a depletion zone. The size of the deple-

tion zone increases until the electric field strength is high enough to oppose the diffusion

resulting in a state of equilibrium [21].
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3.1.3 Biasing a pn-Junction

Applying a positive voltage level to the p-doped side and a negative level to the n-doped

side of a pn-junction is a forward bias which reduces the size of the depletion zone. If the

forward bias voltage is large enough it can result in a complete elimination of the potential

barrier at which point the pn-junction becomes conductive.

Applying a negative voltage level to the p-doped side and a positive level to the n-doped

side of a pn-junction is a reverse bias which increases the size of the depletion zone. In

reverse bias, the thickness of the depletion zone w is given by the concentration of ac-

ceptors/donors (NA/ND ) in the doped silicon regions and the strength of the reverse bias

voltage Vb [21]:

w =
√

2ϵVb

e

NA +ND

NA ND

ND>>NA∝
√

Vb

ND
. (3.1)

The size of the depletion zone asymptotically reaches a maximum with increasing bias volt-

age. Voltage at which the size of the depletion zone no longer increases is referred to as

the depletion voltage Vdep. When the bias voltage lies above the depletion voltage of the

system, the operation is referred to as overdepletion in which the bias voltage applies an

uniform electric field overlayed to the electric field present within the system due to the

acceptor and donor. The pn-junction can be interpreted as a parallel plate capacitor the

capacitance of which is proportional to:

Cpn = ϵ0ϵr
A

w
⇒Cpn ∝ 1p

Vb
, (3.2)

which is used in measurements to determine the sensors depletion voltage level (see sec-

tion 7.2).

3.1.4 Charge Collection in a pn-Junction

Charged particles traversing the material deposit energy through interaction with the

material (see section 2.1) resulting in the creation of electron-hole pairs. Electron-hole

pairs created within the depletion zone drift apart, towards the electrodes, as a result of the

aforementioned electric field present within the depletion zone.

The drift of the charge results in an electric field change which induces charge on the

collection electrodes which for a sensor are placed atop the doped silicon (see Figure 3.3).

Electron-hole pairs created in non-depleted regions require diffusion to be collected which,

unlike the drift, is a randomized motion. As a result, the charge collection via diffusion is
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Figure 3.3 – Charge drift in a reverse biased pn-junction generated by the energy loss of a
traversing particle.

slower, making it more prone to charge loss due to recombination. Thicker depletion zones

lead to more detectable deposited charge and are therefore beneficial for detection.

The drift velocity for a simple model based on a parallel plate capacitor is given by [21]:

vd (x) =µe/h ·E =µe/h · Vb

w
, (3.3)

where E is the electric field strength and Vb is the bias voltage. w is the thickness of the

depletion zone and µe/h is the electron/hole mobility within the material. The drift ve-

locity increases with increasing field strength until at an electric field strength of about

1×105 V/cm the drift velocity saturates at 1×107 cm/s. A further increase in the electric

field strength results in charge multiplication within the sensor as a result of collisions of

drifting electrons with electrons in the depletion zone. Operation at very high electric field

strengths can therefore result in an amplification of the signal but can also result in a break-

down of the diode which can damage it because of the significant currents involved. The

bias voltage can be reduced below the breakdown voltage to stop the avalanche which is

referred to as quenching.

The charge collection time depends on the reverse bias applied to the sensor. The col-

lection time differs between sensors not fully depleted and sensors operated in overde-

pletion [21]. For an overdepleted sensor (Vdep > Vb), the maximum time required for the

system to collect all charge is calculated for electrons/holes that are required to travel the
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full thickness w of the depletion zone [21]:

tce/he =
d 2

2µe /hVdep
ln

(
Vb +Vdep

Vb −Vdep

)
. (3.4)

For a sensor with thickness w = 300µm a depletion voltage of Vdep = 40V and a bias voltage

of Vb = 65V this results in a charge collection time of 11ns (31ns) for electrons (holes). This

presents the lower limit of the time resolution achievable by the technology. Improvements

to the readout speed can be achieved by reducing the thickness of the sensor at the cost of

charge collected and increased fluctuations as mentioned in section 2.1.3.

The actual movement of the electrons/holes within the system is a superposition of the

drift induced by the electric field and the diffusion induced by random thermal motion.

Diffusion results in the charge spreading out according to a Gaussian distribution over its

drift duration towards the electrodes. The width of the distribution is given by [21]:

σ=
√

2Dtc , (3.5)

where tc is the charge collection time and D is the material dependent diffusion constant

of the electrons/holes. As the diffusion constant is proportional to the mobility and the

collection time is anti-proportional to the mobility, the particle spread of the charge is the

same for both electrons/holes and is given by:

σ=
√

2
kB T

e

w 2

V
ln

(
Vb +Vdep

Vb −Vdep

)
. (3.6)

k is the Boltzmann constant, e the elementary charge and T is the temperature of the sys-

tem. For the aforementioned system at room temperature (300K) this results in a maximum

diffusion induced charge spread of 12.7µm at the readout electrodes.

3.1.5 Segmented Collection Electrodes for Position Sensing

The position of ionizing particles within a silicon sensor can be determined by segment-

ing the readout electrodes. This is typically achieved by implanting high concentration

donor/acceptor material into a bulk of the opposite doping. Figure 3.4 sketches the seg-

mentation of the top electrode resulting in multiple independent electrodes. The collected

charge on each electrode depends on their proximity to the primary charge deposition [24].

Depending on the type of segmentation the resulting silicon sensor is referred to as strip-

or pixel sensors:
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Figure 3.4 – Silicon sensor with segmented readout electrodes in the form of high concen-
tration p+-doped acceptor implanted silicon within the n-doped bulk. When getting closer
to the electrodes the field lines, depicted as the black arrows pointing down, stop being
parallel and funnel the charge to the closest electrodes.

• Strip sensors: Their readout electrodes are segmented in one direction. This seg-

mentation provides one-dimensional measurements per sensor.

• Pixel sensors: Their readout electrodes are segmented in both directions. This seg-

mentation provides two-dimensional measurements per sensor at the cost of a large

increase in the amount of readout channels.

The exact resolution of strip-/pixel sensors depends on both the readout method and

the pitch p of the readout electrodes. For a binary readout system in which an electrode

measures the existence/absence of signal the resolution of the system is given by [3]:

σpos = pp
12

. (3.7)

Improving the resolution

Improvements to this binary resolution can be achieved through measurement of the

amount of deposited charge. As a result of the charge diffusion in the bulk, the charge

can spread over multiple electrodes, resulting in charge sharing by a group of electrodes

which is referred to as a charge cluster. A more precise location of the particle trajectory

can be determined based on the charge weighted center of gravity of the cluster1. Hence

1Even for a binary system readout charge shared over multiple electrodes can be used to improve the
resolution of the system.
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(a) Sketch of a sensor readout with float-
ing strips. (b) Equivalent electrical circuit.

Figure 3.5 – The floating strips are capacitively coupled to the adjacent readout stripss as
a result of their inter-strip capacitance as a result of their parallel path through the sensor.
When signal is registered on the "floating" strip a signal is induced in the adjacent strips
based on the ratio of the inter-strip capacitance Css to the strip-to-backplane capacitance
Cb. Pictures adapted from [21]

the presence of diffusion in the system improves the resolution of the system if the pitch of

the electrodes is small enough to induce multiple electrode clusters as a result of diffusion.

Depending on the thickness and charge collection time of the sensor this can require an

extremely small readout pitch which increases the complexity and cost of a sensor.

Another method is to improve the charge sharing of the sensor without reducing the

readout pitch. This can for example be achieved through implantation of differently doped

intermediate layers into the bulk of the sensor that spread out the charge via Enhanced

LAteral Drift (ELAD) [25].

Another method is the use of floating electrodes/strips [21]. A sketch of such a system

setup where each readout strip is followed by a floating strip is given in Figure 3.5. Each

strip is capacitively coupled via what is referred to as the inter-strip capacitance Css to their

adjacent strip. The bias resistors ensure that all strips are on the same potential though

each floating strip can change individually as a response to signal charge due to the large

time constant formed by the bias resistance and the inter-strip capacitance. This requires

that the charge sensitive amplifier connected to the readout strips is fast compared to the

time constant of the CR circuit to the floating strip. When signal is induced in a floating

strip, adjacent readout strips register signal as a result of their capacitive coupling.

In addition to the coupling between strips, each strip has a coupling capacitance to the
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back-plane in which charge is also induced. The total deposited charge Qtot is split into:

Qtot = 2 ·Qs +Qb. (3.8)

The charge of the a readout strip is Qs and the charge of the back-plane is Qb. The charge

on the back-plane is lost. The fraction of the total charge registered by one of the adjacent

strips of the system Qs/Qtot depends on the ratio of the inter-strip capacitance Css to the

strip-to-back-plane capacitance Cb . The exact relation is given by [21]:

Qs

Qtot
= 1

1+2(Cb/Css)+ 1
2 (Cb/Css)2

Css>>Cb≈ 1

2
· 1

1+2(Cb/Css)
. (3.9)

For a ratio of Cb/Css = 0.1 the amount of charge registered in one strip is 41.7% resulting in

a loss of 16.7% to the back-plane making a high inter-strip capacitance important for such

a system to function without significant charge losses.

3.2 Silicon Tracking Detectors

Silicon detectors have been implemented in a large variety of segmentations, ranging

from strips to pixels. The readout electronics of a silicon sensor can be either implemented

directly in the sensor (Monolithic Active Pixel Sensor (MAPS)) or on a second dedicated sil-

icon readout chip layer connected to the sensor (hybrid). Their basic concept, advantages

and disadvantages differ significantly and are described briefly below.

3.2.1 Hybrid Sensors

Hybrid sensors consist of two separate layers, an active sensor layer which generates

the charge signal once a particle deposits energy within its depletion zone and a readout

chip layer which is responsible for the signal processing. Hybrid sensors exist for both strip

and pixel configurations. In a pixel configuration the readout chip cell size is adjusted to

the cell size of the silicon sensor in order to connect the readout chip to the silicon sensor

surface via bump-bonds (see Figure 3.6a). Figure 3.6b shows the Timepix3 sensor, a pixel

detector that is used in this thesis as a reference (see section 8.3.2). For strip sensors no such

adjustments are made as the readout chip is usually not directly bump bonded onto the

sensor. Instead, each strip signal is transferred to the readout chip that is typically placed on

top of a printed circuit board and connected via wire-bonds. Advantages of hybrid sensors

are that:
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(a) Sketch of the design of the CMS hy-
brid pixel sensor [26].

(b) Picture of the Timepix3 readout chip
[27].

Figure 3.6 – Example of a hybrid chip and sketch of the connection method.

• The sensor and readout chip layer can be developed/optimized independently of one

another.

• The readout chip layer can be used for a more generalized application where no sili-

con sensor is required [28] or with different types of silicon sensors [29].

• The sensor layer of hybrids can be biased with high voltage resulting in full depletion

of the sensor even for thicker sensors (larger signal) and low charge collection times

(radiation hardness).

The disadvantages of the technology are:

• Bump-bonding processes are not commonly used in industry and are relatively ex-

pensive.

• The pitch of the sensor is limited by the size of the bump-/wire-bonds.

• The separation of the readout and sensor layer generally result in a thicker module

with increased material inducing more multiple scattering.

• It is also possible to pick up noise within the bump-/wire-bonds.

Hybrids have been the most common type of silicon detector in the last decades and have

been in use for most vertex detectors over the last 30 years [30].
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Figure 3.7 – Picture of the Mimosa26 pixel sensor on its carrier board as used at the DESY
II Test Beam Facility [31].

3.2.2 Monolithic Active Pixel Sensors

The base design for a MAPS is that both sensor and readout are integrated within the

same silicon wafer. Standard MAPS suffer from a low fill factor2 as a result of charge being

lost when it diffuses into the electronics instead of the electrodes. As normal MAPS sensors

are operated with only small depletion zones, most of the charge collection is a result of dif-

fusion which is significantly slower, making charge loss due to recombination and trapping

an issue which reduces the radiation hardness of the sensor. A larger depletion of standard

MAPS is not possible as they cannot sustain high voltage bias that is required to deplete the

low resistivity substrate which they are produced with.

An example for a classical MAPS sensor is the Mimosa26 pictured in Figure 3.7 that is

used as a reference in this thesis (see section 5.3). In the Mimosa26, the electronics are

moved to a periphery at the side of the sensor to ensure the pixels themselves do not have

any dead areas.

The problem of insufficient radiation hardness and insufficient fill factor was resolved

through the use of modern Complementary Metal-Oxide-Semiconductor technology (CMOS)

processes that allow the implantation of deep n-/p-wells which are highly doped regions

within the bulk of opposite doping. The electronics are embedded into these wells, shield-

ing them from the deposited charge that can then only diffuse to the readout electrodes.

2fill factor describes the percentage of the pixel area that is sensitive to charge deposition
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(a) HV-MAPS structure. (b) HR-MAPS structure.

(c) Alternative HR-MAPS structure.

Figure 3.8 – Structure of modern CMOS based MAPS [23].

One differentiates between two technologies for modern CMOS based MAPS, High-Voltage-

CMOS (HV-CMOS) and High-Resistivity-CMOS (HR-CMOS).

In HV-CMOS (HV-MAPS) all electronics, including the readout electrode is placed in-

side the deep n-well resulting in a large collection well with high capacitance but fairly

uniform drift lengths. High voltage can be applied to the low resistivity substrate to deplete

it (see Figure 3.8a) .

In HR-CMOS (HR-MAPS) the electronics can either all be placed within a deep well (see

Figure 3.8b) or everything but the electrode is placed within the deep well which results in a

smaller capacitance but larger drift path (see Figure 3.8c). The substrate of a HR-CMOS has

a much higher resistivity and low voltages are sufficient to deplete it. The depletion zones

for these sensors can reach between 15µm for HV-MAPS [32] to 100µm for HR-CMOS

MAPS [23]. The HV-/HR-MAPS can be thinned down to thicknesses of around 50µm with-

out expected charge loss resulting in significantly less material at the cost of lower charge

yield and larger charge fluctuations (see section 2.1.3) when compared to thick hybrids.

The introduction of charge collection via drift significantly improves the charge collec-

tion time resulting radiation hardness compared to normal MAPS. The increased deple-

tion zone also results in a lowered capacitance to the back-plane. The pixel pitch of MAPS

is not limited to connection processes such as bump-bonding, only by CMOS production
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capabilities which are continuously improving. While HV-/HR-CMOS processes have sig-

nificantly improved the radiation hardness of MAPS they are not yet on the same level as

hybrid sensors.



Chapter 4

Particle Track Reconstruction

Detectors in particle physics provide local measurements of the position of a particle

when passing through the sensor. The combination of multiple seemingly independent

measurements on different layers into trajectories that accurately describe the path of the

particle is referred to as particle track reconstruction which includes track finding, track

fitting and alignment that are described in detail below.

4.1 Track Finding and Fitting

In particle physics experiments, tracking detectors are used to measure the trajectory of

the particle. In the presence of a magnetic field one can further determine the momentum

of charged particles P based on the radius of their trajectory r within the magnetic field B⃗ .

The relation is given by [3]:

⃗Fcent = F⃗B

mv2

r
e⃗r = qv⃗ × B⃗

P v

r
e⃗r = qve⃗v × B⃗

P

r
e⃗r = qe⃗v × B⃗

⇒ P = qr B sin(α).

(4.1)

Which says that the centripetal force ⃗Fcent bending particles on a curved trajectory within

a magnetic field is given by the strength applied onto the particle by the magnetic field F⃗B .

The mass of the particle is given by m and the direction of the force is along the radial vector
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e⃗r . The electric charge of the particle is q and v⃗ is the particles velocity vector. The angle

between the magnetic field vector and the particle velocity vector is α.

Precise knowledge of the particle trajectory allows the reconstruction of the particles

point of origin (vertex) which helps in determining the particle type. If the particle resulted

from the decay of a short lived intermediate particle then the vertex does not align with

the interaction point. As a result of this, tracking detectors are an essential component of

modern particle physics detectors (see chapter 3).

The reconstruction of particle tracks based on measurements on different layers can be

split into two categories, track finding and track fitting. Track finding uses different hits on

different layers and combines them into what is referred to as a track candidate. Only if a

track candidate passes certain quality cuts are they referred to as tracks in this thesis. The

fact that any two hits can be combined into a track candidate means that the number of

track candidates ntc is given by:

ntc =
N∏

i=0
ni , (4.2)

for N numbers of layers where each layer i has a number of hits ni . This quickly results in

a large amount of track candidates if the hit multiplicity on the layers is high. To reduce

the amount of combinations the problem can be approached based on an initial particle

trajectory assumption, a seeded approach. In a seeded approach the trajectory is propa-

gated from layer to layer where only hits that are within the propagation uncertainty are

accepted. When no initial trajectory is assumed then it is an unseeded approach.

Ambiguities exist in the cases that the track multiplicity is larger than one or that noise

hits are present on the layers. Either can result in the wrong assignment of hits and sub-

sequently the incorrect reconstruction of the particles vertex or momentum. Track candi-

dates are typically selected based on the χ2 of the fit.

Many different methods of track finding exist such as:

• Hough transformation [33].

• Combinatorial Kalman filter [34].

• Triplet finder [35].

• Road search [35].

and similarly, different methods of track fitting exist that take into account multiple scat-

tering in object such as:

• Kalman filter [34].
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• General Broken Lines (GBL) [36].

All track finding in this thesis is based on the triplet finder and road search from EUTelpy

with variations for one-dimensional measurements. All track fits performed in this thesis

use the GBL framework.

4.2 Particle Reconstruction at Test Beams

All particle track reconstruction performed in this thesis is used to reconstruct data ob-

tained from test beam measurements. For the purpose of particle track reconstruction this

means that generally the particles initial momentum and trajectory are fairly well known

and the tracking layers used to reconstruct the particles trajectory are typically staggered

one after another in a straight line. This arrangement of tracking layers is referred to as a

telescope which is a commonly used reference tracking device at test beams used to inves-

tigate the performance of other Devices Under Test (DUTs). The knowledge of the particles

initial momentum, position and angle simplify the problem of track reconstruction signif-

icantly.

4.2.1 Global and Local Coordinate Systems

In order to combine the local measurements from multiple sensors into a combined

track, the precise relation between their measurements need to be know. Local measure-

ments on a sensor layer are given by:

q⃗ =
(
u v w

)T
, (4.3)

which are defined as the movement along the row (v) and along the column (u) of the

sensor. The w axis is the normal vector to this plane.

The global coordinates are given by:

p⃗ =
(
x y z

)T
. (4.4)

In the global coordinate system the z-axis is defined by the beam particle direction with

movement along positive z going parallel to the beam. The y-axis is defined along row

movement and the x-axis is defined along column movement of the first pixel layer. The
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position x

y

=
0

0

 (4.5)

is defined as the center of the first tracking layer with z = 0 being in the center between

the two outermost sensitive layers. A sketch of the relation between the global and local

coordinate is depicted in Figure 4.1.

Figure 4.1 – Local coordinate system for the sensor. Depending on angles to the beam the
local coordinates can depend on all three global parameters.

A transformation from local parameters to global parameters can be performed via a

rotation and translation of the local coordinate system around and along the global axes as

given by:

p⃗ = Rq⃗ + t⃗ , (4.6)

with the rotation matrix around the global coordinate axes R and the translation vector t⃗ .

They are given by:

R = Ry ·Rx ·Rz =


cos(γ) 0 sin(β)

0 1 0

−sin(β) 0 cos(β)

·


1 0 0

0 cos(α) −sin(α)

0 sin(α) cos(α)

·


cos(γ) −sin(γ) 0

sin(γ) cos(γ) 0

0 0 1

 , (4.7)
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and

t⃗ =


∆x

∆y

∆z

 . (4.8)

The angles of the sensors in the global coordinate system around the x, y and z axis are

given by α , β and γ. The local position of the sensors relative to the origin of the global

coordinate system in global coordinate x, y , and z are ∆x, ∆y and ∆z.

A transformation from the global to the local coordinate system is achieved by taking

the inverse transformation:

q⃗ = R−1p⃗ −R−1⃗t . (4.9)

4.2.2 Track Model

All track finding methods described below use a straight line track model in their algo-

rithm which is given by :

f⃗ (z) = a⃗ + s⃗ · z, (4.10)

where z denotes the position along the z-axis of the global coordinate system a⃗ is the initial

position in the global x-/y-plane at z = 0 and s⃗ is the slope.

Measurements performed within a magnetic field require a modification of the straight

line using the relation of the centripetal force bending particles on a curved trajectory

within a magnetic field B⃗ =
(
Bx By Bz

)T
as described in (4.1). The particle velocity is

by design parallel to the z-axis of our global coordinate system so that:

e⃗v = e⃗z =


0

0

1

 , (4.11)

from which the curvature κ⃗ within the magnetic field can be calculated as:

κ⃗= 1

r
e⃗r = q

P
×


−By

Bx

0

 . (4.12)

The initial value of the momentum is taken as the energy chosen during the test beam but
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can be refined using the track fitting in order to iteratively improve upon the result. The

quality of a track is determined using the χ2 of the fit. The fit χ2 is described as the sum

over the residual between the predicted particle hit position vi p (τ j ,p) and the measured

particle hit position vi m divided by the measurement uncertainty σi :

χ2 =∑
j

∑
i

zi j (τ j ,p) =∑
j

∑
i

(
vi m − vi p (τ j ,p)

σi

)2

. (4.13)

i , j are the indices for all hits and tracks respectively while τ j ,p are the track parameters

and parameters based on which the hit prediction is performed.

4.2.3 Track Finding

The track finding approach for pixelated measurement layers in EUTelpy can be split

into two different methods named road search and triplet finder which differ in their ap-

proach.

• The triplet finder separates the telescope into its two arms each with three sensor

layers. It starts by finding all possible combinations of hits between the first and the

last sensor within an arm and performs the construction of a doublet by combining

the two hits via the track model. A search for hits in the middle layer that are within a

distance ∆(x/y)dbl relative to the projected position of the doublet in both x and y is

then conducted.

In the case that the double uniqueness1 is fulfilled, the new object including all three

hits is called a triplet. This is done for each telescope arm separately after which

an extrapolation of all triplets to the center between the sensors is performed using

the track model. A matching of the triplets is conducted by requiring that matched

triplets have a projected central hit within ∆(x/y)trp of each other in both x and y

as well as an a small angle deviation below ∆θx/∆θy for each triplet. Double unique

triplet combinations between the two arms are combined into a valid track candi-

date.

• The road search starts by finding all possible hit combinations in all sensor layers

starting with hits that are furthest apart from each other along the z-axis. The out-

ermost layers, referred to as seed layers, are used to construct a road via the track

1Only one-to-one relations are accepted - one-to-many or many-to-many are not accepted. This means
that for two objects -e.g. a hit and a track or two tracks- each hit has exactly one track it can be associated
with and each track has only this specific hit -or one other track- it can be associated with. For hits this is only
limited to hits in the same layer.
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model. The track is then projected to all layers between the seed layers. If the posi-

tion difference to the projected road position is below ∆x/∆y then the hit is assigned

to the track. As before, double uniqueness between road and hit per layer is required.

Only in the case that the road has found hits in at least two more sensor layers is it

considered a valid track candidate.

Both approaches are applied iteratively on all available hits until no more track candidates

are found. Due to the more strict requirement to the number of hits in the triplet finder,

the track finding is focused on high purity. The road search however can find tracks that do

not fulfill the triplet finder requirements leading to a higher efficiency. In order to find both

high purity tracks in addition to as many tracks as possible the triplet finder is performed

first until no more tracks are found. Only then is the road search performed to gather all

remaining tracks that were not found before.

Figure 4.2 depicts sketches explaining the two track finding algorithms.

(a) Triplet finder. (b) Road search.

Figure 4.2 – Sketch explaining the triplet finder and road search track finding algorithms.
The black vertical lines are the measurement layers. The solid lines are the starting layers
from which the algorithm starts and the dashed lines are used for pickup of further hits.

Track Finding for One-Dimensional Measurements

A strip telescope only provides one-dimensional local information per layer. This ne-

cessitates the existence of different angular rotations around the sensors w axis in order

to reconstruct the coordinate in both directions. The configuration in this thesis has two

arms of three strip sensors each. The final orientation for this setup is +−00−+ where +

means the layer has a positive stereo angle, - means the layer has a negative stereo angle

and 0 means the layer is without stereo angle and is an axial layer (see section 6.3).

The track finding for the one-dimensional measurements is performed with an adapted

road search and triplet finder. For a strip telescope a minimum of four hits is required in or-
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der to determine the four track parameters of a straight line which are the x0 and y0 offsets

as well as the slopes d x/d z and d y/d z of the track. In addition, because of the ambiguity

stemming from one dimensional measurements, a layer is only considered valid when its

number of clusters is below a cut value in order to avoid noisy event layers blowing up the

combinatorics. A detailed mathematical description of the two track finding methods can

be found in section J. The most important aspects of the two are mentioned below:

• For the strip road search with six layers, each providing one-dimensional measure-

ments, a minimum of four layers (seed layers) are required for a track candidate to

define a line in space. The four stereo layers are preferred seed layers candidates as-

suming they are not considered busy. If they are, one of the axial layers is used as a

seed layer instead. Axial layers not used as seed layers are used for testing of the track

candidate similar to the road search and the strip road search requires a minimum

of five layers, four seed layers and one additional axial layer, to generate a valid track

candidate.

• The problem of the three layers per arm is even more pronounced for the S-triplet

finder. With only three measurements per triplet, the complete set of four track pa-

rameters can’t be determined. Instead, a two dimensional position and one distance

to this position can be measured. The slopes along x/y are required to propagate the

measurement to a common position along the z-axis as the three layers are at differ-

ent positions along the z-axis. These are provided externally from knowledge of the

beam direction at the test beam with modifications via bending in a magnetic field.

Alternatively, the three measurements can be used to define a position in 2D and a

slope in one dimension which is referred to as a S-triplet. Those parameters are then

used for the matching of S-triplets between the two arms similar to the triplet finder.

4.2.4 Track Fitting using GBL

The track fitting approach used in this thesis is based on the General Broken Lines (GBL)

framework [36] which is a local seeded approach. GBL takes uncertainties from multiple

scattering at the sensor layers as well as measurement uncertainties from finite pixel sizes

into account. It requires the existence of a seed trajectory upon which it iteratively per-

forms linearized corrections. At each scatterer, which is any type of material within the

beam path including air, the particle is deflected. In GBL the minimization problem is

therefore the minimization of the sum of the χ2
m of the measurement offsets and of the χ2

K
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of the deflection angles (kinks) [36]:

χ2 =χ2
m +χ2

K =
nmeas∑
i=1

mT
i V −1

m,i mi +
nscatr−1∑

i=2
kT

i V −1
k,i ki . (4.14)

Vm,i is the covariance matrix of the measurements and mi are the residuals between the ex-

trapolation and the measurement for perpendicular tracks in the curvilinear system 2. Vk,i

is the covariance matrix of the kinks and ki are the kinks at a scatterer. Corrections based

on this refit are propagated along the reference track and for each layer ui the correction

depends only on the layers before ui−1 and after ui+1.

Figure 4.3 depicts a sketch of a track fit based on an initial straight line which ignores

scattering layers and the effects of the GBL refit on the particle trajectory (red) and the fit

prediction points. A more detailed mathematical description and comparison of the GBL

track fitting to other methods can be found in[36][37].

Figure 4.3 – Sketch explaining the effect of the GBL refit [38].

Biased and Unbiased Track Fits

For the investigation of a DUT, two different approaches exist for the track refit. The

hits on the DUT can either be added to the track refit which results in what is referred to as

a biased track or in an unbiased track when the DUT hits are not taken into account. For

biased track fits this results in a reduced distance between the track fit and the hit on the

2a curvilinear system is a cartesian coordinate system that travels along the particle trajectory meaning
that the z axis is always parallel to the particle trajectory
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(a) Biased track fit (b) Unbiased track fit

Figure 4.4 – Biased and unbiased residual of the projected track hit to the cluster position
for S43.

DUT compared to unbiased track fits as the hit itself is taken into account in the minimiza-

tion of the fit. Figure 4.4 shows, as an example, a simplified explanation of the difference

between a biased and unbiased straight line fit without GBL.

To determine the true single point resolution of the DUT, the geometric mean of the

residual between track and hit are taken for both the biased and the unbiased track fit [39]:

σSinglePoint =p
σunbiased ·σbiased. (4.15)

4.3 Alignment

In order to reach the highest measurement accuracy, precise knowledge of the sensor

position is required. Typically no external tools are available to determine the position and

angles of the sensors to an accuracy which is similar to that of the sensor resolution. It can,

however, be determined using track based alignment.

Displacements between layers increase the χ2 of the track fit whereas distortions com-

mon to all layers such as rotations or displacements of the entire setup relative to the beam

can be absorbed into the track parameters and do not change the χ2. As such, the precise

determination of the sensor positions and rotations relative to one another can be achieved

by using tracks generated by the particle beam through minimization of the track χ2 (4.13).

In order to perform track based alignment, the track parameters need to be overcon-

strained to allow a variation of the positions and angles of singular layers in order to min-
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imize this χ2. The method by which this χ2 is minimized in this thesis is the Millepede-II

algorithm [38] which performs a linearization of the χ2.

For this the results gathered from GBL are fed into the Millepede-II framework which

performs the minimization of the χ2 and gives back the changes that need to be made to

the alignment to more accurately reflect the sensors positions relative to the beam and one

another. The procedure itself is repeated iteratively multiple times and is only performed

with tracks from the triplet finder, as high purity is important for a precise alignment. More

details to the mathematical methods are found in [38][40].





Part III

DESY II and Lycoris





Chapter 5

The DESY II Test Beam Facility

The DESY II Test Beam Facility [41] provides electron/positron beams for testing of par-

ticle detectors at a multi-GeV range in order to verify their functionality and performance.

Pixel beam telescopes are widely utilized auxiliary devices. They are used to verify the in-

tegrity of devices under test at test beam facilities and the design and commissioning of a

new telescope based on a novel sensor is the focus of this work.

As such, the DESY II Test Beam Facility is both what the sensors are designed to be used

at and used to determine the performance of the sensors and is therefore described in more

detail below.

5.1 The DESY II Synchrotron

The DESY II synchrotron [42][43] is an electron accelerator in operation since 1987 as

a component for a multitude of different installations including DORIS, PETRA, HERA and

the DESY II Test Beam Facility [41].

The DESY II synchrotron parasitically provides particles for test beam operation which

is explained in more detail in section 5.1.1. It has a circumference of U = 292.8m with

an average radius of 46.6m. The synchrotron consists of dipole magnets, quadrupole and

sextupole magnets as well as two High Frequency (HF) systems made up of klystrons and

cavities. The dipole magnets are used to bend the particle on a curved trajectory.

The quadrupole and sextupole magnets are used as FOcussing-DefOcussing (FODO)

cell optics. These arrangements of magnets widen the beam in one direction and focus

it in another. The force that focuses the beam depends on the spread within the magnet.

Hence, multiple rotated FODO cell optics one after another result in a net reduction of the

beam size in both directions.
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Figure 5.1 – Measurement of the particle intensity within DESY (grey histogram) and the
corresponding particle energy (black line) throughout two DESY injection cycles. [41]

The Klystrons are used to generate High Frequency (HF) electric fields which result in

a strong electric field parallel to the particle within the four 500MHz 7-cell PETRA-type

cavities. These fields are used for acceleration of the particles.

Standard operation is with a single HF system allowing the electrons to reach an en-

ergy of Emax = 6.3GeV with the option of reaching 7GeV when using both HF systems. As

the electrons are highly relativistic, their speed is close to the speed of light which means

that the particles take 0.976µs for a single cycle around the DESY II Synchrotron which is

referred to as the DESY II bunch cycle.

The DESY II synchrotron ramps the beam energy up and down following a 12.5Hz si-

nusoidally oscillating magnet current as the different installations like DORIS and PETRA

required different injection energies. To allow the DESY II synchrotron to work as injec-

tor for all of them, the energy is constantly ramping up/down and the beam is extracted at

the desired energy. This ramping scheme results in a cycle period of TEmin = 80ms. Every

160ms a new particle bunch of up to 1010 electrons/positrons is injected from the LINAC

II (LINear ACcelerator) via the PIA (Positron Intensity Accumulator) storage ring into the

DESY II synchrotron at an energy of Emin = 0.45GeV. It then follows the sinusoidally os-

cillating magnet current and is accelerated up to Emax and subsequently decelerated again

to Emin which is shown as the black line in Figure 5.1. This is repeated once more before

the beam is dumped 160ms after injection with a subsequent injection of a new particle

bunch which is visible in Figure 5.1 in the form of the small low intensity gaps at -160, 0

and 160ms for the grey histogram which represents the particle intensity within the DESY
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Figure 5.2 – Sketch showing the DESY II Test Beam Facility [41].

II synchrotron.

The noticeable reduction in intensity at -80 and 80ms is an effect of increased scattering

at low energies in interactions with the carbon fiber targets used for test beam generation

explained in section 5.1.1. The interactions result in an emittance increase due to broad-

ening of the beam via multiple scattering and a subsequent loss of particles [41] as they are

no longer within a stable orbit. To ensure that the intensity within DESY II does not drop

too low the injection of new particles happens every 160ms.

5.1.1 Test Beam Generation

The test beam is generated with the intention of minimal impact on the DESY II beam

stability and lifetime. This is achieved via a double conversion scheme which, in addition,

allows the user to choose the test beam energy.

Located behind the DESY II quadrupoles 21, 22 and 24, a target holder is installed within

the beam pipe consisting of six 30mm long and 7µm thick carbon fiber targets of which one

at a time can be moved into the center of the electron beam. Particle interactions with the

fiber target produce high energy photons via bremsstrahlung (see section 2.1.4) that are not

affected by the magnetic field and exit the synchrotron tangentially via an extraction beam

pipe with a thin aluminum exit window [41]. A sketch of the location of the test beam areas

T21, T22 and T24 relative to the DESY II synchrotron, including all parts of the transfer path

is shown in Figure 5.2.

After traveling for up to 22m the photons hit a converter target consisting of different

materials listed in Table 5.1 and produce electron positron pairs via pair production (see

section 2.1.4). The main effect of the different converter targets is the different rate of con-
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Target No. T21 T22 T24

1 Cu 5mm Cu 5mm Cu Wire 1mm

2 Cu 4mm Cu 1mm Cu 4mm

3 Cu 3mm Cu 3mm Cu 3mm

4 Al 3mm Al 4mm Al 3mm

5 Al 2mm Al 3mm Al 2mm

6 Al 1mm Al 1mm Al 1mm

7 Cu Wire 1mm Cu 10mm Cu 1mm

Table 5.1 – Different secondary target materials and thickness for the three test beam lines
[41]

version resulting in an increased or reduced particle rate. The energy of the particles varies

between zero and EDESYII which is the energy of particles within the DESY II synchrotron at

the moment of interaction with the carbon fiber target [41]. Before reaching the test beam

area the particles travel through dipoles and pass the primary collimator. The particle type

(e+/e−) and beam energy Pbeam can be chosen by setting the strength and polarity of the

dipole magnet Bdipole as only particles with a correct bending radius ropen within the mag-

netic field will be able to pass through the collimator:

ropen = Pbeam

eBdipole
, (5.1)

assuming no larger angular deviations of the particles.

A shutter is installed behind the primary collimator that, when closed, is able to stop all

particles when no beam is needed. The primary collimator opening is adjustable in both

directions allowing one to adjust the momentum spread as a trade off to the particle rate.

Behind the shutter follows an evacuated beam pipe going to the test beam area where the

particle exits via a Kapton foil window, passes through a beam monitor consisting of two

coincident 10×10mm2 scintillators and finally passes through a secondary lead collimator

with a length of 300mm which allows for a final adjustment of the beam size and particle

rate by varying its opening [41].

As a result of geometric limitations, two dipole magnets have to be used in conjunction

for delivery of particles to Area T24. Only one dipole can switch its polarity without requir-

ing any recabling and as a result only electrons are available as beam particles within area

T24.
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Figure 5.3 – Sketch of the relation between the uptime and the chosen energy for the sinu-
soidal DESY II energy cycle.

5.1.2 Beam characteristics

As a result of the sinusoidal energy cycle of the DESY II synchrotron and the double

conversion particle generation, the generated test beam has a distinct time structure. A test

beam can only be generated through the aforementioned process if the energy within the

DESY II Synchrotron EDESYII is higher than the energy chosen by the user Ecut. As such the

start and end of the uptime, the time period during which test beam particles are generated,

also depends on the chosen energy which is illustrated in Figure 5.3.

Figure 5.4 shows measurements for the time difference between the DESY II injection

signal and the appearance of particles for a chosen energy of Ecut = 4GeV over a 160ms

period recorded in area T24 using the beam monitors as particle counters. The uptime is

from 23ms to 58ms after injection into DESY II resulting in a total uptime of Tlive = 35ms

[41].

A secondary peak between 106ms and 138ms after injection corresponds to the second

acceleration of the particles before dumping. The reason for the slight reduction in height

compared to the first peak is the result of the reduced number of particles within DESY II

after passing through the minimum energy point explained in section 5.1.

A general overview of the uptime for different beam momenta can be seen in Figure 5.5.

The errorbars show the spread on the start and end times of the particles. The reason for the

discontinuity of the spectrum are the extremely low rates at energies below 1 GeV severely
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Figure 5.4 – Time difference between the injection signal at 0 and the appearance of test
beam particles in T24 over a whole injection cycle. [41]

limiting the available statistics. The grey background shows the uptime.

The overall particle rate during test beam operation depends on many parameters cho-

sen by the user which includes the exact position of the primary target within the DESY II

beam, the secondary target material and thickness, the opening of the primary and sec-

ondary collimator, as well as the chosen beam momentum [41].

The relation between particle energy and beam flux is depicted in Figure 5.6. It shows

the particle flux measured by the beam monitors located before the secondary collimator

for different particle momenta. The distribution has a maximum at 2GeV/c with a flux of

4kHz/cm2. The reason for the rate reduction at higher energies is a result of the reduced

uptime at higher energies and the lower available phase space for the production of high

energy particles through the double conversion. The reason for the reduced rate at low en-

ergies is in part because of increased interactions of low energetic particles with rest gas and

other material during the transfer from generation to the area resulting in both absorption

of particles as a result of the higher energy loss as well as the increased multiple scattering.

In addition, the magnetic field and collimator setup allows only a limited angle of particles

to pass through the system. While the rate of particles increases at lower energies, most are

not produced in the necessary small angular allowance of the transfer path and are lost as

a result of hitting the collimator or pipe wall [41].
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Figure 5.5 – Beginning and end point for the test beam uptime for different energies mea-
sured via the T24 beam monitors. The grey area is the uptime.
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mator within the area. [41]
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5.2 The AIDA Trigger Logic Unit

An infrastructure common to all test beam areas at the DESY II Test Beam Facility are

the AIDA Trigger Logic Units (TLU). Trigger logic units are devices used to provide timing

and trigger information to different devices used at test beam facilities. This is important

as for example some Device Under Test (DUT) are running only externally triggered and/or

their particular data readout structure requires the suppression of triggers to synchronize

the data between multiple devices. TLUs are important for the combination of data streams

from DUTs as well as auxiliary devices used to verify measurements such as silicon tele-

scopes.

The previous generation of TLU at the DESY II Test Beam Facility were built as part of the

EUDET [44] project which was a European detector research and development program.

The AIDA [45] and AIDA2020 projects [46] are successors of the EUDET project. As part of

these projects a new TLU iteration, which is referred to as the AIDA TLU, was designed and

built.

The AIDA TLU exists as both a tabletop and a rack unit. A picture of the rack unit, which

was used in this thesis, is shown in Figure 5.7. The AIDA TLU can receive up to six asyn-

chronous trigger inputs via single pole LEMO connectors, visible in the center of the TLU.

The input is connected to fast discriminators with a threshold range between [−1.3,+1.3]V

and any logical AND/OR combination for the six inputs can be used to generate a flexible

global output for up to four Devices Under Test (DUT) via standard size High Definition

Multimedia Interface (HDMI) connectors [47]. The HDMI connectors are used to send out

trigger, clock and synchronization signals and a detailed pin out is shown in Table 6.

The TLU is also capable of receiving/sending out an external clock via a 2-pin LEMO

connector which is located next to the trigger input connectors based on a 3.3 V Low Voltage

Differential Signal (LVDS), as well as providing a 12 V power and control voltage via a power

module in order to supply the operational voltage for up to four photomultipliers using

Figure 5.7 – Picture of the AIDA TLU rack unit.
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Figure 5.8 – AIDA Mode operation for the TLU with synchronization T0 and synchroniza-
tion to the DESY II uptime via the Emin signal via the use of a shutter. [47]

4-pin LEMO connectors located above the trigger input.

The TLU firmware is operated on an Enclustra AX3 board and can generate any clock

frequency between 100Hz and 1028MHz via its clock multipliers and connected jitter at-

tenuators but is commonly operated with a 40MHz clock at the DESY II Test Beam Facility.

The discriminated input signals can be stretched and delayed in multiples of the clock pe-

riod in order to account for different signal delays between devices, for example, due to

different cable lengths. For debugging purposes the TLU is capable of generating a period-

ical internal trigger signal which is referred to as the auto trigger [47].

The AIDA TLU offers four different operation modes:

• EUDET Mode: Once a trigger is registered by the TLU, the signal is sent out to the

DUT and a busy line is set in order to ignore any further triggers. The busy is reset by

the DUT once it is capable of receiving further triggers.

• EUDET Mode with trigger number: In addition to the above mentioned mode, the

TLU logs out the trigger number by toggling the DUT clock line while the busy is

active.

• AIDA Mode: The TLU and DUT are operated on the same clock and with synchro-

nized time stamps. This is done by sending out a T0/sync signal at the start of the run

which is used to reset the time stamp.

• AIDA Mode with trigger number: In addition to the above mentioned mode, the TLU

sends out the trigger number on the T0/sync line.

In addition, the AIDA TLU allows the use of what is referred to as a shutter window in which

two time periods are defined relative to an input signal. Any triggers that falls outside of
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the two time periods are suppressed. The shutter window can be set to, for example, take

into account the uptime at the DESY II Test Beam Facility, or the operational window of

devices, even when they are incapable of sending back a busy to the TLU. The details of

this operation mode are shown in Figure 5.8.

The different lines, described from top to bottom show the following [47]:

1. The continous 40MHz clock of the TLU.

2. The T0-sync signal which is used to tell all devices to start data taking.

3. The time stamp recorded by the AIDA TLU.

4. The Emin which is given to the AIDA TLU via one of the lemo connectors. It can be

used to synchronize to the DESY II uptime and was added explicitly for this thesis.

5. The Shutter which is based on the Emin and can be adjusted by setting delays (t1, t2

and t3).

6. The particle occurances in the input line.

7. The trigger line output based on the delay, coincidence and shutter settings.

8. The status of the TLU.

The TLU can be configured via configuration files and the following parameters can be

adjusted[47]:

• Logical trigger combinations.

• Trigger delays.

• Coincidence window openings.

• Trigger output window openings.

• Signal input thresholds.

• Signal shutter windows.

5.3 The EUDET Type Silicon Telescopes

A key infrastructure at the DESY II Test Beam Facility are the EUDET type silicon tele-

scopes[48]. At the time of writing, three separate telescopes are available called DATURA,

DURANTA and AZALEA which are located in the areas T21, T22 and T24 respectively [49].
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The EUDET type silicon telescopes consist of six silicon pixel planes which are based on the

Mimosa26 [50] Monolithic Active Pixel Sensor (MAPS) (see section 3.2.2). The sensor has

a pixel pitch of 18.4µm and is split into 1152 columns and 576 rows resulting in an active

area of about 21.2mm×10.6mm. A picture of the chip is shown in Figure 3.7.

Each sensor is about (54.5±3.6)µm thick and achieves a binary resolution of σres =
18.4µmp

12
= 5.3µm. Amplification and correlated double sampling is integrated in each pixel

allowing for in-pixel zero suppression. The chip is operated with a 80MHz clock and ev-

ery column is read out in parallel using a rolling shutter. The rolling-shutter takes 16 clock

cycles to read out each row which equates to a time of 115.2µs to read out the whole chip.

After the rolling shutter has read out the last row it starts anew from the first [51]. The

threshold above which the pixel responds to input can be set via JTAG files with the thresh-

old being in multiples of the RMS noise of the chip. In this thesis the threshold was set to

four times the RMS noise for all measurements.

The Mimosa26 is housed within an aluminum jig on its carrier PCB. Each jig is 15 mm

thick, 180 mm long and 194 mm high with a small cutout in the middle for the Mimosa26

chip. The cutout is covered with 25µm thick Kapton CB foils located at the entrance and

the exit in order the ensure the sensor is not exposed to light. The total material budget for

the entire telescope system consisting of six such layers consists of ≈ 300µm of silicon and

Kapton each resulting in a total radiation length of X = Xkapton+Xsilicon ≈ (1.0+3.2) ·10−3 ≈
0.42%X0.

Each jig can be connected to water tubes in order to water cool the Mimosa26 during

operation using a Huber mini chiller which is capable of keeping the sensors at a stable

temperature and are typically operated at a temperature of 15 to 20◦C. Three of these jigs

are each placed on top of a guiding rail with a length of 300 mm which allow the change

of individual distances between the planes. In addition, the guiding rails can be moved to-

gether in order to not disturb any alignment and to adjust the distance to the DUT. The two

guiding rails are placed on a common rotating frame allowing the change of the inclination

angle of the system to the beam.

Four scintillators, grouped into two x-/y-orientations are placed before and after the

telescope with an overlapping area of about 10 mm×20 mm. They are run in coincidence

using the AIDA TLU to provide trigger signals for telescope operation.

Figure 5.9 shows the full telescope setup within Area T24 at the DESY II Test Beam Fa-

cility. Using an analysis based on GBL (see section 4.2.4) [36] to take into account multiple

scattering, the telescopes are able to achieve a track resolution down to 2µm depending on

the beam energy, DUT thickness and plane distances [48].
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Figure 5.9 – Picture of the EUDET Type telescope within testbeam area T24 [31].

There is a chance that the rolling shutter has already read out the row the particle passed

through before its arrival, as the data of the Mimosa26 is readout sequentially row by row.

This particle is then only registered after the rolling shutter has completed the second frame

readout. As each frame is only written to disk if a trigger signal is received during the frame

this results in the particle not being recorded as the trigger arrived in the first frame. To

avoid such a scenario, a Mimosa event consists of two readout frames as shown in Fig-

ure 5.10. This doubles the readout time for a single event to TFA = 230.4µs, increasing the

multiplicity per event and degrading the time resolution.
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Figure 5.10 – Sketch showing the workings of the EUDET telescope readout. The readout
is split into frames each of which take 115.2µs to readout. Two of them are combined into
an event shown by the two colors. The diagonal line running through the frame signals the
rolling shutter readout position with the time shown on x axis. A particle could be located
in a row that has already been read out by the rolling shutter as such it is only read out once
the rolling shutter once more reads out the row in question signified by the dotted line
connecting the particle location to the diagnoal line. The second event shows that nothing
will be read out in the case that no trigger arrives with a particle.

5.4 The PCMAG 1T Solenoid

In order to verify the detector performance in a scenario as similar as possible to many

particle physics detectors, tests in a magnetic field are crucial. In order to facilitate such

tests, a superconducting solenoid magnet, called PCMAG (Persistent Current MAGnet) is

located in test beam area T24/1 (see Figure 5.11).

The operational central magnetic field strength of the PCMAG is up to 1 T. The magnet

bore has an opening diameter of 85 cm and a length of 130 cm. The magnet posesses no

return yoke as it was originally designed for a balloon experiment for which a yoke would

have introduced too much weight and material [52][53]. As a result, the electrons only have

to pass through the magnet wall itself which contributes 20% of a radiation length X0. Op-

eration without a yoke results in a less homogeneous magnetic field. The inhomogeneity

of the field increases closer to the edge of the coil and the magnet has stray fields affecting

the entire T24/1 area. The exact field of the solenoid was mapped with very high precision

in a dedicated study [54].

The PCMAG is mounted on a movable stage, constructed as part of the EUDET project

[44]. The stage allows the PCMAG to be moved perpendicular to the beam, horizontally

and vertically, with a precision of 0.3mm. Additionally, the PCMAG can be rotated up to

45◦ in both directions around the vertical axis to introduce an inclination angle between
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Figure 5.11 – Picture of the PCMAG superconducting solenoid located in Area T24/1 with-
out the four additional rails used for the Lycoris telescope.

the magnet and the beam with a precision of 0.1◦. Two rails are installed within the PC-

MAG to allow the mounting of different devices such as the EUDET-type telescopes within

the PCMAG. Four more rails have been installed within the PCMAG in order to house the

Lycoris telescope which is described in more detail in in the following chapter. which was



Chapter 6

The Lycoris Strip Telescope

The Lycoris strip telescope is the newest addition to the beam telescopes for the DESY

II Test Beam Facility. The system is designed to improve the capabilities of the DESY II Test

Beam Facility by providing a new telescope with a focus on a large active area and minimal

support structure while providing comparable spatial resolution to the existing telescopes.

The system consists of six layers of a large area silicon strip sensor with a strip pitch

of 25µm. The sensor has a novel readout in which the strip signal is routed through extra

metal layers to a bump-bonded integrated readout ASIC. Three layers each are housed in

an aluminum cassette in which they are mounted in the correct orientations and protected

from the environment. The requirements, resulting choice of sensor and the final hardware

components of the telescope are described in this chapter.

6.1 Project Requirements

The design of the Lycoris telescope has been largely influenced by the Linear Collider

Time Projection Chamber (LCTPC) collaboration’s effort to building a high precision Time

Project Chamber (TPC) for the International Linear Collider (ILC). As part of this effort, a

small scale prototype of the ILC TPC field cage was built which has a diameter of 77cm and

a length of 61cm.

Measurements of the prototype field cage are performed within the PCMAG supercon-

ducting solenoid which has an inner diameter of 85cm [55]. The coordinate system within

the PCMAG is defined as follows:

• The z-axis is defined by the beam particle direction with movement along positive z

going parallel to the beam,
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Parameter Value

Resolution x 1mm

Resolution y 80µm

Resolution q/P 4.584×10−6 MeV−1

Table 6.1 – Design performance of the LCTPC prototype [56].

• the x-axis is parallel to the magnetic field line within the PCMAG solenoid,

• the y-axis is perpendicular to the other two axis and spans a right handed cartesian

coodinate system.

As is typical for a DUT, it is necessary to confirm the DUTs performance which is tabled in

Table 6.1. The verification of this performance cannot be done with the currently existing

EUDET type telescopes because of their size. It is not possible to install more than one layer

of the AZALEA telescope in the gaps in front and behind the prototype field cage within the

PCMAG, due to the large size of the EUDET type telescope layer sizes [49].

While it is possible to install the full system outside of the PCMAG, this would not be

useful to determine the performance of the LCTPC prototype. As mentioned in section 5.4,

the electron beam has to pass through the magnet coil to enter the magnet. Interactions

with the magnet wall not only result in a deviation from the measured track parameters by

the telescope through multiple scattering, energy loss in the interaction with the magnet

wall reduces the particle momentum and affects its bending. The exact effect of the inter-

action with the magnet wall onto the particle momentum was determined in a simulation

which is shown in Figure 6.1. It is not possible to determine the momentum within the PC-

MAG to an accuracy better than the width of the peak in the distribution of 1.9MeV−1[57].

This is far below the theoretically achievable momentum resolution of the LCTPC proto-

type of 4×10−6 MeV−1[57]. In addition, an independent measurement of the particle tra-

jectory through the prototype field cage allows the measurement of potential field distor-

tions of the electric drift field present inside the field cage which can skew the measured

trajectory by the TPC.

The Lycoris system needs to provide as good or better performance in all parameters

than the LCTPC prototype. To achieve this, it needs to be installed together with the LCTPC

prototype field cage within the PCMAG, resulting in strong constraints on the available

space. Figure 6.2 shows a sketch of the principle of the setup. The red curve within the

sketch is an exaggerated example in which the TPC measures a trajectory that is different

from the true particle trajectory because of field distortions. The requirements to the point



6.1 Project Requirements 63

Figure 6.1 – Particle momentum distribution after interaction with magnet wall through
Data in black and simulation in green [57].

Figure 6.2 – Sketch showing the functionality of an external reference within the PCMAG to
determine correct momentum resolution and the used coordinate system.
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Telescope arm size

4cm 3cm 2cm 1cm

Se
n

so
r

re
so

lu
ti

o
n 2.5µm 2.85 2.90 3.00 3.68

5µm 3.05 3.21 3.63 5.52

7.5µm 3.37 3.65 4.43 7.92

10µm 3.68 4.16 5.33 9.90

15µm 4.49 5.36 7.53 14.3

Table 6.2 – GEANT4 momentum resolution in units of 1×10−6 MeV−1 for different configu-
rations of the sensors spatial resolution and the distance between outermost layers within
an arm based on a system with 4 layers [56].

resolution in x and y of the LCTPC prototype are easily achievable by commonly available

silicon sensor systems. The momentum resolution on the other hand improves with the

number of measurement points N in which the TPC excels. The relation between the mo-

mentum resolution and the number of measurement points is given by the Glueckstern

formula [58][3]:
σp

p
∝

√
720

N +4
. (6.1)

The telescope needs a much better single point resolution in direction of the bending of

the magnetic field than the TPC to achieve a similar momentum resolution. In order to

investigate the required performance of the sensors, a GEANT4 [59] simulation was per-

formed to verify the required number of layers, active area coverage, single point resolution,

sensor spacing and material budget to achieve the necessary momentum resolution. The

simulation includes the magnet with its wall, the silicon layers with a standardized thick-

ness of 250µm as well as the TPC prototype field cage. 100000 electrons with an energy

of 4.4GeV, a beam size of 1mm and a beam spread of 2mrad are used in the simulation.

Based on the results from the GEANT4 simulation (see Table 6.2), sensors with a single

point resolution of less than 10µm are required to achieve a momentum resolution better

than 4.584×10−6 MeV−1 with the available space per arm of less than 4cm.

Figure 6.3a shows the simulated particle spread after arriving inside of the PCMAG be-

fore the beam has been influenced by the magnetic field. Figure 6.3b on the other hand

shows the same distribution before the beam leaves the inside of the magnet after all par-

ticles were influenced by the magnetic field. While the entry position is mostly given by

the starting parameters, the exit distribution shows the beam spot is about 30mm lower in

accordance with the particle bending in the magnetic field described by (4.1). In addition
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to the shift to lower y values, a larger tail in the exit distribution is shown which is a result

of the energy loss of particles through interaction with the magnet wall getting bent further

down as a result of their lowered momentum. For a good efficiency, the detector should be

able to record as much of the tail as possible. An active coverage area of about 10×10cm2

is chosen which allows to record close to 95% of all particles [56].

Using the intended height of the system, the maximum available space within the PC-

MAG next to the prototype field cage (see Figure 6.4) can be determined. Due to the cur-

vature of the TPC and magnet wall, the available space along the beam direction reduces

with increasing height of the sensor. For a coverage of 100mm in y, this limits our available

spacing of the sensors to:

a = b − r1

b2 = r 2
2 − y2

⇒ a =
√

r 2
2 − y2 − r1 ≈ 37mm.

(6.2)

There are no inherent constraints on the size of the telescope along the x-axis except that

it needs to fit within the 1.3m long PCMAG opening. The effect of the material budget

was simulated and is required to be below 2.1×10−2 X/X0 [60] to reduce multiple scattering

induced smearing of the momentum resolution. The simulation was performed under the

assumption that the sensors have a distance of about 3cm between the first and last sensor

within an arm and a spatial resolution of 10µm. This limits the number of layers that can

be installed per arm and any further material that could be part of the support structure.

As the movement of the particles within the TPC is described by a helix, a minimum of

five independent measurements is required to constrain the fit. Pixel layers provide two-

dimensional measurements meaning that three layers are sufficient. Strip layers provide

only one-dimensional measurements meaning at least five strip layers are required. The

requirements on the sensors and the telescope as a whole are summarized in Table 6.3.

Since the telescope system is intended as a general infrastructure upgrade of the DESY

II Test Beam Facility, the telescope system should be easy to use for non-expert users. This

means that it has to be easy to un-/install, allowing easy access to all necessary mechan-

ical and electrical connections and ensuring high protection for the sensors in every-day

operation.

Different sensors have been considered for the project:

• Current ATLAS and CMS sensors were considered but deemed unfeasible as they do

not achieve the necessary single point resolution [61][62].
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(a) Particle distribution before the TPC
field cage

(b) Particle distribution after the TPC
field cage

Figure 6.3 – GEANT4 simulation result for the particle hit location at the entry and exit of
the PCMAG [56].

Parameter Requirement

Area A ≈ 10×10cm2

Thickness d ≤ 37mm

Lenght L ≤ 1300mm

σy ≤ 10µm

σx ≤ 1mm

Nr. of layers ≥ 3/5 (Pixels/Strips)

Total Radiation Length per arm X/X0 ≤ 2.1%

Table 6.3 – Final requirements to the telescope system [60].
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Figure 6.4 – Sketch showing relation between sensor height y and available space a.

• The Mimosa26 chip used in the EUDET type telescopes (see section 5.3) within a

different housing was considered, but to achieve the required large active area would

have required funding above what the project allowed and cooling was considered an

issue.

• The sensors from the former Zeus vertex tracker [63] would have achieved the nec-

essary resolution but could not be used as there is no existing support and hardware

for the DAQ.

• The SiLC strip sensor [64] was also under consideration. It provides a large active

area, though the single point resolution was at the edge of what was necessary and

the expected support was lower than for the sensor which was chosen.

The final choice fell on a system consisting of the SiD outer tracker strip sensor [1] with

the KPiX [29][65] readout chip both of which are explained in detail below.

6.2 The SiD Sensor and Readout

The SiD sensor is intended to be used as the main sensor instrumenting the whole bar-

rel of the SiD detector concept [1]. The KPiX Application Specific Integrated Circuit (ASIC)

[29] is the readout chip intended to be used for signal processing from the silicon sensors
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Figure 6.5 – Picture of an SiD strip sensor with flip chip bonded ASICs- The three squares
are regions of the sensor shown in microscopic pictures in Figure 6.8a (azure), Figure 6.8b
(black) and Figure 6.10 (blue).

which includes the SiD tracking sensor [1] and silicon based SiD electromagnetic calorime-

ter sensor [66]. A picture of the SiD tracking sensor which is referred to as the SiD sensor is

shown in Figure 6.5. The two objects visible on top are the flip-chip bonded KPiX readout

ASICs.

6.2.1 SiD Sensor

The SiD strip sensor is a 320µm thick hybrid silicon sensor designed by SLAC for the SiD

detector concept. The sensor is made up of n-type silicon with p+ strip implants and an n+

back plane. They are produced by Hamamatsu [67] Photonics, have a total size of 93.53×
93.53mm2 and consist of 3679 strips with a pitch of 25µm and a length of 92mm resulting

in a total active area of 92×92mm2. The active area is surrounded by three ring structures

consisting of the inner bias ring, the central guard ring and the outer ring connected to the

negative substrate (nsub) of the sensor.

The SiD strip sensor has a novel readout method for the strips compared to normal hy-

brid strip sensors (see section 3.2.1). Instead of reading out the strips through wire-bonds

at the edge of the sensor, additional metalization layers are added to the top of the sensor

which route the signal from the strip to pads on the topside allowing for much smaller strip

pitch than is conventionally supported. This design is referred to as a hybrid-less sensor

design by SLAC as it eliminates the need for a carrier PCB to house the readout ASIC and

compared to normal hybrid pixel sensors the readout ASIC can be of much smaller size
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Figure 6.6 – Sketch of the readout layers of the SiD sensor

than the sensor reducing the average material budget.

Because of this, the silicon sensor is split into multiple layers with some layers unique

to the makeup of the sensor and depicted in Figure 6.6. Charge deposited in the sensor bulk

drifts to the strip implants which have a width 8µm and are shown in yellow in the sketch.

These strip implants are mirrored by what is described as the coupling layer from which

they are separated by a silicon oxide layer for the entire routing structure on top of the

sensor shown in blue.

The coupling layer layer is made up of 9µm wide aluminum strips, running in parallel

to the strip implant, capacitively coupling the two layers. This layer is shown as the grey

line parallel to the implant layer.

The coupling layer is connected through vias to what is referred to as the routing layer.

The routing layer layer is made of 4µm wide aluminum and is located between the

passivation which is shown in violet on top of the sensor and an additional silicon oxide

layer, referred to as the InterLayer with a width of about 6µm also shown in blue. The

routing layer is used to provide a direct electric connection to the bump-bond pads which

are located on the surface of the sensor to be readout by the readout ASIC.

The sensor surface has 33 rows of 32 bump pads per side with an under bump metal-

ization consisting of Ti/Ni/Au which has been applied by Hamamatsu during production.

Most of the pads from the 32 outermost rows of bump pads are connected to the coupling

layer via the method described above and are used to transfer signal induced on the cou-

pling layer to the surface where they can be read out. The routing layers are the visible

structures inside the sensor next to the KPiX ASICs in Figure 6.5. The innermost row of

the 33 bump pad rows of the sensor halves are connected to wire-bond pads via a sepa-

rate routing layer. Exact specifications of the thicknesses of the non bulk material have not

been made available by Hamamatsu, but a rough value could be inferred from a micro-

scopic picture of a sensor cross section shown in Figure 6.7.

The values of the different layers are listed in Table 6.4. The picture shows that the

routing layer appears to vary in thickness. This is the case when the cross section is at a



70 The Lycoris Strip Telescope

Figure 6.7 – Microscope picture of the cross section of a SID sensor.

Layer Thickness

Total ≈ 320µm

Bulk ≈ 314µm

Non-Bulk ≈ 6µm

Coupling layer ≈ 1µm

Routing layers ≈ 1µm

Interlayers ≈ 1µm

Oxide layers ≈ 3µm

Table 6.4 – SiD layer thickness

point where a via of the routing layer is located resulting in a seemingly thicker routing

layer. The area between two metal dots in the picture is described as the InterLayer which

separates the implant from the strip see Figure 6.6.

Figure 6.8a to Figure 6.9 show microscopic pictures of three specific connection regions

of the extra metal layers to different points such as the ASIC, the wirebond pads and the

coupling layer on the sensor. The relation of the pictures to the whole sensor structure are

given by the rectangular highlights in Section 6.2.1. Figure 6.8 shows pictures taken with

a microscope camera looking, from the top, directly at the routing layers connecting the

KPiX, which is the golden structure visible in the picture. Figure 6.8a shows the routing from

the strips to the KPiX, while Figure 6.8b shows the routing from the KPiX to its connection

wire-bond pads.

Depicted in Figure 6.9 is a close up of the via that connects the coupling layer to the

routing layer. The silver lines are the metal layers of the coupling layer and routing layer.

Only every second of the 3679 strips has a coupling layer and is read out, resulting in 1840
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(a) Picture of the routing layer connect-
ing a strip to the KPiX

(b) Picture of the routing layer connect-
ing the KPiX to the wirebond pads

Figure 6.8 – Microscope pictures of the SiD sensor routing layers.

Figure 6.9 – Microscope picture showing the via connection from the coupling layer to the
routing layer which transfers signal to the ASIC.
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Figure 6.10 – Sketch of the locations of the different connections of the bump-bond pads
to the wire-bond pads and coupling layer. The names C0 to C1024 is based on the name of
the corresponding KPiX channel which is connected to this bump-bond pad.

readout strips with a pitch of 50µm. Interspersed between the two metal strips of the cou-

pling layer is another darker strip. These are floating strips which are not read out and

are used to improve the point resolution of the sensor via charge sharing as explained in

section 3.1.5.

The 1840 readout strips are split into two blocks of 920 strips that are connected to

surface readout pads. Figure 6.10 is a sketch of the bump-bond pads on the surface of

the sensor with a description what the different pads are connected to on the sensor. The

naming of the pads such as C0 to C1024 refers to the corresponding channel number of the

KPiX ASIC. Ten bump pads per row are referred to as a block of pads which are connected to

ten strips adjacent to one another meaning that an increase in channel number by 1 results

in a change in strip number by 1. The next group of ten connected bump pads are once

more connected to a block of strips but, because of the routing, two adjacent bump pad

blocks do not translate to adjacent strip blocks. By defining strip zero to be the strip closest

to the edge, strip 920 to be in the center of the sensor and strip 1840 to be at the opposite

edge, a pad to strip mapping with the pad numbering scheme shown in Figure 6.10 can be

produced. The result of this mapping is shown in Figure 6.11 which is given for both halves

of the sensor separately as each half is a rotated version of the other.

The sensor is designed to deplete with a voltage of Vdep =+50V and have dark currents

in the order of µA. The sensor has pads on the sensor surface through which it can be

probed. Each strip implant can be connected to via an AC pad located in front of the re-

sistors. The resistors consist of poly-crystalline silicon (Poly-SiR) and connect the coupling
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(a) Left sensor half (b) Right sensor half

Figure 6.11 – Plot showing the relation between the pad number on the x axis and the cor-
responding strip number on the y axis for the two sensor halves.

PAD name Size (µm2)

AC 30×40

DC 60×200

Bias Ring 170×430

Guard Ring 70×430

Nsub 280×430

Readout 60×200

Table 6.5 – Probe pads of the SiD sensor

layer of each readout strip to the bias ring. Each coupling layer can be connected to via a

DC pad located next to the AC pads. Each of the three rings surrounding the sensitive areas

has multiple pads located all around the sensor to connect to them. This is used to deter-

mine the electrical properties of the sensor (see section 7.2). Pads connecting to the routing

metal layer are located close to the bump-bond pads. The sizes of the different probe pads

are tabled in Table 6.5.

6.2.2 KPiX ASIC

The KPiX ASIC is 250µm thick and based on a 250nm mixed-mode CMOS process from

Taiwan Semiconductor (TSMC) [68]. The chip consists of 1024 channels with a fully digital

13-bit ADC readout. It provides both timing and temperature information and is typically

operated with an analog voltage of 2.5V and a digital voltage of 2.0V. Signals are measured
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Figure 6.12 – Microscopic picture of the bottom side of a bare KPiX ASIC which in the pic-
ture is flipped over and connected to via wirebonds.

as negative pulses relative to the 2.5V analog operational voltage. The chip is designed for

power pulsing operation at the ILC which has what is referred to as a train of bunches with

spacing of 524ns between bunches which lasts for 0.727ms that is repeated every 200ms

[69]. As such there is a long time during which no particles are expected and during which

the analog front-end of the ASIC is powered down in order reduce power consumption and

thereby the heat generated by the system [65].

Depicted in Figure 6.12 is a microscopic picture of the bottom side of the KPiX ASIC.

In the picture, the chip is read out via wire-bonds. To the right of the wire-bonds, some

of the 32 rows each consisting of 32 channels which are normally connected to the sensor

via bump-bonds are shown. The wire-bonds in the picture are connected to the outermost

row which is used to connect the KPiX to the wire-bond pads through the routing layer

depicted in Figure 6.8b. A simplified block diagram of a single KPiX readout channel is

shown in Figure 6.13 and the KPiX can be separated into four different components:

• Calibration circuit,

• Amplification circuit,

• Trigger circuit,

• Digitization circuit.
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Figure 6.13 – Simplified block diagram for the analog core of a single KPiX readout channel
[70].

KPiX circuitry

The calibration circuit is connected to the input of the amplification circuit and is hence

explained first as it fulfills a similar role to a standard charge deposition recorded from the

sensor. It is used to calibrate the digital response of the readout. This is done by measuring

the digital response in ADC to predefined charge injection values. This is achieved via an

8-bit DAC used to regulate the voltage ranging from zero to 2.5V. The translation for each

DAC value to the voltage is given by:

V (D AC ) =
2500mV− (255−D AC )∗5mV, for D AC ≥ 246

D AC ∗10mV, for D AC < 246

 . (6.3)

This voltage is applied on up to four separate 200fF calibration capacitors to charge them

up to a maximum of 500fC. An optional capacitor with size of 5pF can be set in parallel to

the first calibration capacitor in order to test the full range of the chip. It is not depicted in

Figure 6.13 as it was not used during this thesis as the expected charge signal of the strip

sensor is in the order of 3fC. The capacitors are discharged as input into the amplification

circuit to mimic charge deposition with a defined input.

The amplification circuit of KPiX is made up of a 100fF capacitor, a second 300fF capac-

itor which, depending on the gain settings, is connected in parallel and a 10pF capacitor

that is connected to a user defined range threshold which adds the capacitor in parallel if

the registered charge surpasses the threshold. As a result, KPiX provides a large dynamic



76 The Lycoris Strip Telescope

range ranging from about 5% of the charge deposition of a Minimum Ionizing Particle

(MIP) in 300µm of silicon to the deposition of up to 2000 MIP simultaneously. During

normal gain operation, a charge deposition of 1fC results in a voltage amplitude of 2.5mV

whereas in high gain operation it results in a voltage amplitude of 10mV because of the

different input capacitances. The amplifier circuitry is connected to an active reset that is

used to discharge all capacitors in the amplifier [29].

The amplified signal is transferred to the trigger circuitry. The KPiX system can be oper-

ated in internal triggering operation and in external triggering operation. During internal

triggering, an event is recorded when the signal is above a voltage threshold adjustable via

an 8-bit DAC ranging from zero to 2.5V with the same translation as described in (6.3).

The thresholds cannot be adjusted for each channel individually, though the system can

compensate a possible non uniform pixel response to a certain extent by allowing two dif-

ferent triggering thresholds. These thresholds are referred to as thresholds A/B and are set

for each KPiX separately. In internal triggering, the signal first passes a shaper with ad-

justable integration time constants of 0.5µs or 0.2µs and differentiation time constant of

15µs, 7.5µs, 5µs or 3.75µs before being compared to the threshold. In standard operation,

the time constants are set to τdi f f = 7.5µs and τi nt = 0.5µs which results in a peak signal

strength of [21]:

Vpeak = 0.82Vin · A, (6.4)

where A is the amplification factor of the amplifier embedded within the shaper which is

A =C1/C2 = 1pF/33fF = 30, resulting in a peak amplitude of:

Vpeak ≈ 24.7Vin. (6.5)

As KPiX measures negative pulses relative to Vanalog = 2.5V, a high DAC threshold value,

which is equal to a large voltage level, equates to a low effective threshold. The threshold

can bet set between

Threshold = 255DAC = 0fC (6.6)

and

ThresholdNormalGain/HighGain = 0DAC = 40.48fC/10.12fC. (6.7)

In external triggering operation each channel stores the currently recorded charge inde-

pendent of any threshold levels upon receiving an external trigger signal and the shaper,

which is only used to shape the signal for triggering, is bypassed. When a trigger is sent

out, the amplified signal is stored on up to four 1pF storage capacitors which are hence-
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Figure 6.14 – Sketch of the KPiX power pulsing acquisition cycle.

forth referred to as buckets zero to three (b0..3). These buckets are digitized via a Wilkinson

ADC with 13-bit resolution. The conversion via a Wilkinson ADC is done by connecting a

current source to the capacitors in order to linearly discharge them. At the point when the

discharge starts, a gate pulse is set that stays on until the capacitor is fully discharged. The

time duration for which the gate pulse is set to high is stored via a Gray code counter which

ensures that the time counting is done in only single bit changes. This is done to decrease

the load on the digital electronics which could otherwise introduce cross-talk in the analog

circuitry and to ensure minimal sampling errors. An example of Gray code values is given in

Table 5. Due to the linear discharge, a direct relation between the time it takes to discharge

the capacitor tC and the stored charge Q =C ·U is given by [21]:

tC =C
U −UBL

IR
, (6.8)

where U is the voltage applied on the capacitor, C is its capacitance, UBL is the baseline

voltage level below which the capacitor is considered fully discharged and IR is the current

of the current source. After digitization, the data is sent out to the DAQ system.

KPiX operation

The KPiX power pulsing operation ensures that the KPiX is active only for a short time

frame and is otherwise operated with significantly reduced load in idle-phases. This re-

duces the power consumption and subsequent heat generation. A full cycle of the power

pulsing operation is referred to as an acquisition cycle. A sketch of this cycle is depicted

in Figure 6.14. It shows that KPiX uses a sequential instead of a continuous data readout

which requires the presence of the buckets to store data in analog form before digitization.

The operational temperature of the KPiX is recorded at the start of each acquisition cycle in

an 8-bit register.

The setting of the different phases of the acquisition cycle can be adjusted as integer

multiples of the system clock Tsystem. There exists a minimum period of 50ns for all KPiX
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Clock Value (ns)

Tsystem 5

Tacquisition 320

Tdigitization 50

Tpre−charge 6000

Tidle 200

Treadout 200

Table 6.6 – Standard KPiX clock periods

clock values which can then be increased in values of Tsystem. The clock values used for the

studies presented in this thesis are represented by as periods of

Tx = 1

fx
, (6.9)

to signify that they are characteristic time periods which defines the operation of KPiX

based on the internal clock frequency. The values represented with a tx signify that these

are values for the total amount of time the KPiX stays in the corresponding operational

phase and is typically given by multiplying the corresponding time period Tx with a con-

stant that indicates the amount of cycles the system operates in the corresponding phase.

The standard values for the time periods of the different phases are listed in Table 6.6 which

corresponds to the phases depicted in Figure 6.14.

The clock periods are important for the KPiX operation as they define the length of the

different phases of the acquisition cycle. Both the length of the data acquisition phase dur-

ing which the system is able to record data and the time granularity of the system are de-

pendant on the clock periods. Studies have also shown that adjusting the clock periods

impacts the overall performance of the system (see section 10.2). The relation between the

clock periods and the exact operational time of KPiX is given below:

• The start-up phase of KPiX begins after receiving a start signal. During this phase,

KPiX operates using the acquisition clock Tacquisition and is configurable via the delay

DAC value to last for:

tStart−up = Tacquisition ·D ACdelay. (6.10)

During start-up, the KPiX ramps up both the analog and digital currents to opera-

tional values and resets the internal KPiX registers and the Gray counter.

• During the data acquisition, the analog data is recorded and stored in the buckets.
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Each channel is capable of storing up to four events, limited by the number of buck-

ets. KPiX operates with the acquisition clock Tacquisition and stores the time informa-

tion of the trigger via a 13-bit counter. This is referred to as the BunchClockCount

(BCC) which increments by one every eight clock pulses and is reset to zero before

the start of a new cycle.

The data taking phase is limited to the range of the 13-bit counter but can be short-

ened via the D ACBCC setting. The data acquisition phase lasts for:

tacquisition = D ACBCC ·BCC = D ACBCC ·8 ·Tacquisition. (6.11)

An additional DAC value, the trigger inhibition D ACT I B , can be adjusted in order to

suppress any system triggers within the first D ACT I B BCC. The frame readout-time

of a triggered channel in the acquisition phase can be adjusted. The time is related to

the acquisition clock and can range from tFK = 1 ·BCC to 8 ·BCC .

• The digitization phase is split into two subcategories, the pre-charge phase and dig-

itization phase, which are both repeated once for each of the four buckets. The pre-

charge phase uses the pre-charge clock Tpre−charge and lasts for:

tpre−charge = 2 ·Tpre−charge, (6.12)

during which the analog bus is charged to a known level. This bus is connecting

the storage capacitors to the Wilkinson ADC and carries some charge from previous

events. During the digitization phase the current source is enabled and the analog

charge stored in a bucket is digitized using the Wilkinson ADC. This phase uses the

digitization clock Tdigitization and lasts for:

tdigitization = (8192+18) ·Tdigitization, (6.13)

meaning that for all four buckets to be digitized the system needs a time of:

tfull−digi = 4 · (tpre−charge + tdigitization). (6.14)

• After the digitization phase, the KPiX data, including Temperature, one time stamp

and one ADC value per bucket is read out sequentially row by row using the readout

clock Treadout.
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The readout phase lasts for:

treadout = 215728 ·Treadout. (6.15)

• After the data readout the analog KPiX current is reduced to low levels the time of

which can be fully customized.

The currents drawn by KPiX during operation differs between the different operation phases

and is used in section 10.1 to investigate the chips operational performance. The structure

as a whole is depicted in Figure 6.14.

6.3 The Sensor Configuration

As the telescope is based on a strip sensor, each layer in the telescope provides only

measurements in one dimension. Sensitivity in two dimensions can be achieved by rotat-

ing sensors relative to each other along the z-axis. The angle by which they are rotated is

referred to as the stereo angle. The different layers are referred to as stereo layers if they

are installed at an angle and axial layers if they are installed without an angle. The required

stereo angles and the optimal combination of stereo layers and axial layers to achieve the

optimal resolution in momentum and in x was determined via simulations using the Gen-

eral Broken Lines (GBL) [36] approach. Particles are moving perpendicular to the sensor

layers with an energy of 4.4GeV within a 1T magnetic field. The coordinate system is the

same as described in section 6.1 and depicted in Figure 6.2.

The movement of a charged particle within a uniform magnetic field, pointing in the x

direction, can be described by a helix. A helix can be split into two components, the circular

movement requiring three parameters to define it as well as the linear movement along

the magnetic field defined by two points. The helix can therefore be described using five

parameters. Typically, the parameters are the offsets (x0, y0), the slopes (d x/d z,d y/d z)

and the curvature (κ). The helix parameter values are determined in mm for offsets, mm−1

for the curvature and radian for the slopes. The ability of the system to determine these

parameters, specifically the resolution of the curvature κ and the resolution for the position

parallel to the magnetic field x0 are important.

A minimum of five sensors is required to constrain the helix and a sixth hit can be used

to filter out fake combinations, which are present in a real system with noise. Therefore,

the system has a minimum requirement of six layers which can be split into two arms of

three layers each. For these simulations, a single point resolution of 10µm is assumed for
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the sensors perpendicular to the strips with an equidistant spacing between sensors within

the same arm of 15mm and a distance of 830mm between the two arms. The thickness

of the sensor planes is set to 320µm to take into account multiple scattering in the GBL

framework. This is explained in more detail in Section 4.2.4.

Both the choice of orientations, which layer is rotated in what direction, and choice of

the value of the stereo angle were determined iteratively. The effect of different orientations

is exemplified here using a 2◦ angle for the stereo layers. The results of these studies are

shown in Figure 6.15. The x axis of the plots gives the different orientations of the sensors

within an arm and the y axis gives the resolutions depicted in the parameters. + means that

the sensor is rotated by +2◦, - means that the sensor is rotated by −2◦ and 0 means that the

sensor is installed as an axial layer without an angle.

The first two entries show positions where the axial layers are placed at the edge of the

cassette with the stereo layers next to each other and the last two entries show positions

where the axial layers are placed in between the stereo layers. The resolution of every pa-

rameter worsens when the axial layer is placed between the stereo layers with a trade-off

between the x0 and d x/d z resolution depending on the orientation of the stereo layers.

The reason for this decrease in resolution becomes apparent when looking at the corre-

lations between the different parameters for the orientations. This is shown in Figure 6.16.

The first two show the orientations with the axial layers at the edges, which show an almost

full correlation between the curvature and the offset in y (orange) as well as minor correla-

tions which, depending on the orientations of the stereo layers, are between κ-x0, d y/d z-

d x/d z and y0-x0 or between κ-d x/d z, d y/d z-x0 and d x/d z-y0. In comparison, when

placing the axial layer between the two stereo layers, the same correlations are present

but now all parameters are almost fully correlated except for d y/d z-d x/d z in +0–0+ and

d y/d z-x0 in -0+-0+ which show a correlation of 0.8. As such changes in one parameter can

be compensated by a change in another parameter. When the two stereo layers are placed

one after another they produce a pseudo double layer which removes that correlation to a

large extent though not completely as the sensors have a small offset along the z-axis. An

orientation of +−00−+ was chosen for ease of installation, as in this scheme one arm is

simply a rotated version of the other (see Table 6.7).

To investigate the impact of larger angles on the track parameters, the six sensors were

distributed in the pattern shown in Table 6.7 and the angles were varied from 2◦ to 64◦ (see

Figure 6.17). Figure 6.17a depicts only a minor impact of the stereo angle to the curvature

resolution which only degrades once the stereo angle becomes large. This is similar for y0

depicted in Figure 6.17b. The d y/d z resolution depicted in Figure 6.17d is insensitive to
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(a) Curvature κ resolution (b) y0 resolution

(c) d x/d z resolution (d) d y/d z resolution

(e) x0 resolution

Figure 6.15 – Helix track parameter resolutions dependent on the size of the stereo angles
in relation to the previously mentioned PCMAG coordinate system.
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Figure 6.16 – Correlations from the GBL simulation between the different parameters.

layer Orientation s

First Positive stereo angle(+)

Second Negative stereo angle(-)

Third Axial(0)

Fourth Axial(0)

Fifth Negative stereo angle(-)

Sixth Positive stereo angle(+)

Table 6.7 – Sensor orientations as seen by beam particles
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(a) Curvature κ resolution (b) y0 resolution

(c) d x/d z resolution (d) d y/d z resolution

(e) x0 resolution

Figure 6.17 – Helix track parameter resolution dependency on the stereo angle.
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Figure 6.18 – Expected parameter resolution for a helical fit within PCMAG using Lycoris
sensors in a 0, -2, +2, +2, -2, 0 degree orientation.

the angle of the stereo layers while the resolution of d x/d z depicted in Figure 6.17c and

x0 depicted in Figure 6.17e show a massive improvement, even with small angle increases.

Unfortunately, due to the spatial constraints presented in section 6.1, angles larger than

2◦ are not feasible within the PCMAG system, as the placement within the curved solenoid

limits, besides the width, also the height of the system and therefore the angle of the sensors

orientation.

The achievable resolution for the five parameters of the helix with the +−00−+ orien-

tation and 2◦ angle is shown in Figure 6.18. All test beam measurements are performed in

this configuration.

6.4 Mechanics

Custom made sensor housings and support structures have been designed and built

to fulfill the project requirements posed in section 6.1. Basis of this custom design is the

sensor housing which is referred to as the telescope cassette. It houses up to two stacks of

three sensors side by side with each cassette representing one full arm of a telescope sys-

tem. A design similar to the one of the AZALEA system, in which each sensor is housed

individually, is not possible due to the spatial constraints inside the magnet. To mount the

cassettes, a custom made rail system was designed, built and installed within the PCMAG.

This allows for free movement of the cassette within the PCMAG independent of the proto-
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Figure 6.19 – CAD drawing of a Lycoris cassette which are used to house the sensors for
telescope operations[71].

type field cage.

6.4.1 Telescope Cassette

The telescope cassettes are aluminum housings for the sensors. A drawing of the hous-

ings with the different sizes and other key aspects is depicted in Figure 6.19. As shown in

the drawing, each cassette is capable of housing two pairs of three silicon sensors resulting

in a maximum active area of close to 10×20cm2 for the telescope. The two stacks are iden-

tical to one another. The only difference is, that the sensors are rotated 180◦ along their

normal to allow them to be connected to the backside of the cassette. While the mechan-

ical support allows for two stacks to be installed, the system is only operated with a single

stack of three sensors within a cassette in this thesis.

Figure 6.20a and Figure 6.20b depict what is, in the following, referred to as the front

and top of the cassette respectively. The dimensions of a cassette are 33mm× 121mm×
321mm. The sides of the cassette are milled out and replaced with an aluminum foil re-

inforced carbon fiber window to provide a beam window with a radiation length of about

1.2×10−3 X/X0 that is light tight, conductive, and able to protect the sensor from the envi-

ronment. The front side the of cassette has a large opening window for what is referred to as
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(a) Front (b) Top

Figure 6.20 – CAD drawing of the Lycoris cassette that is used to house the sensors of the
telescope [71].

the cassette master board that is described in section 6.5.1. Both, the front- and backside,

of the cassette have holes with an M5 screw thread to screw in a 6mm Festo® [72] connector

to flush the cassette with dry gas if desired to reduce the humidity the sensors are exposed

to. The configuration with two cassettes including the readout described in section 6.5.1 is

referred to as the Lycoris telescope in the following. For installation of the sensor into the

cassette, each sensor is glued into a plastic frame, which is screwed to the cassette frame.

Sensors zero and one, named for their electrical connection socket, are located on the

top and the center of the cassette and their frames are screwed directly to small protrusions

within the cassette with a spacing of 13.84mm. The middle layer (sensor one) is screwed

into the cassette with aluminum pillars which have an outer screw thread on one side and

an internal screw thread on the other. Sensor two is mounted onto these pillars to optimally

use the available space, resulting in a spacing of 14.34mm between sensor one and sensor

two. The internal arrangement showing the installation method of the three sensor layers is

depicted in Figure 6.21. To access sensor one, sensor two has to be uninstalled beforehand.

Sensor Frames

The frames which hold the sensors are hollow squares with a size of 100×100mm2, a

wall strength of 4.5mm and a thickness of 3mm. The inner wall has a cutout that carries

the sensor on a 1.25mm wide ledge on each side. The remaining central region is empty,

ensuring minimal material within the beam path. The frames are made of Torlon® 4301 for

its high tensile strength ensuring that the frame does not bend easily, reducing potential
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Figure 6.21 – Sketch of the installation of sensors within the Cassette.

stress on the sensor while being non-conductive. The frame material has a significantly

different Coefficient of Thermal Expansion (CTE) of 25.2ppm/K compared to that of Silicon

2.6ppm/K though the system is not foreseen to be under high thermal load and as such this

should not be overly relevant. The frames have two opposite edges slanted with a 2◦ angle

which allows each sensor to be tilted during installation. This was done in order to allow

any sensor to be installed at either stereo or axial position in order to have a large pool of

spares for operation at the DESY II Test Beam Facility. A stress relief is added to the frame

which is used to press the readout cable described in section 6.5.1 to the frame to ensure

that any force to the cable does not translate to the glue used to hold the cable on the sensor

or the wire-bonds connecting the sensor to the cable. A picture of a sensor installed within

the Torlon® frame is shown in Figure 6.22.

6.4.2 Rail System

For mounting within the PCMAG, the cassettes are installed within a specially designed

rail system shown in Figure 6.23. This system consists of four Rose-Krieger profiles with a

Drylin® T guide rail, upon which a concentrically curved aluminum cart, which is used to

hold the telescope cassette within the PCMAG, is installed between the upper and lower

rails with two fixed and one loose bearing. The cassette is installed in the cart using two

aluminum holders that can be screwed to the cassette and that each have six wheel bear-

ings. This allows the cassette to be moved up and down along the cart with a pin fixing the

angular position in 5◦ steps.
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Figure 6.22 – Picture of an SiD sensor installed in the Torlon frame.

Figure 6.23 – CAD drawing of the rail system that holds the two cassettes within the
PCMAG[71]. The aluminum cart is depicted in light blue and the cassette is depicted in
orange. The red arrow depicts the electron path.
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6.5 The Data Acquisition System

The Data AcQuisition (DAQ) system is used both to configure and to operate the KPiX

chip. The DAQ system controls the start and end point of what constitutes a run and re-

ceives the data and writes it in a common format to the readout PC. The readout PC runs

the software and communicates between the different devices that constitute the measure-

ment setup. The DAQ System of the Lycoris telescope consists of commercial and custom

hardware, custom software and Field Programmable Gate Array (FPGA) firmware based on

the Rogue [73] framework which are all connected to one another.

6.5.1 Hardware

The hardware can be split into five main components. The Power Supply (PS), the DAQ

board, the cassette boards which are the master and the slave cassette board, Kapton Flex

Cable and AIDA TLU which is described in section 5.2. Figure 6.24 shows the electronic

connections between these components.

Power Supply

The Power Supply (PS) consists of a Wiener MPOD Mini MQA4E240000T crate [74], ca-

pable of housing up to four different modules. The crate houses both Low Voltage (LV) and

High Voltage (HV) modules with a maximum power output of 3kW for LV modules and

0.6kW for HV modules. The LV module is an MPV8016I [74] with eight floating channels

split into two 37 pin Sub-D connectors. Each channel is capable of supplying a voltage of

15V and a maximum current of 5A. The maximum power is 50W per channel with a volt-

age ripple of less than 2mVpp. The HV module is an EHS F205p_106 [74] with 16 common

floating channels split into 16 SHV connectors, capable of providing a maximum voltage

Figure 6.24 – Block diagram showing the electronic connections between the different de-
vices required for the Lycoris telescope.
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of 500V and a maximum current of 10mA with a voltage ripple of less than 5mVpp. The LV

and HV modules are connected to the DAQ board and the Master cassette board via custom

made cables explained in more detail in section G.

DAQ board

The DAQ board is a custom made Printed Circuit Board (PCB) made by SLAC, housing

a Xilinx Kintex 7 Field Programmable Gate Array (FPGA) used to run the data acquisition

firmware. The board consists of 8 layers, is 245.1mm long and 127.0mm wide (see Fig-

ure 6.25). The DAQ board has four Samtec 1.27mm pitch shrouded IDC headers with ejec-

tors [75], with two rows of 20 pins each used to connect the communication lines from the

FPGA to the master cassette board.

Each line is paired with their corresponding partner in case of low voltage differential

signals or with the cassette ground in the case of non-differential signals. Lines that are

common to all KPiX such as the trigger lines (TRIG) and clock lines (CLK) are transferred

only once and fanned-out on the cassette board. In addition to the signal lines, 2.5V and

2.0V power are sent back to the DAQ board via three lines each in order to power the opto-

isolators on the DAQ board. They are designed to separate the DAQ circuitry from the cas-

sette board circuitry to avoid noise being transferred over the lines into the KPiX system.

The DAQ board is connected to the Run PC via a 1GBit Ethernet link which is generated

using Small Form-factor Pluggable (SFP) fiber-based Ethernet converters and is capable of

connecting to the AIDA TLU via an HDMI connector. The DAQ board can receive trigger

signals, as well as an outside clock via the HDMI connector from which the baseline clock

can be generated. Trigger signals can also be received via BNC and Lemo connectors. The

FPGA on the DAQ board uses 12V supplied via a four pin ATX Molex connector [76] from

which it generates its on board voltages to control the FPGA via DC-to-DC converters. The

existence of coils in both the 1GBit Ethernet link as well as in the DC-to-DC converters

requires that the board is kept outside of strong magnetic fields during operation.

Cassette Boards

The cassette boards are the interface between the sensors and the DAQ board and two

different types of boards were designed: A master cassette board and a slave cassette board.

The master cassette board is a 13 layer high density PCB to be used as the interface between

the DAQ board and power supply to the sensors and KPiX . It has a length of 92mm and a

width of 32mm. The board has components installed on both sides of the board, which
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Figure 6.25 – Picture of the KPiX DAQ Board.

are shown in Figure 6.26. The front side shown in the top half of the picture consists of the

aforementioned Amphenol 12 and eight pin connectors [77] used for connection to the HV

and LV modules of the PS as well as two signal connectors, each of which is used to connect

a stack of three SiD sensors to the KPiX DAQ board. The lower half of the picture shows the

back of the cassette master board. Some of the key components of the board are:

• The three Samtec ERF5-20-01 board-to-board connectors [78] used to connect to the

sensor and KPiX via the Kapton Flex Cable described below,

• a humidity and temperature sensor,

• linear regulators operated at 3V in order to generate the analog voltage of 2.5V and

the digital voltage of 2.0V required for KPiX operation on the board,

• a Samtec ERF5-30-01 connector is used to connect the master cassette board with

the slave cassette board,

• different noise filtering components for the different voltages and signals,

• clock and trigger fan-outs.

The high voltage, as opposed to the low voltage, is not generated on the board and is fed

directly to the different sensors.

The cassette slave board is designed to fulfill the same function as the master cassette

board with only the back side being equipped with components. Instead of receiving and

sending signal to and from an external connection, the slave cassette board is designed to

receive power and transmit signals via the Samtec ERF5-30-01 connector using a custom

made flexible PCB. The cassette slave board and the flexible connection PCB were, as of the
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Figure 6.26 – Picture of front (top) and back (bottom) of the KPiX Cassette Master Board.

writing of this thesis, not yet produced. They are only needed to operate a second stack of

sensors within the cassette which was not done in the studies presented in this thesis.

Kapton Flex Cable

The custom made Kapton based flexible PCB used to connect the sensor and ASIC to

the cassette board is referred to as the Kapton Flex Cable. The Kapton Flex Cable, which is

shown in Figure 6.27, is 103mm long. The design is based on a design from the University

of New Mexico with some changes to lay-outing, form and materials that have been done at

DESY. The changes have been done to ensure that the spatial constraints for the telescope

within the PCMAG are fulfilled. The original cable would have routed the signal to the top

of the cassette instead of the front. The bottom part consists of a 1mm thick stiffener with

an area of 28×12mm2. This houses the ERM5-20-01 board-to-board connectors used to

connect to the cassette board [79], as well as multiple resistors and coupling capacitors

connected to the bias lines.

The two analog- and the two digital voltages are connected together on the Kapton

Flex Cable to one combined analog and one combined digital voltage. The reason for this

could not be clarified and is later shown to impact the performance of the system (see sec-
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Figure 6.27 – Picture of a Kapton Flex Cable.

tion 10.3.1). It is not known why this was chosen by the original designers of the Kapton

Flex Cable at the University of New Mexico. All ground connections are combined into a

single global ground (GND). While the lines are combined, each KPiX has its own copper

traces along the flex print going from the stiffener to the wire-bond pads. The two voltage

traces are wider than those used for signals. They have a line resistance from the connector

to the bump-bond pad of less than 0.5Ω to ensure that no significant voltage drop is seen

because of the significantly different current that appears during the power pulsing, which

is difficult to compensate. In addition, an extra metal layer, split into four segments each,

is connected to GND and runs beneath the traces as a shielding layer.

All signal traces move through the entire cable length to the top where each trace has its

own gold plated Cu/Ni/Au wire-bond pad. The gold plating ensures that the copper does

not oxidize and the nickel in between slow down the diffusion of the copper into the gold.

The left and right half of the pads at the top of the cable possess rotational symmetry, like

the sensors. The high voltage traces go to a little ear halfway along the cable where the

positive bias connects to a large area bond pad. This is connected to the backside and the

negative bias connects to a small wire-bond pad. They have the same composition as the

bond pads used for the signal lines described above.

The Low Voltage Differential Signals (LVDS) that are used to transport both the trigger

and clock lines are terminated with a 100Ω resistor near the wire-bond pads and the low

voltages signals are coupled to their respective ground with 10µF capacitors to provide

noise filtering close to the ASIC. All bias lines are coupled to the analog voltage line and
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Figure 6.28 – Picture of oxidized Kapton Flex Cable pads.

each other via the same 10µF capacitors. Additionally, two 1MΩ resistors are placed on

both the positive and negative bias lines on the Kapton Flex Cable.

During assembly, it was found, that for some cables no connections could be made

to the bump-bond pads. While the nickel placed between the gold and copper on the

wire-bond pads slow down the diffusion of copper into the gold layer it does not stop it

completely. Once the copper diffuses to the surface it oxidizes and no connections can be

made to the pads (see Figure 6.28). Hence the wire-bond pads have a shelf life of eight to

12 months depending on how they are stored.

As a result of this, a second batch of Kapton Flex Cables had to be produced. The only

difference between the two is that the old Kapton Flex Cables use a 10nF coupling capaci-

tors instead of 10µF capacitors. One functional sensor was wire-bonded with the old Kap-

ton Flex Cable.

6.5.2 Firmware and Software

The KPiX DAQ system software and firmware were built for this project by SLAC. The

firmware controls all aspects of the KPiX operation, including configuration, acquisition,

and readout. The FPGA also contains a virtual KPiX that runs in lockstep with the KPiX

ASICs on the sensors. This enables the firmware to track the state of the KPiX throughout an
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acquisition cycle, so that it knows when to change the clock frequency and when to expect

readout data. The firmware assembles the raw KPiX data into a custom binary format which

is then transferred to the Run PC.

The software is based on Rogue[73], which is a Python and C++ based modular hard-

ware abstraction and DAQ software platform. While Rogue in principle allows the DAQ to

be based fully on Python code as for example the Device Tree, time critical operations such

as the data processing, are written in C++ within the KPiX DAQ[80].

It consists of the following pieces:

• An abstraction layer that allows a configuration to be loaded from a YAML (Yet An-

other Mark-up Language) file and in addition allows to register values to be viewed

and adjusted in a GUI or via a Python script. The different options within the YAML

file and their explanation are listed in section H.

• A data writer which receives acquisition data frames from the FPGA and writes them

to disk in a custom data class.

• A run coordinator that is responsible for starting and stopping the data taking from

the system as well as the setting of parameters for each run.

Reliable UDP (RUDP) is used for communication between the software and the FPGA

firmware. An implementation of this protocol is included within Rogue and is also imple-

mented in the firmware on the FPGA. In addition to logging the data received by the KPiX,

the DAQ also records the data from the temperature and humidity sensors that are located

on both the DAQ and cassette board.

The KPiX DAQ system can operate in what is referred to as a software controlled run.

In such a run the system performs acquisitions either with a user set frequency or starts

a new acquisition cycle as soon as the previous cycle has finished. For example, if the run

rate is set to 5Hz and an acquisition takes KPiX 80ms then there will be an idle-phase with

duration of 120ms between acquisitions (see section 6.2.2). When running without limit

there is no idle-phase.

In addition to the software controlled run, the runtime operation can also be controlled

via external inputs received through the HDMI, BNC and Lemo input ports shown in Fig-

ure 6.25. The HDMI pin layout is adapted to the AIDA TLU pin layout listed in Table 6 with

a different internal naming scheme. The trigger and clock signals are referred to as TluClk

and TluTrigger. Spare is TluStart and Control is TluSpill. The BNC connection is referred

to as BncTrig and the lemo connections are referred to as Lemo0 and Lemo1. The 200MHz

baseline clock can be both generated internally as well as externally using a different clock
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Figure 6.29 – Control and data flow to and from the different DAQ system objects. The
dashed lines are optional as the system can be operated in a mode without them. In the
case that a dashed line becomes a solid line, like with the clock lines, it means that the DAQ
in-between decides whether to use the optional input or not, based on the configuration
that was sent.

as input signal such as the 40MHz clock generated by the AIDA TLU given via TluClk. Ex-

cept for TluClk all other signal lines are interchangeable for what they are used internally,

though the signals are typically used as follows:

• TluStart is a signal issued upon which an the system starts operation,

• TluSpill is is used to set the start of an acquisition cycle which is required in order to

synchronize with for example the uptime of the DESY II Test Beam Facility,

• TluTrigger is used to issue trigger signals for the external time stamp and external

triggering operation,

• Any of BncTrig, Lemo0 and Lemo1 can fulfill the same use as any of TluTrigger, TluS-

pill and TluStart.

The control and data flow is sketched in Figure 6.29.

The common data format of the DAQ includes both the binary data sent out by KPiX

as well as clear text data which includes all YAML settings, all environmental data provided

by the DAQ board and cassette boards, as well as meta data concerning the status of the

KPiX in use. For example, during calibration the meta data is used to know which channel

was injected with what DAC value and is used in the analysis to dynamically handle the

different settings. An example for meta data within the KPiX binary during calibration is

shown in Figure 6.30. The beginning of this block shows the KPiX binary data followed by

the clear text data describing the charge injection of channel zero with a DAC value of 229

first for KPiX zero then for KPiX one.
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Figure 6.30 – Example of clear text meta data from a calibration run.

Work towards an easier user operation has also been made by integration of the system

into into the EUDAQ2 [81] framework which is explained in more detail in section C.



Chapter 7

Module Assembly

What is throughout the thesis referred to as a Lycoris module consists of the aforemen-

tioned SiD sensor module to which, two KPiX readout ASICs have been bump bonded to,

a Kapton Flex Cable has been glued to, all wire-bond connections have been set and which

has been glued into the mechanical support frame.

The SiD sensors are produced by Hamamatsu Photonics and the bump-bonding was

performed by Fraunhofer IZM. Assembly and wire-bonding are done at DESY.

Of the 29 available sensor modules produced by Hamamatsu, one sensor has been used

to investigate the bump quality and has been grinded down for a cross section picture. Two

sensors have been damaged during assembly as a result of high pressure during the gluing

process. Two sensors could not be wire-bonded due to aging of the Kapton Flex bond pads.

Finally, two sensors are not fully assembled in order to allow assembly with a new Kapton

Flex design which is under consideration. 22 sensors have been assembled successfully. All

sensors are referred to using their internal Hamamatsu number.1 Furthermore, based on

the electric connection points the KPiX on the sensors are addressed as SXX-1 for the KPiX

recording the signals of strip zero to 919 and as SXX-2 for the KPiX recording the signals of

strip 920 to 1839.

The chapter includes all permanent procedures performed on the SiD strip sensor mod-

ules described in section 6.2.1. This includes the bump-bonding of the KPiX chip, the glu-

ing of the Kapton Flex Cable , the wire-bonding connections between the Kapton Flex Cable

and the sensor, as well as the gluing into the support frame. The sensors are tested for their

electrical properties after every major change by performing IV and CV measurements us-

ing the clean room probe station described in section 7.2. The results of this are shown

1The numbering scheme of the sensors stems from Hamamatsu which results in the sensor numbering
starting at 31 and ending at 59.
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in section 7.2.2 with inter-strip capacitance results gathered from the Detector Assembly

Facility (DAF) probe station shown in section 7.2.3.

7.1 Assembly

7.1.1 ASIC Assembly

For the Lycoris modules, a readout ASIC is, similar to hybrid-pixel detectors, directly

connected to the system using a process referred to as bump-bonding. For bump-bonding,

solder balls (bump bonds) are attached to every connection that is required to be made

between the ASIC and the sensor. The chip is then flipped over so the solder balls are facing

the connectors on the sensor and the two objects are aligned against one another. The chip

is then pressed onto the sensor with light force. While still under pressure, the bump bonds

are remelted which is typically done using a hot air flow.

For the bump-bonding, all bare sensors were sent to Fraunhofer IZM together with mul-

tiple wafers of undiced KPiX ASICs. Fraunhofer IZM was chosen because of their prior ex-

perience of working with the KPiX readout chip as they have bump bonded the KPiX to

the SiD silicon pixel ECAL [66]. The bump material is eutectic SnPb which has been pre-

applied to the KPiX wafer. The wafer has been diced by Fraunhofer IZM. The Under Bump

Metalization (UBM), which is the material of the corresponding bump bond pad on the

sensor, is made of Ti/Ni/Au and has been pre-applied on the sensor by Hamamatsu.

One sensor has been grinded down to the bump bonds in order to gather a cross section

to inspect the bump bonds. A picture of a cross section of a Lycoris module is depicted in

Figure 7.1 with the KPiX visible on the top side and the SiD sensor visible on the bottom side

of the picture. In the picture, the solder ball is not exactly halved as the via from the sensor

to the lower layers is not visible. The darkened part between the bump bond and the bulk of

the SiD sensor consists of the coupling and routing layers mentioned in section 6.2.1. The

differently colored object connected to the bump bond on the top side is the UBM of the

KPiX pad to which the bump bond was pre-applied. The UBM of the sensor is not visible

simply because the picture is not exactly halved and the sensor UBM is thinner than that of

the KPiX.

7.1.2 Kapton Flex Cable Gluing

After confirming the sensor functionality post bump-bonding, the module is assem-

bled. This means that the Kapton Flex Cable (see section 6.5.1) is glued to the sensor sensor
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Figure 7.1 – Microscope picture of the cross section of a Lycoris module at the bump bond.

surface. The glue chosen for this procedure is Araldite 2011 [82], a two component adhesive

used by both the CMS and ATLAS groups for assembly of LHC sensors as the glue is shown

not to attack the silicon or oxide layer while providing excellent stiffness and requiring no

baking at higher temperatures for hardening. The two components are mixed 1:1 by vol-

ume and 1:0.8 by weight. The mixed glue requires a cure time of T Ara−2011
cure ≈ 10h at 20◦C to

reach a lap shear strength above 145psi and the objects must be kept from moving during

curing.

The bias pad is attached to the backside after the cable is glued to the sensor surface via

the use of the silver epoxy 8331 from MG chemicals [83]. The two component silver epoxy

is mixed at a 1:1 weight ratio, has an electric resistivity of ρMG−8331 = 7mΩcm and a cure

time of T MG−8331
cure = 24h at ≈ 20◦C.

To verify that the glue does not damage the sensor, test structures have been covered

with glue at different spots in order to measure their impact on the sensor performance

(see section 7.2).

The first three sensors have been assembled by hand which resulted in damage to two

sensor modules. The rest of the sensors have been assembled using a tool that has been

built in order to ensure reproducibility of the procedure and to avoid damaging the sensors
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Figure 7.2 – Picture of the gluing tool used for the gluing of the Kapton Flex Cable onto the
SiD tracker sensors. Based on the tool used by the University of Hamburg CMS pixel group
for the assembly of their modules [84].

during the assembly. This tool, which is shown in Figure 7.2, is an adapted version of the

tool used by the University of Hamburg CMS pixel group for the assembly of their modules

[84]. The tool consists of an aluminum platform, a small aluminum head with a vacuum

pick-up tool attached a linear motion rail and two positioning plates. One of the position-

ing plates has a cutout for the Kapton Flex Cable and the other has a cutout for the sensors.

All objects are hollowed out and have holes drilled into their top sides. For the platform this

is used to keep the positioning plates in place during operation. For the positioning plates

this is used to keep the sensor or Kapton Flex Cable in place during gluing or pick-up.

The position of the positioning plates relative to the vacuum pick-up can be aligned

using three fine thread screws. The vacuum pick-up tool consists of a hollowed out alu-

minum piece in the form of the Kapton Flex Cable. It is used both to apply the glue to the

sensor surface using a custom made rubber stamp and to place the Kapton Flex Cable on

top of the sensor. A silicone piece is attached to the bottom side of the pick-up tool. This

is done so the vacuum pick-up tool fits to the form of the Kapton flex to ensure no vacuum

escapes to the sides. A picture of the rubber stamp and silicone piece on the bottom side

of the pick-up tool are shown in fig. 7.3a and fig. 7.3b. The weight by which the vacuum

pick-up tool presses onto the sensor is controlled by a counter lever arm. The gluing of the

bias pad is done by hand and no issues have been encountered. A step by step of the gluing

procedure is described in section I.
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(a) Custom made vacuum pick-up tool
formed like the Kapton Flex Cable, the
silicone is used to ensure no vacuum is
lost to the sides.

(b) Custom made rubber stamp for glue
application, the cutouts are to ensure
not too much glue is applied to the sen-
sor.

Figure 7.3 – Custom made vacuum pick-up tool and rubber stamp.

7.1.3 Wire-Bonding

After sensor assembly, they are sent to the DESY ZE group for wire-bonding of the Kap-

ton Flex Cable to the sensor. In the procedure a wire is placed onto a dedicated wire-bond

pads located on both the sensor and the Kapton Flex. The wire is pressed onto the pad

where it and the pad are melted together through what is referred to as thermosonic bond-

ing in which both the pad and the wire are heated up through vibration. Wire-bonds have

diameters on the order of a few tens of microns and wire-bonds are used in situations where

typical connection methods are not possible.

Figure 7.4 shows a microscope picture of the wire-bonds connecting from the LV and

signal pads to the sensor bond pads which are connected to the KPiX ASIC visible as the

golden object via the internal sensor routing layers. The LV pads have three wire-bonds

each to reduce the resistance while the HV pad connected to the bias ring is set with two

wire-bonds. While the current through the HV bias is low, the second wire-bond is placed

as an additional safety means. The wire material is AlSi1 consisting of 99% aluminum and

1% silicon with a wire thickness of 25µm from Heraeus [85] which has a typical breaking

load of 11-16cN and a resistance of 61.1Ωm−1. The wire-bonds are pressed onto the bond

pads with a force of 25cN and have a typical length of 2.5mm which results in wire-bond

resistance of Rwire−bond ≈ 0.15Ω. As mentioned in section 6.5.1, two sensors could not be

wire-bonded due to bond-pad aging which was found to be present only after the cable

was glued to the sensors. Of the 22 assembled sensors, one functional sensor (S59) was

assembled with the first Kapton Flex Cable using the 10nF coupling capacitors. After wire-

bonding, the sensors are fully assembled and ready for testing.
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Figure 7.4 – Microscope picture of the wire-bonds connecting the Kapton Flex Cable to the
KPiX chip via the sensor routing layer.

7.1.4 Frame Gluing

To be used at the DESY II Test Beam Facility, the sensors have to be installed into the

Torlon® frames mentioned in section 6.4. The sensors are glued into the frame using Araldite2011.

The glue is applied to the frame via a glue dispenser allowing the use of well defined air

pressure in order to ensure the glue is pressed out of the syringe uniformly. The cannula

used for the gluing has a metal tip with a Teflon insertion resulting in an inner diameter of

0.15mm to ensure that the glue line on the frame is small enough to avoid glue spills into

the milled out area or onto the top of the sensor surface. As a result of time constraints,

this gluing has been performed by hand. Because of the high viscosity of the adhesive and

the small cannula diameter the pressure of the syringe is set close to the maximum of 90psi

and the speed by which the syringe was moved was adjusted to ensure an even applica-

tion of the glue onto the surface. Glue is applied to all parts of the frame except where the

cutout for the Kapton flex is located. The sensor is placed into the frame using a vacuum

pincer to hold it and to ensure that no glue is spilled onto the sensor during placement into

the frame. After placement within the frame for 10 hours, to allow the epoxy to harden, the

final assembly step for the Lycoris modules is complete.
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Figure 7.5 – Picture of the opened probe station dark box.

7.2 IV/CV and Inter-strip using the Probe Station

Measurements performed at the probe stations can be split into two categories. Mea-

surements of the sensors IV/CV performance are conducted at every assembly step in the

FH electronics laboratory clean room. This is done as quality control of the sensors and

to ensure that potential problems arising from the module assembly are identified and ad-

dressed quickly.

The inter-strip capacitance measurements are performed in the Detector Assembly Fa-

cility (DAF) at DESY and are used to determine the charge sharing values of floating strips.

They are later compared with results gathered at the DESY II Test Beam Facility. Both setups

use the same devices for the measurements and the general system setup is the same. The

only difference between the two probe stations is that the one in the DAF is an improved

version of the E-Lab probe station which allows for more precise placement of the needles

which is beneficent due to the small size of the DC pads of ADC = 40×30µm2 that need to

be probed for inter-strip measurements.

7.2.1 Probe Station Setup

A picture of the probe station in the E-Lab is depicted in Figure 7.5. Both probe stations

consist of a Keithley 6517B [86] used as a voltage source and to measure the DUT currents,
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an Agilent E4980 LCR meter [87] used for capacitance measurements which is connected

to a CV/IV switch box shown in Figure 7 which allows easy switching between connections

for the different probe measurements such as IV, CV and inter-strip capacitance and the

Keithley 6485 [88] used for guard ring IV measurements.

The devices are connected to the read-out computer via a GPIB-to-USB connector and

are operated using Windows 7 (FH E-Lab) and Windows 10 (DAF) via a python readout

script that is part of the probe station. All other elements of the two probe stations have

the same purpose but are implemented with slightly changed systems not relevant for the

measurements.

To measure the electrical properties of the sensors, they are placed onto a milled alu-

minum chuck with holes connected to a vacuum pump. The vacuum ensures a good con-

nection between the sensor and the chuck. It also ensures that the sensor does not acciden-

tally move when placing the needles. The exact configuration and their purpose depends

on the type of measurement performed which are explained in detail below.

IV measurement

IV measurements are the measurement of the current (I) flowing through the sensor

at different levels of reverse bias (V). The current measurement is performed as a direct

measurement of the power supply via:

IDUT = VDUT

R
. (7.1)

With IDUT and VDUT being current flowing through- and voltage applied to the DUT. The

DUT resistance is R. The ground connection of the voltage source is connected to a probe

needle which is placed onto the bias pad (see Table 6.5) to deplete the sensor and measure

its dark current. The LCR meter is disconnected from the setup using the CV/IV switch box.

CV measurement

CV measurements are the measurement of the capacitance of the sensor (C) at differ-

ent levels of reverse bias (V). The LCR meter is set up to measure the equivalent electrical

circuit of a capacitance which is parallel to a resistance. For Direct Currents (DC) the ca-

pacitance is effectively an infinite resistor. For Alternating Currents (AC) the capacitance
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has an effective resistance which is given by:

CDUT = IDUT

2πνVAC
, (7.2)

where IDUT is the current flowing through the DUT, ν is the AC frequency and VAC is the

magnitude and phase angle of the measured AC voltage. Increasing the DC component

of the power supply slowly increases the depletion zone until full depletion. This reduces

the capacitance (see section 3.1.3) which is measured using the AC component via the LCR

meter. Similar to the IV measurement the needle is placed onto the bias pad to deplete the

sensor. The necessary connections to the LCR meter are performed using the CV/IV switch

box which is set to CV to connect the needle to the LCR meter. The same switch also applies

the modulating AC over the DC bias supplied by the Keithley 6517B. The frequency of the

AC is set to ν= 1kHz and an amplitude of VAC = 1V is applied.

Typically, an open measurement is performed in order to subtract the capacitance off-

set of the LCR meter. Open measurements are performed with an open ended connection

on the needle. The Agilent E4980 is able to perform such a measurement internally and

subsequently automatically subtracts the result from every following measurement. The

open measurements could not be performed for many of the later CV measurements. The

probe station software and hardware had undergone an overhaul in between some of the

measurements after which the appearance of destructive discharges after open measure-

ments with the LCR meter were observed. Multiple test structure have been lost due to

destructive discharges (see Figure 7.6) and it has been deemed too dangerous to perform

an open measurement as the general usability of the sensor and its depletion voltage can be

established even without knowing the absolute capacitance value by looking at the relation

between the capacitance and the bias voltage.

Inter-strip capacitance measurement

The measurement principle behind the inter-strip capacitance measurement is the same

as for the CV measurement. The difference comes from the addition of two needles that are

placed on adjacent DC pads of the sensor which are connected to the p+ implant. The nec-

essary connections to the LCR meter of the different needles are performed using the CV/IV

box. The box is set to CV+C/R. This means that the current needle is routed to the LCR me-

ter and a modulated AC is applied to the chuck using the same amplitude and frequency

as before. In addition, one of the two additional needles supplies an AC to the strip im-

plant with the other measuring the resulting potential and current on an adjacent strip via
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Figure 7.6 – Picture of a test structure pad after destructive discharge.

the same LCR meter in order to determine the capacitance between the two strips. This is

done for the strip on both sides of the supplying needle. A picture of the setup in the DAF

with needles placed on the DC pad and the corresponding microscopic picture are shown

in Figure 7.7.

7.2.2 IV/CV Measurement Results

As mentioned in chapter 7, IV and CV measurements are performed after each major

change to the SiD sensor. The different states the sensors are tested at are referred to as

Bare, BumpBonded, Assembled and WireBonded.

• Bare: The sensor is tested right after arrival at DESY in a state just as after production

at Hamamatsu.

• BumpBonded: The KPiX ASIC is bump-bonded to the sensor.

• Assembled: The Kapton Flex Cable is glued to the sensor as described in Section 7.1.

• WireBonded: The wire-bond connections between the ASIC, the Sensor and the Kap-

ton Flex are completed. CV measurements are no longer feasible at this point as with

the connection of the wire-bond to the bias ring, measurements of the capacitance

result in the measurement of the 10µF capacitor that connects the two bias lines on

the Kapton Flex Cable.
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Figure 7.7 – (Top) Picture of an SiD test structure on the DAF probe station for inter-
strip measurements. (Bottom) Microscopic view of the same test structure with the needle
placement.
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Figure 7.8 – Current measurements of the SiD sensor for different bias voltages before and
after major steps. The different stages are highlighted in the legend.

Representative, the development is shown in Figure 7.8 for the IV measurements and in

Figure 7.9 for the CV measurement of S41 which shows a fairly typical development.

The IV curve shown in Figure 7.8 shows a large increase in the dark current compar-

ing the measurements before and after bump-bonding. This is expected to be a result of

treatment of the sensor surface during the bump-bonding procedure introducing impuri-

ties into the system. The decrease in dark current between the Assembled curve and Wire-

Bonded system can be explained by the exposure of sensors to humidity. All sensors are

stored in a nitrogen cabinet to reduce the exposure to oxygen, the nitrogen in the cabinet is

enriched with water to keep humidity at around 35% Relative Humdity (RH) to avoid build

up of static charge. As such the sensors are exposed to humidity during storage which can

attach to the surface. After wire-bonding the sensors are stored in a dry cabinet resulting in

less water attached to the sensor surface resulting in a lowered dark current.

The C−2V curve shown in Figure 7.9 depicts the measured capacitance for the differ-

ent steps in the assembly. The curves of the three measurements show in general the same

behavior with increasing bias voltage. Their inverse squared capacitance rises sharply and

subsequently flattens out after around 40V is reached. They do show a large difference in

the absolute values. The reason for this difference is the aforementioned changes to the

ProbeStation software and hardware. This changed the standard AC frequency used for CV

measurements from 10kHz to 1kHz which went unnoticed for a long time. For consistency
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Figure 7.9 – Capacitance measurements of the SiD sensor for different bias voltages before
and after major steps. The different stages are highlighted in the legend.

purposes between measurements of bump bonded, assembled and wire-bonded sensors,

all later measurements have been performed with an AC frequency of 1kHz. A back to back

measurement of S56 with 10kHz and 1kHz AC frequency shown in Figure 7.10 shows the

clear decrease of the measured capacitance with increased AC frequency which is expected

based on the relation of the impedance used to measure the capacitance to the frequency.

Minor changes between capacitance measurements are the result of the missing open mea-

surements mentioned previously in Section 7.2.

In order to determine the depletion voltage, two linear regressions are fitted to the data

showing the inverse squared capacitance against the bias voltage. One regression is fit to

the early part where the capacitance drops quickly with increasing bias voltage ranging

from 5V to 35V and another regression is fit to the flattened part ranging from 60V to 300V

as shown in Figure 7.11 which results in two linear regressions with

C−2
rise = 6.37×1015 F−2V−1 ·Vbias +4.19×1017 F−2 (7.3)

and

C−2
flat = 2.48×1013 F−2V−1 ·Vbias +6.43×1017 F−2. (7.4)
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Figure 7.10 – Capacitance measurements of the SiD sensor for a 1 kHz and 10 kHz AC fre-
quency. The measurement accuractely reflects the effect of the increased frequency based
on (7.2).

The intersection point of the two regressions is at

0 =C−2
r i se −C−2

f l at = 6.35×1015 F−2V−1 ·Vdep −2.23×1017 F−2 (7.5)

resulting in a depletion voltage of

⇒Vdep ≈ 35.4V. (7.6)

Figure 7.12 shows the IV curves for all 29 sensors before bump-bonding. Four of the

29 sensors show abnormal behavior. S34 shows a jitter in the measured current and an

overall higher current value which would be explained by an issue with the connection of

the probe needle to the sensor pad. In addition, S42 and S43 show an accelerated increase

in dark current with increasing bias voltage indicating the start of a breakdown at around

150V. S48 also shows an accelerated increase in dark current though at a higher bias voltage

of around 280V. Similarly, Figure 7.13 (left) shows the C−2V curves for all 29 Bare sensors

showing an overall similar behavior between all sensors and a similar depletion voltage the

distribution of which is shown in Figure 7.13 (right). As the depletion voltage of all sensors

is around Vdep = 40V all sensors are typically operated with a voltage of 70V on the power

supplies which, after passing through the two 1MOhm resistors on the Kapton Flex cable,
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Figure 7.11 – Inverse square capacitance value versus bias voltage for S41 with linear re-
gressions to the flattened part and the early rise.

results in an applied voltage of 63V on the sensor which is slightly above the depletion

voltage of all sensors.

While S41 shows the typical behavior for the sensors, not all sensors perform as well af-

ter wire-bonding as their Bare counterpart. Some sensors show a breakdown that was not

previously seen and such effects could appear after the assembly step. IV measurements

for four wired sensors are chosen that represent the different effects of the assembly in Fig-

ure 7.14. It shows that S43 still has the start of the breakdown at 150V while now S55 and

S32 show a massive increase in dark current once a certain voltage level has been surpassed

which is not the case for the Bare sensors. In detail, looking at the behavior of S55 between

the different steps (see Figure 7.15) shows that the breakdown at lower voltages was intro-

duced by the assembly procedure during which the Kapton Flex Cable is glued to the top of

the sensor. As such, the potential impact of the application of the glue has been studied in

more detail.

Glue impact on performance

Tests of the impact of the glue on the sensor performance have been conducted using

test structures made from the same wafers as the silicon sensors. These test structures are

tested once in a pristine condition and once with glue pollution on different parts of the

structure both directly after glue application and after curing. The spots where glue was
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Figure 7.12 – IV curves for all 29 Bare sensors.
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Figure 7.13 – C−2V curves for all 29 Bare sensors (top) and the corresponding distribution
for their depletion voltages (bottom).
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Figure 7.14 – IV curves for some of the WireBonded SiD sensors. S41 and S43 are repre-
sentative for all sensors which show no change in their behavior. S32 and S55 on the other
hand show a very sudden large increase in the dark current which indicates a full break-
down which was not present for the Bare sensors.

Figure 7.15 – Current measurements of the SiD sensor S55 for different bias voltages before
and after major steps. The different stages are highlighted in the legend.
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placed deliberately are:

• the center of the sensor structure where there are no coverable pads or anything to

determine whether the glue attacks the sensor surface,

• the ring structure at the edge of the sensor,

• the Poly-SiR close to the edge.

All of these regions regions are close to the Kapton Flex Cable and inaccurate application of

glue can result in glue being applied on these structures. The results of these tests are:

• Test structures with glue in the center show no large difference in the IV curve before

and after gluing as shown in Figure 7.16.

• Test structures with glue placed over the ring structure show an early breakdown as

shown in Figure 7.17.

• Test structure with glue freshly applied on top of both the edge and over the Poly-SiR

structue shows a resistor like behavior (see Figure 7.18). After curing this changes

into a an early breakdown similar to the one shown in Figure 7.17.

The parts beneath the Kapton Flex Cable cannot be inspected for potential pollution. It is

therefore possible that small amounts of glue produce a connection between the different

ring structures, resulting in an early breakdown of the sensors as is shown in Figure 7.14 for

S55 and S32. This is considered not to be an issue for sensor operation as the breakdown

happens at around 150V while for all sensors their depletion voltage is around 37V. The

sensors are not operated in a high radiation environment and an increase of the operational

bias voltage far beyond the depletion voltage is not foreseen.

7.2.3 Inter-strip measurement

The inter-strip capacitance is important for determination of the expected charge loss

as result of the floating strips losing charge to the back-plane (see section 3.1.5). The mea-

surements are performed as described above and the measured inter-strip capacitance for

both the left and right strip adjacent to a readout strip is depicted in Figure 7.19a. While the

distribution shows the expected early development similar to a normal CV measurement,

after a certain bias level is reached, the capacitance once again starts an accelerated de-

crease with increasing bias voltages. It is not entirely clear what the reason is for this result.

Some ideas are:
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(a) IV measurement. (b) Microscope picture.

Figure 7.16 – IV measurement for SiD test structure in a pristine condition and after glue
was applied to the center of the structure as shown in the microscope picture.

(a) IV measurement. (b) Microscope picture.

Figure 7.17 – IV measurement for SiD test structure in a pristine condition and after glue
was applied to the ring surrounding the structure as shown in the microscope picture.
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(a) IV measurement. (b) Microscope picture.

Figure 7.18 – IV measurement for SiD test structure in a pristine condition and after glue
was applied to over the Poly-SiR including the ring structure and pads as shown in the mi-
croscope picture.

• Crossings of the strips with the routing layer can impact the measurement and as

such the measurements should be repeated at an area where fewer crossings are ex-

pected,

• the measurement has been performed using a two needle setup, the strip opposite

of the central readout strip is not on a controlled level resulting in an incorrect mea-

surement of the inter-strip capacitance. At the time of this thesis the setup at the DAF

does not allow for a three needle inter-strip setup.

Under the assumption that the capacitance at the flattened out area represents the true

inter-strip capacitance this results in a value of Css = 2.42×10−11 F. The capacitance to

the back-plane is calculated from the results of a standard CV measurement based on the

equivalent ciruit shown in Figure 3.5b. The total capacitance measured during a CV mea-

surement is the sum of all capacitances that are set in parallel and in series. For a sensor

with only three strips in parallel as shown in the sketch in Figure 7.20 the total capacitance

of the system is given by

Ctot = 2 · 1

1/Cb +1/Css
+Cb

Css>>Cb≈ 3 ·Cb . (7.7)

We therefore calculate the capacitance of a single strip to the back-plane using the capac-

itance from CV measurements after full depletion by dividing it by the number of strips
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(a) CU measurements of the two strips
adjacent to the readout needle for a test
structure.

(b) CU measurements of the test struc-
ture used for the interstrip measure-
ments.

Figure 7.19 – Inter-strip and normal CV measurement of the SiD test structure 39.

Figure 7.20 – Sketch of a three strip silicon sensor electronic circuit equivalence.

which, for a test structure, is equal to 479 strips. The CV measurement is shown in Fig-

ure 7.19b which results in a strip-to-back-plane capacitance of Cb = 2.31×10−13 F.

Using the formula for the charge loss (see (3.9)) the fraction of charge spread to the

adjacent readout strips is calculated as to be Qr/Qtot = 0.49. This results in a total charge

loss of 2% to the back-plane. This value is later compared with the results gathered from

the investigation into the sensor as a DUT presented in section 10.5.1 but is significantly

below the expected value of about 20% [89].



Part IV

Data Analysis





Chapter 8

Lycoris Telescope Setup at the DESY II

Test Beam Facility

Measurements have been performed at the DESY II Test Beam Facility (see chapter 5)

to investigate the performance of the Lycoris modules and to validate the design of the

Lycoris telescope system. The Lycoris system was installed both within area T24 where it

was investigated as a DUT within the AZALEA telescope and within the PCMAG area T24/1

in which the system has been tested for its functionality as a telescope designed for use

inside the PCMAG. The data taking methods and the types of data taken are described at

the end.

8.1 Lycoris as a DUT

In order to investigate the performance of the Lycoris module the system was installed

within the test beam area T24 between the AZALEA telescope arms to use the tracks gener-

ated by the AZALEA telescope to investigate the performance and efficiency of the Lycoris

modules.

The T24 test beam setup can be split into four components. The electronics, the setup

of AZALEA relative to the Lycoris cassette, the internal Lycoris cassette layout and the com-

ponents impacting the beam traversal.

The beam path through the area begins where the description of the beam generation

stopped in section 5.1.1 as the setup within the area depends on the measurement per-

formed.

After traversing the beam monitors, the electron beam enters the secondary collimator

which was chosen to have an opening of 20×10mm2 to match the active area covered by
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Figure 8.1 – T24 setup during operation with three AZALEA layers in front and behind two
Lycoris cassettes. The Timepix3 was located on the leftmost layer located after the last
AZALEA layer.

the AZALEA telescope described in section 5.3. The beam hits a scintillator cross installed

before the first AZALEA layer that was used to generate fast trigger pulses for the systems.

The particles then enter the first three layers of the AZALEA telescope followed by both Ly-

coris cassettes each of which houses three Lycoris modules with the orientations described

in section 6.3. This is followed thereafter by three more layers of the AZALEA telescope.

The Lycoris system was placed between the AZALEA system as the error incurred by inter-

polation is smaller than the error incurred by extrapolation resulting in a higher accuracy.

In one case an additional pixel layer in the form of the Timepix3 sensor was placed behind

the last AZALEA layer as an additional timing layer. The naming scheme for the different

layers is based on the order in which they are hit by the beam and is described by:

AZALEA Lycoris AZALEA Timepix3

Beam →
︷ ︸︸ ︷
l 0 → l 1 → l 2 →

︷ ︸︸ ︷
l10 → l11 → l 12 → l 13 → l 14 → l 15 →

︷ ︸︸ ︷
l 3 → l 4 → l 5 →

︷︸︸︷
l 20 → Beam.

For this setup the Lycoris telescope was installed on a xy stage from "Physik Instru-

mente" (PI). The setup in area T24 is shown in Figure 8.1. Not visible in the picture are the

electronic components described in section 6.5.1 and the AZALEA DAQ (section 5.3) which

are placed in close proximity to the setup. During test beams the system was flushed with

boiled off nitrogen to keep humidity within the cassette at low levels (see section 10.2.1).

The PI stage consists of two rails to allow for movement along the x and y axis of the Lycoris

telescope. The movement range of the stage is 10cm along x and 20cm along y. A sketch

of the distances along the beam axis z between the different active layers is shown in Fig-
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Figure 8.2 – Sketch showing the layer numbering between the different sensor layers in area
T24. Lycoris layers are shown in green, AZALEA layers in black and the Timepix3 layer in
azure. The beam direction is indicated by the orange arrow.

ure 8.2. Unless otherwise noted, all sensor layers are kept perpendicular to the beam axis.

Each layer of the AZALEA telescope has the same initial angle around the plane normal

before track based alignment. The same assumption was made for the Lycoris cassettes

though the internal configuration is described in section 6.3.

A description of the lay-outing within the cassettes is sketched in Figure 8.3. For layers

l10, l13 and l14 an ascending strip number is equal to an increase in the global y coordinate

while for layers l11, l12 and l15 it is the opposite, meaning that an ascending strip number

equals a decrease in the global y coordinate.

The sensors used during the test beam campaigns and their positions along the z-axis

are listed in Table 8.1. The system does not need to be symmetric as long as the actual

distances between layers are known to a precision of a centimeter. This knowledge is then

used as initial parameters for the track based alignment of the system described in sec-

tion 4.3. To reduce the combinatorics and to achieve an accurate timestamp for each track,

a Timepix3 [90] ASIC was installed behind the last AZALEA plane in the most recent test

beam campaign in August 2020.
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Figure 8.3 – Sketch showing the angles and orientation of the Lycoris layers within their
cassettes.

Layer Lycoris module z-position March2020 (mm) z-position August2020 (mm)

0 AZALEA 0 −307.5 −380.0

1 AZALEA 1 −195.2 −119.1

2 AZALEA 2 −81.6 −92.2

3 AZALEA 3 44.5 47.4

4 AZALEA 4 174.9 77.3

5 AZALEA 5 307.5 393.7

10 Lycoris S59 −52.5 −57.4

11 Lycoris S40 −39.7 −44.9

12 Lycoris S43 −25.4 −30.3

13 Lycoris S48 −9.1 −14.1

14 Lycoris S47 5.8 −0.9

15 Lycoris S46 19.5 14.4

20 Timepix3 – 399.5

Table 8.1 – Layer configuration with name of which sensors were used in the setup as well
as their corresponding position along the z axis.
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8.2 Lycoris within the PCMAG to determine the resolution

of the helix

The Lycoris telesope aws also been operated within the PCMAG superconducting solenoid

within Area T24/1. The purpose of these measurement are to verify the design of the Lycoris

support structure, to show the functionality of the system within the magnetic field and to

determine the achievable momentum resolution of the system. The area T24/1 setup can

also be split into the beam traversal, the AZALEA setup, the Lycoris setup and the PCMAG.

The beam particles pass through area T24 which, for these measurements, has all objects

removed from the beam path. The secondary collimator insertion in T24 was also removed

to reach the highest possible rates. The beam size was limited via the T24/1 secondary

collimator which is located within the wall separating areas T24 and T24/1. Once the shut-

ter located in Area T24 is opened, the beam can traverse through the secondary collimator

within the wall with an opening of 12×12mm2. A trigger finger setup consisting of up to

four scintillator fingers with a maximum overlap area of about 20×20mm2 is located be-

hind the collimator.

The beam then passes through the wall of the PCMAG (section 5.4) after which the beam

hits the silicon sensors that were placed within the solenoid. The naming scheme is the

same as previously though the beam now first hits the Lycoris layers which surround the

AZALEA layers within the magnet. The order of sensors is given by:

LYCORIS AZALEA LYCORIS

Beam →
︷ ︸︸ ︷
l 10 → l 11 → l 12 →

︷ ︸︸ ︷
l 0 → l1 → l 2 → l 3 → l 4 → l 5 →

︷ ︸︸ ︷
l13 → l14 → l 15 → Beam.

The layout is sketched in Figure 8.4 with the distances measured via external tools listed

in Table 8.2 that are used as input for the track based alignment (see section 4.3). For the

installation within the T24/1 PCMAG, the Lycoris telescope was installed within the rail

system described in section 6.4. The AZALEA telescope was installed in the PCMAG using a

cart affixed onto the two central rails installed in the PCMAG described in section 5.4. The

cart itself uses the same rails for holding the aluminum jigs mentioned in section 5.3 and

allows for movement of the single jigs along the z-axis as well as movement of the whole

system along the x-axis and the shifting of single arms along the y-axis. The AZALEA layers

are adjusted to have the same x and y position. The Lycoris modules were moved around

them.

The rail system of the Lycoris telescope enforces a static position along z with a dis-
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Figure 8.4 – Sketch showing the layer numbering between the different sensor layers in
area T24. Lycoris layers are shown in green, AZALEA layers in black. The beam direction is
indicated by the orange arrow.

Layer Lycoris module z-position (mm)

0 AZALEA 0 −250.2

1 AZALEA 1 −154.4

2 AZALEA 2 −61.4

3 AZALEA 3 38.5

4 AZALEA 4 150.9

5 AZALEA 5 264.7

10 Lycoris S59 −415.8

11 Lycoris S43 −404.0

12 Lycoris S40 −390

13 Lycoris S48 390

14 Lycoris S47 404.9

15 Lycoris S46 418.3

Table 8.2 – Layer configuration with name of which sensors were used in the setup as well
as their corresponding position along the z axis.
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Figure 8.5 – T24/1 setup during operation with six AZALEA layers located between two
Lycoris cassettes.

tance of ≈ 780mm between the two innermost layers if they are not angled to each other

as the TPC prototype field cage mentioned in section 6.1 needs to fit in between them. The

internal orientation and layout is the same as during the T24 testbeam shown in Figure 8.3.

A picture of the setup within the PCMAG solenoid can be seen in Figure 8.5 showing the

front side view of the PCMAG solenoid with the two Lycoris cassettes within the rail system

close to the left and right magnet wall and the AZALEA telescope located in the center.

As the PCMAG does not possess any magnet yoke, its stray field radiates into the whole

area. This required that the DAQ board was installed at a distance of 1m above the magnet

opening in order to avoid interference from the stray magnetic field. The field of the magnet

was also limited to 0.9T as instabilities have been shown to exist during operation at 1T.

All other components are the same as used within area T24 with them being placed at a

distance of 4m to avoid the magnetic field pulling the electronics towards the magnet. The

readout PC uses a Hard Disk Drive (HDD) that is sensitive to magnetic fields and as such

the readout PC was placed within the hut and connected to the different devices via the

LAN patch panels in area T24/1.
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Figure 8.6 – Sketch of the data/signal flow between the different devices used at the test
beam setups

8.3 Data Taking

Test beam operation includes the operation of all devices mentioned in the area de-

scription though with a large focus on the settings needed to operate the Lycoris system as

the device under test. A description of the necessary steps of operation of the other devices

such as the Timepix3 and AZALEA system is given with a focus on the steps taken in order to

ensure a synchronous operation between the different devices as well as the electron beam

uptime mentioned in section 5.1.2. A sketch of the signals and data transferred to and from

the different devices is shown in Figure 8.6.

8.3.1 Operation Modes

During test beam, several operation modes were studied. Most of the data presented

in this thesis were gathered in what is referred to as the standard operation of the Lycoris

telescope which is described below.

In standard operation, the KPiX is operated with an acquisition clock period of 320ns

resulting in an event readout time which is equivalent to eight BCC or 20.46µs. The data

taking period can be limited to a window ranging from 0 to anywhere within 8191BCC. An

inhibition of triggers can in addition be set anywhere between 0 and 8191BCC to adjust

the starting point of the data taking. The data taking start point and end point are adjusted

based on the noise recorded within the system to achieve the best performance. This is

explained in more detail in Section 10.4.1.1 though for standard operation the window is
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set to start from 4000BCC and lasts until 8191BCC resulting in a window of 10.75ms (see

(6.11)) as it has shown to provide the best results in terms of noise with a sufficiently long

data taking window.

The system performance was studied in both high gain and normal gain as well as in

both external and internal triggering operation. The different triggering and gain modes are

described in more detail in section 6.2.2. In both internal triggering and external triggering

operation the system records the trigger received from the TLU as an external timestamp

for debugging purposes. In external triggering it is used as the trigger signal.

In addition to this, in internal triggering operation, channels which have abnormal be-

havior or are not connected to a sensor strip are actively disabled before data taking as to

reduce potential cross-talk.

8.3.2 Synchronization

Beam synchronization

The beam structure of the DESY II Test Beam Facility (see section 5.1) uptime as well as

the acquisition cycle operation of KPiX (see section 6.2.2) requires the synchronization of

the acquisition window to the uptime of the DESY II accelerator. The point in time when

the energy within the DESY II synchrotron is at their minimum SEmin is provided at the test

beam facility and the energy within the synchrotron can be described relative to the point

of minimum Energy as

E = Emax +Emin

2
+ Emax −Emin

2
sin(2πνt +π/2). (8.1)

Emin = 0.45GeV is the minimum energy of electrons within the DESY II synchrotron, Emax =
6.3GeV is the maximum energy of electrons in the DESY II synchrotron. ν = 1/(TEmin ) =
1/80ms is the DESY magnet ramp frequency (see section 5.1).

The start of the uptime (E > Ecut) relative to the SEmin can therefore be calculated as:

Ecut = Emax +Emin

2
+ Emax −Emin

2
sin(2πνt +π/2)

2Ecut −Emax −Emin

Emax −Emin
= sin(2π

1

TEmin

t +π/2)

t = TEmin

4
+ TEmin

2π
arcsin

(
2Ecut −Emax −Emin

Emax −Emin

)
.

(8.2)

When taking into account the start-up time tStart−up and the trigger inhibition time tTrigInhibit
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of KPiX described in section 6.2.2 this leads to:

tdelay =
TEmin

4
+ TEmin

2π
arcsin

(
2Ecut −Emax +Emin

Emax −Emin

)
− tStart−up − tTrigInhibit. (8.3)

For the test beam setup the start-up time is typically set to tStart−up = 3000 ·Tacquisition =
0.96ms or tStart−up = 9000 ·Tacquisition = 2.88ms. For a chosen beam energy of Ecut = 4.4GeV

this results in a minimum delay, which is performed within the AIDA TLU, of:

tdelay ≈ 21.28ms, (8.4)

before the signal is sent out to the KPiX DAQ as the acquisition signal.

AZALEA synchronization

As mentioned in section 5.3, the AZALEA telescope possesses a continuous readout with

an event readout time of tFA = 230.6µs (see section 5.3) compared to the Lycoris pulsed

readout with an event readout time of tFL = 20.48µs (see section 6.2.2).

The KPiX system is incapable of reporting back the status of its operation to the TLU

meaning that triggers in one system do not immediately result in a trigger in the other

system. As such the AIDA TLU ability to assign both trigger ID and timestamp to devices

was used to perform an offline synchronization of the two data streams. The methodology

of the synchronization is shown in the sketch in Figure 8.7. The TLU receives the triggers

from the scintillator crosses of which both the ID and time are stored within TLU data when

operated in AIDA Mode (see section 5.2).

The KPiX DAQ uses a 64-bit run-time counter that increments based on its 200MHz

system clock which, to avoid asynchronicity, is in lockstep to the 40MHz clock of the TLU

to log every time a new TLU spill signal is registered by the DAQ to signify the start of the Ly-

coris data taking. Whenever a trigger signal is received by the KPiX DAQ from the TLU (TLU

trigger) the value of the 64-bit run-time counter is logged within the event as the trigger

time stamp. The data from AZALEA and Lycoris are then matched by using the TLU trigger

ID times with the KPiX times. As the trigger IDs are the same as the ones stored within the

AZALEA DAQ a simply trigger ID number matching is sufficient to combine the two data

streams.

All registers are reset to zero at the same time using the TLU T0 signal which is sent out

when starting the data taking operation to ensure that there are no large offsets in the time

and trigger ID registers. Furthermore, the synchronicity of the two systems data is ensured
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Figure 8.7 – Sketch of the data synchronization between Lycoris and AZALEA . The TLU
records the Trigger ID similar to the AZALEA system while also recording the timestamp of
the trigger. The times of the TLU triggers can be compared with the list of trigger times re-
ceived from Lycoris in order to perform an event by event matching. The Timepix3 operates
via internal triggers at a much higher precision and is not limited by external shutters.
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by using the TLU shutter to limit the triggers sent out to within the Lycoris data readout. An

example of how the matching works can be seen in Table 8.3 .

TriggerID (TLU) TriggerID (AZALEA ) Time stamp (TLU) Time stamp (KPiX)

0 0 A

1 1 B

2 C C

3 3 D

4 4 E

5 5 F F Match

6 G G

7 H H

8 8 I I Match

9 9 J J Match

Table 8.3 – Event synchronization between AZALEA and Lycoris via the TLU.

Using this method allows to resolve the time between events of the two systems down to

a 25ns accuracy. This is limited by the clock speed of the TLU which is shown for one data

sample in Figure 8.8. The reason that the distribution is not centered at zero is a result of

different signal delays which originates from different cable lengths between systems. All

events which cannot be matched this way are, as a precaution to avoid introducing a shift

in the event matching, omitted from the analysis.

Timepix3 synchronization

The reason for using the Timepix3 system within the setup stems from the significantly

different frame readout times between AZALEA (230µs) and Lycoris (20.48µs) resulting in

multiple tracks per event within the AZALEA system. The first particle results in both the

AZALEA and the Lycoris system recording the event. While the events can be synchro-

nized, the significantly longer frame readout time of the AZALEA system results in an aver-

age amount six particles found within the event. As both of them are only matched on an

event by event basis it is not possible to know with certainty whether a track found within

the AZALEA system can be found in the Lycoris system. This effect is sketched in Figure 8.9.

The data gathered by the Timepix3 sensor possesses a time resolution of about 1.56ns

based on its operational clock frequency of 640 MHz that can be improved further with
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Figure 8.8 – Minimum time difference between the TLU timestamp and the KPiX times-
tamp after synchronization.

Figure 8.9 – Sketch explaining the different number of recorded tracks within the AZALEA
system compared to the Lycoris system.
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Figure 8.10 – Time difference between events recorded by the Timepix3 system relative to
events recorded by the Lycoris system.

optimized settings [90] which were deemed not necessary for the purpose of assigning the

Timepix3 timestamp to the data gathered by AZALEA through spatial matching of AZA-

LEA track with Timepix3 hits [90]. After searching for all AZALEA tracks containing both

spatially matched Timepix3 and Lycoris hits, their time difference is determined. The re-

sult of this is shown in Figure 8.10. A large peak is visible at around 300ns. The peak is

not at zero due to the differences in cable length and the triggering logic between the two

DAQ systems. The secondary peak at around −670ns is a result of a secondary particle be-

ing generated after the electron beam within the DESY II synchrotron has performed one

turnaround which takes 976ns (see Section 5.1).

Not all data samples are available with Timepix3 data and while it improves the clarity

of the results the overall message is often not changed. Only in cases where the Timepix3

data is necessary (see section 10.5.4) to achieve a reasonable result is it used.

8.3.3 Available Data samples

Data taken at the test beam includes internal triggering data as well as external trig-

gering data. The operational settings of the KPiX impact both the calibration performance

and the data taking performance. Typically the same settings used for a data run are used

to perform a calibration and the settings were chosen to optimize both the calibration per-
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formance and the data taking performance.

The internal triggering data analyzed includes:

• Threshold scan without beam

• Beam data taken with the AZALEA system

fewer runs were taken in internal triggering operation compared to external triggering op-

eration as a result of the systems performance which is explored further in section 10.3.

The external triggering data analyzed in this thesis includes:

• High and normal gain comparisons at noise optimized settings,

• adjustments of the data taking window to investigate impact on noise,

• data with repetitive auto triggers without beam to validate the analysis decisions,

• beam data taken with both AZALEA and Timepix3 to determine the inner structure

of the Lycoris module and its efficiency,

• beam data taken to investigate the performance of the dedicated track finding and

fitting algorithm,

• measurements with a 0.9T magnetic field to verify the functionality of the system,

• bias scan ranging from 0V to 150V to cross check depletion voltage results and inves-

tigate impact of bias voltage onto cluster size.

While measurements were performed within the magnetic field of the PCMAG, the data

could not be used to verify the expected curvature resolution. At the time of the mea-

surements, the performance of the Lycoris modules was considered insufficient to perform

tracking.

The investigation into the Lycoris modules noise performance is presented in section 10.4

with a detailed description of efficiency and resolution based on the measurements with

Lycoris as a DUT presented in section 10.5. The results gathered from the standalone track

finding and fitting on used to determine the telescope performance are presented in chap-

ter 11.





Chapter 9

Event Reconstruction

Multiple different systems are used in the analysis of the Lycoris telescope performance.

As a result of the different types of data provided by the different systems each requires its

own conversion. In this chapter, the different analysis parts are introduced in section 9.1.

The analysis of the Timepix3 and the AZALEA data are based on two generalized frame-

works, Corryvreckan[91] and EUTelescope[92]. The analysis for the Lycoris data is tailored

for this system and based on programs written in both, C++ and Python, using the ROOT6

data analysis framework [93] and is described in detail in section 9.2. The combination of

multiple independent measurements into a common particle track and subsequent align-

ment of the system using these measurements is explained in detail in chapter 4.

9.1 Reconstruction overview

A full analysis of a test beam data set requires multiple steps to get to a final result.

These steps depend on the devices and are shown as a flow diagram in Figure 9.1.

The Lycoris data analysis requires two data sets. The run data storing the raw ADC hits

recorded in the KPiX channels and the calibration data which is used to convert the ADC

values back into physical charge values. In order to extract the ADC to charge conversion,

the injected charge and its corresponding ADC response are analyzed in order to know the

conversion rate from ADC to fC for the run data. For the run data itself, a pedestal sub-

traction is performed through which the ADC offset for each channel is determined. This

is done in order to take out a potential offset between the different channel ADC values.

Combining the pedestal subtracted run data and the ADC to charge conversion allows

a common mode subtraction which is used to remove a cycle based charge offset.

In the next step a strip mask is applied based on how often a single channel is above a
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Figure 9.1 – Flowchart showing a step by step of the analysis for the data sets gathered by
the different detectors used during a test beam analysis.
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threshold. This threshold is applied in the triggering during internal triggering operation

and after data collection during the data analysis for external triggering operation.

Finally, a strip clustering is performed in order to take into account charge shared be-

tween multiple strips to improve the resolution. The cluster results are used to perform an

event filter to get rid of events with high amounts of noise clusters and lastly perform what

is referred to as hit making in which the cluster parameters and the local hit parameters

are calculated taking into account the Lycoris module orientations to generate global hit

coordinates. All correlated clusters are used as Lycoris track input.

The AZALEA system provides zero-suppressed binary hit information. The analysis of

the AZALEA data is performed using the standard EUTelescope analysis framework which

is explained in more detail in [92]. EUTelescope starts by masking noisy pixels that are, sim-

ilarly to the noisy strips, defined as pixels that appear above the set threshold of S/NAZALEA ≥
4 more often than:

ntrigger

nevent
> 0.001. (9.1)

After the masking of noisy pixels a pixel clustering which starting from a pixel sums up

adjacent pixels into a cluster requiring that the pixels are not masked and are connected to

one another via the edge without any specific threshold as the data is zero suppressed.

As a last step a hit making on all reconstructed clusters, to more accurately reflect the

local particle hit position, is conducted where the new cluster location:

c(x,y) = 1

Npixel
·

Npixel∑
0

p(x,y), (9.2)

is the center of gravity of the locations p(x,y) of all pixels in the cluster. This result is then

transformed into global coordinates using the transformations mentioned in section 4.2.1

and are used as AZALEA track input.

Data gathered by the seventh silicon pixel layer, the Timepix3, is used optionally in or-

der to improve time resolution of the different AZALEA tracks beyond the readout frame

time of the Mimosa26 as mentioned in section 8.3.2. The Timepix3 data is analyzed using

the Corryvreckan analysis framework [91]. The Timepix3 is operated in an internal trigger-

ing operation and the synchronization between the data gathered by the Timepix3 and the

AZALEA telescope is done by an event building in which, using the TLU timestamps, events

are build whose start, length and end match the Mimosa26 frame readout time while re-

taining the timestamp of each trigger. This ensures, that there is no wrong assignment

of spatially matched tracks to Timepix3 hits that cannot be part of the same event. The



142 Event Reconstruction

Timepix3 data is then clustered together and hits are made to be used in the track finding

and fitting.

Combining the two data streams using the raw alignment measurements, performed

via external tools, allows a combined track finding and fitting using EUTelpy [35] which

uses the General Broken Lines (GBL) [36] framework. The tracks are then used in order to

perform a track based alignment of the sensors using Millepede-II [94]. The new fine align-

ment is then used to improve the track finding and fitting and a subsequent finer align-

ment.

When using Timepix3 data, the tracks found by EUTelpy for the AZALEA are projected

onto the Timepix3 layer where the local track projection is spatially compared to the track.

The hit with the smallest distance to the projected track hit is assigned to the track assum-

ing the distance between the Timepix3 hit position rtpx3 and the projected track position

rtrack is below

d = |rtrack − rtpx3|< r 250µm, (9.3)

in order to generate a timestamp for the tracks. If no hit within that window is found then

the track is discarded.

After multiple iterations of the alignment, the results of the combined track finding and

fitting are used in order to determine the performance of the Lycoris modules. The fine

alignment is also used as input for the standalone strip tracking with the Lycoris telescope

which is used to determine the achievable performance of the telescope as a whole. The

results from the two tracking methods are used to verify each others methods.

9.2 Lycoris Data Analysis

The Lycoris modules, described in chapter 6, have a 13-bit ADC charge readout and can

operate in internal triggering and external triggering (see section 6.2.2). For each of the

three different data sets (external, internal and calibration) a dedicated analysis is used.

In internal triggering only channels above a set DAC value are recorded as opposed to the

external triggering in which all channels save the recorded charge independent of the value.

The advantages and disadvantages of the mode and subsequent operational procedures are

described in the following sub-sections. Furthermore, calibration results are used in order

to determine the performance of individual channels. In the case that the performance of

a channel does not meet pre-defined quality criteria, the channel is disabled for the data

taking in internal triggering or filtered out of the analysis in external triggering.
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Figure 9.2 – Single channel charge calibration result in ADC vs DAC. The visible kink at 246
DAC is a result of an internal DAC to voltage conversion that transitions from one method
to another. The linear regression does not take this into account and therefore results in a
bad fit. It is used to more accurately show the difference between DAC value and fC value.

9.2.1 Charge Calibration

Using the calibration circuitry described in section 6.2.2, different charge values are

injected into the KPiX channel to look at the ADC response. The calibration is performed

separately for every single KPiX , channel and bucket. A charge injection range from 255

DAC (0fC) to 229 DAC (40fC) is chosen as it covers far into the tail of the distribution of the

expected deposited charge. The amount of repeats of each charge injection and the step

size between two injections can be chosen. The step size was set to one DAC to be less

sensitive to fluctuations during a single injection. No repeats are performed on the data

to investigate potential issues with certain DAC injection values that could be masked by

repeats in which the mean value is taken. The result of the charge response for a single

channel at different DAC injection values is shown in Figure 9.2.

The kink present in the distribution is a result of a change in the DAC to voltage conver-

sion within the KPiX control software when moving below a DAC value of 246 as described

in (6.3). After conversion from DAC to charge using the capacitor size of 200fF and the

DAC to voltage conversion described in (6.3) this transforms into the digital response to

the injected charge shown in Figure 9.3 that no longer has any kinks.

A linear regression is fit to the measurement points in order to convert the measured
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Figure 9.3 – Single channel charge calibration result in ADC vs fC.

charge in (Q(ADC )) to coulomb (Q(C )) using the slope of the regression

Q(C ) = Q(ADC )

slope
. (9.4)

This is performed for each KPiX , channel and bucket. A distribution of slopes for a

single KPiX with only bucket zero is shown in Figure 9.4. In an ideal scenario the calibration

slopes for a single KPiX follow a Gaussian distribution with a mean of around 12−16ADC/fC

for high gain and 3−4ADC/fC for normal gain operation which can be attributed to the four

times higher capacitance during normal gain operation compared to high gain operation.

The distribution shows some outliers which can be the result of incorrect ADC to charge

response which is an indicator of faulty channels.

The quality of a channel is defined by the value of the slope as well as the Pearson Corre-

lation Coefficient (PCC) which is a measure of the linear correlation between two variables.

The coefficient is a number between plus and minus one with a perfect linear correlation

showing a coefficient of +1 and a perfect anti correlation at -1. When there is no linear cor-

relation between the two variables the PCC will evaluate to zero. In the case that for all X

values Y evaluates to the same value then the PCC is not defined as both numerator and

denominator evaluate to zero.

It is calculated as:

ρX ,Y = E [(X −µX )(Y −µY )]

σXσY
, (9.5)
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Figure 9.4 – Slope distribution of bucket zero calibrations for all channels in a single KPiX

where µX /Y are the mean andσX /Y are the standard deviation of X /Y while E denotes that

the numerator is the expectation of the expression within the parenthesis. A PCC distri-

bution for the above slope distribution is visible in Figure 9.5. It shows a large peak at one

for 900 channels with a small tail down to 0.95. A cutoff for good channels is chosen as

PCC ≥ 0.9 as even small fluctuations can impact the PCC without having a large effect on

the slope. An additional cut is set to slope ≥ 6.5ADC/fC for high gain and slope ≥ 2ADC/fC

for normal gain operation. These cuts are used to ensure that in further analysis faulty cal-

ibrations are not misinterpreted as potential evidence for signal. For well performing KPiX

this results in about a dozen channels being disabled. In the case of internal triggering op-

eration, channels that are below cutoff are disabled during data taking in order to avoid any

cross talk between faulty channels and adjacent channels.

9.2.2 External Trigger Data Analysis

In external triggering operation the KPiX registers all recorded charge at the time where

the DAQ system has received a trigger signal. The system records a large amount of chan-

nels which are not expected to carry any signal. The frame read out time of TFL = 8·2.56µs =
20.48µs in combination with the recorded particle rate of ≈ 8kHz at the DESY II Test Beam

Facility means that for every external trigger signal generated by the triggering scintillators,

a particle multiplicity of about one to two is expected to pass through the Lycoris modules
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Figure 9.5 – Distribution of the pearson correlation coefficient for all bucket zero calibra-
tion results of a single KPiX .

in each readout frame. Each Lycoris module therefore records on average only a few strips

with signal with most strips recording only noise. To filter out the noise from the signal

multiple analysis steps are needed. They include a pedestal subtraction, common mode

subtraction, a hit clustering, as well as the track finding and fitting using the external AZA-

LEA telescope. All measurements presented were taken in either area T24 or T24/1 at the

DESY II Test Beam Facility which are described in section 8.1 and section 8.2 respectively.

9.2.2.1 Pedestal and common mode subtraction

The raw signal recorded by each KPiX channel is shown in Figure 9.6. For a simple noise

distribution the peak is expected to be centered around zero. However, a baseline needs

to be subtracted which is referred to as the pedestal. The reason for the pedestal is, that

during operation a small dark current is flowing through each channel which is integrated

and appears as a charge offset in the output. The asymmetry of the distribution is due to

what is referred to as a pedestal drift. This drift is a result of the charge being stored as an

analog value before digitization. The drift is compensated for in the following analysis. To

determine the pedestal, the median of all raw ADC values (ADCi ) is calculated for a given

KPiX , channel and bucket

Pedest al = medi an(ADCi ). (9.6)
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Figure 9.6 – Raw baseline distribution for channel 290 of S47-2. The pedestal is asymmetric
with a tail to lower ADC values which is due to leakage of capacitors resulting in a pedestal
drift.

The median is taken instead of the mean as it produces a result that is less sensitive to

outliers and more accurately reflects the peak of the distribution but is equal to the mean

for a perfect gaussian. The pedestal distribution shown in Figure 9.6 has a skewness of -1.31

which is a result of the aforementioned pedestal drift that is explained below.

Typically a dedicated pedestal run is taken with dummy triggers and without any signal

to avoid skewing the calculated pedestal to higher values. In the measurements taken at

DESY II Test Beam Facility, because of the low multiplicity, the pedestal is not affected by

channels with beam deposited charge as these are singular outliers and do not skew the

median calculated pedestal (see Figure 9.7). As a result, the pedestal is calculated directly

from a beam run in the analysis.

In addition to the pedestal itself, the Median Absolute Deviation (MAD) of the raw val-

ues is calculated which is given by:

M AD = medi an(|ADCi −Pedest al |). (9.7)

In the case that the MAD of a channel is 0, the channel is ignored in the further analysis as

its behavior is considered erroneous.

It is found that the charge recorded on the buffer capacitors drift depending on how
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Figure 9.7 – Pedestal comparison for S47-2 for four different runs, two with and two with-
out any beam passing through the Lycoris module. Each entry represents one of the 1024
channels of the KPiX ASIC.

Graph Mean RMS

Beam1 773±4.1 129±2.9

Beam2 775±4.1 130±2.9

No_Beam1 779±4.1 133±2.9

No_Beam2 779±4.1 132±2.9

Table 9.1 – Mean and RMS of the beam and no beam runs of Figure 9.7
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Figure 9.8 – Distribution of all recorded charge after pedestal subtraction and calibration
conversion for channel 290 of S47-2.

long the charge is stored before readout. This is an unwanted feature of the current itera-

ture of the KPiX ASIC and as a result, the true pedestal also depends on when the trigger

was recorded. Two methods can be used to compensate for this time dependence which

would otherwise increase the noise in the system. One can either generate time dependent

pedestals by calculating the pedestal for certain time ranges in order to compensate for

this drift instead of a single pedestal or, in the case of external triggers, the common mode

calculation explained below naturally compensates for the pedestal drift.

After subtracting the pedestal of each channel, the distribution is centered around zero

and a conversion from ADC to Coulomb using the calibration results shown in section 9.2.1

is performed.

Qi = ADCi −Pedest al

sl ope
. (9.8)

This results in the charge distribution for all events in a single channel after subtraction of

a static pedestal and conversion to Coulomb shown in Figure 9.8. The distribution is also

skewed to negative values resulting in a mean which is slightly offset from zero. The median

value which is used to calculate the pedestal however is located almost exactly at zero. The

width of the distribution is a measure of the noise within the system. In the example here

it is shown to be about σ= 0.5fC.

Two contributions are present in this case, the pedestal drift which is due to small leak-
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Graph Mean RMS

Beam Trigger −0.07±−0.003 0.47±0.002

Forced Trigger 0.009±0.001 0.15±0.001

Table 9.2 – Statistics for the two different common modes based on the different triggering
schemes shown in Figure 9.9.

age of the capacitors between charge recording and digitization and the so called called

Common Mode (CM) noise. The CM is an offset that is not specific to each channel like

the pedestal but is noise influencing the power line and therefore all channels in the same

direction. As a result of the power pulsing the common mode can shift between different

acquisition cycle and needs to be subtracted separately for each cycle. In external triggering

the common mode and pedestal drift affect each channel the same way whereas in internal

triggering due to the different triggering times of the channels the pedestal drift differs be-

tween channels as the charge is stored for different amounts of time. For the same reasons

as before, the CM is calculated as the median of all charge Q for all channels within a given

acquisition cycle after pedestal subtraction and charge conversion:

C M = medi an(Q[c ycle]). (9.9)

The channels that record beam deposited charge do not have a large impact on the CM as

the median is not sensitive to single outliers similar to the pedestal calculation and as such

is insensitive to the beam deposition due to the low occupancy of beam particles of a single

channel.

As all channels trigger at the same time within the acquisition cycle in external trig-

gering operation, the drift for each channel is the same which simply results in a change

of the CM. This is exemplified in the the plots shown in Figure 9.9. Figure 9.9 shows two

common mode distributions. The black distribution is data triggered via beam particles

using a scintillator. The triggers are random points in time within the acquisition cycle. The

green distribution are a forced trigger setup in which triggers which are generated inter-

nally and are forced to happen at a fixed point in time within the acquisition cycle. This

means that for forced triggers, the normal calculation of the pedestal already compensates

for the pedestal drift as all measurements happen at a fixed point within the acquisition

cycle resulting in the same amount of drift each time. This is not the case for beam particle

and the increased spread of the common mode for beam particles is a result of having to
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Figure 9.9 – Common mode distribution of S47-2 once for beam triggered data with semi
random time distribution and once for a forced trigger which results in each channel
recording their baseline at the exact same time during the acquisition cycle.

additionally compensate for the pedestal drift.

After subtraction of the CM of each cycle from the recorded charge, the resulting charge

is referred to as the true charge Qtrue
i generated within the Lycoris module which is given

by:

Q true
i =Qi −C M = ADCi −Pedest al

sl ope
−C M . (9.10)

After CM subtraction the distribution, shown in Figure 9.10, is significantly less skewed,

0.1 compared to −0.49 previously. In addition the distribution has a significantly reduced

width of σ= 0.22fC.

The noise of a channel is calculated in order to determine the Signal over Noise (S/N)

of each channel as a cut parameter in the hit clustering. The noise of a single channel is

calculated as the width of the true charge distribution and is determined by calculating the

Median Absolute Deviation (MAD) which is related to the sigma of a Gaussian distribution

by σ = M AD ·1.4826 in order to be less sensitive to potential outliers and to avoid depen-

dence on the fit parameters and fit range.
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Figure 9.10 – Distribution of true charge Q true after pedestal subtraction, calibration con-
version and common mode subtraction for channel 290 of S47-2. The green curve shows a
comparison to the distribution shown in Figure 9.8 before common mode subtraction and
the statistics shown here are only for the new black curve with the old stats already shown
in Figure 9.8.

(a) With beam (b) Without beam

Figure 9.11 – 2D histogram showing the true charge Q true recorded versus the sensor strip
number once for a run with beam and once for a run without beam.
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9.2.2.2 Strip Clustering

Figure 9.11 are distributions of the true charge in the case of a high gain measurement

recorded in area T24. Figure 9.11a depicts the true charge distribution for a run with beam

while Figure 9.11b is the same type of distribution just without any beam passing through

the Lycoris module. One can see an excess of charge located around the strips numbered

200 to 400 which is not present in the run without the beam. The other excesses are fluc-

tuations and not visible in different runs. Furthermore, as there are channels in the charge

distribution without beam (see fig. 9.11b) that are not perfectly symmetric there must be a

source of noise that is not compensated for within the analysis. This is investigated further

in section 10.4.1.

While the impact of the beam can already be seen in the plots, in order to perform track-

ing and determine the Lycoris module performance, a strip clustering is required to cor-

rectly reconstruct the particles position. It is important to identify the cases in which charge

is split between multiple strips in order to accurately reconstruct the deposited charge and

position of the particle. This is done through the clustering algorithm described below.

After calculation of the true charge Signal S = Qtrue and the noise N for each channel,

the strip significance (S/N )strips, which is the parameter used to cut on whether a strip is

going to be part of the clustering algorithm or not, is calculated. The clustering loops over

all strips and searches for the strip with the largest S/N which is referred to as the seed.

Starting at the seed, the clustering algorithm looks for strips adjacent to the seed and adds

them to a cluster object. This is continued in both directions until either there are no longer

any strips adjacent to the cluster, or the next strip has higher S/N than the previously added

strip. In such a case this strip is expected to be part of a separate cluster as an increase in

(S/N )strip with increased distance to the seed is unexpected.

After finding a cluster, the parameters of its strips are used to calculate the cluster charge

Qcluster =
Nstrips∑

i=1
Qi , (9.11)

the significance

(S/N )cluster =
∑Nstrips

i=1 Qi√∑Nstrips

j=1 N 2
j

(9.12)
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and charge weighted hit position on the Lycoris module

v =
∑Nstrips

i=1 yi Qi

Qcluster
. (9.13)

N j is the hit noise, Qi is the hit charge and yi is the local hit position.

The clustering repeats the procedure with the next most significant strip that is not part

of a cluster as seed until there are no unassociated strips left. Another significance cut on

all clusters (S/N )cluster ≥ 4 is applied to cut out noisy clusters. All clusters that pass this cut

are treated as signal in the further analysis and are used as input into the track finding and

track fitting algorithm described in detail in section J.

The (S/N )strip cut value was determined by looking at the cluster size distribution for

different values of (S/N )strip. In the case that the cut is set too loose, more noise strips are

expected to be reconstructed as clusters. While these are filtered out by the cluster quality

cut, an increase in the size of the signal clusters is expected because of the addition of noise

strips to the cluster. This shifts the charge weighted measured position away from the true

position and decreases the achievable resolution. When the cut is too tight, charge spread

via diffusion or the floating strips might fall below the cut value. This results in two strip

clusters being reconstructed as one strip clusters, also shifting the charge weighted position

away from the true position and reducing the resolution.

Figure 9.12 shows the distribution for all reconstructed clusters normalized to the total

number of entries once in total numbers and once relative to the number of clusters recon-

structed for the lowest (S/N )strip > 0.5 cut. This plot makes it seem that tightening the strip

cut value increases the number large clusters relative to the number of small clusters. This

is a result of the normalization to the total number of entries, which varies significantly

without any cluster cut. The number of entries for different cuts are listed in Table 9.3.

When requiring that the reconstructed clusters fulfill the final quality cut of (S/N )cluster ≥ 4,

this results in the distribution shown in Figure 9.13. This shows the expected relation be-

tween the cluster size and the strip cut value.

Ignoring cases in which a large angles or delta electrons results in a larger cluster size,

a roughly equal amount of single and double strip signal is expected, which is given for a

(S/N )strip ≥ 2 cut and thus is chosen for the analysis.

Clustering performed using S/Ncluster ≥ 4 and S/Nstrip ≥ 2 on the Q true distribution

shown in Figure 9.11 results in the cluster distribution depicted in Figure 9.14. The distri-

bution shows the number of clusters versus the local position on the Lycoris module once

for a run with beam Figure 9.14a and once for a run without any beam Figure 9.14b. In the
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(a) Total (b) Relative

Figure 9.12 – Number of clusters versus the size of the reconstructed cluster, normalized to
the total amount of reconstructed clusters, for different input (S/N )strip cut values without
any cut on the final reconstructed cluster significance.

(a) Total (b) Relative

Figure 9.13 – Number of clusters versus the size of the reconstructed cluster, normalized to
the total amount of reconstructed clusters, for different input S/Nstrip cut values with a cut
on the combined cluster Signal over Noise of S/Ncluster ≥ 4.
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Graph Clusters(All) Clusters(S/Ncluster ≥ 4)

S/Nstrip > 0.5 4.63 ·107 9.81 ·105

S/Nstrip > 1.0 2.78 ·107 1.02 ·106

S/Nstrip > 2.0 6.17 ·106 9.45 ·105

S/Nstrip > 3.0 1.36 ·106 7.38 ·105

S/Nstrip > 4.0 6.78 ·105 6.78 ·105

Table 9.3 – Number of entries for different strip cuts for the two plots showing the nor-
maliyed number of entries versus the size of the reconstructed cluster. Once for all recon-
structed clusters and once only for clusters with S/Ncluster ≥ 4 which is the final quality cut
that was chosen.

beam run, a large amount of clusters centered around v =−30mm with a width of 10mm

is present which corresponds to the beam spot location with the width corresponding to

the opening of the secondary collimator described in section 8.1.

Similarly to Figure 9.11, the edges show large amounts of clusters that do not corre-

spond to any know signal source. They are present in both runs indicating non-Gaussian

noise that is not fully filtered out by the (S/N )strip ≥ 2 and (S/N )cluster ≥ 4 cuts. The source

of this noise is investigated in more detail in section 10.4.1. This type of noise presents an

issue for track reconstruction as the edge noise is present in all Lycoris modules resulting

in spatially correlated noise that can result in the reconstruction of fake tracks which is

investigated in detail in section 11.2.

9.2.3 Internal Trigger Data Analysis

The KPiX internal trigger data analysis is similar to the external triggering analysis once

data taking has concluded with only a minor difference in the pedestal subtraction. The

largest difference in the analysis stems from the method of data taking focused around

issues which are present in the current version of the KPiX ASIC.

If the amplified charge recorded within a channel is above a threshold which can be set

via an 8-bit DAC, then the channel stores the charge in the analog buffer capacitor. This

allows the system to record only the relevant channels, drastically reducing the amount of

noise that is recorded.

Unfortunately, a known flaw of the current version of the KPiX ASIC used for the Lycoris

modules is the presence of so called monster events [95]. In internal triggering operation,
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(a) With beam (b) Without beam

Figure 9.14 – Histogram showing the postion distribution of all clusters with S/Ncluster ≥ 4
once for a run with beam and once for a run without beam. The single channels with large
amounts of entries are noisy channels which are not masked here.

the reset signal used to discharge the input capacitor and which is issued at the end of

integration results in a spurious signal coupled into several adjacent channels. At a low

enough threshold these channels will trigger at reset time of the original channel and in

turn will cause delayed triggers in more channels. This can cascade out until all channels

have triggered. The malfunction is particularly troublesome for the tracker because of the

requirement for low thresholds.

A monster event is similar to an event in which the internal triggering threshold of the

system was set below the noise value of the system and they both have the same effect on

the systems performance in that almost all triggers recorded by the system do not corre-

spond to any physical signal. The difference between the two is that monster events can

occur even at extremely high threshold values.

Monster events can result in a situation in which almost every single channel has recorded

on average one trigger per acquisition meaning each channel has recorded something with-

out any known input source. Once every channel has triggered at least four times, no fur-

ther triggers are allowed by the system as the KPiX ASIC is only capable of storing four

analog signals which is necessary due to the power pulsing operation of the chip (see sec-

tion 6.2.2) [29].

Figure 9.15 shows the time distribution of internal triggers within the KPiX when a mon-

ster event occurs. No triggers are visible before 1000BCC because of the trigger inhibition

that was set. Shortly after the inhibition drops, a large amount of triggers are recorded in a

short time frame of about 40BCC after which the amount of triggers drop close to zero sim-
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Figure 9.15 – The time distribution of triggers in an acquisition in units of BCC without
beam. A trigger inhibition was set to 1000 BCC resulting in no triggers being registered
before that. The peak is a result of a large amount of triggers which only starts lowering
because each channel reaches the maximum amount of triggers allowed.

ply because no more triggers can be accepted because almost every channel has already

triggered. In an event without monster events and an internal triggering threshold barely

above the noise level, the distribution of trigger times is expected to be equally spread over

the whole active time of the KPiX as shown in Figure 9.16. For a signal to be visible it has to

arrive within 102.4µs after the system has dropped the trigger inhibition as otherwise the

entire system has already reached the maximum trigger capacity in bucket zero which is

similar for the other buckets.

This type of behavior is expected when the trigger threshold for the operation is set be-

low the noise level of the system. The threshold operated during this data sample was set

to 230 DAC in normal gain operation which is equivalent to a voltage threshold of Vthresh =
2.3V (see (6.3). As KPiX measures negative pulses relative to Uana (see section 6.2.2), this

results in a trigger threshold of ∆U = 200mV. The required deposited charge value is cal-

culated using the capacitance in normal gain Cnormal = 400fF and the shaper amplification

A = 24.7 resulting in a required minimum deposited charge value of

Qdep ≥C ·
(

Uana −Uthresh

A

)
= 400fF · 0.2V

24.7
≈ 3.23fC, (9.14)
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Figure 9.16 – The time distribution of triggers in an acquisition in units of BCC with beam
and monster event suppression. A trigger inhibition was set to 1000 BCC resulting in no
triggers being registered before that.

in order to trigger. This value is above the most probable charge deposition of a MIP in

320µm silicon which is at around 3fC.

In order to operate the KPiX in internal triggering operation, either a much higher effec-

tive threshold has to be chosen in order to record data reliably which impacts the efficiency

of the system, or steps need to be taken by which the induction of monster events can be

suppressed.

This suppression is done via a so called channel masking in which channels that have

been identified as potential causes are disabled. The internal triggering threshold of the

ASIC is increased until monster events are no longer occurring and any channel that still

records triggers 10% of the time at such a high threshold is disabled. The threshold is then

lowered until a threshold is reached that once more allows the creation of monster events.

Slightly above that threshold all channels that record triggers in 10% of all acquisitions are

disabled and the procedure continues. The procedure can be done until a sufficiently low

threshold is reached. For internal triggering operation in a threshold of about 241DAC =
1.45fC is required in order for the expected shared charge in a floating strip deposition to be

above the threshold. Disabled channels however also negatively affect the system efficiency

and spatial resolution by increasing the pitch between active readout channels. A balance
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has to be found in which the system can be operated at sufficiently low effective thresholds

with enough active channels.

Details of this operation and its results are shown in section 10.3. Once the data has

been procured, the analysis procedure is the same as described previously for the external

trigger analysis (see section 9.2.2) with two exceptions:

• The common mode subtraction is unable to correct for drifting pedestals as chan-

nel triggers are distributed over the entire active time of the system and as such each

channel has a different pedestal shift value requiring a time dependent pedestal sub-

traction.

• The system records both external trigger timestamps as well as internal trigger times-

tamps allowing the search for the minimal time residual between the two trigger

times in order to filter out noise by removing events that cannot be assigned to an

external trigger.

The second item is described in more detail below.

External trigger comparison

Each internal time stamp is specific to the trigggered channel unlike the external time

stamps that are stored as a list of times that were received by the DAQ during the acquisition

cycle. Each internal timestamp is compared with the whole list of external timestamps for

a given cycle, trying to find the minimum time difference given by:

∆T = min(texternal − tinternal). (9.15)

The correct time assignment is determined based on a ∆T distribution for an externally

triggered system that is depicted in Figure 9.17. In external triggering an internal times-

tamp is only recorded when an external timestamp is recorded, resulting in a large peak

at 2 to 3BCC time different. The shift of the peak off zero can be explained by slight dif-

ferences when in the operation the external time stamp is recorded relative to the internal

time stamp. The reason for the two peaks is that depending on where within a cycle the

trigger is received the actual recording of the external trigger can fall within the next cycle.

There is an offset of about half a BCC meaning that depending on where within the 1 BCC

time window the trigger is received it is attributed to one of two BCC values. The times

recorded outside of the peak should not be present and indicate a bug within the DAQ sys-

tem. This is not considered an issue in normal operation as the main peaks have about 108
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Figure 9.17 – Minimal difference value between the internally record channel trigger time
and the externally recorded scintillator trigger signal time in externally triggered beam op-
eration. Except for single triggers, all triggers are located in the two main peaks.

entries. The channels lying outside of the peak are single entries.

Using this information, a cut on all internally recorded triggers is performed in which

they are required to be recorded 2 to 3BCC before an external trigger timestamp is regis-

tered. If triggers fall outside this window they are considered noise.

9.3 Summary

A full analysis of all test beam data gathered by the different devices is needed to deter-

mine the sensor performance. Each of the devices has their own analysis steps which are

unique to the data being provided. The analysis of the Timepix3 and AZALEA data are per-

formed in their own dedicated Corryvreckan and EUTelescope analysis frameworks which

are described in more detail in [91] and [92].

The analysis of the data gathered by Lycoris on the other hand is made from the ground

up and split into three different parts, the charge calibration, the external trigger data anal-

ysis and the internal trigger data analysis. In order to convert the the ADC values to physical

charge the slope of a dedicated calibration run is extracted and used. As the performance

of channels can vary significantly only channels with a slope of around 12− 16ADC / f C



162 Event Reconstruction

in high gain and 3−4ADC / f C in normal gain as well as a pearson correlation coefficient

greater than 0.9 are considered to ensure that faulty calibrations are not misinterpreted as

potential evidence for signal. All channels not fulfilling these criteria are removed from the

analysis. The overall calibration performance of the KPiX chips in different settings and

environments are presented in section 10.2.

The analysis of the run data depends on the triggering operation KPiX is operated in.

All steps presented in the section 9.2.2 also apply to internal triggering data including a

pedestal subtraction, charge conversion and common mode subtraction in order to filter

out common mode noise. In the case of external triggering the common mode also com-

pensates for the pedestal drift present within KPiX which requires a dedicated time depen-

dent pedestal subtraction for internal triggering data. It is shown that the beam itself has

a negligible impact on the overall results which allows the avoidance of dedicated pedestal

runs. The noise that is calculated as σ= M AD ·1.4826 of the true charge distribution Q true

is then used in the strip clustering algorithm as a threshold for the different channels. Once

the true charge distribution is determined, all channels are clustered together in order to

be used as input for the track finding and fitting algorithm described in Section 4.2. As

there is no threshold applied in data taking, the optimal threshold for good clustering ef-

ficiency was determined to be (S/N )strips ≥ 2 and (S/N )clusters ≥ 4 as they provide the best

clusters in terms of efficiency, fake rate and average cluster size. The results gathered from

the external triggering data are presented in section 10.4, section 10.5 and chapter 11.

Data gathered using the internal trigger uses the same steps as the external triggering

data, though a known flaw within the KPiX can result in large amounts of noise triggers

even at extremely high thresholds in what is referred to as a monster event making the sys-

tem unusable for operation at the test beam. A dedicated monster event suppression has

to be applied in order to even make the system usable at the test beam which results in

the disabling of large amounts of channels in order to lower the effective internal triggering

threshold to improve the overall efficiency. Noise hits can further be filtered out through a

comparison in the minimal trigger time difference between the internal and external trig-

ger timestamps which, for signal, has to be between 2 and 3BCC. The difficulties and the

results when working with internal triggering are presented in section 10.3.



Chapter 10

Module Performance

As mentioned in chapter 7, a total of 22 functional Lycoris modules have been assem-

bled at DESY. An overview of their performance is presented here.

10.1 Operational Performance of the KPiX

Each Lycoris module is equipped with two KPiX ASICs which have shown asynchronic-

ity in operation. This manifests itself in an asynchronous data readout from the ASIC. This

resulted in crashes in an older version of the DAQ when reading out multiple KPiX ASICs.

The behavior was specific to certain KPiX ASICs. Some KPiX can be operated together while

some cannot. This issue was not encountered in previous generations of the KPiX ASIC and

has been investigated in detail here.

To investigate, oscilloscope probes were connected to the different signal lines of two

KPiX which are unable to be operated together. These lines are shown in pink and yellow

in the following plots. A current probe is connected to the analog supply line in order to

visualize the different KPiX operational states. The analog supply line current is shown in

green. A KPiX operation phase switch is visible in that the different changes draw different

operational currents.

Anomalies were found for many different KPiX. This is exemplified here by the S59-1

and S59-2 data readout. Shown in Figure 10.1 is one oscilloscope picture with the afore-

mentioned probes attached. No particular asynchronicity is visible on this time scale in

none of the signal or supply lines.

A more detailed look, as shown in Figure 10.2, reveals that while both KPiX appear to

go through the same phases at the same time, the two systems are not fully synchronous in

that the data readout of both KPiX is shifted slightly relative to each other in time. As both
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Figure 10.1 – Probe of the analog current (green) and the data readout lines of KPiX S59-
1 (pink) and KPiX S59-2 (yellow) during an acquisition cycle. The small box on top of the
picture reflects the full acquisition cycle with the azure box showing the zoomed area of the
acquisition cycle that is shown in detail in the larger picture.
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Figure 10.2 – Probe of the analog current (green) and the data readout lines of KPiX S59-1
(pink) and KPiX S59-2 (yellow) during an acquisition cycle. The zoom is focused on the end
of the digitization phase and the start of the readout phase of the acquisition cycle.

KPiX run on the same analog voltage lines (see section 6.5.1) the green line in the figures

show the combined current required for both ASICs. A double peak structure is visible in

the analog current. The peak signals the end of the digitization phase and start of the data

readout phase. The time difference between the two peaks align with the time difference of

the two data readout streams meaning that the KPiX end their digitization phase at different

points in time.

No further abnormal structures were be observed within the acquisition cycle and the

KPiX appear to be synchronous until the end of digitization. This strongly hints to an issue

in the pre-charge and digitization phase. Tests with the system showed, that by reducing

the software induced delay between the end of acquisition phase and the start of the pre-

charge and digitization phase to a value below 16 clock cycles, the asynchronicity of the

system could be resolved allowing multiple KPiX to be operated together.

The reason for this behavior is not understood. It is suggested to lie within the digital

core of the KPiX ASIC but was not seen in the previous iterations of the KPiX ASIC and

no changes in the digital core have been implemented in between the versions. While the

problem was solved by reducing the delay between the two phases, an additional safety

mechanism was added in which the DAQ can continue running even when data readout
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is asynchronous. Such events are flagged by the DAQ and, while not used for any data

analysis, can be used to further investigate the cause of this behavior.

10.2 Calibration Performance

The digital response to charge injection in calibration is taken in order to determine the

quality of a Lycoris module (see section 9.2.1). Typically, calibrations are performed for all

four of the buckets, the analog storage capacitors (see section 6.2.2), within the KPiX ASIC.

During tests of the system it was noticed, that in most cases no bucket beyond bucket zero

showed acceptable calibration performance which was unexpected.

The digital response for different injection values of a single channel of KPiX S59-1 for

bucket zero and bucket one is shown in Figure 10.3a and Figure 10.3b respectively. Bucket

zero shows the expected linear digital response to the injected charge. Bucket one however

shows, that not only is there no linear increase with increased injection charge, the digi-

tal response is the exact same value for different injection charge. Under normal circum-

stances slight fluctuations based on noise in the Wilkinson ADC are expected, indicating

something is wrong with data writing or reading within the KPiX. This behavior henceforth

referred to as stale data.

The distribution of all slopes for KPiX S59-1 is depicted in Figure 10.4. It shows that

a large amount of channels with slope of zero is present for most higher bucket channels

making them unusable for data taking. It can be identified whether the issue is the same for

all channels by looking at the distribution of the Pearson Correlation Coefficient (PCC (9.5))

which is not defined in the case that for each value of x the value of y is the exact same as

is the case for stale data. The different PCC values are shown in Table 10.1. Bucket zero has

no channels with stale data while the rest of the buckets all have more than 700 channels

recording stale data. This is the same for all other KPiX, indicating that the issue is limited

to higher buckets.

Bucket No. of stale data channels

0 0.0%

1 84.8%

2 74.6%

3 77.1%

Table 10.1 – Pearson correlation entries
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(a) Bucket zero (b) Bucket one

Figure 10.3 – Digital response to injected charge during calibration.

Figure 10.4 – Slope distributions for all 1024 channels of S59-1 for the four different buckets.
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Figure 10.5 – Slope distributions for all 1024 channels of S42-2 for the four different buckets.

As all buckets are supposed to be identical within the KPiX, no clear explanation for this

behavior could be brought forth. An issue with the DAQ system could be ruled out as, while

the DAQ is common, the stale data is not present for all KPiX ASICs. As an example, Fig-

ure 10.5 shows the slope distributions for a KPiX S42-2 within the same cassette. The slope

distributions for this KPiX show only minor differences between the buckets. Both data sets

were taken at the exact same time and under the same conditions ruling out environmental

effects or potential changes in system setup or configuration.

A hint to a possible reason for this behavior was identified when mapping the distribu-

tion of slopes onto the KPiX channel space to produce a top down view onto the backside

equivalent to the sketch in Figure 6.10. While for bucket zero (see Figure 10.6a) the general

behavior is fairly random with a few channels located closer to the top edge showing an in-

creased slope, bucket one (see Figure 10.6b) shows a clear pattern in that channels located

further away from the connection pads are more likely to show stale data in calibration.

Furthermore, in this projection the analog power input is located closer to the lower half of

the distribution which would imply that increased distance to the analog power is respon-

sible for this behavior.

A possible reason for this behavior is that a latch within the KPiX never gets to clear

because the amplitude drop off edge is too slow as a result of an insufficient power bus.

This latch is responsible to clear the data after the amplitude drops to zero. This clearing of
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(a) Bucket zero (b) Bucket one

Figure 10.6 – Slope distributions mapped to the location of the channel on KPiX S59-1 for
two different buckets.

the data does not happen, resulting in the same data being read out. This is inherent to the

KPiX chip and cannot be removed though a potential workaround was identified.

Preliminary tests with some of the Lycoris modules used during the test beam cam-

paigns show a large improvement to the linearity of the digital response to charge injection

for many channels when increasing the pre-charge clock period. Figure 10.7 shows the cal-

ibration slopes for bucket one on S43-2 for the previously used pre-charge clock and for

a pre-charge clock period that was doubled. It shows a clear improvement and this could

potentially be used to improve the efficiency of the system by allowing multiple particles

to be registered within an acquisition cycle. This could not be studied more extensively

within the time frame of this thesis as the option of increasing the pre-charge clock only

became possible due to a recent DAQ firmware change. Hence, all results presented here

are focused on the performance of bucket zero.

There is also a large discrepancy in the bucket zero calibration performance between

different Lycoris modules. Of the 22 assembled Lycoris modules, only about 10 show ac-

ceptable calibration performance with fewer than 10% faulty channels. Only those Lycoris

modules were used during the test beam campaigns.

The operational mode of the KPiX, specifically the duration of the start-up phase, was

found to impact the performance of the KPiX calibration. Figure 10.8 shows the calibration

performance of KPiX S43-1 for different start-up phase durations. The start-up phase is

stretched between three to six times the default value. The largest impact is visible when

going from the standard time to a time stretched by a factor of three. The number of chan-

nels with faulty calibration is reduced by a factor of 25 from 250 to 10 channels. Further



170 Module Performance

Figure 10.7 – Calibration slopes for S43-2 bucket 1 for different pre-charge clock values.

Figure 10.8 – Calibration slopes of S43-1 in high gain operation for different start-up phase
durations.
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Figure 10.9 – Calibration slopes of S40-1 in high gain operation for different start-up phase
durations.

increase in the start-up phase leads to more faulty channels. By comparison, Figure 10.9

shows the same data with differently stretched start-up phases for KPiX S40-1, that al-

ready had a good calibration performance at the standard start-up phase duration. For

this KPiX the linearity of the calibration response slowly degrades with increased start-up

time phases similar to what S43-1 shows after its improvement when going from the stan-

dard duration to the three times stretched start-up. All 12 KPiX tested like this show the

same behavior and considering the improvement to S43-1 this could be used to recover the

performance of other Lycoris modules that were previously deemed unusable though the

tests to that extent could not be conducted within the time frame of this thesis.

10.2.1 Humidity Influence

In preparation for a test beam campaign in which the best Lycoris were identified, a

large discrepancy in Lycoris module performance was found between measurements per-

formed in the Laboratory and in area T24/1. This can be seen in the calibration slope dis-

tribution depicted in Figure 10.10. The KPiX performs significantly better at the test beam

compared to the laboratory. After ruling out potential differences in power supplies, shield-

ing or influences from ambient devices, the only noticeable difference between the two

measurements was found found to be the ambient humidity.
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Figure 10.10 – Calibration slopes of S53-1 in normal gain operation in the laboratory and
area T24/1 at the DESY II Test Beam Facility .

The measurements in the laboratory were performed in a non climate controlled room

where, later onm high humidity levels were noticed. Measurements at the test beam were

performed with the system permanently kept dry by flushing the inside of the cassette with

boiled off nitrogen. Additionally, fluctuations on the daily performance of the Lycoris mod-

ule calibration were noted that could not be explained. These fluctuations also disappeared

once the system was operated with boiled off nitrogen further indicating that humidity has

a noticeable impact on the calibration performance of the system. These observations mo-

tivated the following studies into humidity.

Climate Chamber

To quantify the influence of humidity, measurements were performed using a SH-242

climate chamber from ESPEC [96]. It has inner dimensions of 300mm×250mm×300mm

and is capable of full temperature control between −40◦C and 150◦C. The humidity within

the climate chamber can be varied between 30% and 95% relative humidity (RH) which is

defined as the partial pressure of water vapor to the equilibrium vapor pressure of water.

The equilibrium vapor pressure of water is dependent on the temperature. A picture of

the opened climate chamber with the dark box housing the Lycoris module is shown in

Figure 10.11. The dark box shields the Lycoris modules from light, which would increase
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Figure 10.11 – Picture of the opened climate chamber with the styrofoam dark box which
houses the Lycoris module during operation.

the dark current of the Lycoris module and skew the measurement results.

A picture of the opened dark box containing a Lycoris module is shown in Figure 10.12.

In contrast to the other measurements, no cassette board is used to connect power and

signal, as they had been unavailable at that time. Therefore, the measurements were per-

formed with an adapter board which allows the connection of wires to the Kapton Flex

Cable. The power and bias are applied without filtering by a TTI [97] and a Keithley [98]

source meter. A bias of 70V is set for all measurements.

To ensure that the climate chamber performs as expected, a Fluke 975 AirMeter [99]

is placed within the climate chamber outside the dark box at different humidity levels in

order to verify that the set humidity is achieved. The relation between the set humidity

of the climate chamber and the measurement of the external humidity sensor is shown

in Figure 10.13. The expected one to one correspondence is shown in the dashed lines

and is not fully reflected by the measurements of the external device. At lower values the

measured humidity is higher than the set humidity while at higher values the measured

humidity is lower than the set humidity. The humidity within the room was measured to

be 55%RH, as such it is possible that the inside and outside of the climate chamber are not

perfectly isolated from each other.

As the measured humidity is not far from the set humidity, considering the measure-
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Figure 10.12 – Picture of the inside of the styrofoam darkbox with a single Lycoris module
and adapter board which replaces the cassette board in the system setup.

ment accuracy of the devices, the differences were deemed not significant. As such all hu-

midity levels shown in measurements are based on the set humidity of the climate cham-

ber. For all measurements, the dark box is kept open for a duration of one hour after setting

a new humidity level to ensure that the humidity within the dark box and the surrounding

climate chamber are in equilibrium. The temperature within the climate chamber was kept

at a constant 20◦C.

Humidity Results

The fits performed in all measurements here are used as one of the two quality criteria

mentioned in section 9.2.1, those being the fit slope and the pearson correlation coefficient

of the distribution. The overall quality of the fit and its χ2 are not important. The fits are

simply used as a way to show the impact of the different humidty for a channel and to guide

the eye. No results that fall outside of the quality criteria set in section 9.2.1 are used in any

further analysis steps and the slope is only used to show the development of the channel

performance for different levels of humidity.

Figure 10.14 shows the slope distribution for S41-2 at different levels of humidity, rang-

ing from 25%RH to 95%RH . The overall amount of channels with faulty calibration in-

creases as the humidity increases. Studying the single channel calibrations, three cases be-

come apparent that are highlighted in Figures 10.15 to 10.17. Figure 10.15 depicts a channel
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Figure 10.13 – Relation between the set humidity of the climate chamber and the measured
humidity of the external device.

Figure 10.14 – Calibration slopes for S41-2 for different levels of relative humidity.
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Figure 10.15 – Calibration of S41-2 channel 557 for different levels of relative humidity. The
dashed lins are the linear response fit from which the slope is extracted.

which is undisturbed by the influence of the increased humidity with a similar calibration

slope at every level. Figure 10.16 shows a channel with a gradual decrease in the digital re-

sponse relative to the injection charge with increased humidity levels. Lastly, Figure 10.17

shows heavy fluctuations in the digital response between different injections.

A pattern emerges, when mapping slopes of S41-2 onto the KPiX ASIC as is shown in

Figure 10.18a and Figure 10.18b. The pattern is similar to the non connected channels

(see Figure 6.10) but differs slightly in details as the central columns do not align perfectly

with which channels are connected and which are not. Furthermore, this is not the case

for all KPiX. For S41-1, shown in Figure 10.18c and Figure 10.18d, no pattern is present.

The degradation of the channels digital response to injected charge is randomly distributed

over the whole ASIC.

In addition to the different behavior between the two KPiX on S41, the measurements of

the KPiX on S34 show no apparent influence of humidity on their calibration performance

as is shown in Figure 10.19. It is unclear why that is the case, though it becomes apparent

that channels for which the digital response to injected charge is not perfectly linear at low

humidity levels are more easily affected by changes in the humidity. Chips like S34 which

show a "better" performance seem to be more robust.

Furthermore, Figure 10.20 shows the slope distribution of S41-2 at 25%RH, 95%RH and
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Figure 10.16 – Calibration of S41-2 channel 200 for different levels of relative humidity.
The dashed lins are the linear response fit from which the slope is normally extracted. In
this case they are simply there to guide the eye as to the overall development of the digital
response for increased humidity

Figure 10.17 – Calibration of S41-2 channel 898 for different levels of relative humidity. The
dashed lins are the linear response fit from which the slope is extracted.
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(a) S41-2 at 25%RH (b) S41-2 at 95%RH

(c) S41-1 at 25%RH (d) S41-1 at 95%RH

Figure 10.18 – Calibration slopes mapped onto KPiX space. The white blocks fall outside
the z-range and are located at or below zero.
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(a) S34-1 (b) S34-2

Figure 10.19 – Calibration slopes for S34 for different levels of relative humidity. The nega-
tive slopes are a result where the response to an early charge injection is as expected but at
later injections the no response is seen resulting in a negative slope of the linear regression.

at 25%RH after exposure to the 95%RH environment. It shows that once exposed to a high

humidity environment, the Lycoris modules performance is impacted beyond the mea-

surement at high humidity levels. One explanation is water attachment to the surface of

the Lycoris module that is not removed once taken out of the high humidity environment

meaning, for the best performance, any potential water attached to the sensor surface

needs to be removed.

Module Drying

Lycoris modules are typically stored within a nitrogen environment with a relative hu-

midity of 35%. This value is set to avoid the buildup of static electricity during storage.

Studies were conducted during which all Lycoris modules were baked within a vacuum

drying oven at 60◦C before installation into the cassette system where they are constantly

flushed with dry air or boiled off nitrogen. This is done to ensure that no humidity is at-

tached to the Lycoris module.

Similar to the humidity measurements, the Lycoris modules react differently to the bak-

ing which is exemplified here by Lycoris module S33.

Figure 10.21 histograms the calibration slopes for all channels of S33 after different

stages of baking. Both plots show similar behavior in that the black points show the mea-

surements right after taking the Lycoris module out of storage before any baking. In either

case they have close to zero channels with an expected slope distribution. The longer the

baking procedure continues the more channels improve to their expected slope values with
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Figure 10.20 – S41-2 calibration slope distribution at 25%RH, 95%RH and at 25%RH after
exposure to the 95%RH environment.

S33-2 recovering close to all channels after 72 hours of baking. S33-1 on the other hand

shows only minor improvements during the baking procedure. Barely any channels reach

the expected slope value of ≈ 14ADC/fC.

A detailed look at the charge response to the injection for different stages of baking (see

Figure 10.22) reveals that the baking recovers not only the linearity between the injected

charge and the digital response but also the overall digital response value for lower charge

injection values.

A possible explanation for this behavior is that increased humidity results in a reduction

of the surface resistance. In other work such as [100] [101] and [102] it was noted that higher

ambient humidity values impacts the charge losses as measured from Transient Current

Technique (TCT) [103][104] measurements on p+ in n sensors. The measurement results

are not exactly comparable as the measurement are done to determine how much of the

charge generated within the sensor is collected within the integration time whereas in our

system the charge is generated on chip and simply transferred to the amplifier. Nonethe-

less, in [100] the sheet resistivity of the sensor was determined to be a factor 120 higher

in the dry environment compared to the humid environment. A study performed by the

ATLAS collaboration on the ATLAS12EC and ATLAS17LS sensors shows a similar effect of

higher humidity values decreasing the sheet resistivity [105]. It is shown in Figure 6.13 that
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(a) S33-1

(b) S33-2

Figure 10.21 – Calibration slope distribution for all channels of the KPiX on S33 after dif-
ferent levels of baking.
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Figure 10.22 – Calibration slope for channel 557 of S33-2.

the input line connecting the amplifier to the bump pads and sensor surface is not decou-

pled during calibration. It is therefore possible that an increase in humidity and subsequent

lowering of the sheet resistivity could result in the charge accumulated on the calibration

capacitors to leak through this connection resulting in no or lowered charge injected into

the amplifier. The different behavior of different KPiX is possibly due to slight differences

in the passivation layer sheet resistances. Further studies of this were not possible due to

the limited time the climate chamber was available.

Because of the potential negative impact on the performance, all measurements at the

test beam are performed in a dry environment. This is achieved by flushing the Lycoris

cassette with dry air or boiled off nitrogen.

10.3 Internal Triggering Results at the Test Beam

As mentioned in section 9.2.3, the performance of the internal triggering of the system

is mostly given as a measure of how low the internal triggering threshold can be set while

suppressing the generation of monster events. Figure 10.23 shows in black the number of

triggers normalized to the number of acquisitions for bucket zero of S59. The triggers are

mapped against the Lycoris module strip number and a DAC threshold of 200 which is

the equivalent of a charge threshold of approximately 8fC. The expected most probable
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Figure 10.23 – Number of triggers normalized to the number of acquisitions for S59 shown
against the sensor strip number for a threshold of 200 DAC. The channels with spikes rel-
ative to the baseline are primary candidates for channels that cause monster events. Only
one half of the sensor is activated in the green plot resulting in no triggers for the right half
of the plot. The overall lowered amount of triggers even in the left half indicates unwanted
cross talk between the two KPiX.

charge deposit of a MIP within the sensor is approximately 3fC. Using this setup, the system

already registers a signal above the threshold in about 25% of all cases for every single strip

which is the result of monster events being induced. The difference in the levels between the

right and left halves of the Lycoris module are the result of them being read out by different

KPiX chips. The spikes present in the normalized number of triggers are most likely the

channels which cause the monster events as they trigger even in cases where the chip has

not caused a monster event. To use the system for track finding, the level of noise triggers,

as well as the DAC trigger threshold needs to be reduced significantly. When reducing the

threshold to 230DAC = 3.23fC the entire system registers a trigger without any input signal

making it impossible to use the system for track finding and fitting.

Monster events are a known flaw of the KPiX chip used for the Lycoris modules, though

in previous use cases the issue was shown to be much less severe with the system being

operational at much lower DAC thresholds [95] and strong enhancement of monster events

must be a result of the way the ASIC is used for the tracker sensor. One difference is that

in previous applications each KPiX was on an independent power line. Power consump-
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tion is expected to rise sharply during the induction of monster events and both KPiX are

connected together via their power and ground lines on the Lycoris modules. It is there-

fore possible that the induction of monster events in one KPiX can impact the noise perfor-

mance in the other KPiX resulting in unwanted noise triggers that can then result in further

monster events.

The sensors can be operated with only one of the two KPiX active. This is depicted in

the green plot shown in Figure 10.23 for the exact same threshold as before. When only

one KPiX is active, the system registers almost no triggers except for a few channels lo-

cated mostly at the edge. This gives credence to our previous assumption of the KPiX being

coupled to one another via the power/ground lines on the Kapton Flex Cable increases the

noise of the system.

Plans exist for a new Kapton Flex Cable which has all power and ground lines separated

between the different KPiX. Tests are planned to redo these measurements once a new Kap-

ton Flex Cable is produced. This cable is intended to be used to assemble the remaining two

Lycoris modules though this was beyond the time frame of this thesis.

10.3.1 Monster Event Suppression

As mentioned in Section 9.2.3, a monster event can be induced by any of the channels

reset current. The exact mechanism behind the monster events has not been proven at

the point of writing and as such the level at which a channel can cause monster events is

not well understood. Channels showing a large amount of triggers at very high thresholds,

indicating high noise, are disabled as they are deemed the most likely candidate for the

induction of monster events. In order to determine these channels a gradual disabling is

performed though the disabling scheme which has to be adjusted iteratively and depends

on the results gathered in each step shown here. The process steps are:

1. Disabling of all channels not connected to a strip (104) per KPiX as well as any chan-

nels with a calibration slope ≤ 3ADC/fC and/or a PCC below 0.9 (see section 9.2.1).

2. Setting DAC threshold to a high level during which the system is not triggering for

every acquisition. The actual level at which this is achieved depends on the KPiX

noise performance and must be determined ad hoc via a gradual increase.

3. Determining channels which trigger more than 10% of the time. These channels are

then disabled.
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Figure 10.24 – Number of triggers normalized to the number of acquisitions for S59-1
shown against the sensor strip number for a threshold of 230DAC = 3.23fC for three dif-
ferent channel disabling maps.

4. Raising of the DAC threshold level until once more channels with more than 10% of

triggers appear which are once more disabled.

This is repeated until either, a reasonable threshold level is achieved, or a significant por-

tion of all channels is disabled. Unfortunately both an increase in thresholds as well as

an increase in the number of disabled channels negatively affects the performance of the

system and a compromise has to be made.

The effect of the disabling of channels can be seen in Figure 10.24. It shows the num-

ber of triggers normalized to the number of acquisitions for distribution with increasing

amounts of channels disabled. The amount of triggers reduces drastically from an average

trigger rate of close to 1.01 down 0.0. The performance differs significantly between differ-

ent Lycoris modules which can be seen in Figure 10.25 for S43-2 which shows a significantly

better trigger rate with only 195 channels disabled already reaching a trigger rate of close

to 0.0 for all channels. This is similar for all of the other four Lycoris modules tested via this

method.

Ideally, a balance would have to be struck in which the system can be operated at a

threshold of 241DAC ≈ 1.48fC without too many channels being disabled. This was found

1meaning that every channel triggers once per acquisition
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Figure 10.25 – Number of noise triggers normalized to the number of acquisitions for S43-2
shown against the sensor strip number for a threshold of 230DAC = 3.23fC for three differ-
ent channel disabling maps.

to not be possible witout requiring at least 50% of all channels to be disabled in all KPiX,

making internal triggering operation for the telescope impossible as either way the overall

efficiency and spatial resolution of the telescope would be below the requirements set in

section 6.1.

The system was tested within the electron beam with only one half of all KPiX active

and the significantly reduced active number of channels at a threshold of 230DAC in order

to determine whether the system is at all responsive to the beam in internal triggering and

to determine what efficiency could be reached.

10.3.2 Beam Test

Figure 10.26a depicts the number of triggers within S59 once with beam particles pass-

ing through the Lycoris module and once without. The x-axis was changed from the strip

number to the local hit position to make it easier to compare results between different Ly-

coris moduels as for flipped modules the higher strip numbers correspond to the same

local position as the lower strip numbers of unflipped modules (see section 8.1). The dis-

tribution with beam particles shows significantly more triggers, though a beam spot is not

visible in the results gathered by S59.
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(a) S59 (b) S43

Figure 10.26 – Number of triggers normalized to the number of acquisitions for two Ly-
coris modules shown against the local Lycoris module position for a threshold of 230DAC =
3.23fC with beam in black and without beam in green.

By comparison, Figure 10.26b shows a clearly visible peak located at around −23mm

in the run with beam which is not present in the run without any beam. The distribu-

tions without beam are the same as the green distributions shown in Figure 10.24 and Fig-

ure 10.25 which are simply used to show at a glance the impact of the beam. Both KPiX

show a significant increase in the amount of triggers in the run with beam relative to the

run without beam. This proves that the system is responsive to signal in internal triggering

operation.

While the amount of triggers is significantly higher, this does not mean that all recorded

triggers are necessarily generated directly by charge deposition from the beam. When a

channel triggers due to the beam it is possible that the reset of this channel also triggers

monster events which are slightly shifted in time to the initial trigger. In order to determine

the systems efficiency these hits need to be removed. This is done by filtering out all triggers

that are not correlated in time to the externally recorded trigger time (see section 9.2.3).

Using this cut transforms the distributions of of Figure 10.26a and Figure 10.26b to the

distributions shown in Figure 10.27a and Figure 10.27b. The plots show the triggers which

are coincident with an externally received trigger indicating a particle passing through.

This has a large impact on the statistics of the plot and while the overall form of Figure 10.27b

is close to unchanged, for Figure 10.27a it results in a distribution which more closely re-

sembles the expected structure compared to before.

For simplicity, every hit that was filtered out is considered noise, while every hit that

is left over is considered signal. With that assumption, a rough upper limit of the system
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(a) S59 (b) S43

Figure 10.27 – Number of triggers normalized to the number of acquisitions with the re-
quirement that an external trigger was recorded two to three BCC after the internal trigger
for Lycoris modules shown against the local Lycoris module coordinate for a threshold of
230DAC = 3.23fC.

Lycoris module Entries

59 408

43 1453

40 491

46 465

47 467

48 683

Table 10.2 – Timed internal trigger entries for the six different Lycoris modules.

efficiency in internal triggering operation can be determined by comparing the number of

registered particles listed in table 10.2, with the expected number of registered particles.

The expected number of registered particle is determined based on the number of reg-

istered external triggers per acquisition that is portrayed in Figure 10.28. The distribution

of externally received triggers per acquisition has a mean value of about 6 which means

that a fully efficient system would record a total of:

N100% ≈ 6 ·Nacq.cycles ≈ 60000, (10.1)

particles in each Lycoris module.

Assuming that all triggers recorded after the time quality cut are valid triggers gives an

efficiency in internal triggering of 0.68% to 2.42%. To reconstruct a single track with low ef-
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Figure 10.28 – Number of how often a certain amount of external triggers were recorded
within a single acquisition cycle

ficiencies as given here would require about 1010 tracks proving that the system is unusable

without significantly lower thresholds.

The system needs to be able to be operated at a much lower effective threshold 2 in

order to increase the efficiency. This would require a new chip design which inhibits the

induction of monster events and any track finding and fitting with the current system in

internal triggering operation is unfeasible.

As this is not so much an issue of the sensor but more of the ASIC, conclusions on the

sensor performance are instead drawn from the external triggering performance which,

because a trigger is only recorded once an external device has sent out such a trigger, is un-

affected by monster events unless coincidentally a trigger is acquired at the exact moment

the reset current from the previous trigger is active which is exceedingly unlikely.

10.4 External Triggering Performance

The external trigger operation is the main user operation for the system due to the pres-

ence of monster events in internal triggering. As such, characterizing this operational mode

2The threshold given in DAC values is relative to a 2.5V baseline and as such a lowered DAC threshold
results in a higher effective threshold to the charge deposition.
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Figure 10.29 – Distribution of 1840 noise values for the strips of sensor S47 recorded during
the July 2019 Test beam campaign in Area T24/1. The value of noise for each strip is given
by σ= M AD ·1.4826 of the true charge distribution.

is the central study in this thesis.

10.4.1 Noise Study

During external triggering, signal is differentiated from noise via an elaborate analysis

as opposed to the on-chip-based noise-filtering threshold of the internal triggering opera-

tion. For an external triggering operation the system noise is determined by the width of

the pedestal after ADC to charge conversion, pedestal subtraction and common mode sub-

traction. It is calculated viaσ= M AD ·1.4826 through use of the Median Absolute Deviation

(MAD) (see section 9.2.2).

Figure 10.29 shows the noise distribution calculated via the MAD (9.7) of the pedestal

for wire-bonded sensors that are not yet glued into the frames, at high gain, in standard

operation, at the DESY II Test Beam Facility. Most channels have a noise value close to

N = 0.2fC. The distribuition of noise for all 1024 channels shows a tail to larger noise values.

This is true for all of the sensors operated at the DESY II Test Beam Facility, with variations

in the extension of the tail and position of the peak.

Figure 10.30 shows the noise of the the sensors mapped to the sensor space such that

strip 0 and 1840 are at opposite edges of the sensor. Multiple noise peaks are found in
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Figure 10.30 – Noise values of channels mapped to the sensor strip numbers for S47
recorded during the July 2019 Test beam campaign in Area T24/1

the central region of the sensors. Mapping the channel noise to the channel locations in

KPiX space, a clear connection between the different noisy channels becomes apparent

(see Figure 10.31). All channels with increased noise are located close to the power and

signal pads in KPiX space indicating noise induced by either the power lines or the signal

lines. The LVDS amplitude of the clock and trigger lines have been reduced as a result to

avoid noise induction. It cannot be ruled out that the noise is a result of cross talk between

the two KPiX via their analog and digital power lines as was shown to be present in internal

triggering operation (see section 10.3.1).

Measurements performed during the test beam campaign in March 2020 include the

dampened LVDS amplitudes. In addition, during the March 2020 test beam campaign, all

sensors have been glued into the frame, finishing the Lycoris module assembly. The noise

distribution for S47 during the March test beam campaign depicted in Figure 10.32 has a

similar location for the main peak. However, more channels located in the tail of the dis-

tribution. Looking at the noise mapped to the strip number (see Figure 10.33) shows that,

while the central peak distribution for the right half is lowered, it is still present and of simi-

lar size to the peak for the other side. This is true for all Lycoris modules tested and indicates

that the LVDS lines were not responsible for the noise. Furthermore, all channels show a

more erratic behavior compared to the July 2019 data. In addition, the edges of the Lycoris
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(a) S47-1 (b) S47-2

Figure 10.31 – Noise values of channels mapped to KPiX channels recorded during the July
2019 Test beam campaign in Area T24/1.

Figure 10.32 – Distribution of 1840 noise values for the strips of sensor S47 recorded during
the March 2020 Test beam campaign in Area T24/1. The value of noise for each strip is given
by σ= M AD ·1.4826 of the true charge distribution.
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Figure 10.33 – Noise mapped to the sensor strip numbers for S47 recorded during the
March 2020 Test beam campaign in Area T24

module show increased noise that was not present beforehand. The noise mapped to the

KPiX are depicted in Figure 10.37b and Figure 10.37a. The effect of increased noise in the

edge of the Lycoris modules could be a result of newly made coupling between the float-

ing cassette and the Lycoris modules as the edge with increased noise is where the Lycoris

modules are screwed into the cassette. However the edge channels are also located furthest

from the power pads meaning it cannot be ruled out that this is an effect of the distance to

the power connection similar with the stale data issue encountered in section 10.2 though

this does not explain why it was not present until the sensors were glued into the frame.

Investigation into whether a grounding of the cassette could help remedy this increase in

noise were planned but could not be completed for this thesis.

Lastly, measurements performed during the August 2020 test beam campaign show sig-

nificantly improved noise performance as is shown in Figure 10.35 to Figure 10.37. Espe-

cially the noise spikes that were present in the March 2020 test beam campaign run Fig-

ure 10.33 are significantly suppressed in the August 2020 test beam campaign as shown in

Figure 10.36. No changes were performed to the system except:

• The KPiX opening window was adjusted to start at 4000 BCC and end at 8191 BCC

as opposed to the typical start at 1000 BCC and end at 4000 BCC which is explored

further in Section 10.4.1.1.
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(a) S47-1 (b) S47-2

Figure 10.34 – Noise mapped to KPiX channels recorded during the March 2020 Test beam
campaign in Area T24.

• The Chiller used for the AZALEA water cooling was moved further away from the sys-

tem and connected into a separate power plug as other groups have reported noise

being coupled into their system via this connection [106].

While the time window affects to overall noise within the system, it does not impact specific

channels more than others (see Section 10.4.1.1).

The most likely candidate for the noise is insufficient filtering of noise on the power

lines resulting in noise injection that was reduced by removing the chiller from the same

power lines. As the selection of clusters is done at a threshold of four times the noise value

this results in an effective hit threshold of about 0.8fC for most channels which is far below

the MPV for charge deposition of 3fC.

10.4.1.1 Noise time structure

As mentioned in Section 8.3, standard KPiX operation is chosen to run from 1000 BCC

to 4000 BCC. The reason for this choice lies within the noise performance of the ASIC at

different timing windows. The effect of different time windows was tested in the laboratory

using the same Lycoris modules as used during the March 2020 test beam campaign. The

measurements were performed using internal trigger inhibitions within KPiX while using

an external auto trigger with a 48Hz trigger frequency generated by the AIDA TLU. This en-

sures that for the longest time window of 0 to 8191BCC the system is guaranteed to have a

trigger in each acquisition. The KPiX and the trigger are not synchronized to one another.

This means, that the trigger will shift relative to the KPiX acquisition for each new acquisi-
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Figure 10.35 – Distribution of 1840 noise values for the strips of sensor S47 recorded during
the August 2020 Test beam campaign in Area T24/1. The value of noise for each strip is
given by σ= M AD ·1.4826 of the true charge distribution.

Figure 10.36 – Noise mapped to the sensor strip numbers for S47 recorded during the Au-
gust 2020 Test beam campaign in Area T24
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(a) S47-1 (b) S47-2

Figure 10.37 – Noise mapped to KPiX channels recorded during the August 2020 Test beam
campaign in Area T24.

tion, ensuring that the triggers can happen in the entire opening window. In addition, even

when two triggers are close together within the KPiX cycle, the system was powered down

in between the two measurements due to power pulsing which should decouple the results

from one another.

The effect of the different opening windows on the noise is exemplified in Figure 10.38

which shows the noise distribution for all 1840 connected strips S47 using different time

windows. The largest window ranging from 0 to 8191BCC shows the overall highest amount

of noise where the peak is located at higher noise values, is wider and possesses a longer tail

to large values which is similar to results of the window from 1000 to 8191BCC though the

mean noise is slightly lower. When limiting the end point of the measurement to 4000BCC,

more channels are located in the peak as opposed to the tail of the distribution. Finally,

when limiting the window to a late opening from 4000 to 8191BCC the largest effect is seen,

in that not only do more channels move from the tail to the peak, the entire peak gets shifted

downwards to lower values. The mean noise of the four opening windows can be found in

Table 10.3 and based on the improved mean noise performance the window of 4000BCC to

8191BCC is used to determine the Lycoris module performance.

All channels show a similar reduction in noise when adjusting the time windows to later

within the KPiX acquistion cycle (see Figure 10.39). Comparing two data sets with the same

1000 to 4000 BCC opening window which were taken a few days apart to one another (see

Figure 10.40) shows that the noise spikes in the center are not dependent on the time open-

ing window. It seems most likely that while the systems noise performance differs between

the different opening windows, the appearance of the noise spikes is related to noise in-
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Figure 10.38 – Noise distribution of S47 for different time opening windows.

Opening Window Mean Noise

0−8191BCC 0.24fC

1000−8191BCC 0.23fC

1000−4000BCC 0.22fC

4000−8191BCC 0.18fC

Table 10.3 – Mean noise for different opening windows for S47
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Figure 10.39 – Noise plotted against the time at which the trigger was registered within the
KPiX acquisition phase of S47 for different time opening windows.

duced into the system from the outside.

Several aspects of the noise performance for different time windows are not fully under-

stood. Analyzing the noise versus the KPiX time, the time at which the KPiX system received

its trigger within the acquisition cycle many different pictures open up which rarely look

the same between different data sets. The noise plotted against the time within the KPiX

acquisition cycle is depicted in Figure 10.41. The time window from 4000 to 8191 shows

a fairly calm behavior with a parabolic noise development. The noise starts at a value of

0.2fC which gradually reduces to 0.14fC at 6000BCC after which it again rises to 0.2fC at

8191BCC. The other three time windows appear to show two different effects that are su-

perimposed upon one another.

The 1000 to 8191BCC set as well as the 0 to 8191BCC set both have a minimum at

around 4000BCC which rises afterwards. Before 4000BCC the distributions show a more

erratic behavior with irregular noise spikes. Each point represents its own acquisition cycle

meaning that whatever is responsible for the noise generates it synchronous to the KPiX

over a duration of several milliseconds in between which the KPiX is powered down.

Further investigation has shown, that a possible candidate for the noise lies within the

digital back-end of the system. The time of the trigger is recorded via a gray coded (see

Table 5) 13 bit counter. It has been found that the noise in the system shows a correlation to
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Figure 10.40 – Noise plotted against the Strip number of S47 for two different data sets of
the 1000 to 4000BCC opening window in the same laboratory configuration.

Figure 10.41 – Noise plotted against the Strip number of S47 for different time opening
windows.
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Figure 10.42 – Noise plotted against the the gray coded bits. An entry is filled into the
corresponding bin if the bit is set to high at the point of measurement.

how many gray coded bits are set to high (see Figure 10.42). Therefore it cannot be ruled out

that an issue with the digital back-end is responsible for the time correlated noise between

different acquisition cycle as in external triggering operation 1024 bits have to be written

into the register which could result in fluctuations on the power line and consequently

noise injection into the system. Conclusive evidence would have to be gathered from a

simulation of the digital back-end which was not within the time frame of this thesis.

High Gain versus Normal Gain

External triggering measurements were performed in both normal gain and high gain

operation in order to investigate potential performance differences between the two. Fig-

ure 10.43 depicts the noise distribution of S47 recorded during the August 2020 test beam

campaign, once operated in normal gain and once in high gain. In high gain operation the

mean noise in the system KPiX is slightly lower at Nhigh = 0.2fC compared to Nnormal = 0.3fC

during normal gain operation. This behavior is common among all Lycoris modules oper-

ated at the DESY II Test Beam Facility. The most likely explanation is that noise is intro-

duced downstream of the front-end. This height of this noise component is independent

of the gain operation and is therefore lower relative to the signal in high gain than in normal

gain. As a result, all measurements concerning the Lycoris module performance focus on

data taken in high gain operation for its improved noise performance relative to the normal
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Figure 10.43 – Noise distribution of S47 for different gain settings.

gain operation.
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10.5 Tracking results

Tracking results are all results gathered from tracks generated by the AZALEA system.

The Lycoris system was considered a DUT to gain more detailed insight into the sensor sub

structure. For this search, clusters on the Lycoris modules within a distance of yassign =
250µm to the projected track position before any GBL track corrections are accepted and

in the case of multiple clusters within the window the closest cluster is taken. All clusters

hereafter are only those that are assigned to an AZALEA and are referred to as tagged hits .

10.5.1 Charge of Tagged Hits

As mentioned in Section 6.2.1, the sensor has a thickness of 320µm which, based upon

what was mentioned in Section 2.1, results in an expected MPV of 3.6fC (see section 2.1.3).

This expectation is compared with the charge of tagged hits as the assignment to the track

should filter out a significant amount of noise based clusters. The charge distribution of all

tagged hits is shown in Figure 10.44 with a Landau-Gauss convolution fitted to the distri-

bution using ROOFIT. The MPV of the Landau fit results in a value of MPVLandau = 2.82fC

and a mean value of Mean = 3.52fC which is below the expected value for the MPV of 3.6fC.

The reason for this is in parts due to the readout structure of the Lycoris module. Half of

the strips are floating and are read out via the capacitively coupled readout strips. Based on

section 3.1.5, less charge is expected on floating strips as a result of charge loss via coupling

to the back-plane. It was also found, that the AIDA TLU possesses a minimum internal trig-

ger delay of about 140ns [47]. This, in combination with cable delays, could result in the

charge collection of the system being started too late resulting in not all charge being inte-

grated. Unfortunately it was not possible to perform further tests to investigate this cause

further within the scope of this thesis. The slight bump of entries at low charge values visi-

ble in the plot is a result of incorrectly reconstructed clusters and is addressed below.

Charge for Different Cluster Sizes

The determination of whether a cluster is based on a floating strip hit or a readout strip

hit can be done via correlation of the cluster size. For a floating strip the charge is shared

between the two adjacent strips meaning most two strip clusters are the result of a floating

strip clusters, while most one strip clusters are the result of a readout strip clusters.

Figure 10.45 shows the charge of all tagged hits split into the different cluster sizes. The

most apparent effect of splitting the charge into the different cluster sizes is seen for the
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Figure 10.44 – Charge of tagged hits generated by the AZALEA system with a Landau-Gauss
convolution fit.

(a) Cluster size one (b) Cluster size two
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Figure 10.45 – Charge of tagged hits with Landau-Gauss convolution fits, split into different
cluster sizes.
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Figure 10.46 – Sketch showing the sub cell of the SiD sensor.

charge of all size one clusters. There are two separate rise points in the distribution with

the first rise in entries starting at around 0.7fC which flattens out at 1.5fC before rising

once more. The reason for the early rise lies in floating strip hits splitting the charge into

the adjacent strips of which one drops below the S/Nstrip ≥ 2 cut as a result of the significant

variance in the noise of different strips. This indicates a high pollution of size one clusters

with floating strip hits.

The size two cluster distribution does not have any striking features in the distribu-

tion. Comparing the MPV of the Landau distribution between the size one and size two

clusters one can see that the MPV of the Landau distribution is lower for size two clusters

(MPVsize2 = 2.7fC) compared to size one clusters (MPVsize1 = 2.99fC). All clusters of size

three and more show a heavily skewed distribution to high charge values. The reason is that

many of these clusters are a result of large angle scattering and δ electrons, both of which

deposit higher charge within the sensor over a larger area.

Charge based on Track Hit Position

A more reliable method of determining whether a tagged hit is a readout strip hit or a

floating strip hit can be performed using the information gained by the AZALEA telescope.

Instead of relying on the position of the cluster or its size, the local hit position yloc is deter-

mined via the projected track position using the GBL track projection.

The sensor is a regular repeating structure of floating and readout strips and can be

folded back on a two readout strip section to increase statistics. A sketch of such a section

is depicted in Figure 10.46. Using this, a better understanding of the relation between the

cluster size and the hit position is achieved.

Figure 10.47 is a 1D histogram for all tagged hits that were assigned to an AZALEA gen-
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Figure 10.47 – Number of clusters on the sensor sub-cell split into different cluster sizes.

erated track split into different cluster sizes. The x axis of the histogram shows the local

track hit position as determined by the AZALEA telescope projected to the sub cell shown

in Figure 10.46. Half of the readout strips are located at 0µm and 50µm with the floating

strips at located at 25µm. The histogram shows the expected connection between the hit

position and the cluster size though it also shows that while there is a correlation, a signifi-

cant portion of size one clusters are located near a floating strip and vice versa. For clusters

with three or more strips the distribution is slightly favored towards to center as a result of

two hit floating clusters being assigned as three hit by adding a noise strip to the cluster

though with a fairly flat distribution as the occurrence of delta electrons is independent of

the position hit.

Using the cell sub-structure the readout and floating strip hit are defined based on the

hit location of the track within the sub cell ysub−cell.

• Readout hit: If the projected hit location within the sub cell is located at:

ysub−cell < 12.5µm or ysub−cell > 37.5µm.

• Floating hit: If the projected hit location within the sub cell is located at:

37.5µm ≥ ysub−cell ≥ 12.5µm.

The results of this split are shown in Figure 10.48. Figure 10.48a shows the charge on all

readout strip hits and Figure 10.48b shows the charge on floating strip hits. Both distribu-

tions show a robust Landau-Gauss convolution with a MPVfloating = 2.61fC and MPVreadout =
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(a) Charge on readout strips (b) Charge on floating strips

Figure 10.48 – Charge of tagged hits after splitting hits into readout strip hits and floating
strip hits.

3.08fC, with similar Landau and Gaussian sigmas and with a similar amount of entries for

the floating hits and readout hits.

From the ratio of the two most probable values the amount of charge lost due to cou-

pling to the back-plane evaluates to:

Qtotal =Qreadout =Qfloating+Qbackplane ⇒
Qbackplane

Qreadout
= 1−Qfloating

Qreadout
⇒ Qbackplane

Qreadout
= 1−0.85 = 0.15.

(10.2)

Using the 15% loss, the ratio between the inter-strip capacitance and the capacitance to

the back-plane evaluates to (3.9):

Cb/Css = 0.088. (10.3)

This is significantly larger than the value obtained via the inter-strip capacitance measure-

ment presented in section 7.2.3. As is pointed out there, the results from the direct mea-

surement are not without question and should be repeated with the changes to the mea-

surement setup that are mentioned there.

Eta Distribution of Tagged Hits

Using the hit position information of the AZALEA telescope allows the calculation of the

eta distribution of all clusters which is defined as [3]:

η= Qleft

Qleft +Qright
.
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Figure 10.49 – η distribution of all tagged hits.

Qleft is the charge of all strips for which the strip position is lower than the projected track

hit position ystrip < ytrack−hit. Qright is the charge of all strips for which the strip position

is higher than the projected track hit position ystrip > ytrack−hit. The distribution depicted

in Figure 10.49 shows the η distribution for different cluster sizes. Single strip cluster can

only be located to either side of the projected hit position and as such η= 1 or η= 0 are the

only possibilities. For two strip clusters in most cases the projected hit location is located

between the two strips that make up the cluster with a peak in the center that reduces the

closer the distribution goes to either η = 0 or η = 1. This stems from the fact that most

two strip clusters are produced via the charge sharing resulting from hitting a floating strip

which spreads the charge equally to its adjacent strips.

10.5.2 Bias Voltage Impact on Lycoris Module Performance

As mentioned in section 3.1.4, the gathered charge, as well as the cluster size and col-

lection speed depend on the bias voltage applied to the sensor. By varying the bias voltage

of the Lycoris module between 0V (underdepleted) and 150V (overdepleted) the relation is

investigated further.
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Cluster Charge versus Bias Voltage

Performing measurements with an under-depleted Lycoris module should result in a

lowered charge yield as a result of the reduced size of the depletion zone. This allows for

an independent verification of the results gathered from the CV measurements (see sec-

tion 7.2.2) through which the sensors depletion voltage is derived. Figure 10.50 depicts the

registered charge on readout strip clusters for different bias voltage levels. A few key aspects

of the plot are clearly visible.

The amount of tagged hits when the Lycoris module is operated without any bias is

extremely low. This is as expected as not only is the charge yield extremely low because

of the small depletion zone resulting in only few clusters with charge above the threshold,

because of the low depletion channels are connected as they are not sufficiently isolated.

Of greater interest are the charge distributions at voltage levels which are below the

previously calculated depletion voltage. The dark blue squares show the distribution at

a bias voltage 15V showing that the overall amount of clusters reduced. In addition, the

peak of the distribution is shifted to lowered values. The same is true to a lesser extent

for the distribution at a bias voltage of 30V which is depicted in the dark blue upwards

triangles. The fall off after the peak is happening at lower charge values compared to higher

bias voltages. The distributions show only minor differences for higher bias voltages. This

confirms the previously found results that the depletion voltage of the Lycoris module is at

≈ 40V (see section 7.2.2).

Cluster Size as a Function of Bias Voltage

Investigation of the Lycoris module performance were performed by looking at the clus-

ter size distribution of tagged hits for different bias voltage levels. This is done in order to

verify the relation between the charge spread through diffusion and the bias voltage. Both

a distribution and a mean cluster size value, normalized to the amount of entries, are de-

picted in Figure 10.51. Figure 10.51a shows the expected behavior that with increasing bias

voltage, due to reduced diffusion within the sensor, more clusters consisting of single strip

entries are reconstructed.

Figure 10.51b shows the mean cluster size versus the bias voltage in which one can see

that the cluster size undergoes a large change once the depletion voltage of the Lycoris

module is reached as the entire volume is depleted and all charge is collected via drift.

Afterwards the size is only reduced slightly as a further increase of the bias voltage only

increases the drift field within the Lycoris module resulting in a quicker charge collection
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Figure 10.50 – Charge distribution of all readout strip clusters on AZALEA track for different
bias voltages.

(a) Entries vs cluster size (b) Mean cluster size vs bias voltage

Figure 10.51 – Relation of the cluster size for all tagged clusters at different bias voltages.
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(a) Biased residual (b) Unbiased residual

Figure 10.52 – Residuals of the projected track hit to the cluster position for S47.

at the electrodes reducing the time the charge can spread via diffusion.

10.5.3 Single Point Resolution

The AZALEA telescope can be used to determine the single point resolution of the Ly-

coris modules. The residual between the projected track position at the location of the

Lycoris module and the Lycoris hit location is compared. The DUT hit can be included to

the fit for what is referred to as a biased residual or excluded for an unbiased residual (see

Section 4.2.4).

Figure 10.52b shows the unbiased residual distribution between the projected track hit

generated by the AZALEA telescope and the cluster position on the Lycoris module. The

resolution is determined by performing a fit to the Gaussian core of the distribution. The

fit has a width of σunbiased = (7.45±0.07)µm. Similarly, Figure 10.52a shows the biased

residual distribution with a Gaussian fit of widthσbiased = (6.69±0.05)µm. As the unbiased

result includes also the fit errors in its results, the true resolution of the system is deter-

mined by calculation of the geometric mean of the biased and unbiased fit widths [39]:

σSinglePoint =p
σunbiased ·σbiased = (6.80±0.07)µm. (10.4)

The results for the six Lycoris modules used during the March 2020 and August 2020 beam

campaigns are listed in Table 10.4. The resolution of all six Lycoris modules is below the

necessary single point resolution ofσreq−y = 10µm the system was required to have in order

to determine the momentum resolution with a high enough resolution to be usable to verify
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Lycoris module σbiased (µm) σunbiased (µm) Single point resolution (µm)

S59 6.64±0.07 7.55±0.11 7.08±0.09

S40 6.30±0.06 7.05±0.09 6.66±0.08

S43 6.64±0.07 7.45±0.10 7.03±0.09

S48 6.38±0.06 7.08±0.09 6.72±0.08

S47 6.41±0.06 7.22±0.09 6.80±0.07

S46 6.55±0.07 7.24±0.09 6.89±0.08

Table 10.4 – Fit results of the Gaussian fit to the biased and unbiased residuals of Lycoris
modules

(a) Upstream cassette (b) Downstream cassette

Figure 10.53 – S-triplet residual in x to the projected track hit.

the LPTPC results.

As a result of the cassette configuration, a single Lycoris module is incapable of deter-

mining the x position as a result of the insufficient stereo angle. In order to determine the

x position, a minimum of two layers are required. The resolution of the system in x is de-

termined via the residual of the AZALEA track xtrack to the x position ot the S-triplet (see

section 4.2.3) xtrp that is calculated separately for each cassette. As the cassette triplet is

generated independent from the AZALEA track finding, the distribution is always unbiased

and as such a upper limit to the achievable resolution. Figure 10.53 shows the residuals

for both cassettes independently with a Gaussian fit to the peak of the distribution shows

a resolution of σx−down = (224±2)µm and σx−up = (238±2)µm which for both was below

the necessary resolution in x of σreq−x = 1mm.
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Figure 10.54 – Efficiency for all six Lycoris layers for all AZALEA tracks that are matched in
time.

10.5.4 Single Plane Efficiency

Using the AZALEA telescope, an independent determination of the efficiency of the Ly-

coris modules is possible. This is done by searching for tagged hits. The total number of

tagged hits on each plane is divided by the total number of AZALEA tracks as each track

is suppsed to be visible in each Lycoris module. Many tracks in the AZALEA system can

be found which, as a result of the differing frame readout time, are not necessarily present

within the Lycoris system, resulting in a seemingly lowered efficiency. For this measure-

ment, the Timepix3 layer is used to determine the timestamp of tracks within the AZALEA

system (see section 8.3.2) in order to reevaluate which tracks can be found by the Lycoris

modules. Using only tracks which have an assigned Timepix3 hit and using the time of the

Timepix3 hit to correlate with the time of the Lycoris hits results in the histogram shown in

Figure 10.54 for the single plane efficiencies of all tracks which are guaranteed to be present

within the Lycoris system. The resulting efficiency for the different planes is shown in Ta-

ble 10.5. An average single plane efficiency of ρsingle = (96.3±0.1)% and a resulting track

efficiency of ρtrack = 82.8% for tracks with a minimum of five hits is achieved.

This is below values for other sensors such as the sensor used in final detectors such as

the CMS [107] or ATLAS [61] experiment but still sufficient for operation at the test beam

as it simply requires a slight increase in running time to gather the necessary statistics.

The reason as to why the Lycoris modules do not reach a higher efficiency lies in the large



10.6 Summary 213

Lycoris module Efficiency

S59 (95.0±0.2)%

S40 (97.0±0.1)%

S43 (96.2±0.1)%

S48 (96.7±0.1)%

S47 (96.6±0.1)%

S46 (96.7±0.1)%

Table 10.5 – Single plane efficiency for the six Lycoris modules in the test beam.

noise irregularities present in certain strips (see section 10.4.1) and if they can be elimi-

nated should result in a large increase in the overall effciciency of the Lycoris modules.

10.6 Summary

Lycoris module tests were performed including tests of the three main operating modes.

It was found that for many of the Lycoris modules an asynchronous data transfer is seen

which was the result of slight delays in the end of the digitization phase between differ-

ent KPiX ASIC that resulted in some KPiX not being operable together. The problem was

resolved via slight adjustmentes to the software induced delay between the end of the ac-

quisition phase and the start of the pre-charge phase. In addition, the DAQ was adjusted

to allow running even if the data is sent out asynchronous. These events are flagged for

debugging and are not used for any analysis.

The calibration performance of many different Lycoris modules were investigated in

which it was found that all higher buckets, the analog storage containers within the KPiX,

are unusable at standard operating values due to stale data which is more likely to appear

the larger the distance between the channel and the KPiX power pads. This problem points

towards an issue within the KPiX where a latch is not cleared resulting in the same data

being read out over and over. While a permanent fix of the problem would require a new

ASIC, a recent firmware change that allows the increase of the pre-charge clock period be-

yond the current limits has shown to be a possible solution for this problem. It was also

found that the time allocated for the start-up phase of the KPiX acquisition cycle impacts

the amount channels with a good digital response in which some KPiX perform better with

a slightly increased start-up phase. Further inreases however were found to negatively im-

pact all KPiX tested. Finally, it was found that the overall digital response of the channels

strongly depends on the ambient humidity. Measurements with both a climate chamber
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and a drying oven have shown that increasing levels of humidity negatively impacts the

digital response of the channel during calibration. As the impact lasts beyond direct expo-

sure but could be resolved via baking of the sensors at 60◦C the conclusion is that this is

most likely due to leakage of the injection capacitor through the input line as a result of re-

duced sheet resistance due to accumulation of water on the module surface which required

all further sensor test to be performed in a dry environment.

The internal triggering operation of the system was tested at the test beam, first by per-

forming the monster suppression in order to operate the system at higher trigger thresholds

and finally determining the response of the system to the beam. In this operation it was

found that there exists unwanted cross talk between the two KPiX ASIC on the tracker sen-

sor as the overall noise is reduced when only one of the two KPiX are operated. It was found

that even with a gradual disabling of channels it is not possible with the current iteration

of the KPiX ASIC achieve a sufficiently low threshold while ensuring that most channels on

the ASIC are not disabled. The system was put into the beam at a higher threshold in which

the general feasibility of the internal triggering operation was verified. The system shows a

clear difference in the system response with beam hitting the sensor compared to without.

Nonetheless, the overall single plane efficiency of the system in internal triggering was de-

termined to be about ≈ 1% proving that the system is not usable as a telescope in internal

triggering operation.

The Lycoris modules were tested in external triggering operation in which it was found

that the sensors have strong correlation between the channel location and the noise per-

formance of the channels. Many noise sources could be eliminated with modifications to

the electronics and operating parameters. Some noise source persist and it is difficult to

determine the sources of this noise as they are correlated to structures in both KPiX and

sensor space making either of them a candidate for their existence. It was found, that the

opening window during which the KPiX is capable of recording data has a large impact on

the overall noise performance. Due to the structure that stays consistent over large time

frames of multiple milli seconds, the noise source has to be synchronous to the operation

of the KPiX and can potentially be an issue of the digital back-end inducing time corre-

lated noise into the system. This might be a result from the upscaling from 64 to 1024

channels between KPiX generations during which no changes to the digital back-end were

conducted. A mean noise value of 0.18fC was achieved for the Lycoris modules and these

settings are used for all test beam measurements investigating the systems performance as

a DUT within the AZALEA telescope.

Using Lycoris as a DUT, it was found that while the overall distribution fits extremely
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well to the expectations shown in section 2.1.3, the modules have a slightly lowered amount

of registered charge which is due to both the floating strips and some difficulties in which

the minimum delay stemming from the AIDA TLU [47] results in a possibly non optimized

charge collection. The response was investigated further for the different cluster sizes and

local hit locations in which it was shown that floating strip clusters, that were determined

using the local track projection, record on average 15% less charge which is lost to the back-

plane. Both the single point resolution and single plane efficiency of the Lycoris modules

were determined using the tracks generated by the AZALEA telescope. Using both biased

and unbiased fits it was shown that all Lycoris modules tested in the August 2020 test beam

campaign achieve a single point resolution between σy = 6.66µm and σy = 7.08µm in y

direction as well as a triplet resolution along x of σx = 224µm to σx = 238µm. This means

that the modules easily achieve the minimum resolutions set in section 6.1 of resolutions

better than σreq−y = 10µm and σreq−x = 1mm .

The modules tested have all achived efficiencies betweenρsingle = 95.0% andρsingle97.0%

resulting in a combined track efficiency of ρtrack = 82.8%. This is in parts due to noise ir-

regularities still present within the sensor. While the Lycoris modules are not yet at a level

which is expected for operation in a final detector [107][61], their performance is sufficient

for operation as a telescope as it simply means a slight increase in running time to gather

the necessary statistics.





Chapter 11

Lycoris Telescope Performance

After verifying the performance of the Lycoris modules, the full system performance is

tested to conclude the thesis. This is key, as the project is supposed to develop a reference

system to be used to investigate other DUTs. The systems performance as a telescope is

a combination of the previously determined Lycoris module performance and the perfor-

mance of the track finding and fitting algorithm which was tailor made for this system. The

algorithm tackles the issues of operating a six layer strip telescope with one-dimensional

resolution on each plane, as traditional algorithms for pixel telescopes do not work. The

algorithm used is based on EUTelpy [35] and is described in section 4.2.3. A description

of the mathematical calculations are found in section J. All cluster cuts used for the stan-

dalone track finding and fitting are the same as in the azalea based track finding described

in section 9.2.2.2. The chapter starts by comparing key module performance values that

were determined using the AZALEA based track finding and fitting with the results gath-

ered by the tailor made standalone track finding and fitting. For the standalone algorithm

to be valid it needs to provide similar results to the AZALEA track finding and fitting algo-

rithm.

11.1 Lycoris Track Finding and Fitting

11.1.1 Charge on Tagged Hits

The physical charge deposited within the Lycoris module is independent of the method

of track finding and fitting and only depends on the physical sensor and ASIC parame-

ters. As such, for the standalone algorithm to be correct, the resulting charge distribu-

tion should be similar to the one that was determined independently by the AZALEA based
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Figure 11.1 – Charge distribution of all clusters on the standalone track generated by the
Lycoris telescope.

tracks shown in section 10.5.1.

Figure 11.1 shows the charge distribution of clusters used to generate a track using the

Lycoris standalone track finding and fitting. A Landau-Gauss convolution is fitted to the

distribution. 2.80fC for the most probable value and 0.25fC for the Landau width and

0.66fC for the Gaussian width of the distribution are extracted. The charge for clusters

on tracks generated by the AZALEA telescope which is shown in Figure 10.44 have a MPV of

2.82fC and a width of 0.26fC for the Landau and 0.62fC for the Gaussian. This shows that

both algorithms select similar hits to one another and that there are no larger differences

in the final selection of hits on track indicating that the algorithm itself performs a valid

selection of tracks.

11.1.2 Hit Residuals

The single point resolution is heavily biased to the four stereo layers as the track is build

using them (see section 4.2.3). Only the axial layers, which are used to filter out noise clus-

ters, are unbiased from the track finding and can be used to determine the single point

resolution. Figure 11.2a shows the residual for biased tracks and Figure 11.2b shows the

residual for unbiased tracks (see section 4.2.4), both for layer 13 with a Gaussian fit limited

to the gaussian core of the center to determine the single point resolution. The resolution

of the system is calculated using the geometric mean of the biased and unbiased resolution
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(a) Biased residual (b) Unbiased residual

Figure 11.2 – Biased and unbiased residual of the projected track hit to the cluster position
for S43.

Lycoris module σbiased (µm) σunbiased (µm) Single point resolution (µm)

S43 6.19±0.07 7.64±0.11 6.88±0.09

S48 6.06±0.07 7.52±0.10 6.75±0.08

Table 11.1 – Fit results of the Gaussian fit to the biased and unbiased residuals of the two
axial test beam sensors.

to be [35]:

σSinglePoint =p
σunbiased ·σbiased = (6.88±0.09)µm. (11.1)

which is similar to the resolution determined by the AZALEA system in section 10.5.3.

11.2 Lycoris Telescope Tracking Efficiency

Determining the standalone track finding efficiency is not possible for the single layers

with the current version of the track finding and fitting algorithm. The system uses only

six strip layers with dedicated roles for the different layers in that the four stereo layers are

used to determine the track parameters and the two axial layers are used to filter out noise

combinations. Tracks are currently heavily biased in that tracks can only be found if they

have a hit on each of the stereo layers and at least one axial layer. As such a determina-

tion of the efficiency of every single layer similar to the method used with the AZALEA sys-

tem is currently not possible. Instead, the average efficiency of the system is determined.

The number of tracks found is compared to the total number of events. 25000 triggers are
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Figure 11.3 – Local cluster positions on S47 for a run without beam

recorded in the data sample. Assuming that each trigger is equivalent to a particle passing

through the Lycoris module that means for a fully efficient system a minimum of one track

per event is expected. By limiting ourselves to six hit tracks a total of 19595 events with at

least one track is found from which the track efficiency is calculated to:

ηtrack =
Nfound

Ntotal
= 19595

25000
= 0.784. (11.2)

The average single plane efficiency of the sensors is calculated to be:

ηplane = 6
p
ηtrack = 6p

0.784 = 0.96. (11.3)

This agrees well with the average efficiency determined for the single layers determined

by the AZALEA system calculated in section 10.5.4. As both efficiencies are similar to each

other, the algorithm itself has close to 100% efficiency.

In addition, the fake track rate of the system is determined using the reconstructed

tracks of a data run without any beam. All steps are the same as for data with beam and

only noise clusters above our S/N threshold are taken into account for track finding and

fitting. A distribution of these clusters is depicted in Figure 11.3 for S47. Most of the noise
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Figure 11.4 – Local positions of all clusters on reconstructed tracks from a run without beam

clusters are located at the edge which is a result of the increased noise that was described

in section 10.4.1 and that is present in all of the Lycoris modules. Performing the same

method of track finding and fitting as before results in two tracks consisting of six clusters

and 29 tracks consisting of five clusters in a sample of 25000 events. A detailed look at these

tracks reveals that not only do many of the tracks reconstructed this way have a very poor

χ2 value, almost all tracks reconstructed like this are located at the edges of the Lycoris

module where most of the noise clusters are located.

The width of these noise regions is on the order of a few millimeters at both edges.

This means, that within the test beam setup where all sensors are aligned relative to one

another all six layers have high noise regions that overlap with one another which results

in the reconstruction of noise tracks.

Until the noise at the edges of the Lycoris module is understood and removed it makes

sense to limit the track finding and fitting outside of the edges of the Lycoris module in

order to increase the purity of the system.
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11.3 Momentum Resolution of the Lycoris Telescope

In order to determine the momentum resolution of the system, an independent mea-

surement of the curvature is required. Without a reference the achievable resolution is

limited to the spread of the momentum of particles after interaction from the PCMAG wall

which was described in section 6.1. While measurements were performed with a magnetic

field in the August 2019 campaign, the measurements performed in area T24/1 were heav-

ily influenced by the, at that time, poor performance of the Lycoris sensors used at the test

beam. The noise performance as well as the calibration performance, in combination with

the requirement of six clusters, do not allow for qualitative studies within the PCMAG.

The momentum resolution of the system is instead determined using the setup in area

T24. For this, a GBL refit is performed for which the refit is allowed to adjust the curvature of

the fit even though no magnetic field and therefore no curvature is present in the data. This

is done by telling GBL of the presence of a non zero magnetic field, this makes GBL try to fit

a curvature to the measurement points resulting in the determination of five measurement

parameters instead of four [37]. The expected curvature is zero, meaning that every value

that differs from this result reflects the curvature resolution of the system. The curvature

within GBL is expressed as q/P and the magnetic field strength is set to B = 1T to reflect

the PCMAG strength and to receive values in 1(GeV/c)−1.

The residual of q/P is depicted in Figure 11.5. The plot is centered around zero with the

variation of the q/P parameter being the resolution of the system which, by performing a

gaussian fit, is found to be aroundσ(q/P ) = (6.82±0.06)×10−2 GeV−1. The relation between

q/P and the curvature κ are given by (4.12):

κ= (q/P ) ·B · c, (11.4)

from which we calculate the resolution of the curvature as:

σmeas
κ−T24 =σ(q/P ) ·B · c = (2.05±0.02)×10−5 mm−1. (11.5)

B = 1T is the aforementioned magnetic field strength and c is the speed of light which is

only present as to cancel with the 1/c within the chosen units. Changing the magnetic field

to 0.5T results in a change for the received value in σ(q/P ) from GBL but results in the same

value for the curvature resolution σκ.

To estimate the achievable resolution with the PCMAG configuration, the results gath-

ered here are compared with a simulation of the T24 setup, similar to the one performed in
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Figure 11.5 – Residual of q/P after GBL refit with a curvature that can be adjusted by the
refit in order to improve upon the fit result even when no curvature is physically possible.

section 6.3. The result for this setup is:

σsi m
κ−T24 = 2.18×10−5 mm−1, (11.6)

which shows that both the simulation and the measurement result in a similar curvature

resolution with the measured resolution being slightly better than the simulated resolution.

The difference between the T24 and the T24/1 configuration of the Lycoris telescope

is only the significantly reduced lever arm in Area T24 of 4.52cm compared to the 80.9cm

long lever arm in area T24/1. Hence, in order to determine the achievable resolution a sim-

ulation can be performed for the configuration in T24/1 similar to the one above for T24.

As the direct measurement within area T24 is shown to be slightly better than the simu-

lated result the simulated result is taken as an upper limit to the achievable momentum

resolution in area T24/1.

Using the increased lever arm, the simulated curvature resolution for the setup in T24/1

is:

σsi m
κ−T24/1 = 1.08×10−6 mm−1, (11.7)
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which results in an inverse momentum resolution of:

σsi m
(q/P )−T24/1 = 3.6×10−3 GeV−1 = 3.6×10−6 MeV−1. (11.8)

This is below the momentum resolution of σreq−q/P = 4.584×10−6 MeV−1 (see section 6.1)

that the LCTPC prototype is expected to achieve. Therefore, the Lycoris telescope should

be capable of fulfilling its primary purpose of this configuration as a reference in order to

determine the momentum resolution of the LCTPC prototype.

11.4 Summary

This chapter focuses on some of the standalone results gathered from the Lycoris tele-

scope system. The system is shown to be capable of performing the necessary measure-

ments as a standlone device using the tailor made standalone track finding and fitting al-

gorithm. The system performance is similar to the results gathered from the AZALEA tele-

scope in terms of charge deposition, resolution and track efficiency which are all shown to

be sufficient for use as a reference telescope.

However, the structured noise that was mentioned in section 9.2.2.2 poses a problem

in the standalone track reconstruction. It is possible to reconstruct fake tracks fromt hose

hits, as the noise is spatially correlated along all sensors. At the time of writing, the outer

edges of the sensors should not be considered in the analysis as almost all fake tracks that

were found are located at the edges near the correlated noise spikes. Further studies should

be conducted on where this noise comes from and how to eliminate it.

While no results in T24/1 could be gathered in which the performance of the installed

Lycoris modules was sufficient for track finding and fitting, the curvature resolution of

the system could be determined within the T24 configuration from the August 2020 test

beam campaign by allowing GBL to use the curvature as a free fitting parameter. The mea-

sured results compare favoribly with simulation showing a slightly better with a curvature

resolution of σmeas
κ−T24 = (2.05±0.02)×10−5 mm−1 compared to the simulated resolution of

σsi m
κ−T24 = 2.18×10−5 mm−1. Using the simulated result as an upper limit of the achievable

momentum resolution, a simulation with the increased lever arm of the T24/1 configura-

tion was performed from which the achievable momentum resolution of the Lycoris tele-

scope within the T24/1 PCMAG solenoid was determined to be better than σsi m
(q/P )−T24/1 =

3.6×10−6 MeV−1 which is sufficient for the main purpose as a reference to the LCTPC pro-

totype that is projected to achieve a resolution of σreq−P = 4.584×10−6 MeV−1.



Conclusion and Outlook

Results gathered from current particle physics experiments push the necessity for fu-

ture experiments into the foreground in the search for physics beyond the SM. Silicon tele-

scope systems used at test beam facilities are both a tool which provides insight into detec-

tor components and an opportunity for development of novel sensor systems. This thesis

encompasses the full life cycle of a particle physics detector.

The Lycoris telescope was designed and built based on a novel design of a large 92×
92mm2 active area 320µm thick silicon strip sensor intended to be used as the SiD outer

tracking layer. The sensor uses extra metal layers to route signal to the KPiX ASIC that is

bump-bonded on top of the sensor. This results in a 25µm pitch between strips of which

every second is kept floating to improve the resolution without increasing the number of

readout channels. This thesis presents the first time in which a sensor of this type was suc-

cessfully assembled. The sensor is proven to work within the system specifications both in

terms of its electrical- as well as its tracking performance. 22 sensors have been successfully

assembled in this thesis about ten of which have been studied during test beam campaigns

at the DESY II Test Beam Facility. Studies of the sensors include:

• measurements of the sensor depletion and inter-strip capacitance,

• investigation into its calibration performance,

• studies of both the internal and external triggering modes,

• verified the operation within a magnetic field,

• detailed investigations into the system as a DUT using a reference telescope,

• verified the systems functionality as a standalone tracking sensor.

The large parameter space of options and extensive information provided by the system

allowed and required an extensive analysis of the data which was adapted to handle the

different types of information gathered by the system only some of which is presented in

this thesis.
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Parameter Requirement Achieved

Area A ≈ 10×10cm2 9.2×9.2cm2

Thickness d ≤ 37mm 33mm

Lenght L ≤ 1300mm 321mm

σy ≤ 10µm ≈ 7µm

σx ≤ 1mm ≈ 230µm

Nr. of layers ≥ 3/5 (Pixels/Strips) 6 Strips

Total radiation length per arm X/X0 ≤ 2.1% 0.4%

Inv. momentum resolution σ(q/P ) ≤ 4.584×10−6 MeV−1 ≤ 3.6×10−6 MeV−1

Single plane efficiency ηplane ≈ 100% 96%

Table 11.2 – Required and achieved parameters for the Lycoris telescope.

In multiple test beam campaigns the single plane efficiency of the sensor was found to

be at around 96% with an average S/N = 15 and an achievable spatial resolution of about

7µm far below many of the currently used silicon strip sensors as for example at the LHC.

The novel design meant that on average the only material within the path of the beam is

limited to the 320µm thick sensor resulting in an average material budget of about 0.4%. A

new six layer strip telescope was designed and commissioned in this thesis using the sen-

sor. Data gathered by the telescope was used to develop a new track finding and fitting that

is shown to provide excellent track finding and fitting efficiency based on the sensor per-

formance gathered by the reference telescope chapter 11. Based on results of the Lycoris

telescope performance, an upper limit of the achievable momentum resolution within a

1T magnetic field was performed which was found to be at about 3.6×10−6 MeV−1. This

is below the requirements set forth by the LCTPC prototype of σreq−P = 4.584×10−6 MeV−1

meaning that the system configuration investigated in this thesis should fulfill its main pur-

pose as a reference detector for the LCTPC.

The Lycoris telescope performance is shown to be sufficient for use as a reference tele-

scope at the DESY II Test Beam Facility (see chapter 6, section 10.6 and section 11.4) and

surpasses all requirements, except for the efficiency which, while slightly below the require-

ment, is sufficient for operation at the test beam as it simply requires a slight increase in the

measurement statistics taken. The requirements and results are tabled in Table 11.2.

Nonetheless, many results gathered in this thesis show possible improvements to the

system for its use both as a telescope and a potential use in a later detector such as the SiD at

the ILC of which a few are shortly mentioned here. Some of the improvements to the system

are the decoupling of power lines on the Kapton Flex Cable (see section 10.3) or the addition
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of a fourth layer to improve track finding (see section 4.2.3). Based on results gathered in

this thesis a new iteration of the KPiX ASIC would improve many different aspects of the

system such as its noise performance (see section 10.4.1), the higher bucket performance

(see section 10.2) and the internal trigger performance (see section 10.3).
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A MIP stopping power

Particle Energy at MIP MIP mass stopping power

Electron 3.3 ·me 1.5MeVcm2/g

Positron 3.7 ·me 1.46MeVcm2/g

Muon 3.58 ·me 1.66MeVcm2/g

Table 3 – Minimal Ionizing Particle loss for different particle types[3].
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B Silicon Properties

Property Value

Atomic Number Z 14

Mass A 28.09U

Density ρ 2.3g/cm3

Electron mobility µe 1450cm2V/s

Hole mobility µh 500cm2V/s

Electron lifetime τe > 100µs

Hole lifetime τh > 100µs

Crystal structure Diamond

Band gap indirect 1.2eV

direct 3.4eV

e-h pair creation energy 3.65eV

Dielectric constant ϵ 11.9

Intrinsic charge density 1.01×1010 cm−3

Specific resistivity 2.3×105Ωcm

Radiation length X0 9.36cm

Number of valence electrons 4

Table 4 – The properties of silicon relevant for tracking detectors [23].
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C EUDAQ2

The original version of EUDAQ [108] was designed to be used as the Data AcQuisition

(DAQ) for the EUDET-type telescopes which were introduced in Section 5.3 as part of the

EUDET project [44]. EUDAQ2 is an updatedversion of EUDAQ, which is more flexibe and

allows for an easy way to implement the combined data taking of different hardware par-

ticipants [81]. The core design idea of EUDAQ2 is that the setup can be split into different

run-time instances with different roles.

The roles are:

• The Producers represent the individual hardware components and are used to control

the different hardware devices, be it TLU, detectors, stages and others. Two different

methods for the implementation of Producers exists. In the "internal" loop the pro-

ducer manages all START and STOP commands as well as the all error handling. In

the "external" loop EUDAQ2 collects the data made available by the producer with-

out managing the readout.

• DataCollectors which collect the data from detectors, and either send it to the online

Monitoring or convert the data and write it to disk.

• The Monitor can receive data from DataCollectors it uses perform online monitoring

of data quality.

• The LogCollector gathers all logging data from the Producers and the Monitor provid-

ing a central instance to collect all logging information.

• The RunControl acts as the central hub for all aforementioned components. It is re-

sponsible for starting and stopping a data taking run. It is also responsible for the

initialization and configuration of the different Producers. The RunControl is con-

nected to each producer via TCP/IP using a custom protocol.

• The OfflineTools offer among other functionality the possibility to read, merge and

split EUDAQ2 data.

A schematic overview of the relation between the different run-time instances described

above is shown in Figure 6. The blue arrows show the command flow from the RunControl

to the Producers, DataCollectors and the Monitor. The Large white arrows show the data

flow from the Producers to the DataCollectors with the subsequent flow to the Monitor or

the storage disk. As shown, each Producer can send data to multiple DataCollectors and

each DataCollector is capable of receiving data from multiple Producers. Data can be con-
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Figure 6 – Schematic overview of the relation between the different EUDAQ2
components.[81]

verted and written to disk while also being shown simultaneously via the Monitor which

performs its own Data conversion for monitoring of the data.

The red arrows show the flow of logging data from every single run-time instance to

the LogCollector. The RunControl first sends out an initialization command based on an

init-file to all connected Devices which is used for verifying functional communication via

a handshake and to perform one time initialization which need not be repeated such as

programming the clock chip on the AIDA TLU.

After initialization, the system can be configured. This is used to change settings in

the device such as the position of a stage or the trigger settings within the AIDA TLU. The

settings are performed via a config-file and a new configuration of the system can be per-

formed without the need of a new initialization by manually updating the configuration file

and sending it to the devices anew.

The system sends out a combined start signal in order to ensure that devices run in sync

which is required for a later combination of the data streams. The running status can be

stopped prematurely before any criteria in the config-file are fulfilled and the entire system

can be reset to revert back to a state before initialization which is required when the system

moves into the error state, after one of the participants has reported an error.

Data stored on disk is automatically provided with an event type, a run number and an

event number by EUDAQ while allowing the assignment of more optional tags such as a

time stamp, a trigger number and more. The separation of hardware components from the
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RunControl via Producers and DataCollectors allows to implement new hardware devices

without interference with the core of EUDAQ2.
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D Grey Code

Decimal Binary Gray

0 000 000

1 001 001

2 010 011

3 011 010

4 100 110

5 101 111

6 110 101

7 111 100

Table 5 – Gray code example
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E Pin mapping

HDMI PIN TLU Signal HDMI PIN TLU Signal

1 CLKp 11 GND

2 GND 12 SPAREn

3 CLKn 13 n.c.

4 CONTROLp 14 +3.3V power

5 GND 15 TRIGGERp

6 CONTROLn 16 TRIGGERn

7 BUSYp 17 GND

8 GND 18 n.c.

9 BUSYn 19 n.c.

10 SPAREp

Table 6 – HDMI pin mapping of the AIDA TLU [47]

Pin Signal Pin Signal Pin Signal Pin Signal

1 TRIGp 11 DATA2 21 CMD1 31 CAS SDA

2 TRIGn 12 GNDcas 22 GNDcas 32 GNDcas

3 CLKp 13 DATA3 23 CMD2 33 CAS SCL

4 CLKn 14 GNDcas 24 GNDcas 34 GNDcas

5 RESET 15 DATA4 25 CMD3 35 CAS 2.5V

6 GNDcas 16 GNDcas 26 GNDcas 36 CAS 2.0V

7 DATA0 17 DATA5 27 CMD4 37 CAS 2.5V

8 GNDcas 18 GNDcas 28 GNDcas 38 CAS 2.0V

9 DATA1 19 CMD0 29 CMD5 39 CAS 2.5V

10 GNDcas 20 GNDcas 30 GNDcas 40 CAS 2.0V

Table 7 – Signal cable pin mapping



242

Pinnumber Description Pinnumber Description

1 Biasp 11 21 AGND2 31

2 Biasn 12 CLKn2 22 AVDD2 32 CLKn1

3 13 23 33 AGND1

4 DVDD2 14 TRIGp2 24 DVDD1 34 TRIGp1

5 15 25 35 AGND1

6 CMD2 16 TRIGn2 26 CMD1 36 TRIGn1

7 DGND2 17 27 DGND1 37

8 RST2 18 DOUT2 28 RST1 38 DOUT1

9 DGND2 19 AGND2 29 DGND1 39 AVDD1

10 CLKp2 20 VREF2 30 CLKp1 40 VREF1

Table 8 – Kapton Flex Cable pin mapping

F IV/CV switchbox
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low
current

high out
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(HDUT)
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pot.

high
pot.

high
current
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(BiasIN)

I meas.
(BiasOUT)

low in
needle
(LDUT)

Keithley 1
HV

1k

Keithley 1
I meas in

HV
chuck
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T.Külper 02.08.18

ProbeStation IV/CV box.cvd 1 1

Probe Station
IV/CV box forLCRmeter

circuit diagram

Drawn

Mod

Mod

Mod File

Curr. no.:

Page of

Name Date Scale Replacement for:

1:1

1µF
1kV

TVSTVS
2x TVS - BZW06-7V0B
Transient suppressor diode, bidirectional
TVS diode - transient voltage suppressor

1µF
1kV

1x Toggle switch 2-pole change-over
KNITTER MTA206N
1x Toggle switch 3-pole change-over
APEM 5256A / 52560003

6x BNC f
RADIALL R 141 603

4x BNC m
Rosenberger 51S501-200N5

IV CV IVCV
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(INT 1)
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(INT 2)
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(C/RINT 1)
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LCR
LPOT
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HPOT
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slave power
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Figure 7 – (Top) Picture of the CV/IV switch box used to internally reconnect the probes to
the correct devices. (Bottom) Technical drawing of the CV/IV switch box.
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G Custom cabling

The HV module is connected to the master cassette board via a custom adapter cable

translating from the SHV connector used on the Wiener PS to an Amphenol Minitek 12

pin 2 mm pitch connector [109] (see Figure 8 right) . This limits the safe voltage that can

be supplied to the cassette to 300V, which is the limitation of the connector. One of the LV

modules connects to the master cassette board, which is also done via a custom made cable

that connects to the 37 pin Sub-D connector on the Wiener PS and has on the other side

an Amphenol Minitek 8 pin 2mm pitch connector [109] (see Figure 8 left). A separate LV

module output is connected to the KPiX DAQ board via a custom made cable splitting the

37 pin Sub-D output connector to banana connectors which are then used to connect to

the four pin ATX Molex connector on the DAQ board [77]. The pin mapping of the custom

Figure 8 – Picture of the custom made LV cable (left) and HV cable (right) used to connect
the power supply with the cassette board

LV and HV cables are given in table 9 and table 10.
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SHV number Amphenol Pin Connection

1 1 Bias0

1 2 Bias1

2 3 Bias2

2 4 Bias3

3 5 Bias4

3 6 Bias5

4 7 Biasreturn
0

4 8 Biasreturn
1

5 9 Biasreturn
2

5 10 Biasreturn
3

6 11 Biasreturn
4

6 12 Biasreturn
5

Table 9 – Custom HV cable pin mapping. Bias0 to Bias2 are the bias for the first stack of
sensors and Bias3 to Bias5 are forwarded to the slave cassette board.

Sub-D pin Amphenol Pin Connection

20 1 AMaster

24 2 DMaster

28 3 ASlave

32 4 DSlave

1 5 AGND
Master

5 6 DGND
Master

9 7 AGND
Slave

13 8 DGND
Slave

19 - Chassis GND

Table 10 – Custom LV cable pin mapping. A/DMaster are analog and digital voltages to the
master board and A/DSlave are the analog and digital voltages forwarded to the slave cas-
sette board. the same applies for the GND connections.
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H The KPiX YAML file

The settings for the FPGA and the KPiX readout chip are given by a YAML file. The

options are given in the table below

Option Decsription Value range

CalMeanCount Number of baseline values to be taken during Calibration No Limit

CalDacMax Sets upper DAC limit of calibration point for charge injection 0-255

CalDacMin Sets lower DAC limit of calibration point for charge injection 0-255

CalDacStep Describes the step size of the DAC value injection (1 = Every DAC value) 1-255

CalDacCount Number of repeat injections for each DAC value No Limit

CalChanMax Sets end channel to be calibrated 0-1023

CalChanMin Sets start channel to be calibrated 0-1023

runRate Sets the acquisition frequency. Can be
set to "auto" to have maximum rate

1-30Hz/auto

Below are internal software variables holding current state.
Not actual variable for changing in yml

CalState Variable holding status of calibration (such as inejction)

CalChannel Variable holding current calibration channel value

CalDac Variable holding current calibration DAC injection value

Table 11 – DesyTrackerRunControl
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Option Decsription Value range

DesyTracker enable Whether the entire block is enabled or not True/False

AxiVersion enable Whether the entire block is enabled or not True/False

ScratchPad 32-bit test register in FPGA firmware so that
software to verify it can talk to FPGA

0x000000

TluMonitor enable Whether the entire block is enabled or not True/False

ClkSel Which clock should be used to generate
the 200MHz baseline

EthClk/TluClk

KPixDaqCore enable Whether the entire block is enabled or not True/False

SysConfig enable Whether the entire block is enabled or not True/False

RawDataMode Debug mode that makes the firmware produce output
data even if a channel/bucket has no hits

True/False

AutoReadDisable Can be set to True in order to force the sending
of a command to KPiX before it begins the readout

True/False

KPixClockGen enable Whether the entire block is enabled or not True/False

ClkSelReadout Sets the readout clock period in
units of 10ns · ([value]+1)

4-255

ClkSelDigitize Sets the digitize clock period in
units of 10ns · ([value]+1)

4-255

ClkSelAcquire Sets the acquisition clock period in
units of 10ns · ([value]+1)

4-255

ClkSelIdle Sets the acquisition clock period in
units of 10ns · ([value]+1)

4-255

ClkSelPrecharge Sets the acquisition clock period in
units of 10ns · ([value]+1)

4-4095

SampleDelay

Controls the sample point
by adding a delay in number of clock cycles before

DATA line is sampled. E.g. 3 means data
line will be sampled (3+1) ·5ns (200 MHz clock)

cycles after each rising edge of the KPiX clock

0-255

SampleEdge Sets whether to sample
on rising or falling Edge

Rise/Fall

AcquisitionControl enabel Whether the entire block is enabled or not True/False

ExtTrigSrc Source for the external trigger Signal
Disabled/BncTrig/Lemo0/Lemo1/

TluSpill/TluStart/TluTrigger/
EthAcq/EthStart

ExtTimestampSrc Source for the external timestamp Signal Same as above

ExtAcquisitionSrc Source for the external
signal to start Acquisition

Same as above

ExtStartSrc Source for an external run start signal Same as above

Calibrate Whether it is a Calibration run or not True/False

KpixAsicArray enable Whether the entire block is enabled or not True/False

KpixAsic[*] enable Whether a specific Kpix block is enabled True/False

CfgAutoReadDisable When set to true KPiX only begins Data readout
when a command is sent to it.

True/False

Table 12 – DesyTracker
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Option Decsription Value range

CfgForceTemp Force whether Kpix temperature
data should be read out

True/False

CfgDisableTemp Disable Kpix temperature module True/False

CfgAutoStatusReadEn True/False

TimeResetOn Set the number of cycles from the start
of an acquisition cycle to wait before asserting reset.

0-[TimeBunchClkDelay(TBCD)]

TimeResetOff Set the number of cycles from the start
of an acquisition cycle to wait before setting reset back to zero

[TimeResetOn]-[TBCD]

TimeOffsetNullOff

Offsets of the system are sampled by switching all
discriminators into a follower mode and impressing

the levels into capacitors at the inverting inputs of the discriminators.
This is a kind of double correlated

sampling applied to the full acquisition cycle.
At OffsetNullOff the follower mode is terminated.

0-[TBCD]

TimeLeakageNullOff Leakage compensation for DC coupled sensor 0-[TBCD]

TimeDeselDelay Time at which the desel_all_cells signal
is asserted to the analog side of KPiX

0-[TBCD]

TimeBunchClkDelay Sets the duration of the start up
phase in units of MCC (acq.clock periods)

0-Uint16

TimeDigitizeDelay How many clock cycles to wait between acquisition and digitization.
(Affects synchronization for unknown reasons)

0-

TimePowerUpOn Set on which MCC analog
power net currents are raised to operative levels

0-[TBCD]

TimePowerUpDig Set on which MCC digital
power net currents are raised to operative levels

0-[TBCD]

TimeThreshOff

At this time a threshold is applied to the bottom
terminal of the capacitor holding the offset level. In the

current version of KPiX some buffers get very slow due to power
drops on busses and the transition from follower to

discriminator takes time.

0-[TBCD]

TrigInhibitOff How many BunchClockCounts (BCC)
of the acquisition a trigger should be suppressed

0-8191

BunchClockCount How many BCC the acquisition
phase should last for

0-8191

Cal0Delay Delay in BCC on when first
calibration DAC injection happens

0-8191

Cal1Delay
Delay in BCC on when second

calibration DAC injection happens
relative to the first

0-8191

Cal2Delay
Delay in BCC on when third

calibration DAC injection happens
relative to the second

0-8191

Cal3Delay
Delay in BCC on when fourth

calibration DAC injection happens
relative to the third

0-8191

CalCount How many buckets should be Calibrated 1-4

Table 13 – DesyTracker
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Option Decsription Value range

DacRampThresh Wilkinson converter threshold. Can be raised to
generate a offset for conversion result

0-255

DacRangeThreshold Signal amplitude at which the dynamic
switch to enables the 10pF capcitor

0-255

DacCalibration Sets the calibration amplitude but is overwritten
in calibration to run through prescribed cycle

0-255

DacEventThreshold Internal bias level, not to be changed -

DacShaperBias Bias level of the shaper, not to be changed -

DacDefaultAnalog A bias level impressed on the analog bus
before connection to the analog storage capacitor

DacThresholdA Setting the DAC threshold level
for threshold A which is used in self triggering

0-255

DacThresholdB Setting the DAC threshold level
for threshold B which is used in self triggering

0-255

CntrlDisPerReset Option for a periodic reset in
synchronism with the ILC bunch structure is disabled

True/False

CntrlEnDcReset Enables DC reset used for all non-synchronous data True/False

CntrlHighGain Set whether the system should operate in high gain True/False

CntrlNearNeighbor Option to trigger a neighboring pixel even if it is below threshold.
Only partially matched layout of tracker and requires changes.

True/False

CntrlCalSource Set which calibration level should
be used (external not in use)

Disable/
Internal/
External

CntrlForceTrigSource Force trigger to be of a certain type
Disable/
Internal/
External

CntrlHoldTime
Sets how long the signal should

be sampled in units of BCC
(8x = 1 BCC, 40 = 2 BCC etc.)

Increasing order
(8x, 40x, 24x, 56x,
16x, 48x, 32x, 64x)

CntrlCalibHigh Whether to enable the the parallel 5pF
capacitor in the calibration injection for bucket 0

True/False

CntrlShortIntEn Option to reduce integration time for data
in the storage capacitors from 0.5 to 0.2µs

CntrlForceLowGain Set whether the system should operate in low gain True/False

Setting both CntrlForceLowGain and CntrlHighGain to
False operates the system in normal gain

CntrlLeakNullDisable Disabled leakage null compensation entirely True/False

CntrlPolarity Set polarity of input signals Positive/Negative
(normally set to Positive)

CntrlTrigDisable Disable self triggering of KPix True/False

CntrlDisPwrCycle Disable power cycling of the champ (no shut off phase) True/False

CntrlFeCurr Sets the current in the frontEnd 0-uA
(unit is important)

Table 14 – DesyTracker
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Option Decsription Value range

CntrlDiffTime Sets the differentiation time to the shaper Normal/Half/
Third/Quarter

CntrlMonSource Option to bring out two analog signals from channel 8.
Will be removed with next submission

None/Amp/Shaper

Chan_0_31

Used to manually disable channels (D)
or set them to Thresholds (A/B) or to

Calibrate (C), 32 channels per row,
example: AAADAAAA ... means channel 3 is disabled

A/B/C/D

KpixAsic[X] enable Sets whether the system should
expect a KPIX in slot X

X=0-24
(but 24 always needs to be

True for the virtual KPIX
on the FPGA board)

True/False

KpixDataRxArray enabel Whether the entire block is enabled or not True/False

KpixDataRx[*] enable Whether data should be sent out by
the KPiX in all slots (wildcard)

True/False
(should always be True)

Table 15 – DesyTracker

I Kapton Flex Cable gluing step by step

1. Placing the rubber stamp upside down into the Kapton flex holder plate and the SiD

sensor into the sensor holder plate and attaching both to the vacuum after aligning

them

2. Kapton flex holder plate is placed beneath the custom pickup tool onto the aluminum

plate and vacuum is turned on after aligning the holder plate using the fine thread

screws

3. Pickup tool is moved down and vacuum of the holder plate is turned of while the

vacuum of the pickup tool is turned on which grabs the stamp

4. The Kapton flex is placed into the now empty Kapton flex holder plate which is at-

tached to vacuum after aligning the cable within the holder plate.

5. Araldite2011 glue is mixed 1:1 by volume using the mixing cannulas and is poured

into the Teflon glue bath.

6. The bath is placed onto the aluminum platform beneath the stamp which is lowered

into it

7. After retracting the stamp from the bath, the bath is exchanged by the sensor holder

plate with the sensor.



I Kapton Flex Cable gluing step by step 251

8. After aligning it the sensor holder plate is held in place by the vacuum and the stamp

is lowered onto the sensor.

9. After retracting the stamp, the sensor holder plate is moved and the vacuum of the

pickup tool is disabled in order to remove the stamp from the pickup tool.

10. The Kapton flex holder plate with the cable is placed, aligned and sucked onto the

aluminum plate after which the vacuum pickup tool is lowered and the vacuum of

the plate and the pickup tool are switched off/on to grab the Kapton flex.

11. The sensor holder plate holding the sensor with the glue applied to it is placed, aligned

and sucked onto the aluminum plate after which the pickup tool is lowered to place

the Kapton flex onto the sensor. The vacuum of the pickup tool is turned off and the

system is kept in this state for a minimum of 10 hours.

12. After hardening of the glue, the large bias pad which is not glued to the top of the

sensor is bent around the edge to the backside of the sensor after applying a small

amount of silver epoxy 8331 using a metal spatula.

13. The pad is then pressed against the sensor backside using a small 20g brass weight

pressing onto the front side and kept in that position for 24 hours to allow the epoxy

to harden.
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J Lycoris track finding

The parameters and coordinate systems used are the ones described in chapter 4.

J.1 Strip road search

For the strip road search finder we start by separating the six measurement layers into

the two axial and four stereo layers. Four of the six layers, typically the four stereo layers,

are referred to as seed layers which are used to build track candidates as they build a pseudo

pixelated layer as a result of their differing stereo angles. The two axial layers are used as

test layers to check the validity of the track in order to remove invalid track combinations.

A layer is only considered valid when its number of correlated hits is greater than zero but

below eight in order to avoid noisy event layers blowing up the combinatorics. If such a

busy event layer is found the event is considered too noisy and is subsequently dropped.

Additionally, a track is constructed only when the number of hits on the track is Nhits > 4.

In the case that two sensor layers have no valid hits, no tracks can be reconstructed for the

event. In general, a position
(
x y

)T
on a track can be written as

x

y

=
x0 + d x

d z · z

y0 + d y
d z · z


with the aforementioned (section 4.2.3) track parameters and the position z along the axis

ez . In order to account for the rotation around the ez axis of the stereo layers mentioned in

section 6.3 a projection of the track onto a measurement layer which consist of any Lycoris

strip sensor layer needs to be performed such that the measured hit m is given by

m =
x

y

 ·
pxi

pyi

= pxi · x0 +pxi · z · d x

d z
+pyi · y0 +pyi · z · d y

d z
=



pxi

pyi

pxi · z

pyi · z

 ·



x0

y0

d x/d z

d y/d z

 ,

with pxi and pyi being variables representing the value of the rotation of the measurement

layer described in section 4.2.1 which corresponds to the strip measurement direction in
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the global system. The vector

(
pxi pyi pxi · z pyi · z

)T

is the derivative d⃗ which results from the projection of the four track parameters to a mea-

surement layer. As we have four measurement layers through which the track is generated

the formula can be expressed via matrix multiplication

m⃗ =



m1

m2

m3

m4

= D ·



x0

y0

d x/d z

d y/d z

=



px1 py1 px1 · z1 py1 · z1

px2 py2 px2 · z2 py2 · z2

px3 py3 px3 · z3 py3 · z3

px4 py4 px4 · z4 py4 · z4

 ·



x0

y0

d x/d z

d y/d z

 .

A unique solution exists for the track parameters if the matrix D is invertible which we can

calculate by multiplying the inverted matrix D−1 from the left such that

x0

y0

d x/d z

d y/d z

= D−1 ·m⃗.

This is performed for all possible combinations of hits in the four seed layers to find track

candidates. We then project the track candidates to the location of the test layers and search

for unique hits. Such a hit is considered valid if it is within a distance of d = rprojected −
rtest < 200µm to the projected hit position. Out of all valid tracks, only the best track is

selected based on its maximum number of hits Nhits and χ2/nd f . All hits from the rest of

the tracks are unassigned and the entire procedure is reiterated until there are no longer

enough layers with hits left to generate tracks or no more tracks are found.

J.2 Striplet finder

For the S-triplet finder we separate the layers based on which cassette they are located

in. We start with an initial assumption of the angles of the beam track (d x/d z)initial and

(d y/d z)initial. In most of our cases these initial angles are taken equal to zero with only a

correction as a result of the curvature within a magnetic field. With this assumption we
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can build a track using the two stereo layers within each cassette in order to build a strip

doublet as now the position on a track is given by

x

y

=
x0 + d x

d z initialz

y0 + d y
d z initialz

=
x ′

0

y ′
0

 .

Similar to the strip road search we need to project the track hit to the measurement layer

which in the case of the stereo layers is angled to the beam in order to get the measurement

hit m.

mi =
x

y

 ·
px

py

=
x ′

0

y ′
0

 ·
px

py


which, for two measurement m1 and m2 can be written via the multiplication of a 2x2 ma-

trix to the track parameters.

m⃗ =
m1

m2

= D ·
x ′

0

y ′
0

=
px1 py1

px2 py2

 ·
x ′

0

y ′
0

 .

This equation possesses a unique solution for the track parameters in the case that D is

invertible. This solution can be calculated by multiplying the inverted matrix D−1 from the

left so that x ′
0

y ′
0

= D−1 ·m⃗.

We then apply a cut on the doublet track values such that a doublet is only valid if x ′
0 <

50mm and y ′
0 < 10mm. The z position of the doublet is defined as the center between z

locations of the two stereo layers z1 and z2 such that zdbl = z1+z2
2 . Using the initial value of

the slope in x we perform a correction on the y value of the doublet such that

xdbl = x ′
0; ydbl = y ′

0 − ycorr

with

ycorr = d y

d z
·d z = d x

d y
· d y

d z
·d z =

(
d x

d z

)
initial

· tan(γ) · z1 − z2

2

with γ being the stereo angle mentioned in section 4.2.1 and z1−z2
2 being the distance along

the z axis between the doublet and the stereo layer. The doublet track is then projected

to the axial layer within the cassette where we check whether the distance between the
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projected doublet hit and a hit in the axial layer d is below the cut value of d = rprojected −
raxial < 100µm. If this is the case we use the axial layer to correct the slope of the S-triplet

track in y (
d y

d z

)
trp

=
(

d y

d z

)
initial

+
(

d y

d z

)
corr

with (
d y

d z

)
corr

= d

zaxial − zdbl

where zaxi al is the z position of the axial layer. We then use the slope in y to perform a

correction on the x position of the triplet similar to the previous correction for y in the

doublet using the slope in x so that

xtrp = x ′
0 −xcorr; ytrp = ydbl

with

xcorr = d x

d z
·d z = d x

d y
· d y

d z
·d z =

(
d y
d z

)
trp

tan(γ)
· z1 − z2

2
.

this is repeated for both cassettes until no more S-triplets can be found.

After finding all S-triplets we try to match S-triplets between the two cassettes. We start

by matching the S-triplet slopes, ensuring that the difference between the curvature cor-

rected slope difference in y is below the cut value of

∆

(
d y

d z

)
corr

=
∣∣∣∣(d y

d z

)
corr1

−
(

d y

d z

)
corr2

∣∣∣∣< 0.01rad.

Using the slopes in x and y we project the S-triplet position to the center between the two

S-triplets so that

xi
proj = xi

trp +
(

d x

d z

)i

·∆zi ; y i
proj = y i

trp +
(

d y

d z

)i

corr
·∆zi

with ∆zi being the distance from the location of the triplet i to the center between the

triplets. We then require that the difference between the projected hit locations lies below

∆x =
∣∣∣x1

proj −x2
proj

∣∣∣< 10mm

and

∆y =
∣∣∣y1

proj − y2
proj

∣∣∣< 1mm.
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The two S-triplets are matched if they fulfill all three of these criteria. For two S-triplets

to be combined into a S-triplet track we additionally require double uniqueness between

S-triplets, meaning that we only combine two S-triplets into a S-triplet track in the case

that both of the S-triplets have exactly one match, that is each other. All other S-triplets are

dropped to ensure a high purity of the S-triplet tracks. Using the S-triplet tracks we perform

a correction on the momentum of the particle using the slope of the S-triplet track which is

used as input for the following track fitting.

K Alignment

In order to reach the projected precision of a ≤ 10µm for the Lycoris telescope, precise

knowledge of the sensor position in similar precision as the expected resolution is a must.

Correlated geometry distortions / displacements of the sensors can introduce a bias on

the track parameters without changing the mean χ2. During installation no external tools

were available to determine the position and angles of the sensors to an accuracy higher

than O(1)mm and O(5)◦ respectively. As such, the precise determination of the sensor po-

sitions/angles has to be done by aligning the sensors to tracks generated by the particle

beam. Particle track based alignment is based on the reduction of the track fit χ2 which

can be described as the sum over the residual between the predicted particle hit position

vi p (τ j ,p) and the measured particle hit position vi m divided by the measurement uncer-

tainty σi .

χ2 =∑
j

∑
i

zi j (τ j ,p) =∑
j

∑
i

(
vi m − vi p (τ j ,p)

σi

)2

(9)

i , j are the indices for all hits and tracks respectively while τ j ,p are the track parameters

and parameters based on which the hit prediction is performed. In order to perform track

based alignment the track parameters need to be overconstrained to allow a variation of

the positions and angles of singular planes in order to minimize this χ2. The method by

which this χ2 is minimized in this thesis is the MillepedeII algorithm [38] which performs

a linearization of the χ2 where linear equality constraints can be invoked via Lagrangian

multipliers. This method has the advantage that it correctly estimates the errors and corre-

lations of the fitted parameters. In effect the alignment parameters can be added to equa-

tion (4.13) by linear changes in the residuals based on the geometric correction parameters
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δp and the track correction parameters δτ so that

χ2 =∑
j

∑
i

zi j (τ j ,p) =∑
j

∑
i

vi m − vi p (τ0 j ,p0)+ ∂vi p

∂p δp+ ∂vi p

∂τ j
δτ j

σi


2

(10)

Where p0 are the initial geometric and τ0 are the initial track prameters. The minimization

of the χ2 function can be written via a partitioned matrix as [110]

∑
C j · · · G j · · ·

...
. . . 0 0

GT
j 0 Γ j 0

... 0 0
. . .


·



δp

...

δτ j

...


=−



∑
b j

...

β j

...


(11)

C j is is a symmetric matrix of dimension equal to the number of global parameters n whose

constituents are calculated from the global derivatives
∂vi p

∂p . Γ j is another symmetric matrix

with dimension equal to the number of local parameters ν which depends only on the j-th

local measurement and the local derivatives
∂vi p

∂τ j
. G j is a a matrix with n number of rows

and ν number of columns which provides the only relation between the global measure-

ments and the local track parameters. In the alignment procedure only the global parame-

ters are of interest which allows to ignore the corrections to the local track parameters and

therefore reduce the matrix using

C ′ =∑
i

Ci −
∑

i
GiΓ

−1
i GT

i b′ =∑
i

bi −
∑

i
Gi (Γ−1

i βi ) (12)

to a set of n normal equations in the form of(
C ′

)
=

(
p

)
=−

(
b′

)
(13)

from which the correction vector to the global parameters p can be calculated by inversion

of the matrix C ′. While an exact result is received by this solution, multiple iterations have
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function ( f (z)) Influence(z)

χ2 = z2

2 z

Huber →


z2

2 if |z| <CH

CH (|z|−CH /2) if |z| >CH

z

CH

Cauchy → C 2
C

2 ln

(
1+

(
z

CC

)2
)

z

1+
(

z
CC

)2

Table 16 – Outlier weighting functions

to be performed in the cases that:

• the equation depends non-linearly on the global parameters which requires the lin-

earization via Taylor expansion,

• the data contains outliers that have to either be removed with gradually tightening

cuts or via down-weighting,

• the accuracy of the data is not know beforehand and has to be determined from the

data requiring a rerun after a more accurate determination of the accuracy.

Outliers can appear for example in the cases that a hit is incorrectly assigned to a track. A

cut on the track fit χ2 is used to filter out wrongly reconstructed tracks. Because of the gen-

erally larger χ2 before the first alignment iteration these cuts have to be tightened gradually

with the number of alignment steps as the χ2 decreases. The χ2 of wrongly reconstructed

tracks generally does not improve with the alignment gradually cutting them out further

and further with each iteration. Furthermore, the impact of outliers on the minimization

can be reduced by minimizing a function F of the normalized residuals instead of the χ2

function with

F (p,τi )−∑
j

f (z j (τi ,a) (14)

where f are the Cauchy or the Huber functions decribed in table 16. which for standard val-

ues of CH = 1.345 and CC = 2.3849 keeps the efficiency for Gaussian data without outliers

at 95%. Even then certain degrees of freedom may be undefined and require the introduc-

tion of equality constraint equations such as zero global displacement or zero rotation for

the whole setup. Such constraints are handled via Lagrange multipliers λ within the Mille-

pede2 framework which are added per constraint to the function F (p). More details to this

can be found in [38] and [94] As a result of outliers the process is repeated iteratively until

the corrections received from Millepede are of the same order as the errors of the measure-
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ments the changes are no longer statistically significant. Additionally only triplet finder

tracks are considered when using the alignment as before alignment high purity tracks are

more important than a high efficiency finder like the road search

In section 4.2.1 it was mentioned that only small rotations around and translations

along the z axis were considered based on installation specifications. These specifications

are the starting parameters for the track based alignment used in order to reduce the num-

ber of iterative steps required to find a good alignment.
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