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1. Abstract / Zusammenfasung

1.1. Abstract

Next-generation sequencing has become so cheap and ubiquitous that the amount of publicly

available data is growing exponentially. Large public repositories have been created for RNA-

seq data to facilitate data sharing and reusability. However, most of these datasets lack stan-

dardized metadata annotation, such as the sampled tissue and basic patient information such

as sex. As public databases and the use of sequencing technologies grow, proper annotation

will become increasingly important to make data truly searchable and findable for everyone.

Sequencing technology can be applied to measure a diverse range of signals. For example,

targeted sequencing of the 16s ribosomal gene of prokaryotes can be used to measure the mi-

crobiome of a given environment. The human microbiome is well known to be linked with

diseases and analysing it can lead to novel biomedical and diagnostic discovery.

This thesis presents two projects working with sequencing data. The first project is concerned

with developing a machine learning algorithm. The aim is to annotate public RNA-seq sam-

ples with metadata automatically. The developed algorithm successfully predicts the tissue

of origin, the source of the sample and the sex of the patient more accurately than a previ-

ously published linear model and a standard neural network. We were able to generate more

than 10,000 novel metadata entries for 8,495 publicly available RNA-seq samples. The sec-

ond project is concerned with analyzing microbial sequencing data (16s rRNA-seq) of blood

serum samples. This project compares patients’ blood microbiome between primary sclerosing

cholangitis, primary biliary cholangitis, and healthy controls. It is well known that these two

progressive liver diseases can be linked to a change in the microbial composition of the gut. We

were able to confirm this finding in the blood. The liver disease patients showed an increased

within-sample diversity compared to the healthy controls, thereby supporting a current hy-

pothesis of heightened intestinal permeability and microbial translocation into the blood as a

potential pathway of disease development.

1.2. Zusammenfassung

Die Erbgut-Sequenzierung ist so kostengünstig und allgegenwärtig geworden, dass die Menge

der öffentlich verfügbaren Daten exponentiell ansteigt. Es wurden große öffentliche Daten-

banken für RNA-Seq-Daten eingerichtet, um den Datenaustausch und die Wiederverwend-

barkeit zu erleichtern. Den meisten dieser Datensätze fehlen jedoch standardisierte Metadaten-
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Annotationen, wie z. B. das entnommene Gewebe und grundlegende Patienteninformationen

wie das Geschlecht. Da öffentliche Datenbanken und der Einsatz von Sequenziertechnologien

wachsen und zunehmen, wird eine korrekte Annotation immer wichtiger, um Daten wirklich

suchbar und für jeden auffindbar zu machen.

Die Sequenzierungstechnologie kann zur Messung einer Vielzahl von Signalen eingesetzt

werden. Zum Beispiel kann die gezielte Sequenzierung des 16s ribosomalen Gens von Prokary-

oten verwendet werden, um das Mikrobiom einer bestimmten Umgebung zu messen. Es ist

bekannt, dass das menschliche Mikrobiom mit Krankheiten in Verbindung steht und seine

Analyse kann zu neuen biomedizinischen und diagnostischen Entdeckungen führen.

Dieser Arbeit stelle zwei Projekte vor, die mit Sequenzierungsdaten arbeiten. Das erste

Projekt befasst sich mit der Entwicklung eines maschinellen Lernalgorithmus. Dieser soll öf-

fentliche RNA-Seq-Proben automatisch mit Metadaten annotieren. Der entwickelte Algorith-

mus sagt erfolgreich das Herkunftsgewebe, die Quelle der Probe und das Geschlecht des Pa-

tienten genauer voraus als ein zuvor veröffentlichtes lineares Modell und ein standardmäßiges

neuronales Netzwerk. Wir konnte mehr als 10.000 neue Metadateneinträge für 8.495 öffentlich

verfügbare RNA-Seq-Proben generieren. Das zweite Projekt befasst sich mit der Analyse von

mikrobiellen Sequenzierdaten (16s rRNA-seq) von Blutserumproben. Dieses Projekt vergle-

icht das Blutmikrobiom von Patienten mit primär sklerosierender Cholangitis, primär biliärer

Cholangitis und gesunden Kontrollen. Es ist bekannt, dass diese beiden Lebererkrankun-

gen mit einer Veränderung der mikrobiellen Zusammensetzung des Darms in Verbindung ge-

bracht werden können. Diese Erkentniss konnte im Blut bestätigt werden. Die Patienten mit

der Lebererkrankung zeigten eine erhöhte Diversität innerhalb der Probe im Vergleich zu den

gesunden Kontrollen, wodurch eine aktuelle Hypothese der erhöhten intestinalen Permeabil-

ität und der mikrobiellen Translokation ins Blut als möglicher Weg der Krankheitsentwicklung

unterstützt wird.
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2.1. Statement of Contribution

This chapter is the result of a collaboration between Hannes Wartmann and Sven Heins. Sven

kindly took the responsibility of reproducing the results published in [1], generated all results

reported for the LIN model and wrote the method section Linear Regression Model - LIN.

2.2. Background

2.2.1. RNA-Sequencing

Figure 2.1.: RNA-sequencing workflow. The process of RNA-seq for gene expression measurement
follows these steps: (i) cells are collected (e.g., from tissue biopsy), (ii) cells are lysed, total RNA is ex-
tracted, DNA, proteins, and other cell debris are removed, (iii) depending on the study design different
RNA species are enriched or depleted, (iv) RNA library preparation; RNA is fragmented and reverse
transcribed into the more stable cDNA, adapters are ligated, (v) next-generation sequencing; cDNA
fragments are placed onto a flow cell, fragments are amplified to form clusters for signal amplification,
one nucleotide at a time is added to each cluster emitting a light signal representing the fragment’s se-
quence, (vi) sequenced fragments (reads) are aligned to a reference genome and (vii) gene count tables
generated.

Ribosomal nucleic acid sequencing (RNA-seq) is a technology to measure the quantity of RNA

in a biological sample at a given moment. It allows researchers to simultaneously quantify and

compare the expression of tens of thousands of genomic transcripts. The workflow of RNA-seq

and downstream analysis are briefly summarized in Figure 1 [2]. RNA-seq raw data can, for

example, be used to discover novel exons, splicing events or information about non-protein-

coding RNA species [3]. However, the most straightforward application is to measure gene

expression (Figure 2.1). Gene expression count tables are generated from RNA-seq experiments

focusing on messenger RNA (mRNA). This technique has helped, for example, establish the
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human transcriptome and regulatory effects across healthy tissue and individuals [4, 5], to

define a comprehensive transcriptional portrait of human cancer cell lines [6], to link primary

sclerosing cholangitis to pro-inflammatory signaling [7], to identify the molecular etiology of

Parkinson’s disease [8], or to develop blood-based pan-cancer diagnostics [9].

A continuous drop in cost has made RNA-seq a widely available method of choice to uncover

the molecular basis of biological development or disease [3, 10]. Between 2010 and 2015, the

worldwide annual sequencing capacity has doubled every seven months [11]. As a result,

recent years have seen substantial growth in publications and publicly accessible data linked

to RNA-seq (Figure 2.2).

Figure 2.2.: Publications and publicly available data linked to RNA-seq have seen substantial growth
in the past decade. A) The number of publications mentioning “RNA-Seq” archived in PubMed has
been growing steadily to almost 7000 publications in the year 2020. B) The Sequence Read Archive
(SRA) is the largest repository for raw sequencing data. Since its initiation in 2008, the number of data,
measured in peta bases, has grown exponentially and is predicted to keep growing at a similar rate.

2.2.2. Meta-Analysis and Big Data

Meta-analysis is the synthesis of multiple research studies using statistical methods. The first

medical meta-analysis was published in 1904 [12], and the number of publications has been

growing exponentially in the past 30 years [13], reaching 29,317 publications on PubMed in

2020. Meta-analysis can be performed when multiple datasets are attempting to measure the

same signal. Integrating datasets from different studies (and sources) can increase statistical

power, analyze differences in results between studies or generate new hypotheses [14]. In

genomics, meta-analysis has been a well-established method for many years [15, 16]. For ex-

ample, publicly available RNA-seq datasets have been pooled to study gene expression across

species and tissues [17], to find novel genes associated with dilated cardiomyopathy [18], or

increasing statistical power to identify robust transcriptomic changes specific to Alzheimer’s

disease [19].

At least in biology, big data is essentially meta-analysis using a much larger number of stud-

ies and applying machine learning (ML) to infer new knowledge [20]. Genomics is predicted

to produce 2-40 exabytes (1 exabyte = 106 terabytes) of data each year by 2025 [11], which
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would make it the most extensive data-driven science by far [11]. Research done on hundreds

of datasets is already commonplace today. For example, Taroni et al. [21] used a sizable pub-

lic gene expression compendia to train ML models, which they then applied on smaller, rare

disease datasets. Similarly, Tan et al. [22] extracted gene pathway information from a gene ex-

pression compendia of P. aeruginosa containing more than 125 datasets. Others have integrated

hundreds of RNA-seq datasets to generate novel insights into mutually exclusive splicing [23]

or to identify key splicing factors in Rett syndrome and cold-induced thermogenesis [24]. One

challenge that all examples in this section have in common is the dependency on proper data

management standards within the scientific community.

2.2.3. Sequence Data Reusability

Data reusability describes the ease of utilization of published data. Good data management

will allow us to reproduce and verify results, minimize duplication effort, and build on others’

work [25]. In 2015 Wilkson et al. [26] proposed the FAIR Principles for scientific data man-

agement and stewardship to standardize data handling across scientific fields. The authors

postulated a code of conduct for making data findable, accessible, interoperable and reusable.

In genomic science several projects have been started in the past decade to centralize data stor-

age (accessibility), standardize data processing (interoperability) and homogenize and impute

new metadata (findability).

The Sequence Read Archive (SRA) [27] is the National Center for Biotechnology Informa-

tion’s primary high-throughput sequencing repository. The SRA has grown exponentially and

currently holds 20 peta bases of information (Figure 2.2B). As of the time of writing, about

10% of the data (95,000 samples belonging to 3,000 studies) is human RNA-seq data. A strict

hierarchical order (projects SRP#, samples SRS#, experiment SRX# and sequencing runs SRR#)

is maintained using unique identifiers for each identity. The SRA plays an integral part in data

reusability by providing a single repository for all raw sequencing datasets and each sample’s

unique identifiability. However, another critical part is standardized metadata annotation to

make data search- and findable. The repository is user-submission based, and currently, no

standardized terms for metadata annotation are enforced. As a result, metadata, if available,

includes many synonyms, spelling variants and different levels of granularity [28, 1] (Supple-

mentary Table A.1).

MetaSRA [28] is a project aiming to homogenize the currently available SRA metadata. To

this end, the metadata of 75,000 human SRA samples was downloaded. Metadata entries re-

lated to disease state and anatomy were mapped to ontologies to link and normalize manually

entered entities. Sample source (e.g., tissue, cell line, stem cell) were predicted using ML with

ontological information as input features. The generated metadata is freely available and con-

tinuously updated and expanded.
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Recount2 [29] is a project established in 2011 intending to provide analysis-ready RNA-seq

datasets. While the SRA collects raw sequencing files and makes them available for download,

recount2 provides gene and exon count tables for more than 50’000 human SRA samples. Re-

count2 serves the community in two significant ways: (i) Raw SRA datasets are processed into

analysis-ready gene and exon count tables that are easily accessible, and (ii) SRA datasets are

processed using a single pipeline (Rail-RNA [30]) and therefore minimize the dataset bias orig-

inating from the use of different pipelines.

Phenopredict [1] is an R package for phenotype prediction of human RNA-seq samples. Pub-

licly available gene expression data (i.e. GTEx, see section 2.2.4) with standardized metadata

annotation (e.g., sex, tissue, sample type) was used to train a linear classifier. The classifier

was then validated on TCGA and SRA samples downloaded from recount2 and can be used

for automatic phenotype annotation. The algorithm is split into a predictor building and a

prediction phase. First, expressed regions (ERs) [31] were determined resulting in more than

1 million potential input features. Next, a linear regression model (see section 2.2.6) was fit

to determine coefficients (including an intercept term for base expression) relating categorical

phenotype classes (independent variable) to the ERs (dependent variable). Next, the most dis-

criminative ERs were selected as features for the model. A linear model (no intercept) relating

phenotype classes to preselected ERs was fit to estimate the mean expression level for each ER

across all classes. Given new ER expression values (outcome variable) and the estimated mean

expression (coefficients) for each region, the model can be solved for the independent variable

(class predictions).

2.2.4. Large Public Datasets

The Genotype-Tissue Expression (GTEx) [32] project is the largest public effort to study tissue-

specific gene expression [4, 5]. GTEx strives to build a highly homogeneous dataset with strict

guidelines on donor selection, biopsy and sequencing methodology. For example, dataset bi-

ases resulting from different laboratory methods, RNA extraction kits or sequencing technolo-

gies were minimized by stringent standards and centralized sequencing facilities. In the cur-

rent version (v8), 17,382 samples from 948 healthy (albeit dead) donors covering 54 tissues are

available.

The Cancer Genome Atlas (TCGA) is a project aiming to collect (among others) genomic se-

quencing information from a large variety of cancer tissues. TCGA depends on a submission

model of biospecimen from all over the US. A high level of quality and standardization is en-

sured by centralized quality control and sequencing in few facilities. The TCGA provides raw

sequencing files for 11,284 donors across 26 tissue types.
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2.2.5. Dataset Bias

Dataset bias is a shift in the distribution between two datasets attempting to measure the same

signal (Figure 2.3). For example, an algorithm trained on images (see section 2.2.6 for more

details) of white cats might have trouble recognizing red cats in the test set. Both datasets

attempted to measure the same signal (i.e., cat) but a shift in fur color led to a dataset bias

in the test set. Similarly, two RNA-seq datasets measuring gene expression in the liver could

be biased if one cohort contains only female, the other only male patients [33], or one group

consists of cancer patients and the other not.

Figure 2.3.: Dataset bias in GTEx vs. SRA. A t-distributed stochastic neighbor embedding (t-SNE) [34]
plot. T-SNE is a nonlinear dimensionality reduction method for the visualization of high-dimensional
data. Plotted are the expression values of the five largest tissue classes in GTEx (A) and SRA (B). GTEx
shows strong homogeneity within the tissues evident by the clear tissue specific clusters. SRA datasets
show a diverse number of biological and technical biases evident by the fact that each tissue is split up
into smaller clusters, some even mixed. The increased heterogeneity in the SRA data makes it hard to
train classification models that generalize across all datasets.

In addition to these biological biases, many technical biases are known. For example, extrac-

tion and library preparation kits used during the sequencing workflow (Figure 2.1) have been

shown to alter the starting concentration of DNA [35, 36]. T’ Hoen et al. [37] showed that even

using the same starting material and protocols, different laboratories can not perfectly replicate

sequencing results. Arora et al. [38] showed that even the choice of bioinformatic pipelines for

raw data processing (e.g., implementation choices made, statistical and algorithmic methods

used, software version and run-time parameters) could lead to biases in the final gene count

tables.
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2.2.6. Machine Learning

Machine learning (ML) is the study of algorithms that improve automatically through experi-

ence [39]. In other words, an ML model defines a family of functions from which it chooses

(i.e., learns) the best. The best function is determined based on the data provided and an opti-

mization strategy. One of the most simple examples of this concept is linear regression.

Linear Regression

Linear regression aims to find a linear function f such that y = f (~x) where ~x is an input vector

and y the output variable. For example, assuming a linear relationship between yearly salary

(y) and years of education (x), the following function takes the form:

y = a + βx

In this example, a (the intercept) is the minimum wage, and β is the coefficient (or weight)

relating yearly salary to years of education. The parameters a and β have to be estimated given

the data x and the labels y.

Linear models perform well if a linear relationship between model input and output can be

assumed. However, many problems offer more complex nonlinear relationships for which we

need appropriate models (Figure 2.4). Artificial neural networks (ANNs) are such a family of

models.

Perceptron

Neural networks belong to what is known as the deep learning methods [40]. The most basic

form of ANNs, feedforward neural networks, are able to approximate some highly parameter-

ized nonlinear function f [41]. In supervised learning, a data sample consists of a feature vector

~x and a label y. The function f is a mapping from the input ~x to an output y. The network learns

weights W to define the mapping ŷ = fW(~x) where ŷ ' y is the model’s approximation of the

true output. Neural networks consist of neurons. A neuron is a computational unit connected

to other neurons. The output z of a neuron is the weighted sum of its inputs x and a weight

vector ~w plus a bias b.

z = ~xT ~w+ b

The most simple feedforward network is the perceptron [42] consisting of an input and output

layer (Figure 2.5A). The perceptron is a binary classifier outputting 0 or 1. The output z is

binarized by applying the activation function φstep(x) to the output z.

φstep(z) =

1 if z ≥ 0

0 if z < 0
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Figure 2.4.: Linear and nonlinear functions. A) Regression is the statistical process of estimating the
relationship between input (x) and output (y) variables. In this example of a 2-dimensional plane, a
nonlinear relationship between x and y is observed. Fitting a linear model (left panel) to this data results
in a higher error than a nonlinear model (right panel). B) Classification is the task of differentiating
between two or more groups (i.e., classes) of data points given input features (x1, x2). Similar to the
regression example, these two classes (green and orange points) are not linearly separable (i.e., they can
not be separated by a straight line). A classification model limited to linear combinations of the feature
space will result in a higher misclassification rate compared to a nonlinear classifier (right panel).

The function fW for the perceptron becomes thus

fW(~x) = φstep(~x
T ~w+ b)

In a 2-dimensional space the equation ~xTw + b = 0 defines a decision boundary separating

two classes (Figure 2.5B). Many such decision boundaries are possible. The weights of the

perceptron have to be learned such that an optimal boundary can be found.

The learning process requires quantifying the error (or loss) between ŷ and y. A very simple

loss function l is the squared difference:

lmse( fW(~x), y) = ( fW(~x)− y)2

For the total cost, given a training dataset Dt = {(~xi, yi), ..., (~xN , yN)} with N samples and an

activation function φ, a cost function c is defined which in this case is the mean squared error

(MSE):

cmse(Dt, ~w) =
1

2N

N

∑
i=1

φ(xT
i ~w+ b)− yi)

2
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Figure 2.5.: Perceptron A) Symbolic representation of a 1-layer neural network, also known as a percep-
tron. The input variables x1 and x2 are connected to the output node (i.e., the neuron) z. Each input
is multiplied by the weight (w1, w2) of the connection. B) A perceptron is used for binary classification
using the step function. This linear classifier defines a decision boundary separating two classes. Inputs
that produce an output of the perceptron ≥ 0 are classified as class 1, else 0. C) A multilayer perceptron
extends the perceptron by connecting the input layer (blue) and the output layer (red) through multiple
hidden layers (green).

The more accurately the classifier fW predicts the true value y the lower the cost, thus ~w and b
are changed such that the cost function is minimized.

Figure 2.6.: Model optimization with gradient descent. The set of parameters { ~w, b} of a model are
randomly initialized. Samples are fed forward through the network and the output is calculated. A cost
function is used to calculate the error in the model’s prediction ŷ compared to the true target y. The aim
is to find parameters such that the loss is minimal. Gradient descent calculates the partial derivative of
the cost function with respect to each parameter and updates the parameters in the negative direction
of the gradient until the model converges to a minimum of the cost function.

c(Dt,W ) is typically minimized using gradient descent (Figure 2.6). During training the pa-

rameters of the perceptron are adjusted in the negative direction of the gradient (i.e., the slope

of the function at a given point) of the cost function.

wi+1 = wi − α
∂c(DT)

∂wi

bi+1 = bi − α
∂c(DT)

∂bi

Where wi and bi are the parameter values after the ith iteration and α is the size step the al-

gorithm takes known as the learning rate. Once the cost function c converges the model is

optimized and the category of unseen data can be predicted.
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Deep Learning

For more complex networks the idea of the perceptron is extended to multilayer perceptrons

(MLP). The model can be visualized as a directed acyclic graph describing the flow of data

(feed forward). A MLP is a chain of functions f (x) = f (3)( f (2)( f (1)(x))) where f (1), f (2) and

f (3) are the layers of the network. In addition many choices for φ are available [43]. One of the

most commonly used activation functions today is the Rectified Linear Unit (ReLU) [44]:

φReLU(x) = max(0, x)

Classification

MLPs that are trained on a set of class Y = {ci, ..., cC} with C > 2 typically use the softmax

activation function in their output layer fout(x) which has C nodes.

pi = φso f tmax( fout(~x))i =
e fout(~x)i

∑C
j=1 e fout(~x)j

Softmax takes as input the output vector of the output layer of the network and returns the

ratio of the exponential of the ith output node and the sum of the exponential of all output

nodes. fouti is the output value of the ith node / class. The new output vector ~p sums up to 1,

and each output value can be interpreted as a probability to belong to the corresponding class

such that

ŷ = argmax(p)

A typical loss function used for classification is the cross-entropy loss.

lce(~p, ~y) = −
C

∑
i=1

yilog(pi)

Where ~y is a one-hot encoded vector of dimension C with yi = 1 if ~x is of class i else 0.

Siamese Networks

A siamese network [45] is an ANN architecture designed to learn similarities (Figure 2.7A).

Siamese networks can be trained on triples, an anchor, a positive and a negative sample of equal

and unequal class, respectively. Given a set of N triplets Dtrip = {(~xa
i ,~xp

i ,~xn
i ), ..., (~xa

N ,~xp
N ,~xn

N)}
and a function gw parametrized by the weights matrix W the model is trained as follows: i)

each sample of a tripled is passed through gw, ii) the distances dl2(~x
a
i ,~xp

i ) and dl2(~x
a
i ,~xn

i ) in

the embedding space (i.e., output layer) are measured, iii) W is updated such that the model

converges towards dl2(~x
a
i ,~xp

i ) < dl2(~x
a
i ,~xn

i ) (Figure 2.7B) with

dl2(~x1,~x2) = ‖gw(~x1)− gw(~x2)‖
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Figure 2.7.: Siamese neural network architecture. A) A siamese network is an ANN architecture learn-
ing similarities instead of decision boundaries. Siamese networks pass two or more samples in parallel
through the same network, depending on the loss function. The triplet loss takes as input the distance
between an anchor, a positive sample from the same class and a negative sample of a different class in
the embedding space. B) The network is updated such that the distance between anchor and positive
sample is minimized and between anchor and negative sample maximizes. (Adapted from [46])

Schroff et al. [46] introduced the triplet loss function. The triplet loss minimizes the distance

from the anchor to the positive sample and maximizes the negative sample’s distance.

lt(~x
a,~xp,~xn) = max(dl2(~x

a,~xp)− dl2(~x
a,~xn) + m, 0)

Where m is a margin parameter.

Domain Adaptation

Domain adaptation (DA) is a branch of ML concerned with developing network architectures

and training procedures that enable models trained on a source domain to perform well on a

biased target domain. In other words, the aim is to develop models that extract bias invariant

features from the training data. Many different types of algorithms have been developed in

recent years attempting to solve this problem. Following is a brief overview of the literature

that has been influential to this work. DLID [47] is an algorithm trained on various degrees

of mixed source and target data. The model extracts features from each intermediate dataset

and interpolates a feature path between the two domains. Another popular method is domain-

adversarial training, as proposed by Ganin et al. [48]. Domain-adversarial training uses two

loss functions, one to differentiate between classes and a second to differentiate between the

domains. Samples of both domains are passed through the same network, forcing it to extract

features relevant for class classification and suppress features relevant for domain classifica-

tion.

Recently, Tzeng et al. [49] introduced adversarial-discriminative domain adaptation, which

applies the GAN-loss [50]. Generative adversarial networks (GANs) train two networks, a

generator and a discriminator. The discriminator takes as input a ’real’ sample and a ’fake’

generated sample. The networks are trained such that the generator outputs samples that can
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not be discriminated from ’real’ samples. In the DA approach proposed by Tzeng et al., a

standard MLP is trained on the source domain. The MLP is then split into a source mapper

(i.e., all layers before the output layer) and the classification layer (i.e., output layer). For DA,

the output of the source mapper (with fixed weights) is used as ’real’ samples, and the output

of a new network (i.e., target mapper) is used as ’fake’ input to a discriminator. The target

mapper is trained such that the discriminator can not differentiate between samples from the

source and the target domain. Once the target mapper is trained, it is used for classification

connected to the pre-trained classification layer. Building on the previous approach, Motiian et

al. [51] proposed a model combining adversarial discriminative learning and siamese network

architecture.
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2.3. Aim and Problem Statement

Next-generation RNA-seq has been a pillar of biomedical research for many years [52, 53]. A

continuous drop in cost has made RNA-seq a widely available method of choice to uncover the

molecular basis of biological development or disease [3, 10]. As a result of this, recent years

have seen a strong growth in publicly accessible RNA-seq data.

The actual reuse and integration of this data, however, has been largely limited by the lack

of consistent metadata annotation and individual dataset bias [37, 54]. The lack of metadata

annotation for RNA-seq samples, such as tissue of origin, disease or sex phenotype, prohibits

experimenters from finding data that is relevant to their research.

To allow for efficient data reuse, publicly available data has to be harmonized and well anno-

tated with standardized metadata [11]. The primary database for next-generation sequencing

projects, the SRA [27], provides a centralized repository for raw sequencing information. How-

ever, the SRA lacks rigorous standards of curation, which limits the reusability of its data. Ef-

forts to predict missing or sparse metadata in public RNA-seq resources have shown promising

results. Recently, a linear regression model fitted to GTEx data has been presented for the pre-

diction of tissue, sex and other phenotypes of SRA and TCGA samples [1]. While this method

performed well on homogenous TCGA data, results on SRA test data was less convincing. The

authors identified the large number of different dataset biases in the SRA as a potential reason

for the limited results on that data.

ANNs in their various forms and functions consistently outperform classical ML approaches

in a large variety of biological tasks, including classification, data generation and segmentation

[55, 56, 57, 58]. Given large training datasets these algorithms can learn complex representa-

tions of data by automatically weighting and combining features nonlinearly. This has led us

to hypothesize that ANN-based models could increase the performance in metadata prediction

beyond that of classical ML approaches such as linear regression. Of special interest in this con-

text is domain adaptation [59], a subfield of ML which aims to specifically alleviate problems

conferred by dataset bias [60].

Here we present a DA approach capable of leveraging a large number of dataset biases,

boosting generalizability of phenotype prediction. We developed the model using three data

sources (GTEx, TCGA and SRA) of different size and with a different degree of bias. To validate

our approach we compare it to the previously suggested linear model (LIN) [1] as well as a

standard multi-layer perceptron (MLP) on prediction of tissue of origin, sex and sample source.

Importantly, we find that our DA network significantly outperforms the LIN model by up to

12.3% in prediction accuracy. We subsequently apply trained models to generate and make

available new metadata for 8,495 unique SRA samples.
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2.4. Experimental Setup

Figure 2.8.: Study overview. (A) Data was downloaded from recount2 and split into three data sources:
(i) GTEx, (ii) TCGA and (iii) SRA. Non bulk mRNA data and technical replicates were removed. Protein
coding genes were selected and TPM normalized. Metadata for tissue of origin (e.g. heart), source (e.g.
biopsy) and sex phenotype was collected, if available. A subset of 16 tissues was selected. Samples were
annotated, training and testing datasets were created. (B) Three models were compared: LIN (linear
model), MLP (multilayer perceptron) and DA (novel domain adaptation algorithm). Each experiment
(dashed box) is made up of a model and training data. The previously published LIN model served
as a benchmark for our MLP and DA model. Each model experiment was repeated 10x with differ-
ent seeds to give an estimation of uncertainty. The best model (orange star) was chosen by comparing
average performance across all seeds. (C) All available data was used for training the best model. Previ-
ously unlabeled SRA data (yellow square) was automatically annotated with the appropriate metadata.
Newly annotated metadata can be used to re-train existing models to further improve performance.

This study aims to find the best model for RNA-seq metadata annotation based on gene expres-

sion. Three different data sources were selected for which phenotype data was available (Figure

2.8A). Each of the three data sources comes with a different number of dataset biases. Briefly,
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GTEx is a large homogeneous dataset containing healthy samples following a strict centralized

standard protocol. TCGA contains pooled samples from different cancers, disease stages and

sequencing centers. Our SRA data comprises hundreds of individual studies following no cen-

tralized standard, containing the largest number of biases of all three data sources. Bias in a

test dataset that a model has not learned (domain shift) can severely compromise performance.

We hypothesized that exposing classification models to a sufficient number of dataset biases

will enable them to learn a generalized internal feature representation. Such a model would

be able to classify data with previously unseen biases. To test and benchmark our models, we

selected the classification tasks of (1) tissue of origin of a given RNA-seq sample, (2) biopsy vs.

cell line origin of a sample (i.e., sample source), and (3) sample sex (Figure 2.8A).

Three different machine learning models were compared (Figure 2.8B). First, a fully con-

nected ANN (MLP) was tested because of its capability to create novel latent features (see

Methods for model details). Second, we developed a domain adaptation (DA) approach (Fig-

ure A.2), a subfield of machine learning dealing with dataset biases. Lastly, the LIN model

trained on GTEx data, proposed in Ellis et al. [1], was used as the baseline for all tissue and

sex classification experiments. Models were trained on either GTEx or a mix of GTEx and SRA

data and tested on TCGA and SRA data. Uncertainties for MLP and DA models were estimated

from 10 training runs with different random seeds (Figure 2.8B).
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2.5. Methods

2.5.1. Data Acquisition and Processing

Data Source

To train and test models, we gathered data from three different sources, each with a differ-

ent level of homogeneity, which we define as the number of unique dataset biases present

within one data source. Datasets were defined as all the RNA-seq samples from one study

based on the assumption that they were obtained and processed under identical conditions. To

avoid additional biases by using different bioinformatic alignment pipelines [38], all data was

downloaded from recount2. The RSE V2 files of all available RNA-seq projects (n=2,036) from

recount2 (release 13.09.191) were downloaded using the recount R package (v 1.11.13). The

downloaded data was separated into three different data sources according to their origin.

GTEx - The Genotype-Tissue Expression Project [32] v6 (https://www.gtexportal.org/) com-

prises 9,662 samples from 554 healthy donors across 31 tissues. GTEx strives to build a highly

homogeneous dataset with strict guidelines on donor selection, biopsy and sequencing method-

ology2. We considered the GTEx data source to have a single dataset bias.

SRA - A total of 2,034 SRA [27] studies containing 49,657 samples were downloaded from

recount2 [29]. Every SRA study was potentially processed at a different site by a different

technician following different standards. Besides, the underlying biological condition of the

samples is often unclear. We assume each study to have a unique dataset bias which makes

the SRA a highly heterogeneous data source. In addition, data annotation is not standardized,

resulting in sparse metadata with low fidelity.

TCGA - RNA-seq data for The Cancer Genome Atlas was downloaded consisting of 11,284

samples spanning 26 tissues. While there are 740 samples of healthy donors across 20 tissues,

more than 90% of the samples are tumor biopsies from various tissues and different stages of

tumor progression. In contrast to GTEx, TCGA is a submission-based project leaving more

room for potential dataset bias. Despite the high level of standardization and reliability of

metadata information, heterogeneity is also inherent to the TCGA dataset due to the biological

context (cancers, stages), albeit not as pronounced as in SRA.

Preprocessing of SRA Data Source

This study focuses on bulk mRNA-seq data, as it is by far the most frequent datatype in ei-

ther of the three data sources used. The following approaches were used to exclude data from

single-cell and small RNA (sRNA studies from further analysis: First, we identified sRNA-

1https://jhubiostatistics.shinyappts.io/recount/
2https://www.gtexportal.org/home/documentationPage
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seq data based on the total fraction of sRNA counts and protein-coding RNAs. Specifically, we

considered a subset of the Gencode gene types (i.e., protein_coding and processed_pseudogene

vs. rRNA, miRNA, misc_RNA, snRNA and lincRNA). Every sample with its maximum total

count fraction not allocated to either protein_coding or processed_pseudogene was removed

from further analysis (Figure A.1). Second, we removed single-cell RNA-seq studies by scan-

ning titles and abstracts for variations of the words ’single cell’ and manually validated and

excluded the identified samples. In addition to this semi-automatic validation step, we manu-

ally validated the 50 largest projects within the SRA data source and removed samples that did

not qualify as bulk mRNA-seq data.

Most importantly, we noticed a large number of technical replicates in the remaining SRA

data. Using technical replicates to train and test a classification model inflates the reported

metrics. Therefore only samples with a unique experiment accession (SRX#) were retained.

From the 49,657 SRA samples downloaded initially, 29,685 samples and 1,833 unique studies

passed our preprocessing steps.

Metadata

Three different phenotypes for expression-based prediction were considered. Explicitly, we

predicted the tissue of origin of a biopsy (e.g., heart, lung, kidney, ovary), the patients’ sex, and

sample source (denoting whether the sample was from a patient biopsy or a lab-grown cell

line).

GTEx and TCGA - Tissue and sex annotation for GTEx were extracted from the official sample

annotation table provided by GTEx (GTEx_Data_V6_Annotations_SampleAttributesDS.txt 3).

Recount2 provided an annotation file for TCGA from which we took columns

gdc_cases.project.primary_site and gdc_cases.demographic.gender for tissue and sex annota-

tion, respectively. Sample source was assumed to be of type biopsy for all GTEx and TCGA

samples.

SRA - For the SRA samples, we relied on normalized metadata provided by MetaSRA. Avail-

able SRA identifiers were downloaded through the GUI 4 by searching for all 31 GTEx tissues

(site accessed on 11.09.2019) (Supplementary Table A.2). Of the 31 tissues available for GTEx,

we were able to identify samples for 26 in MetaSRA, resulting in 6,183 annotated SRA sam-

ples. Sample identifiers for sex were accessed through the same GUI by searching for male and

female organisms + Homo sapiens cell line, which resulted in 3,240 annotated SRA samples.

Sample source was determined using the SQLite file provided by MetaSRA (metasra.v1-5.sqlite
5), resulting in 28,043 annotated samples across six sample source categories.

3https://storage.googleapis.com/gtex_analysis_v6/annotations
4http://metasra.biostat.wisc.edu
5http://metasra.biostat.wisc.edu/download.html, colum sample_type
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Tissue Label Harmonization - GTEx, TCGA and SRA have 17 common tissue types (Figure

A.3). Bladder was removed due to its small sample size (GTEX n=11). We kept tissues of com-

parable size in the SRA (adrenal gland n=14, testis n=14, pancreas n=17 in the SRA training

data). The SRA training data was mainly used for bias injection and size was not considered an

exclusion criterion. Filtering resulted in 5,480, 8,624, and 3,252 tissue annotated samples across

16 tissues for GTEx, TCGA and SRA, respectively (Supplementary Tables A.3 and A.4).

Dimensionality Reduction and Normalization

The downloaded gene count table provided counts for 58,037 genes (Gencode v25, GRCh38,

07.2016). First standard log2 Transcript per Million (TPM) normalization was applied to nor-

malize for gene length and library size. Next, we reduced the number of input features (genes),

aiming to keep features containing information and remove potentially uninformative features.

All non-protein-coding genes were removed, reducing the gene set by 65.5% to 19,950 genes.

For sex classification, only protein-coding genes on the X and Y chromosome (n=913) were se-

lected. The Gini coefficient for each gene was computed. Only genes that showed significant

dispersion between tissues [23, 61, 62] across all GTEx samples were retained. Housekeeping

genes, for example, are known to be expressed similarly across tissues and would score a low

Gini coefficient (i.e., high dispersion). Low and high cutoffs were determined during hyper-

parameter optimization. For tissue classification, genes with Gini coefficients g between 0.5

and 1 were retained, resulting in a features space of dimension d=6,974. For sex classification,

genes with 0.4 < g < 0.7 were used (d=190). Sample source classification included genes with

0.3 < g < 0.8 (d=8,679) (Supplementary Table A.3).

Dataset Preparation

Phenotype Classification Experiments - Tissue: SRA data was always split on the study level

(SRP#) into train and test sets. The two largest SRA studies per class were put in the training

set for tissue prediction. This split ensured maximal bias variability in the remaining test data.

Of the 178 SRA studies containing tissue annotated samples (SRR#), 30 studies were selected

for the training set (n=1,721) and 148 studies for the test set (n=1,531) (Supplementary Tables

A.3 and A.4). Sex: In total, 159 SRA studies contained samples annotated with male and or

female by MetaSRA. These studies were combined into the training set (studies=78, n=2,317),

and test set (studies=81, n=923) (Supplementary Tables A.3 and A.4). For model validation,

GTEx was randomly split into training and test sets with an 80:20 ratio for both sex and tissue

classification. Sample Source: A confidence cutoff of >= 0.7 on the predicted label was applied

(provided by MetaSRA), reducing the total amount of annotated samples for SRA from 23,651

to 17,343. For each of the two selected SRA categories (i.e., biopsy and cell line), we sorted all

available studies by the number of samples, placed the first third of studies into the training

(studies=420, n=12,725), the second third into the test (studies=422, n=3,144) and the last third

into the SRA validation set (studies=418, n=1,124) (Supplementary Tables A.3 and A.4).
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Metadata Annotation - After determining the best model for each phenotype, we re-trained

the models for automated metadata annotation (Figure 2.8C). The same datasets as defined

above were used for the sex metadata annotation. Tissue: We followed the same pipeline as

described above, the only difference being that no samples were discharged because of their

tissue label. Samples from a tissue class other than the original 16 classes were pooled together

into a ’catch-all’ class, resulting in 17 classes. In total, 44 SRA studies were selected for the

training set (n=3,370) and 203 studies for the test set (n=2,813). Sample Source: Contrary to be-

fore, we used all available classes in the SRA data source for metadata annotation. All classes

that are not tissue (i.e., biopsy) were grouped into a single ’catch-all’ class while the same cutoff

as before was applied. The training set (n=16,463) comprises 974 SRA studies and the test set

(n=3,707) of 492 studies.

2.5.2. Machine Learning Models

Multilayer Perceptron - MLP

All our ANN-based models were developed and trained on tf.keras (Tensorflow 2.1 [63]). The

hyperparameters for each prediction task were determined using an exhaustive iterative ran-

dom search (keras tuner 1.0.1) (Supplementary Table A.5). In the case of approximately equal

accuracy on the validation set, the least complex model was chosen. A single hidden layer

was selected for each problem with 128, 128 and 32 nodes for tissue, sample source, and sex

prediction, respectively (Supplementary Table A.6, Figure A.4). Each network was trained for

10 epochs with a batch size of 64.

Domain Adaptation Model - DA

Many DA models correct bias between two domains, a source and a target domain. However,

in biological research, one is often confronted with a large number of small datasets, each po-

tentially with its unique dataset bias. Therefore, we specifically designed our DA model to

learn from very few data by using a siamese network architecture. The siamese network learns

bias from pairs or triplets of training samples by exposing each sample in multiple relationships

to the model. We distinguished three different types of input data for our model. The source

domain DSD = {(~xi, yi), ..., (~xn, yn)} with N samples is a sizable single-bias dataset used to

learn the feature embedding for the classification task (in our case: GTEx). The bias domain

DBD = {(~xi, yi), ..., (~xm, ym)} with M samples contains labeled samples from multiple smaller

datasets (in our case: SRA), each with its own bias. The target domain DTD = {~xi, ...,~xk} with

K samples refers to unlabeled and biased datasets we want to classify (unlabeled SRA or TCGA

data).

Model Architecture - Our DA model is based on the siamese network architecture. It consists

of three modules: A source mapper fSM, bias mapper fBM, as well as a classification layer fCL,
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Figure 2.9.: Overview domain adaptation model. Illustration of our DA model architecture and train-
ing. Shapes of (hypothetical) data points represent classes, colors are datasets with unique biases. Source
Mapper (SM), Bias Mapper (BM) and classifier layer (CL) are ANN modules. (A) First training cycle:
The SM is trained on a single bias dataset, the source domain (SD). In this step, the SM learns a feature
embedding. The CL learns how to partition this embedding space into classifiable regions and draws
decision boundaries (black lines). (B) For biased test data (colored sample data points), same classes
may occupy distinct regions in input space. In this case, the source mapper may not be able to map the
samples to the correct region of embedding space, compromising classification performance of the CL.
(C) In order to learn the mapping of different biases to the embedding learned in (A), a bias mapper
(BM) is created by copying the SM, and trained weights of the SM are fixed. In this second training
cycle, triplets of samples are passed through the SM-BM configuration, consisting of an anchor from the
bias domain and two samples from the source domain, one of them with a matching label. The triplet
loss function is defined to minimize distance of like labels in embedding space and to maximize dis-
tance of opposite labels. This process is repeated until the SM has learned to map all known biases into
the previously learned embedding space. (D) The BM is now able to map data points from previously
unseen datasets into the embedding space where the CL can classify them.

with weights WSM , WBM and WCL, respectively. These modules give rise to three different

configurations, i.e., two training and one prediction configuration (see Figure A.2 for a brief

illustration). In the first training cycle, fSM and fCL are combined to form an MLP (Figure

2.9A).

fMLP(DSM) = fCL( fSM(DSM))

The fSM’s task is to learn a mapping fSM : DSD 7→ E from the input space DSD to an embedding

space E from which the fCL can predict phenotype classes fCL : E 7→ Y. fMLP is trained with

a batch size of 64 for 10 epochs. Because the fMLP is trained on a sizable single-bias dataset, it

will likely overfit and thus not readily generalize to other datasets (Figure 2.9B). For a second

training cycle, the bias mapper fBM is created with the same architecture as the fSM.

WBM ≡WSM
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fCL is removed and the weight matrices WSM and WCL are frozen. The two networks fSM

and fBM are now trained as a siamese network (Figure 2.7A). The network is trained using

the triplet loss lt (see Section 2.2.6) on triplets ~xa (anchor), ~xp (positive), ~xn (negative) with

~xa ∈ DBD and ~xn,~xp ∈ DSD. For improved training time and robustness, our model is trained

on semi-hard triplets [46] satisfying he following condition:

dl2(~x
a,~xp) < dl2(~x

a,~xn) < dl2(~x
a,~xp) + m

The siamese network was trained for 10 epochs with a batch size of 64. Hyperparameters were

determined as described above (Supplementary Table A.6, Figure A.4). As the second training

cycle proceeds, the fBM learns a mapping fBM : DBD 7→ E. After training, the fBM and fCL are

combined to form the final DA model fDA and can be used to predict the target domain (Figure

2.9D).

fDA(DTD) = fCL( fSM(DTM))

Linear Regression Model - LIN

We used the metadata prediction performance of the LIN model described in Ellis et al. [1] as a

reference. The LIN model was optimized on the same data as all other models (see data section

of methods). For each experimental setup, the following steps were conducted in R version

3.6.3 in order to build the corresponding phenotype predictor and evaluate its accuracy based

on the test data:

1. calculating the coverage matrix for the training samples based on the regions reported

in Ellis et al. [1] by employing the function ‘coverage_matrix_bwtool’ (R package re-

count.bwtool version 0.99.31).

2. building the model by running ‘filter_regions’ and ‘build_predictor’ (R package pheno-

predict version 0.99.0) with the same parameters used in Ellis et al. [1]

3. testing the model on the test samples with ‘extract_data’, ‘predict_pheno’, ‘test_predictor’

(R package phenopredict version 0.99.0)

Notably, our experiments differ from the original work [1] solely by applying additional pre-

processing steps to the samples, which may be responsible for observed small differences in

performance.

2.5.3. Nomenclature of Experiments

Each experiment was named after the model, the training and the test data used. The possible

models are LIN, MLP and DA. The data sources are named G (GTEx), T (TCGA) and S (SRA). If

only the SRA training data is used (i.e. if the model is evaluated on the SRA test data) we write

Ssmall. If the SRA train and test sets are combined for training we write Slarge. For instance,
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an experiment using an MLP, trained on a mix of GTEx and SRA and evaluating on SRA data

would be named MLP G+Ssmall-S.

2.5.4. Impact of Data Diversity and Quantity on Model Performance

To analyse the effect of training data diversity on prediction accuracy the following experi-

ments were designed. First, MLP S-S models for sample source prediction were trained with

an increasing number of unique SRA studies in the training data, systematically increasing

bias diversity. Only SRA studies containing > 100 samples for either class were considered.

In order to control for training set size, each SRA study was subsampled to 50 samples before

training. Six iterations of this training process were conducted starting with one study (i.e. one

bias) per class (biopsy vs. cell line). At each step one additional SRA study per class was sub-

sampled ending with six SRA biases and 350 samples in the training set per class. As a control

experiment we chose the largest SRA study available for each class to create a training set with

a single bias per class. Starting with 50 samples per class in six iterations we subsampled an

additional 50 samples ending with 350 samples, thereby assessing the effect on performance

that can be attributed to the dataset size. Subsampling and random selection of SRA studies

were repeated 10 times with different seeds and each configuration was trained on 10 different

seeds, yielding an estimate of uncertainty.

2.5.5. Metrics

We report micro and macro accuracy which are equivalent to mean sample accuracy (MSA)

and mean class accuracy (MCA) respectively. Sample accuracy is a measure of absolute perfor-

mance on the test data. It reports the fraction of correctly classified samples over all classes:

MSA =
∑N

i 1yi (ŷi)

N

Where N is the number of samples, y the true label and ŷ the predicted label, and 1 is the

indicator function. Given the large class imbalance in some of our experiments an increase in

accuracy in a small class will not be captured by this metric. Average class accuracy, on the

other hand, reports the average sample accuracy per class, weighing each class equally and

thereby capturing local improvements of the models:

MCA =
∑C

j=1
1

Mj
∑

Mj
i=1 1yij(ŷij)

C

Here, C is the number of classes, Mj is the number of samples for class j, yij and ŷij are the true

and predicted values, and 1 is the indicator function.
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2.5.6. Statistical Tests

Accuracy distributions for sex and tissue prediction were tested for statistically significant dif-

ferences using a t-test (two distributions, scipy.stats.ttest_ind v 1.3.1) or ANOVA (more than

two distributions, scipy.stats.f_oneway) with a significance threshold of 0.01.
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2.6. Results

2.6.1. Domain Adaptation Outperforms Other Models on Tissue Classification

Figure 2.10.: Phenotype prediction results for A) prediction of tissue of origin on SRA, B) TCGA (16
classes), C) prediction of sex on SRA (2 classes) and D) sample source (2 classes) on SRA data. Indices
’small’ and ’large’ refer to the different size of SRA training data used due to splits of the dataset in
SRA prediction. Box plots represent model uncertainty of ANN based models, estimated from training
with different random seeds (n=10). Mean sample accuracy and mean class accuracy were calculated
for each seed. For panel A-C) LIN G-X was chosen as the baseline model. Results for these panels
are given in change in percentage points compared to the baseline (red line). Experiments are sorted
by increasing mean class accuracy. LIn=linear regression, MLP=multilayer perceptron, DA=domain
adaptation, G=GTEx, T=TCGA, S=SRA.

We first tested the performance of the LIN, MLP, and DA algorithms to predict the tissue of

origin on GTEx (n=5,480), TCGA (n=8,624), and SRA (train n=1,721, test n=1,531) datasets. A

subset of 16 tissue labels was chosen that is common to all three data sources (see Methods,

Figure A.3, Supplementary Table A.4). First, we conducted a single-bias experiment, i.e., MLP

G-G (see 2.5.3). The nearly perfect score of mean sample accuracy (MSA) of 0.996 and mean

class accuracy (MCA) of 0.99 (data not shown) confirmed that the MLP yielded highly accurate

results when trained and tested on a single-bias dataset.
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Prediction of SRA Tissue - Metadata prediction on SRA was the most challenging and inter-

esting task due to the numerous biases. The base model LIN G-S was re-trained and tested on

our datasets and achieved a MSA of 0.893 and a MCA of 0.765 for the 16 tissues (Figure 2.10A).

Of note is the significantly higher accuracy achieved with LIN G-S than the one reported by

Ellis et al. [1] (0.519 MSA). MLP G-S (MSA: 0.872, MCA: 0.77) had a higher MCA but a lower

MSA than the corresponding LIN model (Figure 2.10A). As a next step models were trained

on multi-bias training data. Specifically, models were trained on Ssmall. MLP Ssmall-S (MSA:

0.894, MCA: 0.746) matched the base model’s MSA score but performed slightly worse using

the MCA metric. Similarly, the LIN Ssmall-S model matched the MSA of LIN G-S but showed an

increased performance for MCA (MSA: 0.893, MCA: 0.795). Notably, by only using the small

SRA training dataset, we lose the advantage of the large sample size of GTEx. Based on this, we

hypothesized that by combining SRA and GTEx in the training data, we might leverage both

sample size and diversity.

The LIN G+Ssmall-S model increased the MSA to 0.908 and MCA to 0.785, which is 1 per-

centage point (ppt) lower than the LIN Ssmall-S model. The two best-performing models were

MLP G+Ssmall-S and DA G+Ssmall-S, outperforming LIN G-S on MSA by 2.5 ppts and MCA 5.5

ppts (MLP G+Ssmall-S MSA: 0.915, MCA: 0.817 and DA G+Ssmall-S MSA: 0.922, MCA: 0.821).

No significant difference in the mean performance was detected between the best two models

(MSA p-value > 0.01, MCA p-value > 0.01, t-test). Crucially, however, DA G+Ssmall-S exhib-

ited the lowest standard deviation (std=0.003 for MSA and std=0.009 for MCA) of all models

tested (Supplementary Table 6). For this reason, DA G+Ssmall-S was considered to be the best

model for the prediction of tissue on the highly heterogeneous SRA test data. DA G+Ssmall-S

increased the MSA score by 1.5% compared to LIN G+Ssmall-S and MCA by 3.3% compared to

LIN Ssmall-S, the best performing linear models for the respective metrics.

Prediction of TCGA Tissue - Next, model performance on TCGA data was assessed (Figure

2.10B). The baseline model for this task, LIN G-T, achieved MSA 0.718 and MCA 0.638 (Figure

2.10B). Applying the MLP model on the same data resulted in a drop of MSA and MCA of 2.4

and 3.3 ppts, respectively (MLP G-T MSA: 0.684, MCA: 0.605). For TCGA tissue prediction, we

used Slarge for training, essentially doubling the SRA training data (SRA train + SRA test set:

n=3,252). LIN Slarge-T improved accuracy by 6.6 ppts for MSA and 8.6 ppts for MCA to 0.784

and 0.724, respectively. In comparison, MLP Slarge-T increased model performance by 11.4 ppts

to 0.832 (by 11.7 ppts to 0.755) for MSA (MCA) with respect to LIN G-T. Combining GTEx and

SRA training data reduced LIN G+Slarge-T performance to MSA 0.725 and MCA 0.651. The best

accuracy was achieved by our MLP G+Slarge-T (MSA: 0.842, MCA: 0.773) and DA G+Slarge-T

(MSA: 0.875, MCA: 0.813) models. The DA model had a 11.6% performance increase for MSA

and a 12.3% increase for MCA compared to LIN Slarge-T, the best linear model. In addition to

being the top performer, DA G+Slarge-T also was the most robust model for this task, having

the lowest variation in its results (std=0.004 for MSA and std=0.006 for MCA) (Supplementary

Table A.7). Prediction for TCGA was repeated with the models trained for SRA tissue pre-
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diction (previous section), i.e., trained on Ssmall, which allowed us to assess the influence of bias

injection on model performance. Whereas the addition of more SRA data to the training data

had little influence on LIN models (except for a slight increase of ∼0.2 ppts for LIN G-Slarge-T),

both MLP and DA model accuracies improved significantly (5 to 9 ppts) upon addition of ad-

ditional SRA data (Supplementary Table A.7).

Notably, adding 5,480 GTEx training samples to MLP Ssmall (MLP-Ssmall -> MLP G+Ssmall)

increased MSA from 0.748 to 0.764 and MSA from 0.688 to 0.716 on the TCGA test set. On

the other hand, adding 1,531 SRA samples (MLP-Ssmall -> MLP Slarge increased MSA to 0.832

and MSA to 0.755, underlining our model’s ability to incorporate multiple biases for better

generalization (Supplementary Table A.7).

Multi-Bias Data Enhances Tissue Classification

Figure 2.11.: Per class accuracy for TCGA tissue classification. Mean sample accuracy for each tissue
and all ANN based models is shown. The error bar shows the standard deviation across 10 random
seeds. The plot demonstrates the varied tissue classification performance of different tissues. For in-
stance, it seems to be difficult to identify adrenal gland or pancreas with any of the models. In particular,
the bad classification performance of MLP G-T for bone marrow, ovary and uterus is especially notice-
able, along with the observation that performance can be salvaged by addition of (biased) SRA data to
the training dataset. This highlights the strength of ANN based models in capturing bias from training
data.

For tissue classification on TCGA, mean class accuracy increased by 16.8 ppts between MLP

G-T and MLP G+Slarge-T. This result confirmed our hypothesis that the GTEx data’s homo-

geneity did not allow the MLP G-T model to generalize to TCGA data, while the addition of

SRA training data in MLP G+Slarge-T resulted in a model with significantly improved general-

ization. To further investigate this result, we took a closer look at the per-class accuracy for the

TCGA tissue prediction (Figure 2.11). MLP G-T was unable to predict samples for three tissues,

namely bone marrow (MSA: 0.08), ovary (MSA: 0.02) and uterus (MSA: 0.07), whereas all our
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other models achieved accuracies between 0.7 and 1.0 on these tissues. Adding SRA data to

the training set enabled the model to achieve per tissue sample accuracy of 1.00, 0.704 and 0.67

for bone marrow, ovary and uterus, respectively. We used principal component analysis (PCA)

to visualize the dataset bias for these tissues. Interestingly, the GTEx-ovary and TCGA-ovary

data points show little overlap in the PCA plot, while the SRA-ovary data overlaps with GTEx

and TCGA-ovary data forming a ’bridge’ (Figure 2.12A). Other tissues such as liver (MLP G-T

MSA: 0.98), on the other hand, show an overlap between the GTEx and TCGA data which is

reflected in the consistent accuracy across all models (Figures 2.11 and 2.12B).

Figure 2.12.: Bias visualization. Principal Component Analysis on gene expression of available GTEx
(blue), TCGA (orange) and SRA (green) samples for A) ovary and B) liver tissue. For ovary tissue
samples GTEx and TCGA data do not overlap and SRA data is needed for proper model generalization.

Improved Sex Prediction with ANNs

For sex classification, only genes on the X and Y chromosome were used as input features

(d=190). We first tested the trivial case MLP G-G by splitting GTEx into training and test sets,

achieving sample and class accuracy of 0.995 (data not shown).

Prediction of TCGA SEX - Sex phenotype prediction on TCGA data was the only task where

we could not perform significantly better than the linear model. The baseline LIN G-T and the

other linear models LIN Slarge-T and LIN G+Slarge-T achieved almost perfect accuracy on the

TCGA data (MSA/MCA 0.989 for LIN G-T and LIN G+Slarge-T, MSA 0.988 and MCA 0.987 for

LIN Slarge-T). Based on the data annotation provided by MetaSRA, our best model was MLP

G+Slarge-T with MSA 0.947 and MCA 0.945 (Figure 2.13).
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Figure 2.13.: TCGA sex classification results. Results are reported as change in percent points com-
pared with the baseline model LIN G-T. Sample (blue) and class (green) accuracy are shown. LIn=linear
model, MLP=multilayer perceptron, DA=domain adaptation, G=GTEx, S=SRA and T=TCGA. ANN
based models yielded consistently worse results than the baseline model, until newly annotated data
were incorporated into the training set.

Prediction of SRA Sex - All linear models for the prediction of sex for SRA data achieved an

accuracy (MSA: 0.883 and MCA: 0.876 for LIN G-S and LIN G+Ssmall-S, MSA: 0.878 and MCA:

0.873 for LIN Ssmall-S) similar to what was previously reported (MSA: 0.863 [1]). The MLP G-S

model (MSA: 0.879 and MCA: 0.871) did, on average, perform worse than all the linear models

(Figure 2.10C). While adding SRA data to the training set did not improve the LIN model,

it increased the MLP and DA models’ performance. DA G+Ssmall-S (MSA: 0.929 and MCA:

0.93), MLP Ssmall-S (MSA: 0.93 and MCA: 0.936) and MLP G+Ssmall-S (MSA: 0.939 and MCA:

0.945) differ statistically (p-value <8e-5, ANOVA). A t-test corroborated that MLP G+Ssmall-S is

statistically the best model (p-val=0.0066, t-test) with a performance increase of 6.3% for MSA

and 7.9% for MCA compared to the best linear model LIN G-S. Results are shown in (Figure

2.10C).

According to MetaSRA, all our training and testing data for sex prediction on SRA stem

from patient biopsies. However, at least two of the largest misclassified SRA studies in the test

set are cultured cell lines. For example, SRP056612 is a study on the coronavirus’s effect on

cultured kidney and lung cells [64], and SRP045611 is a study involving HEK cells, which lack

the Y chromosome but are annotated as male by MetaSRA [65]. These are two examples of

mislabeled SRA data. Mislabeled data can compromise classifier accuracy, either by providing

the wrong ground truth for training or by reporting the false label at the point of prediction.

Expression Based Prediction of Sample Source

SRA data stems from multiple different sources, from which we selected the two largest, namely

biopsy and cell lines. As all GTEx and TCGA samples are exclusively from biopsies, models

were only trained on SRA data. Of note, while we were able to approximately reproduce the
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initial results for LIN Slarge-G and LIN Ssmall-S, we could not do so for LIN Slarge-T (MSA: 0.882

vs. 0.998 reported in [1]). LIN Slarge-G (MSA/MCA 0.951) did slightly better than MLP Slarge-G

(MSA and MCA of 0.943). MLP Slarge-T achieved MSA and MCA 0.971, outperforming LIN

Slarge-T with (MSA and MCA of 0.882). MLP Ssmall-S achieved MSA 0.95 and MCA 0.941, out-

performing LIN Ssmall-S with MSA 0.89 and MCA of 0.884 (Figure 2.10D).

Training Data Diversity Outweighs Quantity

Figure 2.14.: Dependence of prediction performance on increasing training dataset sizes for MLP G-
S. MLP models were trained on subsets of the GTEx data for SRA tissue classification on 10 seeds and
averaged. At each step the subset was increased by 250 samples. Box Plots from 20 iterations for the
MSA and MCA are shown in blue and green, respectively. Mean sample accuracy reaches its peak with
only 25% of the training data while 50% of the data is sufficient for the mean class accuracy to saturate.

Our experiments on phenotype classification seem to indicate that increased training data di-

versity might enhance classification performance. MLP G-S was trained on an increasingly

large subset of the GTEx training data for tissue classification to learn more about the rela-

tionship between the amount of training data and model performance. We observed a limited

effect on model performance with increased training dataset size. The MSA reached its peak

with one-third of the available training data, while the MCA saturated at about half of the

available training data (Figure 2.14).

Training Data Diversity Outweighs Quantity

An increasing number of biases in the training set was used for training an MLP Ssmall-S for

sample source classification to test the effect of bias in the training data. As a control experi-

ment, an MLP was trained with the same amount of data but drawn from a single-bias source.

We observed a positive correlation between MSA and the number of biases in the training set

(Figure 2.15A). In contrast, increasing the number of training samples by the same amount but

from a single-bias source did not lead to better model performance (Figure 2.15B), validating
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Figure 2.15.: Increasing bias vs. increasing sample size in training data. A) A MLP Ssmall for sample
source prediction on SRA data was trained by randomly sampling an increasing number of SRA studies
per class. Each study was subsampled to 50 samples. Studies were drawn from all SRA studies with
n > 100 for either sample source tissue or cell line. B) To differentiate the effect of increased bias vs.
increased sample size, the same model was trained by randomly subsampling the largest available SRA
study per class. At each step an additional 50 samples were added to the training set per class. Models
were run with 10 different seeds and the mean sample accuracy was computed. Box plots are produced
by 10 random sampling iterations. We observe a positive correlation between training data diversity
and accuracy.

our assumptions. Both experiments support our assumption that ANN-based models can in-

tegrate different biases in the training set and translate them into better model performance

compared to other methods.

Prediction and Availability of Novel Metadata

We have used our best models to predict high-quality metadata for published SRA samples

lacking information on tissue, sex, or sample source. Prediction of sex is straightforward be-

cause our models were trained on all possible biological categories. However, for tissue and

sample source, our models were trained on a subset of all potential classes in the unlabeled

data. If, for example, we try to label a sample of a tissue type unknown by the model, the

model will force one of the learned classes onto that sample. To avoid this for sample source

classification, we modified the classification task into ’one vs. all’. Specifically, a new MLP

binary-class model was trained (biopsy vs. all) using all SRA data labeled by MetaSRA. This

model (i.e., MLP Ssmall-S) achieved MSA 0.947 and MCA 0.93 on a test set (data not shown),

and MLP Slarge was subsequently trained and applied to identify all as of yet unannotated SRA

samples of source type biopsy in our data. A total of 1,072 new SRA biopsy samples were

identified.

Second, the tissue classification task was extended to 17 classes. A ‘catch-all’ class was added

following the same reasoning as above. To this end, we extended the training data to all GTEx

(n=9,366) and SRA (n=6,183) data with tissue labels and assigned the placeholder class for

every sample that did not belong to the original set of 16 tissues. With this approach, the DA
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G+Ssmall model achieved MSA 0.912 and MCA 0.787 (data not shown). Training and test sets

were subsequently combined to train DA G+Slarge for annotation prediction of unlabeled SRA

samples. The tissue of origin was predicted for all SRA samples of source type biopsy for which

no entry on MetaSRA was available (n=2,818). Third, 8,495 SRA biopsy samples with missing

sex information were predicted using MLP G+Slarge. Figure A.5 shows the true positive rate for

each phenotype and each class on the test set.

Finally, we used the newly annotated data to improve our models (Figure 2.8C). To determine

the additional tissue training set, we chose a probability cutoff of 0.9 and removed all brain

samples (n=1,057) to avoid a further increase in class imbalance, adding a total of 530 new SRA

samples to the training set for tissue prediction (i.e., Snew). While no increase in performance

was observed for TCGA classification, MLP Ssmall+Snew-S for tissue prediction increased in per-

formance compared to MLP Ssmall-S from 0.894 to 0.911 (MSA) and from 0.746 to 0.798 (MCA).

DA G+Slarge+Snew-S achieved the best accuracy of all tissue classification models with MSA

0.933 and MCA 0.854. All newly annotated SRA samples were added (Snew=8,495) to build

a new SRA training dataset for sex. MLP Ssmall+Snew-S for sex classification improved only

slightly upon the previous best model MLP G+Ssmall-S with MSA 0.945 and MCA 0.948 (com-

pared to MSA 0.939 and MCA 0.945). However, for classification on TCGA, MLP Slarge+Snew-T

yielded sample and class accuracy 0.975, 4.1 ppts higher than the MLP Slarge-T model trained

on our default SRA training set (Figure 2.13). We thus successfully identified novel training

data and used it in a positive feedback to enhance our models, validating the high-quality of

the new annotations.
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2.7. Discussion

We developed a novel deep-learning-based domain adaptation approach for automated bias

invariant metadata annotation. To the best of our knowledge, this is the first time domain

adaptation has been applied to this problem. We were able to outperform the current best

model [1] on tissue prediction by 3.3% for SRA and 12.3% for TCGA data on mean class accu-

racy. As previously reported [66], we can confirm that ANNs trained on single-bias training

data do not perform better than linear models. However, given multi-bias training data, we

showed that MLPs, especially our DA algorithm, have an advantage over standard machine

learning approaches.

Our current models help researchers to verify the sex, tissue and sample type of an RNA-seq

sample in the presence of bias. This metadata information is currently rarely given for datasets

downloaded from the SRA but can be crucial. Our method’s main strength is its ability to

incorporate dataset bias from datasets with only a few samples by applying a siamese network-

like architecture. The model learns to ignore bias by repeated exposure to (few) samples in

(many) different contexts, i.e., as triplets. Besides, it does not rely on feature selection but

uses normalized gene count tables and lets the network learn which features carry essential

information.

Different types of experiments showed the importance of training models on a multi-bias

dataset. First, we showed for every phenotype classification that models with SRA samples

included in the training data performed better than models trained only on GTEx data. For tis-

sue classification, we further showed that the effect of adding SRA samples to the training data

outweighs adding 3.2x as much GTEx data (MLP Ssmall -> MLP Slarge vs. MLP Ssmall -> MLP G-

Ssmall). Second, for SRA tissue classification, we showed a diminishing return on performance

increase achieved with increasing training set size. Our experiment showed that peak accu-

racy is already reached by using 50% of the available data. Lastly, we directly compared the

relationship between the number of biases in the training data, the number of samples, and the

model performance for sample source classification. We found a positive correlation between

the diversity of the training data and the accuracy achieved by that model.

Lastly, we generated novel metadata for SRA samples using our best performing models,

adding over 10,000 novel metadata entries for 8,495 SRA samples. We established a positive

feedback loop by re-training the existing models for phenotype prediction by adding the newly

annotated data to the training set. Expanding the SRA training data worked exceptionally well

for TCGA sex classification, where an additional 4.1 ppts in accuracy was achieved. The newly

generated metadata is now publicly available and can be used for future research. We see this

as a first and essential step in the general direction of making publicly available data more

accessible and reusable in an automated way.

We observed some limitations to our DA approach. Our experiments showed that the DA

model does not perform as well as the MLP for classification tasks with a low number of classes

(e.g., sex). At least for the TCGA tissue classification, it seems that a minimum of about 8 classes
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is needed for the DA model to unfold its full potential consistently. Our experiments indicate

that the difference between DA and MLP performance will keep increasing, in favor of the

DA model, the more classes we add (Figure A.6). Adding more tissue classes to our model

is an important next step. Another limitation is posed by the need for labeled data to train

the bias mapper. The limitations imposed by the need for labeled data could be avoided by

using an unsupervised algorithm. For example, autoencoders [67], a type of neural network,

use unlabeled data to learn a compact representation of input data and have successfully been

applied to genomic expression data before [22, 66]. Briefly, autoencoders are split into two

parts, an encoder and a decoder. The encoder learns a lower-dimensional embedding of the

input (i.e., encoder output nodes « input nodes). The decoder takes as input the embedding

space and aims to reconstruct the input data (i.e., the autoencoder’s objective is input = output).

Our method could be adapted in the following way. First, an autoencoder is trained on the

source domain. Second, an MLP consisting of the source encoder (with fixed weights) and

a classification layer is trained on the source domain using class labels. Third, a second bias

autoencoder is created with the weights of the embedding layer equal to the fixed weights of

the trained source embedding layer. Four, the bias autoencoder is trained on the bias domain.

The bias encoder learns to map the biased data into the same embedding space as the source

encoder. Next, the trained bias encoder could now be linked to the pre-trained classification

layer and used as a classifier.

Whereas currently, the scope of our predictive models has been limited by the availability of

data (e.g., intersecting tissue types between datasets, the limited size of datasets), the approach

is ready to incorporate more data, biases, classes, and more phenotypes. There is reason to be-

lieve that this will confer increased ANN-based models’ performance, in particular DA models.

Simultaneously, automated annotation ensures that the vast amount of data currently lying idle

in online repositories and institutional data centers can indeed be leveraged. We believe that

this synergy can produce an extensive and comprehensive body of annotated biological data

to boost knowledge discovery for biomedical research.
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3.1. Background

3.1.1. Microbiome

The microbiome is defined as a microbial community occupying a habitat that has distinct

physio-chemical properties [68]. More precisely, it refers to the abundance and richness of

microbes involved and their biological activity (i.e. their collective genomes). Thus, the micro-

biome forms a dynamic and interactive identity prone to change in time and space, integrating

into an ecosystem or host playing a crucial role in metabolic function [68].

The human microbiome is thought to match the number of somatic and germ cells in our

bodies [69] and provide more than 100 times the number of genes in our genome [70]. By sup-

plying genes that encode for functions that humans have not evolved, microorganisms take

over critical metabolic processes in our bodies. For example, our distal intestine bacteria de-

grade otherwise indigestible polysaccharides [70].

3.1.2. 16S Ribosomal RNA Sequencing

Figure 3.1.: 16S ribosomal RNA gene of prokaryotes. The 16S ribosomal gene can be divided into
strictly conserved and 9 highly variable regions (blue). Conserved regions can be used for primer align-
ment to sequence variable regions. For this study, the 27F forward (orange) and the 338R (green) reverse
primer were used to amplify the V1-V2 region.

The sequence of the 16S ribosomal RNA (rRNA) gene has been used for phylogenetic analysis

since the late ’70s [71]. Highly variable regions (V1-V9) (Figure 3.1) within the gene can be

sequenced to establish the phylogenetic history and taxonomic classification [72].

16S rRNA sequencing has been applied for many decades [73] (Figure 3.2). The 16S rRNA

gene is targeted by primers flanking a specific variable subregion. During sequencing errors

can be introduced, making it challenging to identify the identical sequence amplicons. Previ-

ously this problem has been solved by creating so-called operational taxonomic units (OTU)

(Figure 3.3). OTUs can be created de novo by clustering amplicons of high similarity (usually

97%) or by assigning amplicons to known reference OTUs. The results are dependent on the

dataset or a reference frame subject to change [74]. In addition to these reproducibility prob-

lems, OTUs cannot resolve fine-scale variations, which are essential to determine population

structure on the species level [75]. New methods have recently been proposed to recover true

biological sequences from 16S rRNA sequencing data [76, 77, 78]. These methods infer param-

eters of an error model for each sequencing run and use it to determine the true biological

sequence of an amplicon. The resulting amplicon sequence variants (ASVs) are independent of



3.1. Background 39

the data and can resolve single nucleotide differences resulting in a finer taxonomic classifica-

tion [74].

Figure 3.2.: 16S RNA sequencing workflow. After tissue biopsy (or sampling any other environment,
e.g., soil), DNA is extracted, and the desired 16S ribosomal gene region is amplified. Sequencing er-
rors lower the possible resolution of taxonomic classification. Amplicon sequence variants (ASVs) are
inferred, taking error models into account to denoise the reads. After taxonomic classification, the data
can be analysed.

3.1.3. Microbial Imbalance and Disease

Microbial imbalance in or on the body, known as dysbiosis, has been linked to many diseases

[79]. One of the most studied microbial environments is the gut and the so-called gut-liver axis

[80]. For example, differences in the gut microbiome of patients with chronic liver disease (e.g.,

cirrhosis) [80, 81] and inflammatory bowel disease (IBD) [82] are well established. For example,

dysbiosis in cirrhosis can be caused by certain bacteria’s overgrowth, releasing endotoxins such

as bacterial lipopolysaccharides (LPS). Endotoxins can enter the blood circulation by bacterial

translocation through the intestinal barrier. A positive correlation between LPS concentration

in the blood and the severity of chronic liver disease has long been established [83]. It has been

shown that endotoxins and whole bacteria can use the translocation route to enter circulation

in cirrhosis patients [84].

Increased Intestinal Permeability

Translocation across the intestinal membrane can correlate with a condition known as ’leaky

gut’ [85]. An increased intestinal permeability was established as a primary defect in IBD 35
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years ago [86]. More recently, Dhillon et al. [87] compared gut leakage markers in primary scle-

rosing cholangitis (n=166) and healthy controls (n=100). The authors were able to show that

soluble CD14 (sCD14) and lipopolysaccharide-binding protein (LBP) concentration was signif-

icantly increased in the blood of primary sclerosing cholangitis patients. LPB is an acute phase

protein (i.e., present during inflammation response), while sCD14 is a protein made mostly by

macrophages to detect gram-negative bacteria. Furthermore, a decrease in zonulin concentra-

tion was reported, a known physiological regulator of intercellular tight junctions [87]. LPS

entering the liver interacts with a specific receptor of the adaptive immune system (toll-like

receptors) and can provoke an immune response [88]. An exaggerated immune response can

lead to tissue damage in the liver, leading to fibrosis.

Primary Sclerosing Cholangitis

Primary sclerosing cholangitis (PSC) is a rare, progressive disease of the liver. It is characterized

by inflammation and fibrotic strictures (sclerosing) in the bile ducts (cholangitis). In northern

Europe, the incidence is estimated to be 1-3 per 100,000, and about 70-90% of all cases have

comorbidity with ulcerative colitis which is a type of IBD [89]. The condition can eventually

lead to cirrhosis, and more than 50% of patients need a liver transplant within 10-15 years of

symptom development [90].

Genetic studies have accumulated many gene associations, but the combined impact of ge-

netic susceptibility is less than 10% [91, 92] . The strongest associations are localized in the

human leukocyte antigen and suggest an adaptive immune response [91].

The microbiome in PSC has recently received focused attention [92]. Cross-sectional stud-

ies comparing patients with PSC and healthy controls showed a decrease in alpha diversity

(within-group diversity) in PSC patients [93, 94, 95, 96, 97]

Primary Biliary Cholangitis

Similar to PSC, primary biliary cholangitis (PBC) is a chronic and slowly progressive liver dis-

ease associated with autoimmune events. It is more prevalent than PSC, with an incidence of

1.91 to 49.2 per 100,000 inhabitants [98]. PBC primarily affects women with a ratio between 1.6

to 10 [98]. Unlike PSC, for PBC, administration of ursodeoxycholic acid, a microbial product, is

a therapy to which most patients respond.

Similarly to PSC, environmental and genetic risk factors have been determined and linked

to immune tolerance’s breakdown [98]. An altered gut microbial profile has been reported for

PBC patients [99, 100] both as treatment target and disease marker [99]. The difference between

PBC and healthy controls does not seem to be as strong as with PSC [101]. However, both

conditions show enrichment of specific species, e.g., Streptococcus, Haemophilus and Veillonella.
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3.1.4. Microbiome in Blood

The blood, like other bodily fluids, is considered to be sterile. Preventing pathogenic microor-

ganisms from invading the blood is, after all, the job of the immune system and the epithelial

barriers. However, with the advent of RNA-sequencing technologies, the 16S ribosomal RNA

gene has been first detected in human blood samples in 2001 [102]. The study of bacterial

presence in the blood, both for healthy and diseased patients, has since received heightened

attention [103].

The presence of a blood microbiome is heavily debated [103]. Some groups have explicitly

given up on the idea [104]. It is well known that the signal of low-biomass environments

might be drowned out by bacterial DNA contamination during sampling or sequencing (i.e.,

laboratory reagents) [105, 106, 107, 108, 109]. The low signal to noise ratio makes it especially

hard to pin down the potential microbial composition in the blood.

Nevertheless, dysbiosis in the blood has been linked to schizophrenia [110], celiac disease

[111], cardiovascular events [112], type 2 diabetes [113] and cirrhosis [114, 115]. All these stud-

ies show significant differences between groups to support their hypothesis. However, they

exhibit a sizable between-study variance. For example, Santiago et al. [114] were able to de-

tect microbial DNA in cirrhotic patients only, while the control samples did not yield enough

biomass for analysis (less than 1,000 reads per sample). On the other hand, comparing patients

with type 2 diabetes mellitus with healthy controls, Qiu et al. [113] reported an average read

count of more than 60,000 per sample, including 100 healthy patients. Furthermore, while some

report to have found 23 distinct phyla in the blood [110], others report six phyla [114] or one

phylum (Proteobacteria) to dominate 99.58% of all reads [113]. However, the consensus across

many studies is that the phyla Proteobacteria, Actinobacteriota, Firmicutes and Bacteroidetes [103]

dominate the bacterial DNA found in the blood.
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3.2. Aim and Problem Statement

PSC and PBC are two rare, progressive diseases of the liver. While a therapeutic intervention

for PBC is available, more than 50% of all PSC patients will need a liver transplant [90]. The

etiology of both diseases is unknown, making it challenging to develop new treatment avenues.

Genetic risk factors have been established for both diseases, mainly pointing to the immune

system [91, 92, 98]. PSC patients have comorbidity with IBD of 70-90% [89]. It is well known

that IBD patients show an increased intestinal permeability [86] and dysbiosis in the intestine

[82]. Similarly, it has recently been shown that PSC patients show increased concentrations

of gut leakage markers associated with immune response [87]. A link between a microbial

imbalance in the gut between PSC / PBC and healthy controls has been confirmed for several

gut tissues [92, 93, 94, 95, 96, 97, 99, 100]. These findings support the theory of translocation of

pro-inflammatory bacteria or their components from the gut into the portal circulation.

This study analyzed PSC and PBC patients’ blood microbiome and compared it to healthy

controls. While the blood microbiome has been studied for patients with cirrhosis [114, 115], to

the best of our knowledge, this is the first microbial study of PSC / PBC patients of the blood.

Analysing the provided that we were able to confirm an increase in microbial diversity in the

blood of PSC and PBC patients compared to healthy controls thereby supporting the ’leaky gut’

hypothesis.
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3.3. Methods

3.3.1. Data

We received raw 16s rRNA sequencing reads from the Institute of Clinical Molecular Biology

at the University of Kiel. Samples were collected at the University Medical Center Hamburg-

Eppendorf. Serum samples were collected for 10 PSC patients, 10 PBC patients and 8 healthy

controls (HC). For each patient, blood was drawn at three different time points: i) Before break-

fast (time 0), ii) 5 min after breakfast and iii) 60 min after breakfast. Approximately 200 µl

serum was used for DNA extraction, and the variable regions V1 and V2 of the 16S rRNA

gene were amplified using the primer pair 27F-338R. Paired-end sequencing was done using

Illumina MiSeq v3 2x300bp (Illumina Inc., San Diego, CA, USA). The following controls were

provided in addition to the patient sample: MOCK (ZymoBIOMICS Microbial Community

DNA Standard), no template control (NTC) and an empty DNA-extraction control.

3.3.2. ASV Inference With Divisive Amplicon Denoising Algorithm (DADA2)

Figure 3.3.: Dealing with sequencing errors. After DNA extraction, samples of true biological se-
quences are present (colored circles left panel). Noise is introduced during the sequencing process,
making it difficult to assign amplicon reads to their taxon of origin (scattered circles of equal color mid-
dle panel). Operational taxonomic units (OTUs) can be formed by clustering similar amplicons together
for taxonomic assignment. One drawback of this method is the loss of taxonomic resolution (right
panel). Algorithms such as the Divisive Amplicon Denoising Algorithm (DADA2) can be used to infer
true biological sequences. Figure adapted from https://callahanlab.cvm.ncsu.edu/publications/.

DADA2 [76] is an algorithm implementing a complete workflow to produce error-corrected

ASV tables from raw sequencing input. DADA2 uses a parametric error model to infer the true

biological sequence. The model depends on input amplicon abundance and distance (in single

base difference) between amplicons. It is assumed that true reads are likely more abundant and

that minor differences between true clusters and reads are likely error-derived. A nucleotide

substitution model is calculated based on the quality scores provided in the raw data. Based on

read abundance, distance and the error model, p-values for cluster assignment are calculated.
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For ASV inference, the denoise-paired function of the DADA2 plugin in QIIME2 [116] (version

2020.6) was used. DADA2 takes as input FASTQ files (raw sequencing files with quality infor-

mation). Samples were processed for each Illumina run separately. Reads were quality filtered

by truncating forward reads to 240bp and backward reads to 160bp and allowing only one ex-

pected error per read. Error rates were learned for each sequencing run, and reads iterative

assigned to ASV clusters. Next, inferred forward and backward reads were merged, and the

merged reads of both runs are combined into one ASV table. Merged reads smaller than 285

bps were removed.

3.3.3. Normalization

In any given environment, some species are more abundant than others. Low abundant taxa

need to pass a sequencing threshold to be detected. If more reads are generated for a sample,

more rare taxa pass the threshold. The number of reads generated is proportional to the start-

ing concentration of DNA and other factors. Samples need to be normalized to be comparable.

Rarefaction [117] has been the standard normalization method in microbial ecology for many

years [118]. Samples are rarefied to a pre-selected size by random subsampling without re-

placement. Rarefaction curves, relating sampling depth to sample diversity, can determine the

dataset’s optimal sample size. The method has some drawbacks. For example, ASVs of low

abundance could be lost during subsampling and statistical power reduced by throwing out

data. Rarefaction has recently been critically reviewed from a theoretical perspective [119, 120]

as well. Subsequently, other normalization methods have been developed [118] in the past

years. Nevertheless, it has recently been shown that rarefaction is still one of the best normal-

ization techniques available for this type of data [118, 121].

3.3.4. Alpha Diversity

Alpha diversity attempts to quantify the microbial within-sample diversity. Diversity indices

are models that try to capture species richness (number of species) and abundance (proportion

of species) simultaneously. Here we use the Shannon Index h [122] as suggested for situations

where we do not emphasize rare or abundant taxa [123]. We use the implementation in scikit-

bio (v 0.5.5), which is calculated as follows:

h(~p) = −
S

∑
i=1

pilog2(pi)

Where pi is the fraction of counts of the ith ASV ∈ S. Willis [120] raised some concerns about

rarefaction and alpha diversity estimation under the assumption that deeper sequencing leads

to higher diversity. However, our rarefaction curves showed that alpha diversity saturated

quickly for the three conditions.
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3.3.5. Beta Diversity

Beta diversity attempts to quantify the between-sample diversity. It is a measurement of change

in community composition between two environments. Here we applied the abundance-based

Bray-Curtis (BC) distance [124], the most widely used and most robust beta diversity index

[125]. We used the scikit-bio (v. 0.5.5) implementation, which is calculated as follows:

bc( ~xj , ~xk) =
∑S

i=1|xji − xki|
∑S

i=1(xji + xki)

Where xji and xki are the number of the ith species ∈ S of sample j and k, respectively.

3.3.6. Taxonomy Classification

A pre-trained Naive Bayes classifier was downloaded for the QIIME2’s feature-classifier func-

tion (Silva version 1381 [126]). ASVs that were not classified below the kingdom level (i.e., only

as bacteria but no phylum) were removed (n=53), leaving 5,263 ASVs with a taxonomic assign-

ment. A total of 5,071 ASV were assigned at family level, and 4,527 AVS were labeled at the

genus level.

3.3.7. Statistical Tests

The applied tests are assumed to be known and only summarised. If not mentioned differently,

statistical tests were corrected for the covariates sex, age and BMI (Supplementary Table B.1).

Age was binned into intervals from min(age) to 30, 30 to 50 and 50 max(age) BMI was binned

into the intervals min(BMI) to 18, 18 to 25 and 25 to max(BMI).

Analysis of Covariance (ANCOVA) is an extension of ANOVA and incorporates one or mul-

tiple covariates. To perform ANCOVA type III sums of squares is used. This type of sums of

squares tests for the presence of the main effect conditional on the effect of the covariates.

Repeated measures analysis of variance (rANOVA) is the variant of ANOVA for paired

data. In rANOVA, the total sum of squares is partitioned into within-group variance, within-

subject variance and the between-group variance.

Permutational multivariate analysis of variance (PERMANOVA) [127] is used on distance

matrices. It compares groups and tests the null hypothesis that the centroids and dispersion

of the groups are different. The sum of squares is the squared distance between two samples.

Equivalent to ANOVA, tight clusters of samples will have low dispersion. Significance is estab-

lished by calculating a number (typically 999) of F-statistics on permuted data and comparing

the F-statistics ratio larger and smaller than the actual data score. P-values for PERMANOVA

depend thus on a random process and no exact value will be given.

1https://docs.qiime2.org/2020.6/data-resources/
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3.3.8. Differential Abundance With DEseq2

Differential abundance (DA) analysis was applied to quantify differences in abundance be-

tween groups. DESeq2 [128] is the standard algorithm used to identify differential gene expres-

sion and is also recommended for microbial abundance analysis [118, 128]. It is well known that

within-group variance increases with the mean expression. DEseq2 uses dispersion instead of

variance to measure variation, which accounts for a gene’s variance and mean expression level.

A generalized linear model using the negative binomial distribution is fit and individual genes

are tested for differential expression using Wald Test. P-values were automatically adjusted

using the Benjamini-Hochberg method.
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3.4. Results

3.4.1. Identification and Removal of Potential Decontamination Improves
Clustering

Figure 3.4.: Removal of major contaminants improved clustering. Between-sample diversity between
all samples was calculated with the Bray-Curtis distance. A clear cluster of outliers formed containing
samples from all conditions and time points (A, left panel). Members of that cluster showed a similar
contamination pattern where more than 50% of reads belonged to known contaminants (B). After re-
moving 37 genera previously reported to be contaminants, the outlier cluster dissolved (A, right panel),
thereby validating the filtering.

We first confirmed the sequencing and downstream pipeline’s validity by checking the posi-

tive control’s MOCK community (Supplementary Figure B.1). Next, possible contaminants in-

troduced during sequencing were detected using the R-package decontam (version 1.8.0). The

NTC control had 1,703 counts across 5 ASVs and the reagent control 408 counts across 20 ASVs.

In the patient samples, 8 ASVs were found to be equal with the ASVs found in the controls and

subsequently removed. However, the mean count of 24,468 (± 16,834) for low-biomass samples

was still much higher than the 1,000-2,000 reads we would have expected [114, 108, 110] (5,316

AVS, 2,177,644 total reads). Between-sample diversity analysis using BC distance revealed an

outlier cluster containing samples from all conditions and time points (Figure 3.4A, left panel).

Compositional analysis for these samples showed a similar pattern of potential contaminants

(Figure 3.4B).

Taxonomic classification identified 32 phyla (Supplementary Table B.2). First, we selected

the 8 best-documented phyla in the gut [129] (Proteobacteria, Actinobacteriota, Firmicutes, Bac-
teroidota, Deinococcota, Fusobacteriota, Spirochaetota and Vuryrrucomicrobiota). Next, we inspected

microbial content on the genera level. Some genera were obvious candidates for removal (i.e.,

Cloacibacterium 2.7% of all counts or Legionella with 1% of all counts) while others were less

obvious. For example, Diaphorobacter present in 68 samples, making up 12.5% of all counts, is a

close relative to a known contaminant [104], while it has been associated with IBD in cats and

dogs [130]. As another example, Cutibacterium, present in 80 samples with 7.4% of all counts,

is a well-characterized member of the skin microbiome. However, it has also been reported

to be differentially abundant in PSC patients’ bile fluid [97]. Of the 10 most abundant genera,
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9 were listed as decontamination in the literature [104, 105] while accounting for 40% of all

counts. With the help of literature, 37 genera were removed, accounting for 70% of all counts

(Supplementary Table B.3). We decided on a stringent filter to reduce the false-positive rate.

After filtering, 2,860 ASVs remained, and the mean library size dropped to 9,672 (± 7,279).

Removal of these contaminants resolved the cluster of highly contaminated samples (Figure

3.4A right panel). Given that 477 genera are left in the data, we can not be sure to have removed

all contamination. However, we are confident that the biological signal has been significantly

improved with our efforts.

3.4.2. High In-Patient and Between-Condition Variability Resulting from
Undersampled Environment

Figure 3.5.: Environments are not sampled to saturation. (A) Venn diagram of ASV and genera shared
between PSC, PBC and HC showing a large between-condition variability. (B) Accumulation curves for
ASV and genera for PSC (light blue), PBC (dark blue) and HC (green) showing an insufficient sampling
of the environment.

Next we looked at the within-patient similarity to find out how similar replicates of patients are.

The average of genera shared between replicates of patients was 3.4% (± 2.3%). On the family

level, the average was 9.5% (±4.7%). While there is little agreement between all replicates,

21.1% (±10.2) of genera found in a patient are present in at least two out of three replicates.

At the family level, this value improved to 35% (±7.6%). Next, we looked at the between-

condition variability. Of the 2,860 ASVs, 1038 were unique to PSC, 1151 unique to PBC and 420

unique to HC (Figure 3.5A left). The overlap between groups was generally very low, with 1.2-

4.3%. Of the total ASVs, only 1.6% are shared among all three conditions. On the genus level,

92 genera were unique to PSC, 95 unique to PBC and 36 unique to HC (Figure 3.5A right).

The overlap between groups was lowest for PBC-HC with 4.2% and highest for PSC-PBC, with

24.5% of shared genera present in both groups. A total of 91 ASVs were shared across all three

conditions.

For a qualitative assessment of how well each environment (PSC, PBC and HC) was sampled,

accumulation curves were plotted (Figure 3.5B). Accumulation curves show the relationship
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between diversity and the number of samples for an environment. For a sufficiently sampled

environment, the accumulation curve is expected to saturate. Looking at the ASV and gen-

era accumulations for each condition, we observed that the slope is almost linear for all three

groups.

3.4.3. No Change in Microbial Diversity Observed After Food Intake

Figure 3.6.: Summary of time point analysis. A) Phylum abundance for samples rarefied to a depth of
1,500 of patients with replicates present in all time points (PSC n=8, PBC n=8, HC n=6). Only phyla with
total abundance > 0.25% are shown. B) Alpha diversity box plots comparing within-sample diversity
between time points within each condition. No significance was detected (p-values > 0.1). C) Between-
sample diversity measured by Bray-Curtis distance showing no significant difference between samples
(p-values > 0.1).

First, we wanted to investigate a potential within-group change in blood microbiome induced

by food intake. For this, blood serum samples of patients with PSC (n=10), PBC (n=10) and

HC (n=8) patients were obtained. Blood was drawn before (TP=0), 5 min after (TP=5) and 60

min (TP=60) after breakfast. For time point analysis, samples were rarified to a depth of 1,500

reads. Samples with less than 1,500 counts were removed, and only patients were selected that

had a replicate at each time point (PBC n=8, PSC n=8 and HC n=6).

We first looked at the phyla abundance across the three patient groups and time points (Fig-

ure 3.6A). No differential abundance on the phyla level was detected between the four most
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abundant phylum. Alpha diversity, or within-sample diversity, was determined for each sam-

ple using the Shannon diversity index (Figure 3.6B). Repeated measures ANOVA was per-

formed, resulting in p-values > 0.1 for all three conditions. Beta diversity, or between-sample

diversity, was determined using the Bray-Curtis distance (Figure 3.6C). PERMANOVA was

applied to determine the statistical difference between the time points. Again no significant

difference was found between the time points (p-value > 0.1 for all conditions).

3.4.4. PSC and PBC Patients Show Increased Within-Sample and Between-Sample
Diversity

Figure 3.7.: Summary of between-condition analysis. Replicates were merged and rarified to 14,000
reads. (A) Abundance of most abundant phyla for each condition showing differential abundance for
Firmicus and Proteobacteria between PSC / PBC and HC (p-value < 0.001). (B and C) showing alpha and
beta diversity, respectively. PSC / PBC show significant higher within-sample diversity compared to
HC (p-value < 0.05).

Next, we wanted to determine differences in microbial composition in the blood between PSC,

PBC and HC, independent of time points. We were not able to find any systematic statistical

difference between the patient’s replicates. Therefore, we treated the different time points as

technical replicates (i.e., samples sampled from the same environment under the same condi-

tions). Technical replicates can be used to reduce noise inherent to the sampled environment

or introduced during sequencing. We merged all available replicates per patient by summing
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their ASV counts into one sample. Only merged samples with more than 14,000 ASV counts

were retained. Filtering resulted in a reduced number of samples per group of 7, 8 and 9 for

HC, PSC, and PBC, respectively.

Analyzing the phyla abundance (Figure 3.7A), we found Proteobacteria and Firmicus to be

differentially abundant for PSC vs. HC with log fold change (LFC) LFC +0.77 and LFC -0.76,

respectively. The same phyla were significant for PBC vs HC with LFC -1.13 for Firmicus and

LFC +0.76 for Proteobacteria (all p-values > 0.001). Next, alpha diversity was calculated for each

condition (Figure 3.7B). PSC was found to have a significantly higher within-sample diversity

than HC (p-value = 0.011, ANCOVA). PBC also showed a higher alpha diversity, but only when

not correcting for age (p-value = 0.028, ANCOVA). While all patients in the control group were

under 40 years of age, all but one patient of the PBC group were above 40 years old (Sup-

plementary Table B.1). No difference was detected between PSC and PBC. Beta diversity was

again calculated using the Bray-Curtis dissimilarity (Figure 3.7C), and significance was deter-

mined using PERMANOVA. For the PSC vs. HC comparison, a significant difference in the

between-sample diversity was detected (p-values < 0.01). Similarly to the alpha diversity, PBC

vs. HC did not show a significant between-sample diversity (p-values > 0.1) when correcting

for age. However, statistical testing showed a significant difference when age was left out at

a p-value < 0.005. PSC and PBC showed a significant difference in between-sample diversity

(p-values < 0.05).

3.4.5. Differential Abundance Analysis

We were interested in whether we could find differentially abundant taxa at the lower hierar-

chical level. Investigating taxa unique to one condition is trivial. Hence, we only focused on

genera and families present in at least 50% of the patients for each condition. The family and

genera uncultured were removed as these are independent of actual taxonomic classification.

Given this restriction, we found 42 genera in PSC, 33 in PBC and 20 in HC (Figure 3.8A). A

total of 62 genera were identified, 8 of which were shared across all three conditions. Similarly,

54 families present in at least half the samples were identified in PSC, 43 in PBC and 29 in HC

(Figure 9A). Together they accounted for 63 unique families, with 18 of them shared between

all three conditions.

We tested genera and families present in either PSC and HC, PBC and HC or PSC and PBC for

differential abundance using DESeq2. For PBC vs. HC, we again excluded age as a covariable.

The genus Lachnospiraceae_ND3007_group showed a LFC of -6.2 for PSC vs. PBC (p-value 0.037).

The family taxon Rhodocyclaceae with a log fold change (LFC) -5.9 and Sporomusaceae (LFC -8.3)

both showed a tendency to be lower in abundance in PSC compared to PBC (p-value 0.055 for

both). Between PSC and HC, no differentially abundant genera were detected. On the family

level, however, we identified Microbacteriaceae to have a LFC of +3.8 in PSC compared to HC

(p-value < 0.001). The same result was found comparing PBC vs. HC on the family level,

where Microbacteriaceae was found to have a LFC of +3.1 (p-value 0.005). In addition to this, we
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Figure 3.8.: Differential abundance. A) Genera and families that were present in at least 50% of sam-
ples for PSC, PBC and HC were selected (dark blue square) for differential abundance analysis. B)
Microbacteriaceae was more abundant in PSC and PBC vs. HC (p-val < 0.01) and Styphylococcaceae was
less abundant in PBC vs. HC (p-val > 0.01). Microbacteriaceae showed a more diverse set of genera in
PSC and PBC vs. HC (left) while Staphylococcus was virtually the only genus found (right).

found the genus Staphylococcus to be less abundant in PBC compared to the controls (LFC -2.4,

p-value <0.001) as well as the family it belongs to Staphylococcaceae (LFC -2.4, p-value < 0.001).

Members of the family Microbacteriaceae were present in all three conditions, and 26 genera of

the family have been detected (Figure 3.8B). Diversity within the family was different across

the conditions, with PSC showing reads for 15 genera, PBC 22 and HC 5. Besides this, 43%

of all reads assigned to Microbacteriaceae could not be assigned below the family level. Counts

associated with Staphylococcaceae were almost exclusively assigned to the genus Staphylococcus
(Figure 3.8B).
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3.5. Discussion

PSC and PBC are two chronic liver disease associated with dysbiosis in the gut [92, 93, 94, 101,

95, 96, 97, 99, 100]. One theory currently investigated is that bacteria, bacterial components or

bacterial endotoxins traverse the intestinal barrier into the portal circulation. This transloca-

tion would elicit an immune response, a disease pathway involved in IBD and other chronic

diseases [85, 86, 87].

This study analyzed blood serum 16S Ribosomal RNA sequencing data from PSC, PBC, and

control patients. Serum samples were taken from patients at three different time points, before,

5 min after and 60 min after breakfast. This experimental setup allowed us to investigate two

questions. First, we analyzed if PSC / PBC patients show an altered blood microbiome possibly

induced through digestion and increased intestinal wall permeability. Second, we investigated

a difference in the blood microbiome between the groups independent of time points.

We first analyzed our samples for contaminants, a well-known issue with low-biomass 16S

rRNA sequencing samples [105, 106, 107, 108, 109]. The negative controls provided from the

sequencing center did not show significant contamination introduced during DNA-extraction

and sequencing. However, unexpectedly large library sizes and a Bray-Curtis distance-based

multi-condition outlier-cluster made us suspect contamination was still present. Others have

reported a similar discrepancy between contamination found in negative controls and remain-

ing contaminants in the data. Loohuis et al. [110], for example, reported 23 taxa in the blood

while using religious positive and negative controls. This result was so unexpected that they

replicated the whole experiment with a new set of patients and ended up with the same re-

sult. Schierwagen et al. [131] reported well-known reagent contaminants in their study, which

prompted others to challenge their results [104]. However, it was later shown that negative

controls were empty, and the claim that their samples were contaminated was refuted [132]. It

is essential to know that blood samples in this study were not initially taken for 16S rRNA anal-

ysis, and sample contamination during that process is likely. With this in mind, we generously

removed 70% of the data leading to the elimination of the contamination-based outlier-cluster

(Figure 3.4A).

Undersampling of microbial environments is another issue that we had to consider [133].

Other than the apparent reason (i.e., not all species are equally distributed in the environment),

a significant difference of species detected in samples of a given environment can depend on

PCR primer selection, PCR template concentration and sequencing itself [134]. Considering

PSC, PBC and HC as unique environments, they were vastly undersampled, as was shown

by their respective accumulation curves (Figure 3.5B). Besides, the overlap between technical

replicates (i.e., samples from the same patient) was 3.4% on the genus level. This overlap is

far below the expected 13-20% [135, 134]. Due to the apparent undersampling of the environ-

ment, no statement about the true microbial diversity or abundance in PSC, PBC or healthy

control patients is possible. However, a relative comparison in alpha and beta diversity can

still generate important insight into disease mechanisms.
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We first analyzed if food intake could trigger bacterial translocation. Within-condition sam-

ples were analyzed before food intake, 5 min after and 60 min after. No significant difference

in phyla abundance, alpha, or beta diversity was detected. After 5 min, the patients’ food has

not had the time to pass through the stomach, so it is not surprising that no change due to

intestinal activity could be detected. While the second time point might be more reasonable,

even saccharides-based permeability measurements take between 0-2 hours to reflect small in-

testinal permeability [85].

Next, we looked at between-condition differences in the blood microbiome. We found the

phyla Firmicutes and Proteobacteria to have a lower and higher abundance, respectively, in PSC

/ PBC compared to HC. An increase in abundance of Proteobacteria in PSC patients was recently

reported in the bile fluid [97], with Firmicus remaining stable between the conditions. A reduc-

tion in Firmicus for PSC patients was reported by Amar et al. [112] for fecal samples, while

Proteobacteria were not present in any significant amount. We identified a significant increase

in alpha diversity between PSC / PBC and HC. Differences in alpha diversity for PSC and

PBC patients have previously been reported for mucosa-associated bacteria [93], stool samples

[95, 100] and bile fluid [97]. These studies showed a decrease in alpha diversity. However,

working under the ’leaky gut’ hypothesis, an increase in alpha diversity was expected. This

finding suggests a similar result as in Dhillon et al. [87]. We were also able to show a signif-

icant difference in overall community structure between disease and healthy patients. Many

differentially abundant genera and species have been reported for PSC / PBC [100, 101]. This

study found the family Microbacteriaceae to be differentially abundant in PSC and PBC com-

pared to the controls.

Microbacteriaceae are present in the human gut [129], and some species are known to be clin-

ically relevant. However, the most abundant genus of the family, Agreia, is reportedly mostly

found in plant material [136]. Most of the taxonomic family counts across all three groups

were not defined (not assigned or generic assignment Microbacteriaceae bacterium), and none

of the genera were differentially abundant. Comparing PBC and HC, we found the family

Staphylococcaceae and the cirrhosis-associated pathobiont Staphylococcus [80] to be differentially

under-represented in PBC. This genus has recently been reported to be over-represented in PSC

patients’ bile fluid [97]. Few studies have confirmed Staphylococcus to be over-represented in

cirrhotic patients’ serum [114]. On the other hand, Staphylococcus is of no significance for PSC

patients in stool samples, while yet another study found Staphylococcus to be under-represented

in stool samples of PSC patients. It is important to note that Staphylococcus has also been iden-

tified in multiple studies’ negative controls [108].

This analysis would greatly benefit from much larger sample sizes, stricter procedures dur-

ing drawing blood from patients and randomized patient selection. Nevertheless, based on

the data analyzed, it is likely that PSC and PBC patients show differences in their blood mi-

crobiome. The observed increase in diversity between PSC / PBC patients and controls was

expected. An increase in diversity indicates more active microbial activity in the blood or the

increased translocation of microbes or microbial components across the intestinal membrane.
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A. Bias Invariant RNA-Seq Metadata
Annotation

A.1. Figures

Figure A.1.: T-SNE on fraction of total gene count per gene type. The fraction of the total log TPM
normalized counts per gene type was calculated for all types that can be associated with mRNA or
small RNA. T-SNE was applied on the resulting vectors of fraction per gene type. Samples with their
maximum fraction in a gene type belonging to a small RNA category were labeled orange, else blue. The
scatter plot shows samples labeled as small RNA-seq all cluster together suggesting a valid approach.
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Figure A.2.: Overview of DA model short. Samples are indicated according to their classes (circles,
squares, triangles) and their bias (blue: source domain, other colors: bias domain, target domain). The
model is ready for prediction after two training steps: A) A source mapper is trained on single bias data
together with a classification layer. B) A bias mapper is created as a duplicate of the source mapper, the
weights of the source mapper are fixed. Triplets are passed through the source mapper and bias mapper
configuration to learn a bias mapping. C) The bias mapper, equipped with a classification layer, can be
used to predict data from previously unseen datasets.
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Figure A.3.: Tissue label overlap between GTEx, TCGA and SRA. GTEx v6 provides samples for 31
tissues and TCGA for 26. MetaSRA provided labels for 26 of the 31 GTEx tissues. This figure depicts the
40 tissues which form the union between the three data sources, a black square indicating that a tissue
is present in the respective dataset. 17 Tissues are shared between GTEx, TCGA and SRA, 16 of which
were used for tissue prediction.
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Figure A.4.: Architectures of all applied models. Graphical representation of architectures for ANN
based models. A) MLP models for tissue, sex and sample source, B) are the (1) SM-CL MLP, (2) SM-BM
Siamese Network and (3) BM-CL prediction model for tissue and C) sex. Each rectangle represents a
layer in the neural network and is colored according to the type of layer that has been used. d = input
dimension, n = number of nodes, p = drop out probability, SM = source mapper, BM = bias mapper, CL
= classification layer. B2 and C2 show the SM to have frozen weights.
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Figure A.5.: True positive rate for test data predicted with annotation models. A) Sample source, B)
sex and C) tissue classification.
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Figure A.6.: Relationship between number of classes and DA performance in DA G+S-T. The 16
tissues were sorted by sample size in GTEx, at each step one tissue was added to the classification
problem, starting with the largest two. MLP and DA were trained as described above for 10 seeds each
and tested on TCGA data. The mean sample accuracy for each seed (top panel) or mean class accuracy
(bottom panel) are shown. Each dot shows the difference in accuracy (DA-MLP) at each step for each
seed. Seaborn’s regplot was used to a regression line. While, on average, MLP performs better for
lower number of classes, the performance gain by the DA model with respect to MLP increases with the
number of classes.
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A.2. Tables

Table A.1.: Tissue annotation for brain tissue in SRA metadata

Brain
brain region BA22 (temporal cortex)
brain region BA41 (temporal cortex)
brain region BA09 (frontal cortex)
Peripheral brain tissue
Tumor brain tissue
brain
Normal human brain
brain (middle frontal gyrus)
brain (dorsal prefrontal cortex)
frozen postmortem brain from NICHD
Human brain
brain tumor tissue
Brain, Cerebellum
Brain, whole
Brain, fetal
brain (BA9 prefrontal cortex)
Dorsal Forebrain Equivalent
Human brain cortex (BA9)
Post morten brain
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Table A.2.: Mapping from GTEx tissue names to MetaSRA tissue names.

GTEx MetaSRA

ovary female gonad
skin anatomical skin
thyroid thyroid gland
prostate prostate gland
bladder urinary bladder
cervix uteri uterine cervix



A.2. Tables 63

Table A.3.: Summary of the datasets used for each phenotype after pre-processing.

Dataset # Samples # Classes # Input genes
Gini cut off
Low High

Tissue

GTEx 5,480

16
6,974 0.5 1

TCGA 8,624
SRA train 1,721
SRA test 1,531
SRA train annotation 3,370

17
SRA test annotation 2,813

Sex

GTEx 9,662

2 190 0.4 0.7
TCGA 11,284
SRA train 2,317
SRA test 923

Sample Source

GTEx 9,662
1

8,679 0.3 0.8

TCGA 11,284
SRA train 12,725

2
SRA train 3,144
SRA val 1,124
SRA train annotation 16,463
SRA test annotation 3,707
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Table A.4.: Number of samples per class for phenotype classification experiments.

GTEx TCGA SRA train SRA test
Tissue

Adrenal gland 159 266 14 5
Bone marrow 102 126 77 90
Brain 1,409 707 508 770
Breast 218 1246 123 30
Esophagus 790 198 35 5
Kidney 36 1030 94 88
Liver 136 424 111 134
Lung 374 1156 228 72
Ovary 108 430 23 12
Pancreas 197 183 17 5
Prostate 119 558 123 49
Skin 974 473 238 198
Stomach 204 453 25 11
Testis 203 156 14 18
Thyroid 361 572 51 32
Uterus 90 646 40 12

Sex

Male 6,036 5,395 1,246 575
Female 3,326 5,889 1,071 348

Sample source

Cell line 9,662 11,284 7,108 1,950
Biopsy - - 5,617 1,194
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Table A.5.: Hyperparameters considered during model tuning and their initial range.

Hyperparameter Range Sampling mode

# Layers [0,3] linear
# Nodes per layer [32,512] linear
Batch size [16,32,64] step
Learning rate [1e-4, 1e-2] log
Optimizer [Adam, SGD] binary
Drop out [0.1,0.2,0.3] step
Gini cut off manually manually
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Table A.6.: Summary of the hyperparameters used for each model.

Model # Nodes Dropout rate Learning rate Margin

MLP Tissue 128 0.3 0.0002 -
MLP Sex 32 0.2 0.0024 -
MLP Sample Source 128 0.3 0.0002 -
DA SM-CL Tissue 512 / 16 0.3 0.0001 -
DA SM-BM Tissue 512 / 512 - 0.0005 5
DA SM-CL Sex 64 / 2 0.3 0.0001 -
DA SM-BM Sex 64 / 64 - 0.0005 3

For every model 1 hidden layer was used, batch size was 64, trained epochs were
10 and the optimizer used Adam.
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Table A.7.: Sample and class accuracy given are the mean over n=10 seeds

msa mca msa std. mca std.
Tissue

SRA

LIN G-S 0.893 0.765 NA NA
LIN Ssmall-S 0.893 0.795 NA NA
LIN G+Ssmall-S 0.908 0.785 NA NA
MLP G-S 0.872 0.77 0.007 0.018
MLP Ssmall-S 0.894 0.746 0.005 0.017
MLP G+Ssmall-S 0.915 0.817 0.008 0.02
DA G+Ssmall-S 0.922 0.821 0.003 0.009
MLP Ssmall+Snew-S 0.911 0.798 0.007 0.022
DA G+Ssmall+Snew-S 0.933 0.854 0.002 0.009

TCGA

LIN G-T 0.718 0.638 NA NA
LIN Slarge-T 0.784 0.724 NA NA
LIN G+Slarge-T 0.725 0.651 NA NA
MLP G-T 0.684 0.605 0.015 0.017
MLP Slarge-T 0.832 0.755 0.02 0.03
MLP G+Slarge-T 0.842 0.773 0.015 0.017
DA G+Slarge-T 0.875 0.813 0.004 0.006
LIN Ssmall-T 0.768 0.708 NA NA
LIN G+Ssmall-T 0.729 0.658 NA NA
MLP Ssmall-T 0.748 0.688 0.016 0.027
MLP G+Ssmall-T 0.764 0.716 0.033 0.028
DA G+Ssmall-T 0.81 0.763 0.014 0.024
MLP Slarge+Snew-T 0.83 0.758 0.017 0.02

Sex

SRA

LIN G-S 0.883 0.876 NA NA
LIN Ssmall-S 0.878 0.873 NA NA
LIN G+Ssmall-S 0.883 0.876 NA NA
MLP G-S 0.879 0.871 0.002 0.04
MLP Ssmall-S 0.93 0.936 0.008 0.009
MLP G+Ssmall-S 0.939 0.945 0.003 0.003
DA G+Ssmall-S 0.929 0.93 0.025 0.036
MLP Ssmall+Snew-S 0.945 0.948 0.003 0.004

TCGA

LIN G-T 0.989 0.989 NA NA
LIN Slarge-T 0.988 0.987 NA NA
LIN G+Slarge-T 0.989 0.989 NA NA
MLP G-T 0.869 0.863 0.011 0.011
MLP Slarge-T 0.936 0.934 0.01 0.01
MLP G+Slarge-T 0.947 0.945 0.011 0.011
DA G+Slarge-T 0.919 0.916 0.004 0.004
MLP Slarge+Snew-T 0.975 0.975 0.004 0.004

Sample source

LIN Slarge-G 0.951 0.951 NA NA
LIN Slarge-T 0.882 0.882 NA NA
LIN Ssmall-S 0.89 0.884 NA NA
MLP Slarge-G 0.943 0.943 0.001 0.001
MLP Slarge-T 0.971 0.971 0.028 0.028
MLP Ssmall-S 0.95 0.941 0.003 0.005
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B. Analysis of Microbial 16S rRNA-Seq Data of
the Blood

B.1. Figures

Figure B.1.: Genus Abundance of MOCK Control. A ZymoBIOMICS Microbial Community DNA
Standard was sequenced as a positive control. This control has a known microbial composition. The
expected composition was recovered at the genus level, validating the sequencing, ASV inference and
taxonomic classification.
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B.2. Tables

Table B.1.: Clinical patient characteristics. Median, range, count, or percentage are reported. PSC and
HC were selected during the same time window by the same researchers. PBC samples were obtained
one year later, involving a different researcher. HC samples were obtained from young employees of
the UKE.

PSC PBC HC

Patients, n 10 10 8
Female, n (Age, years (range) 34 (23-66) 50 (40-69) 33 (23-37)
BMI, (range) 23 (19.2-27.2) 25 (21-35.3) 22.6 (18.7-26.3)
Collected in 2011 2012 2011
Collected by A+B B+C A+B
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Table B.2.: List of all phyla found in serum samples ordered by total count.

Phylum In Samples Total Count

Proteobacteria 89 994629
Actinobacteriota 88 425930
Firmicutes 86 328938
Bacteroidota 88 265214
Patescibacteria 54 27983
Acidobacteriota 47 19042
Myxococcota 44 15125
Bdellovibrionota 36 14441
Campilobacterota 37 13311
Chloroflexi 41 10233
Cyanobacteria 29 8245
Verrucomicrobiota 52 8215
Fibrobacterota 18 5891
Desulfobacterota 21 4922
Gemmatimonadota 17 4721
Armatimonadota 19 3472
Fusobacteriota 12 2976
Deinococcota 8 2719
Spirochaetota 11 2666
Elusimicrobiota 12 2330
Nitrospirota 6 1806
Planctomycetota 23 1503
Synergistota 4 1279
Dependentiae 7 1205
Methylomirabilota 3 981
SAR324_clade(Marine_group_B) 4 697
WPS-2 3 598
MBNT15 2 371
Abditibacteriota 3 333
Cloacimonadota 1 247
Latescibacterota 1 148
Hydrogenedentes 2 124
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Table B.3.: List of genera determined to be contamination according to literature and subsequently re-
moved from the data.

Genus In Samples Total Count

Diaphorobacter 68 241047
Cutibacterium 80 142361
Pseudomonas 72 76359
Psychrobacter 57 59610
Flavobacterium 62 56349
Undibacterium 44 55695
Lamprocystis 59 55378
Cloacibacterium 53 52780
Enhydrobacter 53 45930
Corynebacterium 62 40821
Micrococcus 41 35417
Rhodoferax 50 35097
Streptococcus 29 28544
Polaromonas 48 25489
Acinetobacter 56 23869
Legionella 34 20470
Bacillus 37 19149
Pedobacter 43 16786
Clostridium_sensu_stricto_1 34 14004
Microbacterium 30 11792
Clostridium_sensu_stricto_13 35 10734
Massilia 9 10353
Escherichia-Shigella 26 9290
Mucilaginibacter 38 9258
Duganella 22 8695
Rhodococcus 32 8587
Chryseobacterium 38 7104
Kocuria 13 6450
Janthinobacterium 22 6429
67-14 20 6039
Acidovorax 28 6013
[Agitococcus]_lubricus_group 30 5779
Janibacter 15 5343
Faecalibacterium 21 5162
Variovorax 15 4409
CL500-29_marine_group 12 3701
Marinospirillum 12 1604
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