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Zusammenfassung

In dieser Doktorarbeit werden mögliche Lösungen für supraleitende Hohlraum-
regelsysteme, die im Continuos Wave (CW)-Regime arbeiten, diskutiert und analysiert.
Der Schwerpunkt der Arbeit liegt auf den Anforderungen, die erfüllt sein müssen,
um den European XFEL neben der bestehenden gepulsten Betriebsart um eine
CW-Betriebsart zu erweitern. Die größte Herausforderung aus Sicht des Regel-
systems ergibt sich aus der Notwendigkeit, einen geladenen Qualitätsfaktor (QL)
im Bereich von 107-108 zu verwenden. Ein solcher (QL) ist eine Größenordnung
größer als der tatsächliche Wert, der in der gepulsten Betriebsart verwendet wird.
Infolgedessen ist die Gestimmtheit des Resonators empfindlicher gegenüber mikro-
fonischen Effekten. Aus diesem Grund sind aktive Lärmkompensationsverfahren
erforderlich, um den Gesamtverbrauch des Beschleunigungssystems zu begrenzen
und die Energiestabilität des beschleunigten Strahls zu erhöhen. Ein weiterer Ef-
fekt, der bei der zukünftigen Nachrüstung vorhanden ist, sind ponderomotorische
Instabilitäten. Diese Instabilitäten resultieren aus der nichtlinearen Kopplung
zwischen der Lorentzkraft bedingten Verstimmung und dem Hohlraumbeschleu-
nigungsfeld. Diese Instabilitäten werden analysiert und ein mögliches Kompen-
sationsschema wird vorgeschlagen. Um eine genaue Schätzung der Hohlraumver-
stimmung zu erhalten, wurde ein Echtzeitverstimmungschätzer entwickelt. Diese
Komponente, die für Resonanzregelsysteme erforderlich ist, wird auch für die
Schätzung des Hohlraumqualitätsfaktors verwendet, um ein Quenchdetektionssys-
tem zu realisieren. Das letzte Thema befasst sich mit der Linearisierung von
Hochfrequenzverstärkern auf der Basis von Vakuumröhren, die zur Stromerzeu-
gung der supraleitenden Kavitäten verwendet werden. Der Grund für die Durch-
führung einer Linearisierung dieser Verstärker ist die Verbesserung der Feldstabil-
ität und die Vereinfachung der Setup-Prozeduren des HF-Regelsystems. Für diese
Studie wurden Klystrons und IOT-Verstärker (Induction Output Tube) verwen-
det.
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Riassunto

In questa tesi di dottorato vengono illustrate e analizzate possibili soluzioni
nell’ambito dei sistemi di controllo per cavità superconduttive di modello TESLA
operanti in regime continuo. L’elaborato si concentra sulle richieste necessarie per
procedere all’aggiunta di una modalità di operazione continua a European XFEL
accanto alla preesistente modalità pulsata. La principale sfida da affrontare dal
punto di vista dei sistemi di controllo deriva dalla necessità di usare un fattore
di qualità delle cavità (QL) in un intervallo di 107-108, un ordine di grandezza
maggiore rispetto al valore usato in modalità pulsata. Di conseguenza si ha una
maggiore sensibilità del tune agli effetti microfonici. Per tal motivo è richiesto
lo sviluppo di soluzioni di compensazione attiva del rumore al fine di limitare i
consumi complessivi del sistema accelerante, e di aumentare la stabilità energetica
del fascio accelerato. Un altro effetto presente nel futuro upgrade è la presenza di
instabilità ponderomotive dipendenti dall’accoppiamento nonlineare tra Lorentz
Force Detuning e campo accelerante. Tali effetti sono quindi analizzati e viene
proposto un possibile schema di compensazione. Al fine di ottenere una precisa
stima del detuning delle cavità è stato inoltre sviluppato un sistema di calcolo in
tempo reale dello stesso. Tale componente, necessario per i sistemi di controllo di
risonanza, viene inoltre utilizzato per la stima del fattore di qualità delle cavità
al fine di realizzare un sistema di rivelazione di quench. L’ultimo argomento
trattato è la linearizzazione di amplificatori a radiofrequenza basati su tubi di
vuoto necessari al funzionamento del sistema di accelerazione al fine di migliorare
la stabilità e la facilità di utilizzo del sistema di controllo a radiofrequenza. Per
tale studio, sono stati utilizzati amplificatori di tipo Klystron e Induction Output
Tube (IOT).
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Abstract

In this doctoral thesis, possible solutions for superconducting cavity control
systems operating in the Continuous Wave(CW) regime are discussed and ana-
lyzed. The paper focuses on the requirements for adding a CW mode of operation
to European XFEL alongside the existing pulsed mode of operation. The main
challenge from a control system point of view stems from the need to use a loaded
quality factor (QL) in the range of 107-108. Such a (QL) is an order of magnitude
greater than the actual value that is used in the pulsed mode of operation. As a
result, the cavity tune is more sensitive to microphonic effects. For this reason, ac-
tive noise compensation techniques are required in order to limit the overall power
consumption of the accelerating system, and to increase the energy stability of the
accelerated beam. Another effect present in the future upgrade are ponderomo-
tive instabilities. These instabilities result from the nonlinear coupling between
the Lorentz force-induced detuning and the cavity acceleration field. These in-
stabilities are then analyzed and a possible compensation scheme is proposed. In
order to obtain a precise estimate of the cavity detuning, a real-time detuning
estimator has been developed. This component, necessary for resonance control
systems, is also used for the estimation of the cavity quality factor in order to
realize a quench detection system. The last topic is about the linearization of
radio frequency amplifiers based on vacuum tubes used to produce power the su-
perconducting cavities. The reason for doing a linearization of these amplifiers is
the improvement of the field stability and the simplification of setup procedures
of the RF control system. For this study, Klystrons and Induction Output Tube
(IOT) amplifiers were used.



Chapter 1

Introduction

Accelerator-based light sources are a discovery tool of ever-increasing importance
in modern science. The ability for these facilities to generate a broad spectrum of
radiation at very high brightness proved fundamental to understanding the elec-
tronic structure and properties of matter at microscopic scales. Therefore many
progress in biology, biotechnology, solid-state physics, and materials engineer-
ing strongly depends on the quality of the generated light of present and future
facilities. In the last fifteen years, the advancements in accelerator science and
technology allowed the construction of a new kind of light source: the X-Ray Free
Electron Lasers (XFEL).

Compared to storage ring-based light sources, XFELs provide a peak brilliance
several orders of magnitude higher. Peak brilliance is expressed in
photons/s/mm2/mrad2/0.1%BW where BW denotes a bandwidth relative to the
emitted photon frequency (Fig. 1.1). XFELs also allows the generation of photon
pulses with a high degree of transverse coherence and a duration in the order of
10 fs Full Width Half Maximum (FWHM). To generate the radiation, FELs use a
relativistic electron beam passing through an undulator (Fig. 1.2).

In the undulator, the magnetic field has a periodicity along the beam trajectory
and is directed in the transverse plane (Fig. 1.3). Such a magnetic configuration
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Figure (1.1) Comparison between peak brilliance of storage rings (lower part)
and XFEL based (upper part) light sources [1].

Figure (1.2) An undulator installed at EuXFEL [2].

allows converting the kinetic energy of the electrons in high energy photons. The
generated radiation has a wavelength

λ =
λw

2γ2
(1 +K2), (1.1)

2
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Figure (1.3) Scheme of an undulator [2].

with λ the photon wavelength, λw the undulator period, γ the Lorentz term and
γmc2 the electron beam energy. The undulator strength K is

(1.2)

K =
eBwλw

2
√
2πmc

, (1.3)

with Bw the undulator magnetic field. The FEL process is the result of a col-
lective instability happening inside the electron bunches. Such instability causes
an exponential growth of the radiation intensity along the undulators line until
a saturation point is reached. Depending on the saturation length, a variable
number of undulators are used in an FEL beamline. The resulting properties of
the generated radiation strongly depend on the electron beam parameters. The
radiation growth depends on the squared number of electrons that participate
in the instability process. Therefore it is of importance to maximize the peak
current of the electron bunches. For typical parameters of the undulator (K ≈ 1,
λw ≈ 4 cm) and using (1.2), the required beam energy to produce X-ray radi-
ation spans from some hundreds of MeV to some tens of GeV. Moreover, since
experiments generally require stable photon energy between radiation pulses, the
acceleration process has to be tightly controlled to minimize the beam energy vari-
ations. Radio Frequency (RF) LINear ACcelerators (LINAC) are used to generate
the beam for XFELs. This kind of accelerator uses RF cavities to transfer energy
to the electron beam. When a bunch passes through an RF cavity, it encounters
the alternating electric field, thus getting accelerated. Contrary to synchrotrons,
the electron bunches in a LINAC are accelerated in a single pass to maintain the
high peak current required in the FEL process. In modern hard X-ray FELs the
achieved peak current is of several kA. Since the beam energy required to drive

3
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an X-ray FEL is in the order of GeV, it is of primary importance to maximize the
cavity accelerating gradient to minimize the accelerator length and construction
costs. Simultaneously, experiments benefit from a high bunch production rate to
speed up data collection and improve the experiment statistics. Therefore the RF
duty cycle of the cavities has to be maximized. Depending on the desired beam
parameters and facility cost, different technologies are used to realize RF accel-
erating cavities: Normal-Conducting (NC) copper cavities and Super-Conducting
(SC) niobium cavities. Linear accelerators are often classified based on the kind
of cavities they use. In NC accelerators, S-band and C-band cavities operated at
room temperature are used. The achieved gradient in recent C-band NC cavities
is higher than 38 MV m−1 [3]. Tests on X-band cavities also shown the possibility
to realize future NC accelerators with gradients higher than 50 MV m−1 [4]. NC
LINACs for XFELs are always operated with a duty cycle ≪ 1% and RF pulse
lengths in the µs scale to limit the power of RF losses by ohmic dissipation on
cavity walls. Constraining the maximum power is necessary to avoid damages to
the accelerating structure. Typical RF pulse repetition rates for NC LINACs are
several tens of Hz (Tab. 1.1). In NC LINACs, the RF pulse length usually allows
accelerating just one bunch, making the bunch repetition rate equal to the RF
pulse repetition rate.

SC LINACs for XFELs use Superconducting RF (SRF) L-band cavities. These
resonators are operated at a cryogenic temperature of a few Kelvins to maintain
their superconducting state. Although different materials can be used to pro-
duce superconducting cavities, current and future SC XFELs use bulk niobium
resonators due to the production processes maturity. The achievable SC cavity
gradients are of some tens of MV m−1 and are strongly dependent on the supercon-
ducting material properties and fabrication treatments. The maximum theoretical
gradient achievable with L-band cavities for electrons acceleration is between 50

and 60 MV m−1 [18]. Compared to their normal-conducting counterparts, super-
conducting cavities present a much lower surface resistance, allowing longer RF
pulses or even Continuous Wave (CW) mode of operation without incurring a
damaging RF heat dissipation. Therefore, despite having a lower gradient with
respect to state of the art normal-conducting cavities, SC cavities allow generating
thousands or even millions of bunches per second.

4
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Facility
(NC)

Energy
(GeV)

RF pulse
repetition
rate (Hz)

RF pulse
length
(µs)

Bunches
per pulse

Average
gradient
(MV/m)

Start
of
operation

LCLS 14.3 120 3.0 1 17 2009
SACLA 8 60 4.5 1 35 2011
FERMI 1.5 50 0.7 1 27 2012
PAL-XFEL 10 60 1.2 1 27 2017
SwissFEL 5.8 100 3.0 2 28 2018
SXFEL-TF 0.5 10 5.5 1 38 2019
SXFEL-UF 1.5 50 5.5 1 40 2021*

Facility
(SC)
FLASH 1.25 10 800 800 20 2005
EuXFEL 17.5 10 650 2700 23.6 2017

LCLS-II 4 - - 1 MHz
(CW) 16 2022*

LCLS-II-HE 8 - - 1 MHz
(CW) 18 2028*

SHINE 8 - - 1 MHz
(CW) 16 2025*

* Expected completion year
Table (1.1) List of present and future X-ray facilities [5, 6, 7, 8, 9, 3, 10, 11, 12,
13, 14, 15, 16, 17]

5
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1.1 Presentation of this dissertation

In this doctoral thesis, a study of various digital control techniques for the fore-
seen European XFEL (EuXFEL) CW/Long Pulse (LP) upgrade will be presented.
EuXFEL is a superconducting FEL that works in pulsed RF mode with a duty
cycle in the order of 1%. The CW/LP upgrade aims to increase the duty cycle
to 10-100%. All the measurements were performed on the 1.3 GHz accelerating
cavities. Even if it was not possible to test all the techniques presented in this
dissertation on the third harmonic 3.9 GHz module and gun cavity due to the
lack of an experimental setup, these methods will be used in future tests and are
generally applicable to high loaded quality factor (QL) SRF resonators and their
RF systems. In chapter 2 an overview of EuXFEL is given along with its existing
Low Level RF (LLRF) system. In chapter 3, the CW/LP upgrade is introduced.
In chapter 4, an Field Programmable Gate Array (FPGA)-based quench detec-
tion component for SRF cavities driven in CW mode is presented. Due to the
cavity RF model symmetry, the component also estimates cavity detuning. The
experimental results using this concept are presented in the paper ”Online detun-
ing and quench detection for superconducting resonators” [19] (published, IEEE
Transactions on Nuclear Science). The author performed the design, implemen-
tation and test of the component in various superconducting facilities. In chapter
5, an overview of the ponderomotive instabilities is given. A method to alleviate
the occurrence of the monotonic instability using integral control is analytically
studied in the paper [20] ”Integral Resonance Control In Continuous Wave Super-
conducting Particle Accelerators” (published, IFAC-PapersOnLine). The author
contributed with the derivation of the linearized electro-mechanical cavity system,
with the controller stability analysis and with the simulations and tests performed
on cavities driven in CW. In chapter 6, an overview of klystron and Inductive Out-
put Tube (IOT) nonlinearities is given. These nonlinear effects can be corrected
using the predistortion method. This method is implemented as an FPGA-based
component in the LLRF controller. The author contributed to the definition of a
calibration procedure for such a technique and the measurement of the component
linearization performance the of the amplifiers at EuXFEL, FLASH, and Cryo
Module Test Bench (CMTB). The results are presented in the article ”Results on
FPGA-based high power tube amplifier linearization at DESY” [21] (published,
IEEE Transactions on Nuclear Science). Finally, in chapter 7, the conclusions

6



CHAPTER 1. INTRODUCTION

are given along with an outlook of possible future improvements of the LLRF
controller.
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Chapter 2

Introduction to EuXFEL

European XFEL is a 17.5 GeV pulsed hard X-ray FEL located between Hamburg
and Schenefeld in Germany (Fig. 2.1). At the time of writing, EuXFEL is the

Figure (2.1) Top view of the EuXFEL location [22].

brightest XFEL worldwide with the capability of generating X-ray pulse wave-
lengths as short as 0.04 nm [2]. The RF pulse repetition rate of EuXFEL is 10 Hz,
and the maximum amount of bunches that can be accelerated per RF pulse is
2700, thus allowing the production of 27000 light pulses per second. The genera-
tion of the electron bunches happens in an RF gun located at the beginning of the
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accelerator [23]. The electron emission occurs when a UV laser pulse of 262 nm
illuminates a Cs2Te photocathode located at the bottom of the gun cavity. Then
the bunch is accelerated to 6.6 MeV by the gun cavity field. When the maximum
amount of bunches per RF pulse is requested, the laser is run at a repetition rate
of 4.5 MHz thus resulting in a temporal spacing between bunches of 0.22 µs. The
maximum bunch charge is 1 nC that is equivalent to a beam current of 4.5 mA
averaged along the RF pulse. After the gun, a solenoid focuses the beam in the
following acceleration stages. Then the beam is accelerated by a 2 km super-
conducting LINAC with an average accelerating gradient of 23.6 MV m−1. The
accelerator is divided into three sections: the injector section (L1), the booster
section (L2), and the main section (L3) section. Between the accelerator sections,
bunch compressors are used to increase the peak current of the beam. At the
accelerator end, fast kickers distribute the bunches between three undulator lines
(Fig. 2.2).

Figure (2.2) EuXFEL beamlines [22]

The undulators in SASE1 and SASE2 produce hard X-ray pulses with wave-
lengths between 0.04 and 0.15 nm while SASE3 is used to generate soft X-ray
light with wavelengths between 0.4 and 1.0 nm [22]. Variable-gap undulators in
SASE2 and SASE3 allow flexibility in choosing the generated wavelength in each
beamline. The generated radiation is then transported and distributed to six
instruments in the experimental hall. Two additional tunnels are left for the
installation of future FEL beamlines and experiments.

In the accelerator 776 cavities of the TESLA-type [18] (Fig. 2.3) are used
to accelerate the beam. These cavities operate in the L-band with a resonance
frequency of 1.3 GHz, and they are cooled at 2 K by a superfluid helium bath. The
cavities are housed in modules that provide mechanical support, thermal isolation,

10
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Figure (2.3) Picture of a TESLA cavity.

and vacuum and cryogenic piping. Each module contains eight cavities and other
devices like quadrupoles, correctors, and Beam Position Monitors (BPM). Four
modules are grouped in a single RF station and controlled using the Vector-Sum
(VS) scheme. Therefore a single high-power pulsed klystron provides the required
RF power for all the cavities within an RF station [24]. The control system then
controls the stability of the sum of the accelerating voltages of the 32 cavities
within an RF station.

Figure (2.4) Scheme of EuXFEL before (top) and after (bottom) the CW/LP
upgrade [25]

In total, 25 stations are installed at EuXFEL: 1 in the L1 section, 3 in the
L2 section, 21 in the L3 section (Fig. 2.4 top). Additionally, EuXFEL has a
third harmonic module equipped with eight superconducting cavities [26] with
a resonance frequency of 3.9 GHz and an additional accelerating module with
TESLA cavities right after the gun [27]. The third harmonic module is used to

11
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correct the bunch curvature and remove beam tails.

Figure (2.5) 3D drawing of the EuXFEL tunnel [28]

The LINAC is installed in a single tunnel 15−30 m underground with a diam-
eter of 5.2 m (Fig. 2.5). Since there no service tunnel, every piece of supporting
equipment for the LINAC was carefully designed to fit into the accelerator tunnel.

2.1 The LLRF control system

To generate stable high-brilliance FEL radiation at EuXFEL, the error on the
accelerating voltage amplitude and phase of an RF station has to be smaller than
0.01% RMS and 0.01°. Therefore, the LLRF system that controls the station
must meet these demanding requirements. Additionally, the LLRF system has
to catch eventual anomalies or failures in the accelerating system and execute
proper actions to minimize the accelerator downtime or prevent damages to the
facility [29, 30]. The LLRF system should also allow to monitor and measure
the status of the accelerating cavities. Finally, the LLRF system controls the
resonance frequency of the cavities against mechanical disturbances to minimize
the RF power required to generate the accelerating gradient. Such a task is
performed using mechanical tuners that act on the cavity geometry thus modifying
the resonance frequency. All the LLRF systems parameters have to be accessed
through a high-level interface that abstracts the low-level details of the control
system. Since EuXFEL lacks a service tunnel and the LLRF is installed next to
the accelerator, there are additional constraints to be fulfilled:

12



CHAPTER 2. INTRODUCTION TO EUXFEL

1. The LLRF system must be highly reliable since shutting down the entire
facility is required to repair a single system.

2. Since the LLRF crates are positioned right below the accelerator, the elec-
tronics have to be radiation-tolerant. Radiation-aware design, radiation
shielding, self status check, and automatic correction of radiation generated
errors [31] (e.g., bit-flip in memories) are required.

3. For the same reason expressed in point 2., the time to repair or modify the
LLRF system hardware has to be minimized. Moreover, the required tools
to perform the maintenance operations have to be kept to the minimum and
have to be easily transportable through the tunnel. Therefore, a standard-
ized plug-and-play modular form factor has to be used for the LLRF system
electronics.

4. The LLRF system firmware and software must have the possibility to be
configured and upgraded remotely.

5. The limited available space in the tunnel requires that the LLRF system
size is kept to the minimum.

6. VS cavity control requires the RF signals of up to sixteen cavities to be
managed by a single LLRF crate. Therefore the LLRF system needs to
have a high count number of RF ADC channels.

7. The LLRF system has to correct for environmental disturbances that hap-
pen in the tunnel. These variations include changes in the RF electronic
calibration due to seasonal or day/night variation in tunnel humidity or
temperature

Finally, since the EuXFEL accelerator is 2.0 km long, a sophisticated RF syn-
chronization system is required to keep the RF reference of the LLRF system
stable against drifts at a femtosecond level [33, 34]. Therefore the LLRF needs
low-noise interfaces for synchronization purposes. For these reasons, the LLRF
controller EuXFEL is implemented with the Micro TCA technology (MTCA.4)
standard [35, 36, 37]. Apart from the MTCA.4 crate, the following custom mod-
ules are installed in the LLRF racks:

13
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Figure (2.6) Scheme of the EuXFEL LLRF system [32]. Two LLRF racks work
in a distribuited way and are connected via an optical link. The system is able to
manage all the 32 cavities in an RF station.

Figure (2.7) MTCA.4 LLRF crate installed at EuXFEL.

• REFM-OPT : Optical synchronization unit based on a Mach-Zehnder in-
terferometer. REFM-OPT locks a 1.3 GHz RF reference signal to the Master
Laser Oscillator (MLO).

• DCM : Drift Calibration Module. This module corrects for variations in

14
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the RF measurement chain of probe signals. A reference signal is injected
before each pulse, thus allowing the precise tracking of drifts in the ADCs.

• LOGM : The LO Generation Module uses the 1.3 GHz RF reference signal
from the REFM to generate other RF and clock signals used in other parts
of the LLRF system.

• PZ16M : This is the piezoelectric tuner driver module, and it is capable
of handling the actuator and sensor signals of up to 16 cavities. The drive
voltage range is +/- 70 V with a bandwidth of 20 kHz. This module is
connected to the MTCA.4 crate through an optical link.

• CPIM : LLRF coupler processinng interlock module, preventing excitation
of the cavities at room temperature.

• PSM : The Power Supply distribution Module is a fully redundant power
supply for the REFM, LOGM, and DCM. The diagnostic data of this module
is accessible over an ethernet connection.

Fig. 2.6 depicts the complete LLRF scheme for EuXFEL. For further informations
see [36].

For each RF station, there are a master and slave rack that work in a dis-
tributed manner. Since for the VS mode of operation, the sum of the probe
signals within an RF station is required for control purposes, the MTCA.4 crates
in the two racks compute the partial vector sum of 16 cavities each. Then, the
slave MTCA.4 crate sends its partial vector sum value to the master crate through
an optical link. The master crate uses this information to compute the final VS
value and to generate the station klystron control signal.

2.2 The MTCA.4 LLRF control crate

The MTCA.4 is an open standard for a modular crate form factor directly de-
rived from the Advanced Telecommunication Computing Architecture (ATCA)
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standard. Due to the modularity of MTCA.4 and the availability of several com-
mercial off-the-shelf MTCA.4-compliant cards, it is possible to customize the crate
depending on the target application. In the EuXFEL LLRF system, the front
modules or Advanced Mezzanine Carriers (AMC) are used to perform digital sig-
nal processing, whereas the rear modules or Rear Transition Modules (RTM) are
used for analog signal processing. Each RTM is paired with an AMC and com-
municates with it through a connector (referred to as Zone3). In the RTM side,
an RF backplane is used to share RF signals and clocks between the modules.
In the AMC side, a backplane provides multiple channels in different commonly
used high-speed digital communication standards such as PCIe, Gigabit Ethernet,
and RapidIO. Customized point-to-point connections also allow direct low-latency
high-speed data transfer between different AMCs. Additional lines on the AMC
backplane are reserved for custom clock signals and future standard extensions.
The standard MTCA.4 module composition for an accelerating RF station of
EuXFEL is the following [37]:

• uDWC : The down converter RTM board converts RF signals from 1.3 GHz
to the Intermediate Frequency (IF) of 54 MHz. Each board has ten available
channels with a programmable attenuation between 0 and 30 dB.

• SIS8300 : SIS8300 is an ADC AMC board that is paired with the DWC.
It samples the signals that come through Zone3 at a rate of 81.25 MHz and
convert them in an In-phase and Quadrature (I&Q) signals. The board is
equipped with a Xilinx Virtex 6 Field Programmable Gate Array (FPGA)
to perform fast Digital Signal Processing (DSP) calculations on the sampled
signals. These calculations comprise delay adjustment, I&Q signal rotation
and scaling, drift compensation using the DCM reference signal, and the
filtering of the 8π/9 cavity mode signal. The partial vector sum calculation
is also performed on this board at a rate of 9.027 MHz and sent to the main
controller board (uTC). In total, 8 ADC channels are used to sample cavity
signals. Therefore, since for each accelerating cavity, a probe, a forward,
and a reflected signal are digitized, 6 SIS8300 boards are installed in each
crate to sample the signals produced by 16 accelerating cavities.

• uTC : uTC is the main controller AMC in the LLRF crate. This compenent
is based on the DAMC-TCK7 and is equipped with a Xilinx Kintex 7 FPGA
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to perform fast DSP calculations. For a slave crate, it just generates the
partial VS signal using the data from the SIS8300 and sends it to the master
crate. The uTC in the master crate computes the total VS value using the
received value and the data from the SIS8300 boards. An error signal is
generated by subtracting the rescaled VS with a setpoint. Gradient limiters
and beam-based feedback components for bunch arrival stabilization also
contribute to the final value of the error signal [38, 39]. Additionally, it is
possible to add setpoint tables to the measured error to generate arbitrary
RF pulse shapes over time. This feature is needed to define the gradient
trajectory during filling and to produce multiple flattop regions to acceler-
ate the beam at different energies within a single RF pulse. A fourth-order
Multiple-In Multiple-Out (MIMO) feedback controller then uses the error
signal to generate the control value [40, 41]. The feedback also corrects the
effects produced by the 7π/9π cavity mode since it impacts beam accelera-
tion. The feedback controller can be disabled when only a feedforward drive
of the cavities is needed. Feedforward signals are then added to the feedback
one. Look-Up Tables (LUT) are used to store the feedforward data. The
FeedForward (FF) correction is filled with the precomputed RF drive signal
calculated offline using a cavity model. FF is necessary to minimize the
control effort of the feedback section, thus improving the system stability.
The Beam-Loading Compensation (BLC) table corrects for beam-induced
gradient variations. Finally the Learning FeedForward (LFF) table is adap-
tively updated using an Iterative Learning Control (ILC) algorithm. LFF
is used to correct for pulse-to-pulse recurrent errors. Finally, the resulting
control value is scaled and corrected to compensate for DAC offsets. The
complete signal processing diagram is shown in Fig. 2.8. The output is also
checked with limiters to prevent overdriving the klystron. Then the IQ drive
signal is sent to the uVM RTM board through Zone3.

• uVM : The uVM RTM performs a single sideband modulation of the control
signal to generate the 1.3 GHz klystron drive signal. The uVM also embed
a fast RF gate for the interlock system and a programmable attenuator.

• KLM : The Klystron Lifetime Management (KLM) is based on the SIS8300L
AMC and a uDWC RTM. The KLM uses the sampled input and output RF
signals of the klystron and cathode voltage and current values to detect pos-
sible damaging events, like sparks or loss of vacuum [42]. When an event is
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detected, the KLM triggers the crate backplane interlock line, thus switching
off the klystron drive.

• uCPU : The uCPU is based on Concurrent Technologies AM 902/411-52
board. This module holds an x86-64 processor attached to the PCIe and
Gigabit Ethernet interface of the AMC backplane. The uCPU software
has the responsibility to handle the communication between the MTCA.4
boards and the higher-level layers of the control system. The uCPU soft-
ware also configures the registers on the boards and exposes an abstracted
interface of the hardware capabilities. The uCPU software has a server-
based architecture based on the ChimeraTK [43] framework. Each server
takes care of different aspects of the system. The LLRF control server
manages the feedback and feedforward parameters, sets the system control
tables, and provides the interface to read the cavity RF signals. The di-
agnostic server monitors the cavities quality factor (QL). Such a task is
needed to check whether a quench or other unwanted effects have happened
on the accelerating cavities. The piezo server calculates the compensation
that must be applied to each cavity tuner to correct for resonance drifts
and Lorentz Force Detuning (LFD) effects. The servers parameters are ac-
cessed through the Distributed Object-Oriented Control System framework
(DOOCS) [44].

• TMG : X2Timer is a timing board that provide the trigger signals, like the
pulse start signal, to the other boards [45].

• MPS : The Machine Protection System (MPS) board is responsible for
collecting and propagate interlock signals to other boards with low latency.
Fiber-optic connections are used to avoid electromagnetic interference in
the propagation of the signals. Once an interlock condition is raised, the
MPS board can stop the generation of RF pulses. The safety systems of the
accelerator are attached to this board(e.g., pressure and temperature signals,
Beam Loss Monitor (BLM) signals, and magnet current readouts) [46].

• MCH : The MCH provides the switching-capabilities for the Gigabit Eth-
ernet, Rapid IO, and PCIe AMC backplane channels. It also monitors the
initialization status of the MTCA.4 crate boards.

Fig. 2.9 shows how the boards are distribuited in the MTCA.4 LLRF crate.
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Figure (2.8) Top level diagram of the uTC FPGA digital signal processing [37].

Figure (2.9) Top view of the MTCA.4 board distribution [36].

The third harmonic module uses a variation of the presented configuration:
the uDWC is modified to operate at 3.9 GHz and its MTCA.4 crate is shared with
the control boards of the accelerating module installed after the gun.
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Chapter 3

The EuXFEL CW/LP upgrade

Due to the separation of just 0.22 µs between electron bunches, data acquisition,
data pre-processing, and data storing are among the most challenging aspects of
the EuXFEL experiments. Despite the latest developments in detector technology
and high-speed image processing techniques [45, 47, 48, 49], many user experi-
ments would benefit from an increased FEL pulse separation. A longer separation
can be accomplished by lowering the bunch repetition rate. However, to mantain
the same amount of bunches per second, the RF pulse length has to be increased.
Further increasing the RF pulse duty factor might also allow a higher number of
bunches per second, thus speeding up the experimental data acquisition. For these
reasons, a possible CW upgrade of EuXFEL is under discussion [50, 51]. After the
upgrade, the EuXFEL LINAC will be able to generate a CW beam with a charge
of 250 pC at a bunch repetition rate of 100 kHz. It is also foreseen to operate
the accelerator with a bunch repetition rate of 1 MHz at a reduced bunch charge.
The L3 section will be operated with a maximum CW gradient of 7 MV m−1 to
limit the cavity dissipation at a reasonable level. The expected final beam energy
for the CW mode 8 GeV. Generating higher energy semi-CW beams will be also
possible, by reducing the pulse duty factor at a level between 10%-50%. Possible
beam parameters for the EuXFEL CW upgrade are listed in Tab. 3.1. Sekutowicz
et al. [50] proposes to scale the gradients proportionally to (7/Eacc)

2 to keep the
cryogenic heat load constant. This reduced-duty mode of operation is called Long
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Pulse (LP) mode to differentiate it from the actual EuXFEL Short Pulse (SP)
mode which has a duty factor of 1.4% (Fig. 3.1). Due to the lower beam energies
produced in CW and LP mode, a requirement for the EuXFEL upgrade is to keep
the existing SP mode of operation. Therefore, depending on the experimental
program to follow, the machine has to be configured to SP or (CW/LP) mode.
Only remote setup procedures must be required to switch the accelerator between
the available modes of operation to minimize machine downtime.

(a)

(b)

(c)

(d)

Figure (3.1) RF pulse shape (blue trace) for the SP (b), LP (c) and CW (d) mode
of operation. (a) is the detailed view of a pulse in SP. The red lines correspond
to accelerated bunches [52].

As mentioned in the previous sections, a constrain in the accelerator tunnel
is given by the limited available space. Therefore, future installations for the
CW/LP upgrade must be carefully optimized in size. The upgrade will also require
modifications or the substitution of some of the existing LINAC components.

Gun The actual NC gun is not suitable for CW/LP operation due to the thermal
load constraints. Therefore active research is ongoing to produce a new CW gun
design. The actual NC gun will be kept to maintain the EuXFEL SP capabilities.
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Mode SP* SP** CW LP LP
Energy (GeV) 17.5 20 8 10 14
Eacc (MV m−1) 23.5 23.5 7*** 10*** 15***

RF pulse length (ms) 1.38 1.38 - 350 150
RF Repetition rate (Hz) 10 10 - 1 1

Duty factor (%) 1.38 1.38 100 35 15
Bunches per second 27000 27000 100000 35000 15000

* Before the upgrade.
** After the installation of additional stations in L3.
*** In L3.

Table (3.1) Example parameters for the different mode of operation foreseen for
the EuXFEL upgrade [50]. The considered bunch charge is 250 nC at a repetition
rate of 100 kHz.

The new gun, along with a dedicated third harmonic and accelerating module,
will be installed in the second gun cave. Since SC CW guns enable the generation
of bunches with lower thermal emittance and higher peak current with respect to
CW NC guns, a superconducting photoinjector is under study at DESY [53, 54,
55, 56, 57, 58]. The new gun design has 1.6-cell TESLA-like cells and operates
in the L-band. The target specifications for the generated beam for this gun
are a bunch charge of 20 − 250 pC, a peak cathode gradient of 40 − 60 MV m−1,
a bunch energy at the exit of the gun of 3 − 4 MeV, a transverse emittance of
≈ 1 µm rad and a bunch length of few ps. The new gun has a lead photocathode to
minimize cross-contamination effects with the cavity walls and improve durability
and quantum efficiency in respect to bulk niobium. Challenges remain in adapting
the existing SRF cavity fabrication processes and components (e.g., RF antennas,
tuning systems, cryomodules) to the SC gun design. Future tests are foreseen to
measure the SRF gun parameters. As a backup option to the SRF gun, a CW
NC gun operating in the VHF-band is also considered [59].

Gun/L1/L2 high Q0 accelerating modules Due to beam dynamics con-
straints, the beam energy has to be at least 2 GeV at the beam compressor BC2.
Therefore the accelerating cavities of L1, and L2 will be operated in CW at gradi-
ents up to 16 MV m−1 to fulfill this requirement. Using a significantly higher CW
gradient in the first part of the accelerator than in L3 requires the exchange of
the accelerating modules. The key reason to exchange the modules is the cavity
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dissipated power [60]

Pc =
V 2
c

r
QQ0

, (3.1)

Vc = LEacc, (3.2)

with L the cavity accelerating length, Eacc the cavity gradient, Vc the cavity
voltage, r

Q the ratio between the shunt resistance and the quality factor and Q0

the intrinsic quality factor of the cavity.
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Figure (3.2) Cavity heat load in function of Q0.

The ratio r
Q is dependent only on the cavity geometry, and for the TESLA

cavities is equal to 1036Ω while the RF length L is 1.038 m [18]. The quality factor
Q0 depends on the resistivity of the cavity walls, which in turn is influenced by
temperature, magnetic fields, surface chemistry, and the accelerating gradient.
For state of the art TESLA cavities, Q0 > 1010. Having cavities with high Q0

values is essential to reduce the cryogenic power needed to operate the accelerator
(Fig. 3.2). Therefore current research on SRF cavity fabrication processes is
focused on improving this parameter. Due to the increased heat load after the
CW/LP upgrade, the current cryogenic plant refrigeration power at 2 K has to be
doubled from its actual value of 2.5 kW and represents the primary cost driver for
the project [61]. For the same reason, it is expected to replace the accelerating
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modules in L1, L2, and the injector with ones with higher Q0 resonators. The
idea is to install cavities that have a Q0 > 2 · 1010 at 16 MV m−1 and, at the
same time, are able to sustain the substantially higher gradients of SP mode [62,
63, 64]. Due to heat load in CW, it will also be necessary to modify the module
cryogenic distribution system to increase the helium heat transport limit to more
than 20 W per module [61].

Another aspect to take into account is the required RF power per cavity.
From [65]

Vg ≃ 2

√
r

Q
QLPg, (3.3)

Vb ≃ Ib
r

Q
QL, (3.4)

Vc = Vg − Vb, (3.5)

(3.6)

for a cavity driven at its resonance frequency with a beam accelerated on crest.
Pg is the generator power, Vg is the induced generator voltage, Ib is the beam
current, and Vb is the induced beam voltage. The loaded quality factor QL is the
quality factor of the cavity when coupled with an external transmission line and
is dependent on Q0

1

QL
=

1

Q0
+

1

Qext
. (3.7)

Qext represents the fraction of RF power that is emitted by the cavity through the
coupler in respect to the stored energy and related to how strongly the resonator
is coupled to the transmission line. For superconducting cavities in accelerators
Q0 ≫ Qext. Therefore for (3.7) QL ≃ Qext. Solving (3.3), (3.4) and (3.5) for Pg

gives the required generator power that has to be provided to the cavity.

Pg =
(Vc + Ib

r
QQL)

2

4 r
QQL

. (3.8)

The optimal QL that minimizes the generated power can be calculated with

dPg

dQL
= 0. (3.9)
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Which gives the optimal QL

(QL)opt =
Vc

Ib
r
Q

. (3.10)

For the EuXFEL CW/LP upgrade Ib = 25 µA and Vg = 16.6 MV. There-
fore (3.10) would give a QL ≃ 6.4 · 108. However for these high QL values the
effect produced by mechanical disturbances have also to be taken into account.
Therefore (3.10) has to be modified to include these effects [66].

(QL)opt =

(Ib
r
Q

Vc

)2

+

(
2δf

f

)2
−2

. (3.11)

In (3.11) δf is the standard deviation (STD) of the difference between the cavity
resonant frequency and the frequency of the drive signal. Assuming a conservative
value of δf = 5 Hz the optimal QL is 1.6 · 108 [67, 68].
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QL = 6.0 · 107

Figure (3.3) Required cavity RF power in function of detuning STD at different
QL values. Eacc = 16 MV m−1

Even if these results suggest that it is possible to use a QL > 108, further lim-
itations reduce the maximum usable QL value. First, reaching QL > 107 requires
a modification of the actual cavity field couplers to increase their operational
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Figure (3.4) Required cavity RF power in function of QL at different gradient
values. δf = 5 Hz.

range [61]. At the same time it should be still possible to reach a QL = 4.6 · 106

to operate the accelerator in SP mode. The latest developments suggest that the
maximum reachable QL with modified couplers is in the order of 8 · 107. Then
the EuXFEL requirements on the stability of the accelerating field have to be
taken into account. Having a high QL reduces the cavity bandwidth, thus making
it more sensitive to low frequency microphonic mechanical excitation and harder
to control (Fig. 3.3). Finally, for δf = 5 Hz, there is a small gain in going at
QL > 6 · 107 since the required power decreases at a slower rate. (Fig. 3.4). For
the foreseen parameter for the EuXFEL CW/LP upgrade every cavity will need
Pf > 1.5 kW.

Other modifications to the cavity couplers will improve the thermal dissipa-
tion to avoid overheating the inner conductor. Limiting coupler heating is also
important from the LLRF point of view since tests show that thermal expansion
of the inner conductor results in a QL variation of more than 10%. Fig. 3.5 shows
the effects of RF-heating on the cavity coupler.

L3 The L3 part of the LINAC will be extended with the replaced modules in L1
and L2. In total, 12 accelerating modules will be added to the end of L3, making
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Figure (3.5) Dependence of QL on coupler temperature. The heated coupler,
increases its cavity penetration thus increasing the RF coupling. The QL drops
consequently. The test was done with Pf = 4 kW.

it possible to reach 20 GeV in SP mode. Since the cavity couplers in L3 will not
be modified, the maximum QL will be limited to 1-1.5 · 107. This will result in a
required RF power per cavity of Pf ≈ 1.3 kW.

The complete layout of EuXFEL after the CW/LP upgrade is depicted in
(Fig. 2.4).

3.1 LLRF topics for the EuXFEL CW/LP upgrade

The EuXFEL CW/LP upgrade will require substantial modification and improve-
ments to the RF/LLRF system.

RF amplifiers The actual high power pulsed RF amplifiers are not suitable for
continuous operation. Therefore new CW power sources have to be installed in
the tunnel.
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Figure (3.6) 120 kW IOT installed at CMTB [69]

For the upgrade it is planned to use one 120 kW IOT every two accelerating
modules [50] (Fig. 3.6). The maximum available power per resonator with this
amplifier will be 7.5 kW thus fulfilling the forward power requirements of the
CW and LP mode. The RF distribution system will be modified with remotely
switchable circulators to select either the SP(klystron) or CW/LP(IOT) power
source. Since the input-output characteristics of IOTs are nonlinear, the LLRF
system has to correct for these effects to maximize the accelerating field stability.
Due to the addition of a different kind of RF power source, the KLM module has
to be extended to diagnose the status of the IOT and catch eventual damaging
events.

Quench detection Since quenches can significantly increase heat load, it is of
uttermost importance in every superconducting accelerator to stop the RF drive
once a quench has happened to avoid releasing additional heat to the cryogenic
bath. For the pulsed mode of operation, cavity quenches are caught looking at
the field decay. When the forward power is switched off, the cavity voltage follows
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an exponential curve

Vc(t) = Vc(td)e
− t−t0

τ , (3.12)

τ =
QL

2πf
(3.13)

In the above equation t0 indicates the start of decay phase while τ is the decay time.
Then using (3.7) and assuming that Qext does not change, if the cavity Q0 drops
due to a quench, the decay time decreases as a consequence. Therefore a threshold-
based interlock system that looks at the value of τ for each RF pulse can be used to
detect quenches. Even though (3.12) can still be applied in LP mode of operation,
a different approach has to be found for CW mode of operation. Moreover, a CW
quench detection system has to discriminate between real quenches and gradient
drops produced by other means (e.g. detuning).

Detuning estimation As shown in Fig. 3.3, detuning increases its effect on
cavity gradient at increased QL. It is then essential to keep the cavity detuning
low. A measure of the impact of detuning on the cavity gradient is given by

y =
∆f

f(1/2)
, (3.14)

with ∆f the cavity detuning and f(1/2) the cavity half bandwidth

f(1/2) =
f

2QL
. (3.15)

For a cavity with Ib = 0 and constant detuning, the accelerating voltage is

Vc =
Vg√
1 + y2

. (3.16)

From 3.16 for y ≪ 1 the resulting accelerating voltage is Vc ≃ Vg while for
y ≫ 1 the voltage scales as Vc ≃ Vg

y . Therefore y has to be kept below the unity
to avoid excessively increasing Vg and, consequently, Pf . Correctly estimating
∆f is then essential to minimize RF power consumption. In the SP mode of
operation, the detuning disturbance is mainly driven by repetitive LFD caused by
the accelerating field radiation pressure on cavity walls. Consequently, estimation
algorithms are run offline during the time between two RF pulses [70]. For CW
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mode of operation, the detuning is produced by external mechanical microphonic
disturbances and ponderomotive instabilities. These effects are independent of
the machine timings and the detuning. The LLRF system has then to estimate
the detuning online. For this, the estimation delay has to be kept shorter than the
time period of the highest frequency microphonic component to avoid excessive
signal phase shifts in the computed values. Since the microphonics spectrum in
CW mode goes up to some hundreds of hertz[68] an estimation delay shorter
than 1 ms is required. Although the detuning excitation is mainly driven by the
periodic RF pulse train in LP mode, microphonic and ponderomotive disturbances
still must be taken into account due to the small bandwidths involved.

Resonance control One of the most challenging aspects of the EuXFEL CW
upgrade is resonance control. For the expected QL value in L1 and L2, f(1/2) =
10.8-65 Hz. As a consequence, given a static longitudinal tuning sensitivity of
315 kHz mm−1 for TESLA cavities, a deformation of few tens nanometers can sig-
nificantly affect the cavity accelerating gradient [71]. This requires that even the
smallest detuning effect has to be taken into account to maintain the cavity at
the desired resonance frequency. Additionally, since the exact parameters that
determine the cavity mechanical dynamics are not well known and vary from res-
onator to resonator, the analysis and correction of time-varying detuning signals
should take into account uncertanties in the cavity model [72, 73] (Fig. 3.7).

Detuning signals have different characteristics depending on the source of ori-
gin:

A slow-varying detuning contribution is caused by the cooling system. Since
the helium bath has a stability of ±0.1 mbar [74] (Fig. 3.8) and the cavity pressure
sensitivity is 50 Hz mbar−1 [75], the amplitude of the resulting detuning is 5 Hz.
The spectrum of this detuning source is in the sub-Hz region. Other microphonics
sources are rotary machines that operate next to the accelerator. Vacuum pumps
and cooling fans are examples of these detuning sources. These detuning sources
produce a sinusoidal excitation with fixed frequency that can include additional
higher-order harmonics. The spectrum for this kind of disturbance is composed
of narrow peaks with frequencies in the range of 1-100 Hz. Additional large-
bandwidth noise, mostly gaussian distributed, has an amplitude in the order of
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Figure (3.7) Cavity mechanical transfer function of an EuXFEL module. The
cavities were excited using the piezoelectric tuner. A second piezoelectric pickup
was used to measure the resulting mechanical excitation [73]

Figure (3.8) Cryogenic bath pressure stability of EuXFEL [74]

magnitude of 1 Hz RMS and covers the spectrum up to several hundreds of hertz.
Fig 3.9 shows a microphonic spectrum measured on a TESLA cavity driven in
CW.

Finally the radiation pressure caused by the accelerating field excerts a force
on cavity walls thus deforming its geometry. These forces are proportional to the
squared value of the cavity gradient and are characterized by the LFD coefficient.

For TESLA cavities the LFD coefficient is klfd = −1 Hz/(MV/m)2. Even
though in CW, the average effect of LFD can be easily compensated, pondero-
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Figure (3.9) Detuning disturbance effects on cavity phase at Cryo Module Test
Bench. The lines at 30 Hz and 49 Hz [72] are microphonic oscillations caused by
vacuum pumps.

motive instabilities appear when the magnitude of LFD becomes larger than the
cavity bandwidth. For a gradient of 16 MV m−1 the LFD magnitude is 250 Hz.
Therefore high-gradient cavities in the injector, L1 and L2 will be affected by pon-
deromotive instabilities. These instabilities are generated by a feedback between
the mechanical excitation produced by radiation pressure and the cavity gradient
variation due to changing detuning. Two kinds of ponderomotive instabilities are
present in superconducting cavities: monotonic and oscillatory instabilities [76].

In monotonic instability, the radiation pressure bends the cavity resonance
curve until a zone of instability is generated (Fig. 3.10). If the cavity is tuned
over the monotonic instability threshold it experiences a discrete variation of the
detuning. Such a variation is caused by mechanical relaxation and causes a drop
of the accelerating gradient. Since this threshold is in the proximity of the cavity
resonance, detuning drifts may trigger a gradient drop of a tuned cavity. Oscil-
latory instability happens over a range of negative values for cavity detuning. In
this region, the cavity electromagnetic feedback makes the gradient and detun-
ing start to oscillate at increasing amplitude. Nonlinear effects eventually stop
the amplitude growth. The presence of oscillatory instability is determined by
the cavity bandwidth and detuning and by the parameters of mechanical reso-
nances. It is then of the highest importance to realize a resonance controller that
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Figure (3.10) Static LFD effects on SRF TESLA cavities with QL = 3 × 107

and the LFD constant klfd = −1 Hz/(MVm−1)2. The intrinsic detuning is the
detuning of the cavity without considering LFD-produced frequency shift. At
higher gradients the cavity resonance curve is bent and is affected by monotonic
instability. The instability jumps are indicated with arrows.
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reduces the system detuning and prevents the occurrence of instabilities that may
lower the accelerator availability or increase the gradient error outside the spec-
ifications. An additional challenge in controlling both monotonic and oscillatory
instabilities arise from mechanical and RF cross-couplings between the cavities
within a single module. The usual way to achieve resonance stability with high
QL is to control the cavities individually with a mixed Generator Driven Reso-
nance (GDR) and Self Excited Loop (SEL) driving mode [77, 78, 79]. In GDR
the drive signal frequency is determined by the RF controller. This driving mode
has the lowest amount of phase error and is currently used at EuXFEL. With
SEL, the RF drive frequency is locked to the cavity resonance frequency, thus
avoiding the occurrence of the ponderomotive instabilities. Therefore a mixed
GDR-SEL controller uses GDR to accelerate the beam at low phase errors and
reverts back to SEL when the cavity experiences ponderomotive instabilities or
large phase errors. For EuXFEL, however, VS mandates multiple cavities to be
driven by a single amplifier, thus making the application of SEL-based techniques
impossible. Therefore solutions that rely only on the use of the fast piezoelectric
tuner have to be used. The LP mode of operation has the challenges of both
CW and SP mode of operation. As for the CW mode, cavities driven in the LP
mode are affected by microphonics and ponderomotive instabilities, while having
periodic detuning excursions of hundreds of hertz due to varying average LFD.
Therefore, an improved controller that uses a modified version of CW and SP
mode resonance controller techniques will be likely required.

Third harmonic module and CW gun The same consideration for the
accelerating cavities has to be done to the third harmonic cavities and CW
gun. For the third harmonic cavities it is required to reach a CW gradient of
Eacc = 15 MV m−1 [26, 80, 81]. The cavity parameters are: L3.9 = 0.346 m
r
Q
3.9 = 750Ω and k3.9lfd between −0.6 and −1.2 Hz/(MV/m)2 [82, 83]. An im-

portant difference between the third harmonic and accelerating module design,
as presently built in the EuXFEL, is the lack of fast piezoelectric tuners for the
3.9 GHz cavities. Therefore it has to determined if the module that will be in-
stalled in the CW injector will need fast tuners. For the LCLS-II accelerator,
which at the time of writing is in construction and has similar parameters in re-
spect to the final EuXFEL CW upgrade, it was decided to modify the existing
blade tuner design for the third harmonic cavities adding piezoeletric elements [84,
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85]. For the EuXFEL 3.9 GHz module, even though much less experimental data
is present compared to accelerating modules, it is still possible to give an esti-
mate of the impact of ponderomotive instabilities. To do this, a normalized LFD
coefficient, that is independent of cavity bandwidth, can be defined.

Klfd =
klfd

L2f(1/2)
. (3.17)

Using (3.17), a condition for the occurrence of the monotonic instability can
be defined [76]

−Klfd · V 2
c > 1.54. (3.18)

When the above equation is true, the cavity is affected by monotonic instability.

Fig. 3.11 shows the value of −KlfdV
2
c for the third harmonic cavity at different

values of klfd and for a QL range between 107-108. In the plot the required RF
power to achieve Eacc = 15 MV m−1 is also shown. For QL > 2 · 107 the cav-
ity is affected by monotonic instability, whereas for QL < 2 · 107, the instability
might not be present depending on the klfd value. These estimates give a hint on
the necessity to install piezoelectric tuners on the third harmonic module. If the
available cavity RF power budget is less than 500 W, fast tuners to control the
monotonic instability are likely to be needed. However, contrary to the accelerat-
ing modules, single cavity control might be used for the third harmonic module.
Therefore using SEL could be a possible way to mitigate the impact of pondero-
motive instabilities for this module. These considerations have to be validated by
experimental results. For this, CW tests on the spare third harmonic module will
start at DESY in 2021. Since the mechanical and electrical specifications are not
yet completely defined for the gun cavity, it is even more difficult to determine
the impact of microphonics and ponderomotive instabilities.

Enhancement of the RF detection chain The CW upgrade offers the pos-
sibility to improve the current RF detection chain. The DCM module has to be
modified to correct CW signals [86]. Additionally, the CW mode of operation
allows to achieve lower noise, sub-100 as precision, RF detection [87, 88, 89].
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Chapter 4

Cavity parameters estimation

4.1 Online Detuning Computation and Quench Detec-
tion for Superconducting Resonators

Having continuous information on the physical state of superconducting RF cav-
ities is crucial to operate SC accelerators reliably and efficiently. Since SRF res-
onators require cryogenic temperatures to maintain their superconducting proper-
ties, every effect that increases these devices power dissipation has to be promptly
detected to avoid potential downtime of the accelerator. In particular, supercon-
ducting quenches can lower the Q0 by several orders of magnitude, thus signifi-
cantly increasing the heat load (Fig. 4.1). For the EuXFEL CW/LP upgrade, it
is required to stop the RF drive after few hundreds of microseconds have passed
since the quench happened [90]. For this reason, here, a new CW quench detection
system is presented. This component is implemented in the LLRF system uTC
FPGA logic to minimize estimation delay and is optimized for VS operation. The
component can also perform an online estimation of cavity detuning for later use
in a resonance controller.
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Online Detuning Computation and Quench
Detection for Superconducting Resonators
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Klaus Zenker , and Julien Branlard

Abstract— Superconducting cavities are responsible for beam
acceleration in superconducting linear accelerators. Challeng-
ing cavity control specifications are necessary to reduce radio
frequency (RF) costs and to maximize the availability of the
accelerator. Cavity detuning and bandwidth are two critical
parameters to monitor when operating particle accelerators.
Cavity detuning is strongly related to the power required to
generate the desired accelerating gradient. Cavity bandwidth is
related to the cavity RF losses. A sudden increase in bandwidth
can indicate the presence of a quench or multipacting event.
Therefore, calculating these parameters in real time in the
low-level RF (LLRF) system is highly desirable. A real-time
estimation of the bandwidth allows for a faster response of
the machine protection system in the case of quench events,
whereas the estimation of cavity detuning can be used to drive
piezoelectric tuner-based resonance control algorithms. In this
article, a new field programmable gate array (FPGA)-based
estimation component is presented. Such a component is designed
to be used either in continuous wave (CW) or pulsed operation
mode with loaded quality factors between 106 and 108. Results of
this component with free-electron LASer in Hamburg (FLASH),
European X-ray free electron laser (EuXFEL), cryo module test
bench (CMTB), and electron linac for beams with high brilliance
and low emittance (ELBE) are presented.

Index Terms— Continuous wave (CW), digital signal processing
(DSP), field programmable gate arrays (FPGAs), parameter
estimation, particle accelerators, superconducting cavities.

I. INTRODUCTION

SUPERCONDUCTING radio frequency (SRF) accelerating
cavities are the principal component of superconducting

linear accelerators. Thanks to their low surface resistance,
it is possible to generate accelerating fields of several tens of
megavolts per meter with duty cycles of the radio frequency
(RF) pulses that range from about 1% up to continuous
wave (CW) mode of operation [1]. Many challenges have
to be faced when operating superconducting cavities. First,
the cavities are operated at very high external quality factors
(Qext) to reduce the RF power requirements. For TESLA-type
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superconducting cavities, the typical range of values for Qext

used in particle accelerators is between 106 and 108 [2],
[3]. Since TESLA cavities have a resonance frequency of
1.3 GHz, this results in cavity bandwidths between 1.3 kHz
and 13 Hz. For these bandwidths values, superconducting
cavities are susceptible to nanometer-scale mechanical vibra-
tions and Lorentz force detuning (LFD) disturbances. Since
detuning disturbances increase the required power to oper-
ate a cavity, a resonance controller is required to keep the
cavity tuned at the desired resonance frequency. Present and
future superconducting machines using TESLA cavities can
be grouped into two categories:

1) Pulsed machines with Qext < 107. This is the current
mode of operation for the free-electron LASer in Ham-
burg (FLASH) [4] and the European X-ray free electron
laser (EuXFEL) [5]. For these machines, the detuning
disturbances mainly originate from the periodic LFD
effects caused by the time-varying RF accelerating gra-
dient. The magnitude of the disturbances is in the order
of magnitude of hundreds of hertz.

2) CW and semi-CW pulsed machines with a duty cycle
> 10% and Qext > 107. This is the case for the proposed
EuXFEL CW upgrade [6], the electron linac for beams
with high brilliance and low emittance (ELBE) [7],
the linac coherent light source-II (LCLS-II) [8] and
the Shanghai hard X-ray FEL facility (SHINE) [9].
In this case, external vibrations and mechanical drifts
are the principal detuning disturbances. Additionally,
for generator-driven resonator (GDR) systems LFD can
cause ponderomotive instabilities [10]. These detun-
ing disturbances are uncorrelated with respect to the
RF system timing and have amplitudes of tens of
hertz [11].

In pulsed accelerators, the detuning estimation can be
accomplished with offline algorithms that run between the
occurrences of two RF pulses. Resonance control is then
performed with iterative learning control (ILC) algorithms by
actuating piezoelectric tuners [12]. For CW machines, since
the disturbances are uncorrelated to the RF pulse structure,
the low-level RF (LLRF) control system must perform the
detuning estimation and control in real time.

Typically, the estimation of cavity detuning is performed
using the detuning angle formula [13]

� f̃ = f(1/2) tan(�θ) (1)

0018-9499 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. Comparison between the cavity detuning and the detuning calculated
with (1) for a superconducting cavity with QL = 4.17 ·107 driven in CW. The
cavity bandwidth is 31.1 Hz. The main detuning disturbance has a frequency
of 79 Hz and presents an attenuation of 14 dB and a phase shift of 79◦ when
calculated with the detuning angle.

with � f̃ the cavity detuning estimation, f(1/2) the cavity
half bandwidth, and �θ the phase difference between the
probe and forward cavity signal. However, when the spectrum
of detuning disturbances lies at higher values than f(1/2),
the detuning angle formula, which is valid only at steady state,
ceases to be accurate due to the low-pass filter characteristic of
RF cavities [14]. Such a condition is realized in pulsed mode
due to the sharp signal transients or in CW at high loaded
quality factor (QL) values (as in scenarios 1 and 2 described
above). Fig. 1 shows the differences between the detuning
calculated with a physical model of an SRF cavity and (1).
Another challenge in the control of superconducting cavities
is the detection of quench events. When a quench happens
inside a cavity, the cavity loses its superconducting state,
thus increasing the power dissipation. Since superconducting
cavities must operate at cryogenic temperatures, a sudden
increase in the dissipated power could result in a trip of the
cryogenic system [15]. Therefore, a fast reaction of the inter-
lock system is required to minimize the accelerator downtime.
Electron multipacting inside the cavity has to be detected since
it can increase heat dissipation in the cavity walls as well.
A quench can be detected in pulsed machines by calculating
the QL using the cavity gradient decay trace. Such an operation
is performed by deriving the decay’s time constant using
an exponential cavity gradient fit. At EuXFEL and FLASH,
the quench detection is done by software in the machine
control system servers. Due to delays in data transmission
and QL computations, the quench detection system can halt
machine operation only after few more RF pulses are produced
since a quench has happened. This corresponds to a quench
detection delay of several hundreds of milliseconds. The
threshold for the unloaded quality factor Q0 to trigger the
machine interlock for the actual quench detection system is
Q0 < 5 · 107. For CW machines, the use of field decay
is not possible. Furthermore, since the accelerating field is
always present inside the cavities during operation, a delay

in detecting a quench has more severe consequences in terms
of dissipated power. Therefore, an alternative way to detect
quenches that is not dependent on a particular pulse structure is
needed. A possible way to address the task of calculating both
detuning and QL is to directly implement a model of the cavity
dynamics in the field programmable gate array (FPGA) logic
of the LLRF controller. This approach was already explored
at DESY [16] and LBNL [17] and under study at HZB [18].
This article aims to present a new version of the component
with the following improvements: " Fast quench detection
system based on the cavity bandwidth magnitude threshold."
Compact parallel parameter estimation of multiple cavities.
This feature is required since the LLRF cavity control of
FLASH and EuXFEL is based on vector sum (VS). This means
that the algorithm has to manage up to 16 cavities at the same
time. " Inclusion of beam current in the computations. " Use
of cascaded integrator-comb (CIC) filters and finite impulse
response (FIR) compensators to reduce the signal noise. The
advantage of using such a filtering structure with respect to
previous implementations is its flat passband characteristic and
linear phase.

The initial target specifications for the presented component
are to match the sensitivity of Q0 variations of the current
quench detection system used at EuXFEL and FLASH. Fur-
thermore, the system must have a reaction time � 200 µs
to avoid an excessive deposit of heat in the cryogenic sys-
tem [19]. The error on detuning estimation has to be smaller
than the cavity half bandwidth. Additional constraints are
required to make the component work in the FPGA of the
LLRF systems used in this study. The component clock speed
must be at least 81.25 MHz and FPGA occupation should not
exceed 20% for each kind of FPGA resource. To design the
device, SpinalHDL [20] was used to describe the component
logic. SpinalHDL is a Scala-based [21] embedded domain-
specific hardware description language (HDL) that generates
Verilog or VHDL sources. The main advantage of SpinalHDL
is its capability of using Scala and Java libraries for simulation
and procedural generation tasks. Additionally, SpinalHDL
allows easy inter-operation with our existing VHDL code-
base. In this article, Section II introduces the model used in
the estimator and design considerations. Section III discusses
the HDL implementation details. In Section IV, the component
estimation capabilities are evaluated using data taken from the
superconducting facilities FLASH and EuXFEL and tested at
ELBE and cryo module test bench (CMTB) [22].

II. CAVITY MODEL

Since the component has to calculate both the cavity band-
width and detuning independent of the RF pulse structure, its
mathematical representation is derived directly from a general
model of RF cavity dynamics. This model is described by a
set of differential equations [14].

İp = 2π(− f(1/2) Ip − � f Qp + B Ib + K If) (2)

Q̇p = 2π(− f(1/2) Qp + � f Ip + B Qb + K Qf) (3)

K = f0

Qext
, B = f0

2

r

Q
, f(1/2) = f0

2QL
(4)
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with (I/Q)p, (I/Q)f , and (I/Q)b the in-phase and quadrature
(I&Q) cavity signal components of the probe, forward, and
beam current signals, f0 the cavity resonance frequency, (r/Q)
the geometrical shunt impedance, and � f is the estimated
detuning. For (2) and (3) to hold, the system is supposed to
be calibrated. Therefore,

Ip = If + Ir, Qp = Qf + Qr (5)

have to be valid. (I/Q)r are the I&Q reflected cavity signals.
The loaded quality factor QL

QL = 1
1

Q0
+ 1

Qext

(6)

depends on Q0 and the external quality factor Qext. Super-
conducting cavities are normally driven in accelerators using
a Qext � Q0. Typically, in recent superconducting cavities,
Q0 > 1010. Therefore, QL ≈ Qext when the cavity is in a
superconducting state. When a quench happens, Q0 can drop
to values as low as 104. Then, when Q0 reaches values of the
same order of Qext, QL starts to decrease and a quench can be
detected as an increase of f(1/2). To compute cavity bandwidth
and detuning as function of time, (2) and (3) can be solved
by f(1/2) and � f ,

f(1/2) = Ip(K If − İp/2π + B Ib)

I 2
p + Q2

p

+ Qp(K Qf − Q̇p/2π + B Qb)

I 2
p + Q2

p
(7)

� f = Qp(K If − İp/2π + B Ib)

I 2
p + Q2

p

− Ip(K Qf − Q̇p/2π + B Qb)

I 2
p + Q2

p
. (8)

Since the computation of (7) and (8) requires the derivative
of the probe signal, the high-frequency part of the spectrum is
amplified. As a consequence, the estimations of the parameters
include an amount of noise several times higher than the
cavity half bandwidth. For this reason, the RF signals have
to be filtered out before being used in (7) and (8). Therefore,
offline analysis is performed to optimize the filter cutoff
value. Fig. 2 gives an estimation of the signal-to-noise ratio
(SNR) of the cavity bandwidth using (7) at different cutoff
frequencies. A Butterworth filter is used for the analysis due
to its maximally flat response. Since the component is meant
to be used in CW and pulsed mode, pulsed data were used to
perform the analysis of Fig. 2 due to sharp signal transitions
in this mode of operation. These transitions can compromise
the bandwidth and detuning estimation if the filtering process
leads to excessive overshoot or slow tracking of the signal.
In applications where cavities are operated in CW mode only,
using CW data to perform a similar analysis might improve
the SNR of the estimated parameters.

For cutoff frequencies between 30 and 100 kHz, the SNR is
maximum with a value of almost 20 dB. For the component,
a cutoff frequency of 36.1 kHz was chosen. Such a value was
chosen because it simplifies the development of a potential
resonance controller that uses the detuning estimation. For a

Fig. 2. Estimated bandwidth SNR as a function of the cutoff frequency of a
second-order Butterworth filter. The optimal cutoff value is between 30 and
100 kHz with an SNR of almost 20 dB.

cutoff of 36.1 kHz, the SNR is within 2 dB below the absolute
maximum of Fig. 2. The amount of filtering corresponds to a
bandwidth reduction of 125 with respect to the original signal
bandwidth of 4.512 MHz.

III. IMPLEMENTATION DETAILS

To perform an online calculation of f(1/2) and � f , (7) and
(8) have to be implemented in the FPGA-configurable logic.
Furthermore, before performing the bandwidth and detuning
estimation, the cavity signals have to be pre-filtered, and the
probe derivative has to be calculated. All the calculations
are performed with 18 bits wide signals to take advan-
tage Xilinx FPGAs digital signal processing (DSP) resource
characteristics [23].

A. Filtering Block

Two different types of low-pass filters are cascaded to
realize the desired bandwidth reduction. This choice allows
us to realize a flat passband and linear phase, and, at the same
time, minimize the FPGA resource usage. First, the signals
are decimated and filtered by a CIC structure [24] by a factor
of 25. Such a method allows realizing a filter that works at
the original sample rate of 9.025 MHz and does not require
hardware multipliers. The normalized transfer function in dB
of the CIC filter is

HCIC = 10 log10

[
sin(π M fCIC)

π M fCIC

]2N

(9)

with N the CIC filter order, M the differential delay, and
fCIC the frequency normalized to the CIC output sample rate
of 361 kHz. N = 2 is chosen to match the filter order of
the Butterworth filter used in the previous section. Moreover,
M = 2 is chosen to further increase the stopband attenuation
of the filter. The CIC has a latency of six clock cycles. For
the second filtering stage, an FIR-based low-pass filter is
used to reduce the signal bandwidth by a factor 5. Finally,
the signals are down-sampled to 72.2 kHz. Using an FIR filter
allows compensating for the CIC passband droop and real-
izing the probe signal’s derivative operation. A multiplying-
ACcumulate (MAC) structure is chosen to implement the FIR
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Fig. 3. Transfer function of the CIC filter, the FIR compensator, and their
combined response.

filter [25] to reduce the DSP resources utilization. Such a
structure requires only one hardware multiplier and two look-
up tables (LUTs) to store the FIR coefficients and the signal
values, and it is optimized to operate at low sample rates.
The generation of the FIR coefficients is realized with a
bandwidth-limited inverse CIC transfer function, as described
in [26]. Additionally, for the channel that provides the probe
derivative, the FIR transfer function is multiplied by jω.
In Fig. 3, the final combined transfer function of the CIC
and FIR filter is shown. Since in particle accelerators with
VS control, multiple cavities are managed by a single LLRF
control system, the resource usage can further be optimized
when multiple cavity channels are needed in the same FPGA.
Because of this and to avoid unnecessary structural replication,
the control logic of both CIC and FIR filters and the FIR
coefficient tables of the filtering block is shared between
the cavity signals of all channels. The FIR and the final
signal down-sampling computations require four and one clock
cycles to complete.

Further improvements in FPGA DSP resource usage of the
MAC unit could be possible by serializing the signals after the
CIC decimator. Then a single MAC that works on a stream
of serialized values can be implemented to reduce the FPGA
occupation. However, such a modification is possible at the
cost of a more complex MAC control and pipeline units.
Therefore, since the final component usage was compatible
with the amount of available resources in our LLRF systems,
it was decided not to implement further optimizations of the
MAC.

B. Estimation Block

The symmetry in the equations of (7) and (8) can be used
to generate a compact FPGA component that computes the
cavity bandwidth and detuning with a pipelined architecture.
Defining the quantities

TI = K If − İp/2π + B Ib (10)

TQ = K Qf − Q̇p/2π + B Qb (11)

A2 = I 2
p + Q2

p (12)

TABLE I

SYNTHESIS RESULTS ON XC7K420T

(7) and (8) can be redefined as

f(1/2) = IpTI + QpTQ

A2
(13)

� f = QpTI − IpTQ

A2
(14)

thus reducing the needed hardware multiplications from 16 to
10. To save even more FPGA resources when there is a need
to manage multiple cavities, the cavity signals are serialized
in a single stream. The stream of cavity signals is then used
to evaluate the numerators and denominators of (13) and (14)
by a single estimator block. This optimization is simple to
implement due to the state-less nature of the estimator block
pipeline. Finally, � f and f(1/2) are computed by deserializing
the stream of partial results and performing the final division
operation in (13) and (14). The division is performed using
an iterative divider component that takes 18 clock cycles to
complete the operation. The estimator block latency delay
is 29 clock cycles. Also, when using more than one cavity
channel, an additional computation delay of one clock cycle
plus a number of cycles equal to the number of cavity channels
is required for the execution of serialization/de-serialization
operations. The full block diagram of the estimation compo-
nent is shown in Fig. 4.

The component was synthesized with different numbers of
cavity channels to estimate the FPGA resource utilization.
For this test, the default synthesis strategy of Vivado [27]
is used. The target FPGA is the XC7K420T, which equips
the DAMC-TCK7 board [28]. Such a board is currently
in use in the LLRF system of FLASH and EuXFEL. The
FPGA occupation results in different configurations are listed
in Table I.

Even when 16 cavity channels are used, the occupancy is
less than 13% for every type of resource. The estimated maxi-
mum clock frequency for the component in every configuration
is 290 MHz. The analyses are performed using an out-of-
context implementation approach. These results show that it
is possible to implement the component in our LLRF systems
even when the expected maximum number of channels is used.
The final component’s group latency is 170 µs.

IV. COMPONENT VERIFICATION

In this section, the estimator correctness is tested with
simulated data and data taken from European XFEL and
FLASH. The scope is to verify the agreement of the compo-
nent estimations with those calculated using an offline model
implemented with floating-point math. Results of online tests
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Fig. 4. Block diagram of the estimator component.

at CMTB and ELBE are also discussed, and the final errors
on the estimated parameters are given.

A. Offline Verification
The functional verification of the estimation component is

done using SpinalSim, the SpinalHDL simulation interface.
Such an interface uses Verilator [29], a high-performance
simulator, and HDL-to-C transpiler backend. SpinalSim allows
defining the testbenches as elements of a test suite, thus
simplifying the functional verification of the estimator’s sub-
components. The correctness of the component in estimating
the bandwidth and detuning is checked by feeding cavity
signal data to the HDL simulator and comparing the results
with those calculated offline with (7) and (8). For the pulsed
operation mode, data taken from the LLRF system of FLASH
and XFEL is used. As shown in Fig. 5, an agreement exists
between the traces calculated with the two methods. The root
mean square error (RMSE) between the traces is 9.05 Hz. Due
to the filter characteristics and the increased noise level at low
probe amplitudes, only the last 70% of the trace is used in the
analysis.

A discrepancy in the first part of the filling is caused by
the signal noise at low probe amplitudes. The component
behavior during quenches is also verified by observing the
bandwidth growth from the nominal value (Fig. 6). In Fig. 6(a),
an increment of cavity bandwidth happens for the orange trace
at the end of the flattop, suggesting the presence of a quench
event as opposed to the blue trace. The quench effect on the
corresponding cavity amplitude can be observed in Fig. 6(b),
with the affected trace showing a gradient loss at the end of
the flattop when compared to the unaffected one.

For the CW mode of operation, there was not readily
available offline data to use. Therefore, the RF data of an SRF
cavity is generated doing a numerical integration of (2) and (3).
� f and f1/2 are chosen to mimic common detuning and
bandwidth disturbances, such as microphonics and quenches
(see Fig. 7). For the microphonic disturbance, two sinusoidal
disturbances, with a frequency of 30 and 49 Hz and an
amplitude of 1.5 and 3.5 Hz, were chosen. The average

Fig. 5. Comparison between the detuning trace estimated from a previously
recorded cavity pulse at FLASH and the reference one generated by the
diagnostic server (a). QL = 3.00 · 106 and the RF bandwidth is 230.08 Hz.
The amplitudes of the signals for the forward and probe signals are shown
in (b).

detuning is 5 Hz. These microphonic disturbance parameters
are compatible with the noise characteristic observed at our
CW test facility. Additionally, after 60 ms, a decay of Q0 is
triggered to simulate a quench. This variation in Q0 lowers
the loaded quality factor from QL = 6 · 107 to QL = 3 · 107.
The component can estimate cavity parameters with an RMSE
of 1.55 Hz for the bandwidth and 0.79 Hz for the detuning
with respect to an initial cavity bandwidth of 21.67 Hz. This
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Fig. 6. Comparison of bandwidth traces (a) estimated from previously
recorded cavity pulses of EuXFEL. The corresponding accelerating field is
shown in (b).

test suggests that the estimator component can discriminate
between quench and microphonic effects.

B. Experimental Verification for Pulsed Mode of Operation

Pulsed tests were performed at CMTB using an
MTCA.4-based LLRF single-cavity system equipped with an
SIS-8300L2 controller board [30]. During the tests, it was
discovered that the isolation of the waveguide coupler that
provides the forward and reflected cavity signals was less
than 20 dB. This resulted in a drift of the bandwidth and
detuning estimations by more than 10%. Therefore, to improve
the component’s estimation capabilities, the calibration method
described in [31] was used. With such a method, the cross-
coupling terms for the forward and reflected signals are calcu-
lated and can be used to correct the effects of the waveguide
coupler’s finite isolation. Therefore, the firmware was changed
to use a corrected version of the forward channel[

If

Qf

]
=

[�(a) − �(a)
�(a) �(a)

][
I m
f

Qm
f

]
+

[�(b) − �(b)
�(b) �(b)

][
I m
r

Qm
r

]

(15)

with (I m/Qm)f and (I m/Qm)r the uncorrected forward and
reflected I&Q values as measured by the ADCs and a and
b the calibration coefficients as defined in [31]. Decoupling
forward and reflected cavity signals adds two additional clock
cycles to the component delay.

To test the estimator, different gradients between 6.0 and
15.0 MV m−1, were used to verify the component capability
to estimate detuning at different amounts of LFD. The RF

Fig. 7. Estimation of the detuning (a) and bandwidth (b) on simulated CW
data of a cavity affected by microphonics. The computed detuning (a) and
bandwidth (b) are compared to the reference values (blue traces). The cavity
probe amplitude is shown in (c).

pulselength was 1 ms. An offline model is used to compare
the component results. As in the previous sections, only the
last 70% of the pulse was used to calculate these errors.
During the tests, the flattop region length was set to zero with
the decay phase immediately following the filling phase. The
cavity bandwidth was set to 53 Hz (QL = 2.45 · 107). Results
of these tests (see Fig. 8) show that the FPGA estimator can
compute the detuning value with an RMSE � 15 Hz with
respect to the offline model in all measurements. Even though
systematic errors are present, probably caused by RF chain
effects not included in our model, the RMSE value still allows
the use of our component in resonance control.

Additional measurements were performed for different QL

values at a fixed gradient of 12 MV/m−1. Table II lists the
mean error (ME), and the RMSE for the FPGA computed
detuning, and the ME and peak-to-peak error (PP) for the
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Fig. 8. Estimated detuning of a cavity driven in pulsed mode for
QL = 2.45 · 107. The dependence of the detuning with respect to the cavity
gradient reveals the presence of LFD. Solid lines represent the computed
offline estimation using the same equations, while the error bars represent the
detuning mean and standard deviation calculated on the FPGA.

TABLE II

ESTIMATION ERRORS FOR PULSED MODE OF OPERATION

computed bandwidth at over one pulse. In all cases, the ME
is less than 6% of the respective cavity bandwidths. The
half value of the bandwidth PP indicates how far away
a threshold has to be set to detect a quench occurrence.
Using (4), it is possible to calculate the Q0 value that cor-
responds to a variation of the bandwidth equal to the half PP
value

Qq
0 = f0

δ fPP/2
(16)

with δ fPP/2 the half of the bandwidth PP, and Qq
0 the Q0 value

resulting from a bandwidth variation of δ fPP/2. In (16), it is
assumed that the initial Q0 is much higher than Qq

0 . In Table II,
the Qq

0 values are similar to the sensitivity of the actual
quench detection system of EuXFEL and FLASH. In particle
accelerators with millisecond-long pulses and QL � 2 · 107,
a decay-based quench detector may have better sensitivity.
However, accelerators with RF pulses long enough (�10 ms)
for the quench to fully develop, the presented technique can
still be used to catch a quench before the field decay can
be measured. Since the cavity used for the tests is affected
by multipacting, it is possible to evaluate how the estimated
bandwidth signal changes at different gradients. In such a test,
as shown in Fig. 9, the estimated cavity bandwidth increases
as a consequence of a drop in Q0. The traces that show an
increment in cavity bandwidth present faster-decaying probe

Fig. 9. Estimated cavity bandwidth in pulsed mode of a cavity experiencing
multipacting at different maximum gradients (a). QL = 3.42 · 107. The
corresponding cavity amplitude is shown in (b).

TABLE III

ESTIMATION ERRORS FOR THE CW MODE OF OPERATION

signals when compared to the trace unaffected by multipacting
at Eacc = 14.5 MV/m−1. Additionally, a heat load increase of
several watts was observed once the bandwidth signal starts to
increase, thus showing the component capability in detecting
anomalous power losses in real time.

C. Experimental Verification for CW Mode of Operation

For the CW tests, the system is first calibrated in the pulsed
mode as in the previous paragraph and then switched to CW
mode of operation to perform the measurements at different
QL values. In Table III, the reported errors for bandwidth
and detuning are lower than the values measured in the
pulsed mode. A possible explanation for such a result is that,
compared to the pulsed mode, the CW mode of operation
lacks RF signal discontinuities and presents smaller transients.
Therefore, the estimator in the CW mode of operation is less
subjected to the filtering process’s effects.

Authorized licensed use limited to: Deutsches Elektronen-Synchrotron DESY. Downloaded on April 18,2021 at 15:13:59 UTC from IEEE Xplore.  Restrictions apply. 



392 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 68, NO. 4, APRIL 2021

Fig. 10. Comparison between the detuning estimated by the FPGA and the
offline model of a cavity driven in CW. The cavity is affected by a microphonic
signal with a PP amplitude of 5 Hz. The low-pass-filtered FPGA detuning
trace with a cutoff of 1.0 kHz is also shown.

Fig. 11. Effects of the beam loading on the FPGA estimated bandwidth at
ELBE. The beam current is 450 μA.

Detuning disturbances in CW have a spectrum that does
not exceed 1 kHz [32], [33]. Furthermore, in our machines,
the piezoelectric tuner bandwidth is �1 kHz. Therefore, it is
of interest to calculate the RMSE error once the detuning
estimations are filtered by such an amount. Fig. 10 and
Table III show a reduction in the detuning RMSE to less than
1 Hz after a Butterworth filter with a cutoff of 1 kHz is applied.

Finally, the estimator’s ability to compensate for the beam
loading-induced effects is tested at the ELBE accelerator.
A beam-based calibration is used to set up the estimator in
the presence of the beam. While maintaining the CW mode
of operation, a 4.5 ms long bunch train is generated. Using
(7) and (8), it is possible to find the beam current value that
minimizes the discrepancy between the mean bandwidth and
detuning values computed with and without the presence of
beam loading. For the successive measurements, the current
value set in the estimator component is varied proportionally
to the current drawn from the thermionic gun of ELBE. The

TABLE IV

BANDWIDTH ERRORS IN THE PRESENCE OF BEAM LOADING

effects of the correction on the bandwidth estimation are
shown in Fig. 11. The uncorrected bandwidth trace jumps
when the beam is switched on, resulting in an incorrect
bandwidth estimation. Therefore, the beam loading term in (7)
has to be set to get a correct bandwidth estimation. Since there
was no way to directly feed a beam-synchronized current value
in the estimator in the setup used during the tests, a constant
correction is used. Therefore, the corrected trace in this plot
is valid only in the presence of the beam. Table IV reports
the bandwidth ME at different gun current values compared
to a measure without beam loading. Such ME results to be
less than 1 Hz for all measurements.

V. CONCLUSION

In this article, an FPGA-based detuning and bandwidth
estimator for superconducting cavities is presented. Such a
component is optimized to manage multiple cavities simul-
taneously, thus enabling its usage in accelerators that use
VS control. Moreover, compared to preexisting solutions,
using a cascaded CIC-FIR pre-filtering stage allows us to real-
ize a compact component with flat passband characteristics.
The synthesis results show that the FPGA resources needed
to implement the component are low enough to allow its
use in DAMC-TCK7- and SIS8300-L2-based LLRF systems.
These LLRF controllers are currently in use at DESY and
HZDR. The ability to estimate the cavity parameters online
is demonstrated in simulations and experiments. These tests
were conducted in pulsed and CW mode of operation at
QL values between 5 · 106 and 5 · 107 in the presence of
LFD, microphonics, and, in the case of ELBE, with a beam
current of several hundreds of µA. Due to the limitations of
the current setup at ELBE, it was not possible to feed the
component with beam loading values measured directly from
beam diagnostics. Instead, a fixed beam loading correction was
set in the component for each test. Future experiments will be
needed to understand if streaming beam loading values in the
component from a beam measurement device are viable during
accelerator operation. These results show that the component
is able to detect quenches and multipacting with a delay of
170 µs. Additionally, given the measured bandwidth PP error,
the component can be used in detecting quenches in CW and
pulsed machines. The component delay value is three orders of
magnitude smaller than the delay of the software-based quench
detection system currently in use at EuXFEL, thus enabling a
much faster reaction to quench events. The potential RMSE
of the estimated detuning in CW was measured to be less
than 1 Hz with no significant offset with respect to the values
estimated with an offline cavity model. Therefore, it is planned
to use the HDL component’s detuning estimations as input for
future CW resonance controllers to compensate for detuning
disturbances.
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4.2 Effects of Qext variation on LLRF calibration
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Figure (4.2) Simulation of QL sensitivity of cavity couplers with respect to the
antenna insertion depth [61]. For QL = 107 - 108 an increased sensitivity is
expected compared to the range QL = 106 - 107.

For the quench detector and detuning estimator to work, it was assumed in
[19] that the cavity system ADC chain is calibrated. This condition means that a
constant linear transformation of the forward and reflected voltage measured by
the LLRF system is found, so equation (4) of [19] holds. The general transforma-
tion that takes into account the finite directivity of the bidirectional waveguide
coupler that provides the cavity signals to the LLRF is defined as [91]

[
Vf

Vr

]
=

[
a b

c d

][
V m
f

V m
r

]
, (4.1)

with V m
f and V m

r the measured forward and reflected voltage by the LLRF system,
a,b,c,d the complex calibration constants and Vf and Vr the calibrated forward
and reflected signal that fulfills the condition

Vc = Vf + Vr. (4.2)
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Please note that the definitions of a,b,c,d of (4.1) and [19] are different. The
system remains calibrated if Qext does not change in time. However, experimental
tests showed that Qext could change by more than 10% when a multi-kilowatt
driving signal is used (Fig. 3.5). Such an effect is caused by the thermal expansion
of the coupler inner conductor due to RF heating (Fig. 4.2). Since a recalibration
requires the accelerating system to be put in pulsed mode [91], a periodic halt of
CW operations might be necessary to adjust the LLRF system parameters. Even
though the necessity to recalibrate the accelerating system might be negligible
after the couplers reach their equilibrium temperature, alternative ways to correct
the LLRF system calibration without decreasing the accelerator availability in CW
are possible. To evaluate the effect of a varying Qext, a lumped model of the cavity
accelerating system is used. (Fig 4.3).

Waveguide

Z0

Z0

1:n

eq Req Leq

~
C

Vf     Vr
Vg 

Coupler RF cavityRF amplifier

m      m

Figure (4.3) Lumped model of an RF cavity accelerating system. The RLC
parallel circuit represents the RF cavity. The transformer represents the coupler
with ratio 1 : n, V m

f , and V m
r are the forward and reflected voltage signals read by

the LLRF from a bidirectional waveguide coupler, and Vg is the generator voltage
forward component that excites the RLC.

For the model, perfect directivity of the bidirectional coupler, zero electric
length of the system, and no attenuation are assumed. V m

f then represents the
forward voltage of the equivalent transmission line. V m

f is then increased by the
cavity coupler, represented by a transformer, by

Vg = nV m
f , (4.3)

with n the equivalent transformer ratio of the amplifier. From [60], the relation

β =

r
QQ0

n2Z0
, (4.4)
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with the waveguide impedance Z0 and the coupling factor β

β =
Q0

Qext
(4.5)

gives with (4.3)

Vg =

√
r
QQext

Z0
Ṽf . (4.6)

.

The source term for equation (2) of [19] can be corrected using (4.6)

If =

√
r
QQext

Z0
Re
{
V m
f

}
, (4.7)

Qf =

√
r
QQext

Z0
Im
{
V m
f

}
. (4.8)

The above equations can be used when Qext changes in time as an alternative
to system recalibration. In cases where differences exist in the attenuation between
the two channels and the waveguide bidirectional coupler has a finite directivity,
(4.6) can still be used by varying the calibration coefficients of (4.1) proportionally
to

√
Qext. The last issue to address to correct the LLRF calibration in CW is how

to calculate Qext while operating the accelerator.

One possibility could be to correlate the variations of Qext with the coupler
temperature (Fig. 4.4). In the figure, two different kinds of behavior can be
observed for cavities 1,3,5 and cavities 2,4,6. For cavities 1,3 and 5, the measured
Qext has its maximum between 80 K and 90 K, while for cavities 2,4 and 6, Qext

decreases for an increasing temperature. Future tests will have to define if it
is possible to derive a general relation between temperature and Qext, or if a
calibration curve has to be measured for each cavity. Another possibility is to
evaluate the ratio between the cavity voltage Vc and the virtual probe Vf + Vr.
Since

|Vc|
|Vf + Vr|

∝ n ∝
√
Qext, (4.9)
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Figure (4.4) Variation of QL with respect to the main coupler inner conductor
temperature on six cavities. The cavities are unquenched, therefore QL ≃ Qext.
The measurements were performed in pulsed mode at Pf = 4 kW and a duty
factor of 50%. The QL was measured using the cavity field decay.

Qext can be extrapolated by varying the coupler insertion while recording pulse
traces. Measurements performed at EuXFEL with 1 ms long traces have shown
the validity of the approach (Fig. 4.5), even though a corrected version of the
virtual probe was required to improve the linearity of the estimated value

|Vc|∣∣Vf + Vreiθr(Qext)
∣∣ ∝√Qext. (4.10)

θr(Qext) is the reflected signal phase correction value and is found minimizing
the standard deviation of (4.10). The minimization is done by assuming that Qext

does not change significantly along a single measured trace. The justification for
this correction is that the electrical length of the equivalent transmission line in
Fig. 4.3 depends on coupler geometry and has to be adapted for different values
of the coupler insertion. The MSE error of the corrected estimation of Fig. 4.3
with respect to a linear fit is 2.5%.
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Figure (4.5) Extrapolation of Qext using (4.9) and (4.10). The measurement was
done at EuXFEL in pulsed mode. The Qext is changed by varying the coupler
insertion.
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Chapter 5

Ponderomotive instabilities

5.1 Cavity electromechanical model

As stated in the previous sections, one of the main challenges to overcome for the
EuXFEL CW/LP upgrade is the resonance control of cavities with a QL > 107.
Furthermore, contrary to the SP mode of operation, LP and CW mode allow
ponderomotive effects to develop due to a pulse length longer than the cavity’s
mechanical relaxation timescale. These effects are generated by the electrome-
chanical feedback between cavity deformations and cavity accelerating field [76].
To understand the mechanism that generates these effects, a model that describes
an accelerating cavity’s mechanical and electrical dynamics is needed. The RF dy-
namics can be calculated by a system of two differential equations that describes
the in In-Phase and Quadrature (I&Q) components of the field [92].

V̇i = −ω1/2Vi +∆ωVq + ω1/2(Vg)i, (5.1)

V̇q = −ω1/2Vq −∆ωVi + ω1/2(Vg)q, (5.2)

with Vi/q the I&Q components of the cavity accelerating voltage and ω1/2 and ∆ω

the cavity half bandwidth and detuning in angular frequency. For simplicity, the
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Figure (5.1) Illustrations of the structural displacements for three selected
modes. The magnitudes of the displacements (a.u.) are color coded with a linear
scale [93].

beam loading term is neglected. From (5.1) and (5.2) it is also possible to derive
(3.16) at steady state.

For the mechanical dynamics, the cavity deformations can be decomposed in
a set of cavity mechanical modes. When a mode is excited, a mode displacement
∆L(µ) is produced. Since the magnitude of these deformations is within the linear
elastic limit, the modes are represented as a set of damped harmonic oscillators
(Fig. 5.1,5.2)

¨∆L(µ) +
ω(µ)

Qµ
˙∆L(µ) + (ω(µ))2∆L(µ) = (ω(µ))2(F

(µ)
int + F

(µ)
ext ). (5.3)

The superscript µ identifies each mode, and ω(µ) and Qµ are the mode angular
resonance frequency and quality factor. The normalized external and internal
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Figure (5.2) Simulation of cavity response to a longitudinal mechanical force at
different frequencies. Each peak correspods to the excitation of a cavity mode [73].

forces that drive the cavity mode are represented by F
(µ)
ext and F

(µ)
int . The external

forces acting on the cavity comprise the cavity tuners effect and the unwanted
microphonics excitation or pressure drifts. For the internal forces, the gradient-
dependent radiation pressure acts on cavity walls

Prad =
1

4
(ϵ0|E|2 + µ0|H|2) ∝ E2

acc. (5.4)

Therefore
F

(µ)
int = κ(µ)E2

acc. (5.5)

When a mode is not at rest, its displacement ∆L(µ) can result in a variation of
cavity volume ∆V (µ). Using Slater theorem it is possible to calculate the resulting
change in cavity frequency [94, 95]

∆Ω(µ)

ω0
=

∫
∆V (µ)

ϵ0|E|2 + µ0|H|2dν

2

∫
V
ϵ0|E|2 + µ0|H|2dν

= D(µ)∆L(µ), (5.6)

with ∆Ω(µ) the mode detuning contribution in angular frequency and ω0 the cavity

57



CHAPTER 5. PONDEROMOTIVE INSTABILITIES

driving signal angular frequency. The cavity detuning is then

∆ω = Ω⋆ +
∑
µ

Ω(µ) (5.7)

with Ω⋆ the cavity predetuning. The equations (5.5) and (5.6) define the coupling
between (5.1) and (5.2), and (5.3): a cavity voltage variation results in a variation
of the pressure on the cavity walls that in turns produces an excitation of the cavity
mechanical modes. The displacement ∆L(µ) results in a change in the cavity
RF volume that induces a detuning Ω(µ). Using (5.6) and (5.5), the mechanical
dynamics equation in (5.3) can be written in terms of the RF cavity parameters

Ω̈(µ) +
ω(µ)

Qµ
Ω̇(µ) + (ω(µ))2Ω(µ) = ω0D

(µ)(ω(µ))2

[
κ(µ)

(V 2
i + V 2

q )

L2
+ F

(µ)
ext

]
, (5.8)

with L the cavity length. With (5.8) it is possible to evaluate how the accelerating
gradient variations and mechanical excitation modify the cavity tune. Addition-
ally, (5.8) and (5.1), (5.2) are normalized with respect to the cavity RF bandwidth
by dividing Ω(µ) and Ω⋆ by ω(1/2) as in (3.14). The transformed equations are

V̇i = ω1/2 [−Vi + yVq + (Vg)i] ,

V̇q = ω1/2 [−Vq − yVi + (Vg)q] , (5.9)

y = y⋆ +
∑
µ

y(µ),

ÿ(µ) +
ω(µ)

Qµ
ẏ(µ) + (ω(µ))2y(µ) = (ω(µ))2

[
u(µ)m +K

(µ)
lfd(V

2
i + V 2

q )
]
,

with

y⋆ =
Ω⋆

ω1/2
, (5.10)

y(µ) =
Ω(µ)

ω1/2
, (5.11)

K
(µ)
lfd =

ω0

ω1/2L2
D(µ)κ(µ), (5.12)

u(µ)m =
ω0

ω1/2
D(µ)Fext (5.13)

The equation system (5.9) is nonlinear due to the coupling terms yVi, yVq and
K

(µ)
lfd(V

2
i + V 2

q ). Due to difficulties in finding an analytical solution of (5.9), the

58



CHAPTER 5. PONDEROMOTIVE INSTABILITIES

electromechanical cavity model has to be approximated to simpler systems when
studying ponderomotive effects that are present in SRF resonators.

5.2 Monotonic instability

From (5.9) it is possible to derive the monotonic instability by studying the equa-
tions at steady state. Therefore all time derivatives are set to zero and
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Using (5.15) in (5.14) gives a quadratic equation in y⋆
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Solving (5.16) for y⋆ gives
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(5.17) relates the predetuning with the cavity accelerating gradient (Fig. 5.3).

The two solutions of (5.17) are connected at resonance where Vg = Vacc and
y+⋆ = y−⋆ = −KlfdV

2
g . y+⋆ and y−⋆ represent the left and right sides of the resonance

curve. For increasing values of Vg, and a negative value of Klfd, y+⋆ bends until a
minimum is generated. When such condition happens y+⋆ is not mathematically
monotonic and multiple values of V 2

acc are possible for a certain y⋆. This coincides
with the presence of the motonic instability. To evaluate the occurrence of such
an instability, the derivative dy+⋆
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Figure (5.3) Resonance curve affected by monotonic instability. QL = 4 · 107
and Vg = 15 MV. The y−⋆ and y+⋆ parts of the curve are highlighted.

The condition for having a real root in (5.19) for Vacc is

27K8
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g − 64K6

lfdV
12
g > 0 −→ (5.20)
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2
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√
64

27
≃ 1.54. (5.21)

When the above condition is valid, an instability interval in the resonance curve
is present. In this interval three values of Vacc are possible for y⋆: one comes from
y−⋆ and two from y+⋆ . Schulze [76] demonstrated that the part of y+⋆ at the highest
gradient is an unstable solution, whereas the lowest gradient part of y+⋆ and y−⋆

are stable solutions for (5.9). Such a result is found by studying the potential of
the cavity mechanical modes(Fig. 5.4). It is also possible to show that y−⋆ in the
proximity of the resonance has a higher mechanical potential than the stable part
of y−⋆ and a vanishing energy well. As a consequence, a mechanical excitation can
make the system jump from y−⋆ to y+⋆ . Such jump is referred in the literature as
a static drop.

When a static drop happens, the cavity is detuned by y ≃ −KlfdV
2
g . Since, for

a TESLA cavity with a QL = 3 · 107, Klfd ≃ 0.046 (MV)−2 and for Vg = 15 MV,
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Figure (5.4) Elastic potential for a cavity system affected by the monotonic
instability [76]. The potential is a function of the mechanical displacement ∆L.
KlfdV

2
g = −7.

−KlfdV
2
g ≃ 10. Therefore if the cavity experiences a static drop, then it gets

detuned by around ten times its cavity half-bandwidth.
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5.3 Integral Resonance Control in Continuous Wave
Superconducting Particle Accelerators

The monotonic instability in superconducting cavities has severe consequences for
the particle accelerator availability if triggered since it results in an unacceptable
increase in driving power. Therefore machine operations must be stopped to
retune the resonators. It is mandatory to find a method to reduce the occurrence
of such an issue. In the following proceeding, a technique that uses the fast
piezoelectric tuner of the TESLA superconducting cavities installed at EuXFEL
to prevent triggering the monotonic instability is presented.
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1. INTRODUCTION

Superconducting Radio-Frequency (SRF) ContinuousWave
(CW) electron linear accelerators are increasingly interest-
ing for their scientific and industrial applications ranging
from X-ray and UV laser generation for experimental and
medical uses (Sekutowicz et al. (2015); Zhu et al. (2017);
Raubenheimer (2018); Serafini et al. (2019)), short-lived
isotope production for medicine and industry (Habs and
Köster (2011)), and semiconductor lithography (Naka-
mura et al. (2015)). The main components of this kind of
machines are the superconducting resonant RF cavities.
When an electron bunch passes through an RF cavity, it
gets accelerated by the inner electric field, thus absorbing
part of the stored electromagnetic energy. To maximize
the RF efficiency accelerating cavities are driven at or
near the resonance frequency of the accelerating mode.
Superconducting cavities possess an RF surface resistance
of a factor 105 lower compared to their normal conducting
counterparts. Therefore, they can operate continuously at
fields over 10MVm−1 without enduring a mechanically
damaging thermal dissipation or needing excessive RF
power expenditures. Cryogenic temperatures are needed to
maintain the superconducting state of this kind of cavities.
Therefore to maximize the thermal exchange, the super-
conducting cavities are operated in a liquid or superfluid
helium bath. The ability of a certain cavity to retain the
RF field with low power dissipation is usually given in
terms of the intrinsic quality factor (Q0). The Q0 is equal
to the cavity stored electromagnetic energy multiplied by
two times Pi over the amount of energy dissipated in one

RF period. TESLA is one of the type of superconduct-
ing cavities, which is most frequently used in electron
accelerators. This type of resonator has a design resonant
frequency of 1.3GHz, and state-of-the-art TESLA cavities
have a Q0 that exceed 2 · 1010. To match the cavity with
the beam loading and to optimize the RF budget, the
required quality factor for operations or loaded quality
factor (QL) is usually lower than the intrinsic one. In low-
current SRF CW accelerators based on TESLA cavities
a QL higher than 107 is generally used, that results in a
system bandwidth of some tens of Hertz (Padamsee et al.
(2008)). Such a narrow bandwidth makes the cavity field
very sensitive to disturbances that deforms its geometry
in the micron range. These detuning disturbances can
originate from the accelerating field radiation pressure,
the Lorentz Force Detuning (LFD), and external mechan-
ical disturbances (microphonics). Detuning disturbances
make it harder to keep the cavity resonance frequency
at a fixed value and have to be compensated. Moreover,
when the LFD is comparable to the cavity bandwidth,
an instability, the monotonic instability, might cause a
loss of gradient if the resonance frequency is not tightly
controlled (Schulze (1972)). Therefore, piezoelectric tuners
are used when an online correction of the cavity resonance
frequency is required. In Section 2, the impact of the
monotonic instability on operations is explained and a
electromechanical state-space model of a resonant cavity
(useful to design a resonance controller) is derived. The
parameters used in the model are the ones that are foreseen
for the CW upgrade of the European X-Ray Free Electron
Laser (EuXFEL), a short pulse superconducting accelera-
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an instability, the monotonic instability, might cause a
loss of gradient if the resonance frequency is not tightly
controlled (Schulze (1972)). Therefore, piezoelectric tuners
are used when an online correction of the cavity resonance
frequency is required. In Section 2, the impact of the
monotonic instability on operations is explained and a
electromechanical state-space model of a resonant cavity
(useful to design a resonance controller) is derived. The
parameters used in the model are the ones that are foreseen
for the CW upgrade of the European X-Ray Free Electron
Laser (EuXFEL), a short pulse superconducting accelera-

Copyright © 2020 The Authors. This is an open access article under the CC BY-NC-ND license  
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tor used to produce high intensity hard X-rays to perform
various physical, chemical and biological investigations. In
Section 3, the stability conditions of the system, when
an integral control on the piezoelectric tuner is applied,
are presented. An evaluation of the controller behavior
for heavily detuned systems is also presented. In Section
4, the capability of the controller of bringing the system
to resonance and preventing the occurrence of the mono-
tonic instability disturbances is evaluated experimentally
on multiple TESLA acceleration cavities.

2. CAVITY MODEL

To understand how detuning affects the operation of
superconducting cavities, an electro-mechanical model of
the cavity has to be derived.

2.1 Electrical model

The following first-order matrix differential equation rep-
resents an electrical baseband description of an RF cavity
(Schilcher (1998))

v̇ = ω1/2

[
−1 y
−y −1

]
v +

[
ω1/2

0

]
Vg, (1)

with

v =

[
Vr

Vi

]
, |v| = EaccL, y = 2QL

∆f

f0
(2)

Here, Vr and Vi are the in-phase and quadrature part of
the cavity accelerating voltage v, Eacc is the accelerating
field, L is the cavity length, y is the detuning factor, f0 is
the design resonant frequency and ∆f is the detuning.
The generator induced voltage Vg is supposed to be
constant and in-phase to simplify the derivations. The
detuning factor y can be written as the sum of the
cavity predetuning y� and the contributions of the cavity
mechanical modes driven by LFD or other external forces

y = y� +
N∑

µ=1

y(µ) =
(2πf0 − ωu)

ω1/2
+

(ωu − ωc)

ω1/2
,

y� =
(2πf0 − ωu)

ω1/2
,

N∑
µ=1

y(µ) =
(ωu − ωc)

ω1/2
,

(3)

with the angular resonant frequency of the cavity ωc, the
resonant frequency of the predetuned cavity at rest ωu,
the cavity half bandwidth ω1/2, and y(µ) the detuning
contribution produced by the mode µ ∈ [1, . . . , N ].

2.2 Mechanical model

The mechanical model of the cavity can be repre-
sented by a a set of second-order differential equations
(Schulze (1972)). Each equation is a particular mechanical
mode of the resonator structure:

ẏ(µ) = A(µ)
m y(µ) +B(µ)

m (u(µ)
m +K

(µ)
lfd |v|

2),

y(µ) =

[
y(µ)

ẏ(µ)

]
, A(µ)

m =

[
0 1

−(ω(µ))2 − ω(µ)

Q(µ)

]
,

B(µ)
m =

[
0

(ω(µ))2

]
, K

(µ)
lfd =

2πk
(µ)
lfd

L2ω1/2
.

(4)

In the above equation ω(µ) is the mechanical mode angu-
lar resonant frequency, Q(µ) is the mode quality factor,

K
(µ)
lfd is the normalized LFD constant, k

(µ)
lfd is the LFD

constant in Hz/(MVm−1)2. The input u
(µ)
m represents the

time-dependent external mechanical forces produced by
microphonics and the fast tuner on the cavity. For SRF

cavities K
(µ)
lfd and k

(µ)
lfd are always less than zero because of

the Slater’s theorem and radiation pressure (Slater (1946);
Liepe (2001)). The electrical and mechanical model, (1)
and (4), are coupled through the detuning factor y and
the squared amplitude of the cavity voltage |v|2.

2.3 Zero-order approximation

A first step towards understanding the effects arising from
the coupling of (1) and (4) is to perform a steady-state
analysis: the derivative terms are set to zero, whereas
the steady-state values are denoted with the zero (“0”)
subscript. For (1) the following equations are obtained

|v0|2 =
V 2
g

1 + y20
, y0 = − Vi0

Vr0
= − tan (θ0), (5)

with θ0 as the phase angle of the cavity voltage. For the
mechanical equations of (4) it results in

Klfd =
N∑

µ=1

K
(µ)
lfd ,

N∑
µ=1

y
(µ)
0 = Klfd|v0|2, (6)

where Klfd is the total normalized LFD constant of the
cavity. Using (5) and (6) with the definition of the detuning
parameter in (3) leads to the following equation

y� = −Klfd|v0|2 ±

√
V 2
g

|v0|2
− 1, (7)

and evaluating (7) at resonance (|v0| = Vg, y0 = 0) gives

(y�)res = −KlfdV
2
g , (8)

with (y�)res the predetuning that has to be applied to the
cavity to achieve the resonance condition.

2.4 Monotonic instability

The result of (8) shows that the steady-state cavity be-
haviour is driven by the term Klfd|Vg|2:

case I: |KlfdVg|2 � 1. The LFD has a low impact and the
cavity resonant frequency can be considered independent
from the accelerating gradient.

case II: |KlfdVg|2 � 1. The LFD frequency deviation is
higher than the cavity half bandwidth and a variation
in cavity gradient produces a sensible variation in the
detuning.

In Fig. 1 resonance curves for different values of KlfdV
2
g

are displayed. As it can be seen, above a threshold of
KlfdV

2
g multiple steady-state solutions of the amplitude

and phase for a singular value of y appear for (7). Such
threshold is KlfdV

2
g < −1.54 and determines the presence

of the monotonic instability (Schulze (1972)). Due to the
presence of the instability, the system may experience
significant amplitude and phase jumps if the detuning is
changed in a way that a discrete variation of the cavity
parameters is required to reach a stable solution of (7)
(Fig. 3). One consequence is that if the cavity is driven

Fig. 1. Static LFD effects on SRF TESLA cavities with
QL = 3 × 107 and the LFD constant klfd =
−1Hz/(MVm−1)2. For KlfdV

2
g < −1.54 the cavity

is affected by the monotonic instability. Monotonic
drop thresholds are indicated by arrows that points
downwards. Inverse monotonic drops point upwards.

near resonance, an external disturbance can trigger the
instability and make the cavity gradient to incur in a
static drop. Such an effect is unwanted due to the need
to recover the gradient inside the cavity to continue the
beam acceleration. A jump in the opposite direction is
the inverse static drop. For the EuXFEL CW upgrade
TESLA cavities have a target design value of klfd equal
to −1Hz/(MV)2, L = 1.038m, QL higher than 3 · 107 and
a maximum Eacc of 16MVm−1. For these parameters it
is KlfdV

2
g < −11.8 and the presence of the monotonic

instability is expected.

2.5 First order approximation

A way to find out when a monotonic drop happens is to
derive a small-signal state-space representation of (1) and
(4) and study when the stability conditions are met. In
the following, the small gain quantity of a variable x is
denoted by δx.
The small-gain representation of (1) is given by

δv̇ = ω1/2

[
−1 y0
−y0 −1

]
δv −

ω1/2Vg

1 + y20

[
y0 0
1 0

] N∑
µ=1

δy(µ), (9)

and that of (4) by

δẏ(µ) = A(µ)
m δy(µ) +Bm

(µ)u(µ) +G(µ)δv (10)

with

G(µ) =
2(ω(µ))2K

(µ)
lfd Vg

1 + y20

[
0 0
1 −y0

]
. (11)

G(µ) is a matrix that couples the field variations to
the detuning variations. Then, using (9) and (10), a
state transformation is applied to get an amplitude-phase
representation with the following transformation matrix

Tap =




∂a
∂Vr

∂a
∂Vi

∂θ
∂Vr

∂θ
∂Vi


 =

1

Vg

[
1 −y0
y0 1

]
, (12)

such that [
δa
δθ

]
= Tapδv , (13)

where δa is the amplitude variation normalized to its
steady-state value. Using the derived small-signal equa-
tions it is possible to write a state-space system in the
form

ẋ = Ax+Bu. (14)

The state matrix A ∈ R2(N+1)×2(N+1) is defined as

A =




Ae H H . . . H

Ĝ(1) A
(1)
m 0 . . . 0

Ĝ(2) 0 A
(2)
m

. . .
...

...
...

. . .
. . . 0

Ĝ(N) 0 . . . 0 A
(N)
m



, (15)

with

Ae = ω1/2

[
−1 y0
−y0 −1

]
, H = ω1/2

[
0 0
−1 0

]
, (16)

and

Ĝ(µ) =
2(ω(µ))2K

(µ)
lfd V 2

g

1 + y20

[
0 0
1 0

]
. (17)

The input matrix B ∈ R2(N+1)×N is

B =




0 0 . . . 0

Bm
(1) 0 . . . 0

0 Bm
(2) . . .

...
...

. . .
. . . 0

0 . . . 0 Bm
(N)



. (18)

x ∈ R2(N+1) and u ∈ RN represent the state and the input
vector, by

x =




δa
δθ

δy(1)

...
δy(N)



, u =



u(1)

...
u(N)


 . (19)

Measuring Q(µ) and k
(µ)
lfd for each cavity is not straightfor-

ward and instead of relying on a precise model of the cav-
ity, a further assumption is made to simplify the system:
the mechanical resonant frequencies are supposed to be at
approximately an order of magnitude larger than the res-
onance half bandwidth of the cavity. Such an assumption
is supported by the values reported in literature (Czarski
et al. (2006)). Then, for frequencies lower than ω1/2 the
derivative terms of the mechanical detuning contributions
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the following, the small gain quantity of a variable x is
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representation with the following transformation matrix

Tap =




∂a
∂Vr

∂a
∂Vi

∂θ
∂Vr

∂θ
∂Vi


 =

1

Vg

[
1 −y0
y0 1

]
, (12)

such that [
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= Tapδv , (13)

where δa is the amplitude variation normalized to its
steady-state value. Using the derived small-signal equa-
tions it is possible to write a state-space system in the
form

ẋ = Ax+Bu. (14)

The state matrix A ∈ R2(N+1)×2(N+1) is defined as

A =
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Ĝ(1) A
(1)
m 0 . . . 0
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vector, by

x =




δa
δθ

δy(1)

...
δy(N)



, u =
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Measuring Q(µ) and k
(µ)
lfd for each cavity is not straightfor-

ward and instead of relying on a precise model of the cav-
ity, a further assumption is made to simplify the system:
the mechanical resonant frequencies are supposed to be at
approximately an order of magnitude larger than the res-
onance half bandwidth of the cavity. Such an assumption
is supported by the values reported in literature (Czarski
et al. (2006)). Then, for frequencies lower than ω1/2 the
derivative terms of the mechanical detuning contributions
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δẏ(µ) can be approximated to zero and the detuning error
contributions δy(µ) can be redefined as

δy(µ) = −
(
Am

(µ)
)−1 [

Ĝ(µ)xr +B(µ)u(µ)
]

(20)

with

xr =

[
δa
δθ

]
. (21)

As a consequence, (19) can be reduced to a second order
system incorporating the terms that depends on Klfd in
the electrical part of the system matrix given as

ẋr = Aexr −H
N∑

µ=1

(
Am

(µ)
)−1 [

Ĝ(µ)xr +B(µ)u(µ)
]
.

(22)

With (3), (11) and (16), the reduced system (22) can be
defined as

ẋr = Arxr +Brur (23)

with

Ar = Ae −H
N∑

µ=1

(
Am

(µ)
)−1

Ĝ(µ), (24)

= Ae − ω1/2

2KlfdV
2
g

1 + y20

[
0 0
1 0

]
(25)

and

Br = H
N∑

µ=1

(
Am

(µ)
)−1

B(µ) = ω1/2

[
0
1

]
. (26)

The term ur represents the total mechanical perturbation
and is defined as

ur =
N∑

µ=1

u(µ) (27)

The system in (23) is stable if the eigenvalues of Ar

have a negative real part. This is equivalent to satisfy the
following inequality

β = y0

(
y0 +

2KlfdV
2
g

1 + y20

)
≥ −1. (28)

A stability limit can be found studying (28) near the reso-
nance. In such case a small value of the detuning and a big
contribution of LFD is assumed (|y0| � 1 � |2KlfdV

2
g |).

This simplification leads to the monotonic stability condi-
tion

y0 ≤ − 1

2KlfdV 2
g

. (29)

This means that for the EuXFEL CW upgrade, an increase
of the detuning of 0.96Hz can trigger a monotonic drop
when driving the cavities at resonance. Therefore, given
that such stability can hardly be assured due to pressure
drifts, a controller has to be added to prevent the occur-
rence of monotonic drops.

3. INTEGRAL CONTROL

Using piezo tuners with an integral control policy was
already experimentally reported as a successful technique
to compensate detuning errors for QL = 1.5 · 107 (Ryban-
iec et al. (2017)). Here, we want to theoretically derive
stability conditions for such a controller and study its

behavior in the presence of a strong monotonic instability.
The usage of a pure integral control is justified by the
presence of high mechanical resonances Q(µ) that limit
the usage of a proportional controller. For this analysis
(23) can be used as a starting point to derive the stability
conditions. For the piezo tuners an integral control policy
is given by

p = pt=t0 +KIω1/2

∫ t

t0

δθdt . (30)

In the equation above p the piezoelectric tuner input and
KI the gain of the integrating feedback. The produced
mechanical effect on each mechanical mode of the cavity
can be described defining u(µ) as

u(µ) = g(µ)p+m(µ), (31)

where g(µ) is the coupling constant of the mechanical tuner
to the mode µ, and m(µ) is the microphonic contribution.
In the following pages, the coupling constant g(µ) is as-
sumed to be larger than zero. For the model of the cavity
system controlled by the feedback the total amount of me-
chanical coupling g and the total microphonic contribution
m have to be taken into account, given as

g =

N∑
µ=1

g(µ), m =

N∑
µ=1

m(µ). (32)

Substituting the integral control law (31) into (27) and
then into (23) gives the following closed-loop matrix dif-
ferential equation

ẋf = Afxf +Bfm (33)

(34)

with

Af = ω1/2

[ −1 y0 0
β/y0 −1 g
0 KI 0

]
, xf =

[
δa
δθ
p

]
, (35)

and

Bf = ω1/2

[
0
1
0

]
. (36)

The stability of (33) can be derived studying the eigen-
values of the system matrix Af . Then, given the following
assumptions

A.1 : the electric source term Vg is constant,

A.2 : the dynamics of the cavity is described by (14),

A.3 : ω1/2 � ω(µ),

A.4 : the feedback delay is negligible compared to 1/ω1/2,

a stability condition can then be expressed by

KI ≥

{
0 for (β + 1) > 0

−2
(β + 1)

g for (β + 1) ≤ 0
. (37)

The solution above shows that the system stability is
achieved only for positive values of KI . An attractive
property of the closed-loop system is that with a non-zero
value of the integrator gain KI , the system is stable for
values of β that are lower than minus one. Therefore, using
an appropriate integral gain KI , it is possible to drive
the cavities at otherwise unstable conditions (see (28)).
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Fig. 2. Loop transfer functions for (14) (continuous lines)
and simplified mode-less one (23) (dotted lines).QL =
3 · 107

Nonetheless, one should keep in mind that the mechanical
resonances neglected in the derivation of (33) limit the
maximum value of the feedback gain and may make the
feedback loop unstable. With the mechanical resonances
an additional phase shift of −180◦ is introduced (4). Thus,
to satisfy bode’s stability criteria, the integral gain KI

has to be chosen small enough, such that the magni-
tude of the open loop transfer function is less than one
at the eigenfrequency of each mechanical resonance. At
the same time, it is desirable to obtain a magnitude of
the open loop transfer function as large as possible for
frequencies lower than the cavity half bandwidth ω1/2.
For the values of QL and Eacc foreseen in the EuXFEL
CW upgrade and using the mechanical values of TESLA
cavities listed in Czarski et al. (2006) a good compromise
is to set the unit gain on the feedback at values that are
approximately one order of magnitude less than the lowest

value mechanical eigenfrequency. For
ω1/2gKI

2π = 10.8Hz

(gKI = 0.5 for QL = 3 · 107) the maximum magnitude in
the open loop transfer function of about −18 dB for y0 = 0
at frequencies above 200Hz (Fig. 2). Such significant gain
margin is required to address the uncertainties in the
mechanical modes quality factors, couplings, and cavity
detuning. At the same time, the closed-loop transfer func-
tion shown in Fig. 3 is attenuated by more than −22 dB
at 1Hz.

3.1 Considerations over the nonlinear model

All the derivations on the controller stability presented
so far use a linearized model of the cavity. A proof
of stability on the linearized model is a necessary but
not sufficient condition for the stability of the nonlinear

[Hz]

[d
eg

]
[d
B]

Frequency [Hz]

Ph
as

e 
[d

eg
]

M
ag

ni
tu

de
 [d

B
]

Fig. 3. Comparison between open-loop (dotted lines) and
closed-loop (continuous lines) transfer functions from
the external mechanical disturbance to the detuning
factor y.

model represented by (1) and (4). Furthermore, it has to
be tested if the controller can bring the cavity back to
a determined setpoint starting from an arbitrary initial
detuning value. To do this, the cavity system has to be
simulated under the effect of the integral controller. Before,
a steady-state analysis is performed, where the time-scale
of the controller is assumed to be small compared to the
RF timescale of the system. To do this the controller
action timescale is supposed to be slow compared to the
RF timescale of the system. Such an assumption holds
because |gKI | < 1 was chosen. Therefore it is possible to
approximate the instantaneous values of cavity status to
the steady-state case described by (7) and represented
by Fig. 1. Because of this the action of the piezoelectric
tuner can be supposed to directly change the zero gradient
detuning. Such a study, represented in Fig. 4, shows
that the cavity system always returns to the setpoint,
independently of the initial detuning condition. If the
system starts from the low gradient side of the monotonic
instability, first the controller brings it to the high gradient
side pushing it through the inverse static drop and then
tunes it to the setpoint. In the graphical study, it turns
out that the controller brings the cavity back to the phase
setpoint independently of the initial detuning even when
the system experiences a static drop. A numerical closed-
loop simulation of the nonlinear cavity model confirms the
behavior derived by the steady-state evaluation and shows
that the system converges to the setpoint.

4. EXPERIMENTAL RESULTS

The ability of the designed controller to prevent static
drops is verified experimentally on TESLA-type super-
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Nonetheless, one should keep in mind that the mechanical
resonances neglected in the derivation of (33) limit the
maximum value of the feedback gain and may make the
feedback loop unstable. With the mechanical resonances
an additional phase shift of −180◦ is introduced (4). Thus,
to satisfy bode’s stability criteria, the integral gain KI

has to be chosen small enough, such that the magni-
tude of the open loop transfer function is less than one
at the eigenfrequency of each mechanical resonance. At
the same time, it is desirable to obtain a magnitude of
the open loop transfer function as large as possible for
frequencies lower than the cavity half bandwidth ω1/2.
For the values of QL and Eacc foreseen in the EuXFEL
CW upgrade and using the mechanical values of TESLA
cavities listed in Czarski et al. (2006) a good compromise
is to set the unit gain on the feedback at values that are
approximately one order of magnitude less than the lowest

value mechanical eigenfrequency. For
ω1/2gKI

2π = 10.8Hz

(gKI = 0.5 for QL = 3 · 107) the maximum magnitude in
the open loop transfer function of about −18 dB for y0 = 0
at frequencies above 200Hz (Fig. 2). Such significant gain
margin is required to address the uncertainties in the
mechanical modes quality factors, couplings, and cavity
detuning. At the same time, the closed-loop transfer func-
tion shown in Fig. 3 is attenuated by more than −22 dB
at 1Hz.

3.1 Considerations over the nonlinear model

All the derivations on the controller stability presented
so far use a linearized model of the cavity. A proof
of stability on the linearized model is a necessary but
not sufficient condition for the stability of the nonlinear
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model represented by (1) and (4). Furthermore, it has to
be tested if the controller can bring the cavity back to
a determined setpoint starting from an arbitrary initial
detuning value. To do this, the cavity system has to be
simulated under the effect of the integral controller. Before,
a steady-state analysis is performed, where the time-scale
of the controller is assumed to be small compared to the
RF timescale of the system. To do this the controller
action timescale is supposed to be slow compared to the
RF timescale of the system. Such an assumption holds
because |gKI | < 1 was chosen. Therefore it is possible to
approximate the instantaneous values of cavity status to
the steady-state case described by (7) and represented
by Fig. 1. Because of this the action of the piezoelectric
tuner can be supposed to directly change the zero gradient
detuning. Such a study, represented in Fig. 4, shows
that the cavity system always returns to the setpoint,
independently of the initial detuning condition. If the
system starts from the low gradient side of the monotonic
instability, first the controller brings it to the high gradient
side pushing it through the inverse static drop and then
tunes it to the setpoint. In the graphical study, it turns
out that the controller brings the cavity back to the phase
setpoint independently of the initial detuning even when
the system experiences a static drop. A numerical closed-
loop simulation of the nonlinear cavity model confirms the
behavior derived by the steady-state evaluation and shows
that the system converges to the setpoint.

4. EXPERIMENTAL RESULTS

The ability of the designed controller to prevent static
drops is verified experimentally on TESLA-type super-
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Fig. 4. Trajectory of the cavity phase using the feedback
controller. The arrows denote the direction of the
trajectory. The red part of the curve constitutes the
stable steady-state solutions of (7).

Fig. 5. Simulated closed-loop response of the cavity ampli-
tude and phase with Vg/L = 16MVm−1 and QL =
3×107. The complete nonlinear model, constituted by
(1) and (4) with mechanical data from Czarski et al.
(2006), was used.

conducting cavities. All tests were performed at the Cryo
Module Test Bench (CMTB) using a EuXFEL-like cry-
omodule prototype, XM50.1 (Branlard et al. (2019)) First,
the stability of the static detuning is evaluated (Fig. 6). It
turned out that every 45 s some event triggers a decrease
of the detuning of 4 Hz. This effect originates probably
from a subsystem that is used to regulate the helium bath
or cavity vacuum. Even though investigations are on-going
to determine the cause of such repetitive detuning event,
a way to maintain the cavity frequency at a fixed value is
helpful to avoid static drops. Then a simultaneous drive of
eight cavities in resonance was achieved. An additional Ac-
tive Noise Controller (ANC) (Rybaniec et al. (2017)) was

Fig. 6. Measured stability of the static detuning over
twenty minutes. A periodic 4Hz detuning effect is
present. The measurement was performed in open
loop at Vg/L = 4MVm−1

used to compensate for repetitive noise with frequencies
higher than 1Hz. The objective was to evaluate how much
the monotonic instability impacts the cavity operations
at the target gradients of EuXFEL upgrade. All tests
were done at QL = 3 · 107 For gradient values of higher
than 10MVm−1 it was hard to achieve good stability or
even to reach the cavity resonance without incurring a
static drop after some minutes of operation. The severity
of the instability effects increased at higher gradients. At
gradients around 16MVm−1, the interlock system made
the operation of the module impossible due to the large
gradient variations correlated to static drops. Successive
tests, done with the fast tuner feedback switched on,
showed substantial improvement compared to the previ-
ous attempts to raise the field inside the cavities to the
resonance condition. The controller used in these tests is a
CW adaptation of the current EuXFEL LLRF controller,
which includes a Proportional-Integral (PI) feedback on
the fast tuners. During the tests, only the integral part
of the PI controller was used. The unit gain was set to
10.8Hz as in the simulations. Then, switching on the
feedback controller, it was possible to achieve a stable
resonance condition on all the cavities inside the module
at the same time for gradients up to 16MVm−1. Past
studies (Branlard et al. (2018)) confirm the effectiveness
of the discussed feedback controller at even higher values of
QL and Eacc. The ability of the controller to bring back the
cavity to the desired tune with an arbitrary large initial
detuning was also confirmed (Fig. 7). When the system
starts from the overtuned case (∆f > 0, θ < 0), there is
an initial delay of about 100ms which was not seen in the
simulations. The reason for this delay could be explained
by the presence of backlash in the piezo actuator. Such an
effect did not affect the final performance of the feedback
controller in keeping the cavity resonance at the desired
value.

5. CONCLUSION

In this article, the monotonic instability is studied to see
how it would impact the operations of high QL SRF cavi-
ties driven in CW mode of operation. It is found that such
instability would prevent to operate the cavities in sta-
ble conditions at high gradients (> 10MVm−1) because

Fig. 7. Experimental closed-loop response of the cavity
amplitude and phase with Vg/L = 16MVm−1 and
QL = 3 × 107. The controller is able to bring the
cavity to resonance for either for positive or negative
initial value of the detuning.

of the proximity of the RF resonance to the monotonic
drop threshold. Therefore, the behaviour of an integral
control law of the piezo tuners to mitigate this issue
was studied and tested. The analytical explanation why
a pure integrating feedback controller on the fast piezo-
electric tuner of the cavities is an effective way to prevent
monotonic drops was derived theoretically, demonstrated
by simulations and verified experimentally. Eight cavities
were driven at previously unstable conditions (Eacc =
13MVm−1, QL = 3 × 107) thanks to the use of the
controller. An added benefit of using the controller derived
in this work is the ability to tune the cavities the resonance
without the manual intervention of an operator. Some
questions remain about the impact of the nonidealities of
the piezo actuator (backlash, nonlinearity) and the possi-
ble limitations of of the proposed solution. Another aspect
to be studied is how drifts in the RF detection chain affect
the operations because the fast tuner feedback controller
uses the detected RF phase of the cavity signals. Due to
changes in humidity and temperature, a variation in the
delay of the signals could induce the feedback controller
to trip the cavity operating point over the static drop
threshold. Finally, the effects that the beam induces on
the accelerating field were neglected. Therefore, it has to
be studied if more refined detuning estimation techniques
are needed rather than relying only on the cavity RF phase
to correct the effects produced by LFD. Nevertheless, the
electro-mechanical cavity model derived in this paper, and
the approach used to correct the monotonic instability can

be used as a starting point for further development of the
fast tuner feedback controller.
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CHAPTER 5. PONDEROMOTIVE INSTABILITIES

5.4 Oscillatory instability

Another instability present in superconducting high QL cavities driven in CW is
the oscillatory instability. Such instability is triggered when the cavity is neg-
atively detuned and an accelerating gradient threshold is surpassed. When the
instability is present, the stored RF energy gets converted to mechanical energy,
and the accelerating gradient and detuning start to oscillate with increasing am-
plitude. The amplitude growth of the oscillations is limited by nonlinear effects
(Fig. 5.5). The oscillatory instability is detrimental to the RF accelerating field
stability [96].

To study the occurrence of the oscillatory instability, (5.9) is linearized around
the steady state as in equation 14 of [20]. The stability of the system can be
derived from the system matrix of the linearized cavity model

A =



Ae H H . . . H
Ĝ(1) A(1)

m 0 . . . 0

Ĝ(2) 0 A(2)
m

. . . ...
...

... . . . . . . 0
Ĝ(N) 0 . . . 0 A(N)

m


, (5.22)

with

Ae = ω1/2

[
−1 y0

−y0 −1

]
, (5.23)

H = ω1/2

[
0 0

−1 0

]
, (5.24)

Ĝ(µ) =
2(ω(µ))2K

(µ)
lfd V 2

g

1 + y20

[
0 0

1 0

]
, (5.25)

A(µ)
m =

[
0 1

−(ω(µ))2 − ω(µ)

Q(µ)

]
. (5.26)
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Figure (5.5) Simulation of oscillatory instability effects on accelerating voltage
(a) at different values of y⋆. QL = 3 ·107 and the mechanical parameters are taken
from [97]. At y⋆ = 8, the system is near resonance and the oscillatory instability is
not present. For lower values of y⋆, the cavity is negatively detuned thus triggering
the oscillatory instability. The effect of the instability on the detuning FFT is also
shown around the frequency of the lowest mechanical resonance (b).
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Figure (5.6) Ponderomotive stability map for different cavity accelerating volt-
ages and detuning values. QL = 3 · 107. The dashed lines represents cavity
resonance curves.

f (µ) (Hz) Q(µ) k(µ) (Hz/(MV/m)2)
235 100 0.4
290 100 0.3
450 100 0.2

Table (5.1) Mechanical parameters for Fig. 5.6 [97]

y0 is the normalized detuning around which the small-signal derivation is per-
formed. To achieve stability, all the eigenvalues of (5.22) must have a negative
real part. Such a study can be done numerically by counting the unstable modes
of (5.22). In Fig. 5.6 is shown the stability map of a superconducting TESLA
cavity driven in CW for QL = 3 · 107.

The mechanical parameters that were used for Fig. 5.6 are listed in Tab. 5.1.

At Eacc = 15 MV m−1, a cavity detuning of less than −2.5 Hz is enough to
trigger the oscillatory instability, which is equal to y = −0.12. Since some tun-
ing margin is required to not incur into the monotonic instability, driving the
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system in unstable oscillatory conditions might be necessary. The control of os-
cillatory instability in generator-driven high QL cavity systems is still an open
issue. The main problems are the difficulty to realize a controller for complex
cavity mechanical transfer functions and the difference in cavity dynamics at dif-
ferent working points due to nonlinearities. Different approaches to overcome the
oscillatory instability in TESLA cavities are currently under study [98, 99]. At
CMTB, oscillatory instabilities have prevented in the past long term stable oper-
ations at Eacc > 15 MV m−1. Future studies will determine the necessity of using
new resonance control algorithms to prevent the growth of oscillatory instability
disturbances for the EuXFEL CW/LP upgrade.
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Chapter 6

Linearization of High-Power RF amplifiers

6.1 RF power sources for EuXFEL

For the EuXFEL upgrade, new RF power sources will be required to operate
the accelerator in CW and LP mode. The power requirements can be evaluated
using (3.3). For LP mode of operation at 14 GeV (Tab. 3.1) the L3 cavities will
be driven at 15 MV m−1 (Tab. 3.8). Therefore, considering a QL = 107 for L3, at
least 5.8 kW has to be provided to the cavities. Moreover, to achieve the required
accelerating field stability, the amplifiers have to provide a low noise RF output.
Finally, cost and size constraints have to be taken into account. The existing VS
RF distribution system (Fig. 6.1) makes it difficult to realize individual cavity
control, so multiple cavities have to be driven by a single amplifier. For L-band
and S-band cavities, three kinds of amplifiers are commonly used: Solid State
Amplifiers (SSA), IOTs, and klystrons.

SSA Due to the rapid development of solid-state electronics, SSAs usage in
accelerators saw an increase in recent years. As notable examples, future hard
X-ray FEL projects such as LCLS-II [102] and SHINE [17] plan to use SSAs as
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Figure (6.1) Current pulsed-mode EuXFEL RF power system [100]. A single
klystron provides the power to 32 superconducting accelerating cavities in vector-
sum.

Figure (6.2) A 10 kW rack-mounted L-band SSA amplifier [101]. The rack con-
sists of eight separate 1.25 kW modules.
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power sources. SSAs provide high efficiency, low noise, and, unlike vacuum tube-
based amplifiers, low drive voltage and excellent linearity compared to IOTs and
klystrons [103]. Moreover, SSAs are available as rack modules(Fig. 6.2). A single
rack can provide tens of kilowatts of RF power and allows easy maintenance and
repair operations. Even with these key advantages, SSAs are not considered the
main choice for the EuXFEL CW upgrade because, at the required power levels
per cavity, this kind of amplifier is not compact enough to fit in the accelerator
tunnel. However, since the CW third-harmonic module will require at maximum
1 kW of RF power per cavity (Fig. 3.11) and will not require a VS power distri-
bution, the use of S-band SSAs is under evaluation.

Figure (6.3) Two cavity klystron scheme [104].

Klystron The klystron is a tube-based RF amplifier. Its simplest form consists
of a cathode, a buncher cavity in the proximity of the cathode, and a catcher
cavity in the proximity of the anode. A drifting space connects the two cavities.
The cathode produces a continuous beam of electrons due to a voltage between the
cathode itself and the anode. When an RF signal is applied to the buncher cavity,
the electron beam is modulated in velocity. Such velocity modulation results in
the formation of a density modulation in the drift space. Finally, the catcher
cavity collects the RF power of the modulated beam. The beam energy that is
not absorbed by the catcher cavity is dissipated on the klystron anode. Therefore
the anode has to sustain the full power of the beam when no current modulation
is present. Fig. 6.3 shows a scheme of a two-cavity klystron. The klystron power
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output is ideally described by [104]

Pout ∝ J1(αVmod)
2, (6.1)

with Pout the output RF power, J1 the first-order Bessel function of the first
kind, Vmod the modulating voltage in the launcher cavity, and α a proportionality
constant.

Manufacturer Canon
Model E37750

Frequency (GHz) 1.3
Output power (kW) 300

Maximum efficiency (%) 63
Gain (dB) 40

Beam voltage (kV) 49
Length (m) 1.8

Table (6.1) Specifications for a recent L-band CW klystron for particle acceler-
ator applications [105]

Manufacturer Toshiba
Model E3736

Frequency (GHz) 1.3
Output power (MW) 10

Maximum efficiency (%) 65
Saturation gain (dB) 47
Beam voltage (kV) 49

Length (m) 2.27
Table (6.2) Specifications for high peak power multi beam klystron for particle
accelerator applications [106]

Current state-of-the-art L-band klystrons for particle accelerators can have
a power output from several hundreds of kilowatts (Tab. 6.1) in CW to several
megawatts for pulsed Multi-Beam Klystrons (MBK) with duty cycles of ≈ 1%
(Tab. 6.2). Currently, CW klystrons are not the primary choice for the EuXFEL
CW upgrade due to their size and efficiency compared to IOTs. Moreover, in the
LP mode of operation, the klystron beam power is totally lost when there is no
particle acceleration, while the use of a high-voltage pulse modulator will impact
space occupancy. Nevertheless, the actual MBK klystron installed at EuXFEL
will be kept to maintain the ability to operate in SP.

78



CHAPTER 6. LINEARIZATION OF HIGH-POWER RF AMPLIFIERS

Figure (6.4) IOT scheme [107].

IOT The IOT is a tube-based RF amplifier. As for the klystron, a catcher cavity
is present. However, unlike the klystron, the current modulation is achieved with
a control grid. This grid is positioned in front of the cathode, and it is connected
to the IOT input port (Fig. 6.4). An advantage of such a method of achieving
beam modulation is a much shorter drift space than klystrons, which reduces the
amplifier overall size. Moreover, contrary to the klystron, the generated beam
current depends on the grid voltage, resulting in an increased efficiency when
the IOT is operated far from its maximum power output limit. When no RF
power is required, the IOT beam current is ideally zero. This characteristic is
particularly appealing for the LP mode of operation. Due to their efficiency, IOTs
need smaller collectors compared to klystrons with similar power ratings, thus
increasing their compactness even further. The output power of an ideal IOT far
from the saturation limit follows the Child-Langmuir law [108, 109]

Pout ∝ (Vg + Va/µ)
3, (6.2)

with Vg and Va the grid and anode voltage in respect to the cathode and µ a
constant that depends on the geometry. The IOT is usually operated as class-B
amplifier in particle accelerators, so Vg is biased to cancel the Va/µ term in 6.2.

IOTs with an output power of hundreds of kilowatts are commercially available
(Tab. 6.3). IOTs are considered the primary CW RF-amplifier source candidate
for the EuXFEL CW upgrade due to their characteristics.
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Manufacturer CPI
Frequency (GHz) 1.3

Output power (kW) 120
Maximum efficiency (%) > 60

Gain (dB) 22
Beam voltage (kV) 49

Length (m) 1.0
Table (6.3) Specifications for an IOT for particle accelerator applications [50]

6.2 Results on FPGA-Based High-Power TubeAmpli-
fier Linearization at DESY

IOT

1

23

4

Figure (6.5) Depiction of an RF closed-loop scheme for vector-sum control [69].
(1) The individual cavity probe signals are down-converted to a lower frequency.
(2) The signals are digitalized and in an I&Q representation and summed together.
(3) The control value is calculated with respect to a setpoint and converted to
an analog signal. (4) The analog control signal is up-converted to 1.3 GHz before
being sent to the high power amplifier that drives the cavities.

To achieve the required cavity field stability of 0.01% and 0.01° in amplitude
and phase, EuXFEL has to operate in closed-loop [41] (Fig. 6.5). Therefore the
high power chain, which represents the controller actuator, directly affects the
accelerator operation.

Klystrons and IOTs show significant nonlinearities in their output amplitudes,
as can be derived taking the square root of (6.1) and (6.2). Therefore the gain
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Vin

Vout

Figure (6.6) Example of a nonlinear input-to-output amplifier characteristics
(red curve). The differential gain dVout

dVin
(blue lines) depends on the working point.

is dependent on the controller working point (Fig. 6.6). An amplitude-dependent
phase rotation of the output signal is also present. These effects limit the maxi-
mum achievable loop gain and might impact the overall system stability. Addi-
tionally, the presence of nonlinearities complicates the system setup procedures.
The FF and LFF partially reduce the impact of amplifier nonlinearities by mak-
ing the feedback controller operate in the proximity of the desired working point.
However, the use of a feedforward correction does not solve the issue of having an
amplitude-dependent amplifier gain. Therefore different types of correction tech-
niques were developed in the years, mainly for telecommunication purposes [110].
Here the performance of a predistortion-based component used with klystrons
and IOT is reported. The tests were conducted with the RF amplifiers of CMTB,
EuXFEL, and FLASH.
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Results on FPGA-Based High-Power Tube
Amplifier Linearization at DESY

Andrea Bellandi , Valeri Ayvazyan, Łukasz Butkowski , Wojciech Cichalewski, Burak Dursun , Çağıl Gümüş,

Mathieu Omet, Sven Pfeiffer , Rüdiger Onken, Radoslaw Rybaniec , Christian Schmidt,
Vladimir Vogel, and Julien Branlard

Abstract— Vacuum-tube amplifiers are the most widespread
type of radio frequency (RF) sources used to produce high-power
signals needed for beam acceleration in superconducting cavities.
At Deutsches Elektronen-Synchrotron (DESY), megawatt-rated
klystrons are used to produce millisecond-long RF shots for
pulsed operation in particle accelerators. In contrast, inductive
output tubes (IOTs) are used to provide a continuous RF signal
for continuous-wave (CW) operation. In both cases, the ampli-
fiers suffer from amplitude-dependent nonlinearity between the
driving and generated signals. This nonlinearity complicates the
setup operations of the low-level RF (LLRF) system and makes
it harder to regulate the accelerating field. Therefore, a way to
linearize the amplifier is highly valuable. This article covers the
design, implementation, and test of a field-programmable gate
array (FPGA)-based predistortion linearization unit. The first
results on the performance of this component in linearizing the
amplifiers of running CW and pulsed superconducting accel-
erators are presented. Such a component uses programmable
interpolating lookup tables (LUT) that are addressed using the
squared value of the requested signal amplitude. This component
only adds 64-ns latency to the RF control system without relying
on any vendor-dependent FPGA component. Other benefits of
using programmable interpolating LUT are low usage of FPGA
resources and flexibility in terms of the type of amplifier to be
corrected. The benefits of using this linearizer for klystrons and
IOTs are presented and quantified.

Index Terms— Inductive output tube (IOT), klystron, low-level
radio frequency (LLRF), particle accelerators.

I. INTRODUCTION

H IGH-POWER radio frequency (RF) amplifiers are an
essential component in many modern particle acceler-

ators as they provide the energy for beam acceleration [1].
A scheme of an RF drive chain for particle accelerators
is shown in Fig. 1; here, a field-programmable gate array
(FPGA)-based digital low-level RF (LLRF) controller [2]
produces a drive signal through a digitally controlled vector
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Fig. 1. Scheme of an RF drive chain for particle accelerators. The
modulation frequency of 1.3 GHz is the design resonance frequency of the
superconducting TESLA-type [7] cavity model. Such kind of cavity equips
every superconducting linac at DESY.

modulator (VM). Then, after a preamplification stage, a high-
power amplifier raises the RF signal to its final amplitude
level and sends it to the accelerating cavities. At Deutsches
Elektronen-Synchrotron (DESY), there are two main kinds
of high-power amplifiers for linear superconducting acceler-
ators. Klystrons are used for pulsed applications and tests
at European X-ray free-electron laser (EuXFEL) [3], Free-
electron-LASer in Hamburg (FLASH) [2], accelerator mod-
ule test facility (AMTF) [4], and Cryo Module Test Bench
(CMTB) [5]. Inductive output tubes (IOTs) or klystrodes
are used for continuous-wave (CW) acceleration R&D at
CMTB [6]. For these devices, the amplified RF signal is
produced in an output cavity that extracts electromagnetic
power from a bunched beam. The main difference between
klystrons and IOTs is how the beam modulation is achieved.
In klystrons, the input signal generates a standing wave in an
input cavity. Such a field interacts with a dc electron beam,
thus producing a velocity modulation of the particles. Then,
the beam passes through a drift space where beam bunching
is achieved. For this reason, klystrons reach a saturation point
when the beam bunching reaches its maximum level. After the
saturation of the beam bunching, the amplifier output power
decreases with an increment in the input signal power. In IOTs,
the modulation of the beam density is obtained through the
use of an electrically controlled grid. In our case, the IOT
is operated in a region where the gain increases as the input
voltage increases. Another effect present in IOTs and klystrons
is a phase rotation between the input and output signals. Such
rotation depends on the driving amplitude. Fig. 2 shows a

0018-9499 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Deutsches Elektronen-Synchrotron DESY. Downloaded on May 18,2020 at 13:15:42 UTC from IEEE Xplore.  Restrictions apply. 



BELLANDI et al.: RESULTS ON FPGA-BASED HIGH-POWER TUBE AMPLIFIER LINEARIZATION AT DESY 763

Fig. 2. Qualitative comparison between (a) input–output amplitude and
(b) phase characteristics of a klystron and an IOT. The traces are normalized
to one. The black dotted trace represents a perfectly linear behavior. The
saturation of the IOT (not shown in the picture) happens at values much
higher than the typical working point used in our facilities.

qualitative comparison between the input–output amplitude
and phase characteristics of klystrons and IOTs. The nonlinear-
ity and phase rotation of the amplifiers impacts the accelerator
operations in the following ways.

1) It complicates the system setup procedures when a
different power level is required. A linear change in the
input signal does not correspond to an equal variation
of the amplifier output.

2) The feedback algorithms of the LLRF controller must
take into account that the gain of the amplifier changes
as the input signal strength changes and adjust their
model parameters accordingly.

3) At different amplitude levels, a counterrotation of the
driving signal that matches the amplifier-generated phase
shift has to be applied.

All the problems listed earlier worsen when a rapid transi-
tion between different power levels is required. Even though
feedback [8] and learning control algorithms [9] mitigate
these issues, a fast compensation of the amplifier distortions
could still reduce the setup time and potentially improve the
regulation characteristics. A method to correct the amplifier
output is to predistort the driving signal implementing a
dedicated component in the LLRF reconfigurable logic to
obtain an overall linear RF chain [10]. In this article, we report
the performances that we achieved on different kinds of
klystrons and IOTs using this linearization method. Section II

introduces the working principle of the used predistorter
algorithm. Section III shows a simulation of the predistorter
correction capabilities. Section IV exposes how the algorithm
is implemented in DESY LLRF controllers and the FPGA
logic resources used. Finally, in Section V, the linearization
performance of different kinds of RF tube amplifiers at CMTB,
FLASH, and EuXFEL is reported.

II. ALGORITHM DESCRIPTION

The concept of using predistortion to correct for ampli-
fier nonlinearities is extensively explained in [11] and [12],
where a performance comparison between different algorithms
is also made. The basic idea is to modify the amplifier
input signal to compensate for the amplifier generated dis-
tortions. To achieve such an effect, the predistorter applies
an amplitude-dependent complex multiplication to the original
drive signal. In our implementation, we decided to use a
lookup table (LUT)-based predistortion with the first-order
interpolation between table entries to store the signal correc-
tions. The advantages of using this kind of linearization are
as follows.

1) Both amplitude and phase distortions of the RF chain
can be corrected.

2) The programmable LUTs store the correction to be
applied to the drive signal at a certain amplitude level.
Therefore, the predistorter is not designed for a par-
ticular type of amplifier and can be used either with
klystrons or IOTs, only updating the LUT.

3) It requires no additional hardware modification to our
LLRF system.

4) It requires low FPGA resources in terms of digital signal
processing (DSP) multipliers and block RAMs.

5) The interpolating LUT predistortion gives the best
results in terms of quantization error and precision [12].

To avoid a square root computation, we decided to use the
squared amplitude to generate the index of the LUT tables.
Even if this choice results in an uneven distribution of the
correction values with respect to the requested amplitude,
it uses fewer FPGA resources and lowers the signal delay.
To understand the effect of the predistorter component on the
RF chain, the RF amplifier is modeled as

|y| = f A(|xVM|)
�θy = fθ (|xVM|) (1)

where xVM is the VM output signal, y is the RF amplifier
output signal, and �θy is the phase shift between xVM and
y. f A and fθ can be measured by varying the VM output
amplitude and recording the generated signal at the end of
the chain. f A(|xVM|) is assumed to be invertible in the range
where the amplifier is operated. The predistorter model is

|xVM| = PG(|xR|2)|xR|
�θS = Pθ (|xR|2) (2)

where xR is the requested amplitude and �θS is the
predistorter-produced phase shift between xR and xVM.
PG(|xR|) and Pθ (|xR|) represent the amplitude gain and phase
shift produced by the predistorter. Using the above equations,
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Fig. 3. Functional scheme of the linearizer. x I/Q
R and x I/Q

V M are the requested and predistorted I&Q signals, |xMAX
R | is the maximum amplitude managed by

the component, and PRe/Im is the complex rotation components.

the RF chain is linear when PG and Pθ are set to obtain an
amplifier output proportional to |xR| with a constant phase
shift. These conditions are equal to impose

GC · |xR| = f A(PG(|xR|2) · |xR|)
�θC = fθ (PG(|xR|2) · |xR|) + Pθ (|xR|2) (3)

with GC and �θC being the desired gain and constant phase
shift of the RF chain. Solving (3) for PG and Pθ gives

PG(|xR|2) = f −1
A (GC |xR|)

|xR|
Pθ (|xR|2) = �θC − fθ

(
f −1

A (GC |xR|)). (4)

PG(|xR|) and Pθ (|xR|) can be then used to find the compen-
sation values as real and imaginary components

P Re(|xR|2) = PG(|xR|2) cos (Pθ (|xR|2))
P Im (|xR|2) = PG(|xR|2) sin (Pθ (|xR|2)). (5)

Finally, the values of the LUT tables can be found by taking
into account that the index of the table elements is i and is
proportional to the squared value of the requested amplitude

|x |i = ∣∣xMAX
R

∣∣
√

i

NLUT
for i = 0, 1, . . . , NLUT (6)

DRe/Im
i = PRe/Im(|x |2i ) (7)

I Re/Im
i = NLUT

PRe/Im
(|x |2i+1

) − PRe/Im
(|x |2i

)
∣∣xMAX

R

∣∣2 (8)

where |xMAX
R | is the maximum possible requested amplitude,

NLUT is the number of LUT values, and DRe/Im
i and I Re/Im

i are
the values of the decimated and derivative LUTs at index i .
The discretization of the requested amplitude in (6) results
in a quadratic distribution of the correction tables along |xR|.
Because of this, the correction capability of the predistorter is
maximal at values of |xR| near |xMAX

R |. Fig. 3 shows the block
diagram of the predistorter component.

III. SIMULATION OF THE ALGORITHM PERFORMANCES

To assess the performances of the predistorter component,
a simulation of the predistorter capabilities was performed
using the model derived in (4).

Fig. 4. Block diagram of the RF chain (a) without and (b) with the
predistortion active. In (a), a triangular pulse generates a distorted signal at
the end of the amplifier chain. In (b), the same triangular pulse is predistorted
before being sent to the amplifier to obtain an overall linear system.

The amplifier model data of (2) were recorded driving
CMTB IOT with a one-second-long triangular pulse, as shown
in Fig. 4(a). The peak amplifier output power during the
characterization was set to be 35 kW. The trace was also
averaged 256 times to reduce its noise. Using the data trace
and (8) and (7), the LUT tables were computed. Even though
the trace averaging resulted in smooth LUT values for DRe/Im

i ,
due to the noise-enhancing properties of the derivative compu-
tation, additional filtering was required for I Re/Im

i . Therefore,
the zero-phase Savitzky–Golay [13] smoothing filter of order
two was applied to the measured trace to remove the high-
frequency part of the noise without distorting the original trace
tendency. The filter implementation present in the scipy [14]
software package was used. Fig. 5 shows a comparison
between the derivative tables produced with and without the
smoothing filter.

With the computed tables, a simulation of the predistorted
chain, as shown in Fig. 4(b), was performed. Due to the
quadratic distribution of the LUT values and the increased
sensitivity of the phase to the noise at low amplitude levels
in all the simulations and measurements performed, the first
10% of the requested amplitude range is not evaluated when
computing the error. The simulation results show that the usage
of the predistorter lowers the amplitude linearity mean absolute
error (MAE) from 2.75% to 2.41 ·10−3% and the phase MAE
from 6.07◦ to 4.92 · 10−3◦ (see Fig. 6). A simulation without
using the interpolation was also performed. As can be seen
in Table I, the amplitude linearity and phase MAE when the
interpolation tables are not used increase by approximately
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Fig. 5. Effect of using a smoothing filter on the generation of the predistorter
derivative tables.

Fig. 6. (a) Simulated absolute linearity and (b) phase error for the IOT.

an order of magnitude. Given that these simulation results
represent an estimate of the maximum achievable linearization,
the usefulness of the derivative tables depends on how well the
measured amplifier transfer function represents the RF chain.

IV. IMPLEMENTATION

The LLRF controllers in operation at DESY in supercon-
ducting linacs use either the SIS8300L [15] or the DAMC-
TCK7 [16] as the main control board. Systems based on
SIS8300L are equipped with a Xilinx Virtex 6 FPGA and
are intended to control a single resonator. Systems based on
DAMC-TCK7 are equipped with a Xilinx Kintex 7 FPGA
and can control multiple cavities at the same time using

TABLE I

SIMULATION RESULTS

Fig. 7. Interpolator scheme. LUT base contains the downsampled version
of the correction, whereas LUT � contains the derivative terms used to
interpolate the output values between two indices. Note that a truncation on
the lowest significance bits is performed after the multiplier to obtain an 18-bit
value.

TABLE II

SYNTHESIS RESULTS

a vector sum (VS) scheme [4]. Because the Virtex 6 and
Kintex 7 FPGA families are supported by different synthesis
toolchains, namely, ISE 14.7 and Vivado 2017.4, care was
taken to write the Hardware Description Language (HDL)
code in a platform-independent fashion. In addition, no pro-
prietary Intellectual Properties (IPs) were used in the real-
ization of the algorithm. First, the 25-bit square amplitude
of the I&Q signal is calculated, and its value is tested for
overflow. Then, the upper 10 bits of this signal are used
to address the correction values of two interpolators. Each
interpolator is constituted by two 1024-entry LUTs with a
word length of 18 bit. One LUT stores a decimated version
of the correction values, while the other one stores their
derivatives. The interpolated result is obtained summing the
value contained in the first LUT with the second one multiplied
by the lower 15 bits of the squared I&Q signal (see Fig. 7).
Then, the correction values produced by the two interpolators
are used to perform a complex multiplication with the original
I&Q signal. Finally, the resulting values are sent to the VM for
the analog conversion. The synthesized component adds a
delay of eight clock cycles, which corresponds to an increase
in the total delay between 8% and 13% depending on the used
LLRF controller configuration. Table II lists the used resources
over the total available ones.

In the tests, the default implementation strategy of each
toolchain was used for synthesis. In the cases (Virtex 6 and
Kintex 7), the predistorter used not more than 1% of the
available resources, and it is capable of running at 125 MHz.
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Fig. 8. (a) IOT absolute linearity and (b) phase error in function of the
requested amplitude.

V. EXPERIMENTAL TESTS

A. IOT

For IOT tests, Communication & Power Industries (CPI)
1.3-GHz 49-kV prototype amplifier installed at CMTB with a
rated power of 120 kW was used. During the measurements,
the peak power output was limited to 35 kW to avoid incur-
ring thermal issues on the IOT itself. The produced power
was dumped on a resistive load. The characterization was
performed, as described in Section III. Here, again, the first
10% VM range was not used to estimate the final linearity
and phase error. As can be seen in Fig. 8 and Table III,
the predistorter component can improve the linearity of the
IOT RF chain by a factor 94 and lower the phase error by
a factor 96. The final amplitude linearity and phase MAE
are 2.95 · 10−2% and 5.46 · 10−2◦. Given the considerations
of Section III, the usage of the interpolation is necessary to
achieve the minimum possible error in the correction of the
nonlinearities.

B. Klystron

For klystron tests, the measurements were done at EuXFEL
accelerating stations A9, A16, and A24, and at FLASH accel-
erating stations ACC2/3, ACC4/5, and ACC6/7. Each EuXFEL
station is equipped with a horizontal 10-MW 117-kV multi-
beam klystron [3], FLASH ACC6/7 is equipped with a vertical
klystron 10-MW 117-kV multibeam klystron, and FLASH
ACC2/3 and ACC4/5 are equipped with a vertical 5-MW
128-kV klystron. All the klystrons were produced by Thales.
The tests were performed with the klystrons waveguides
attached to the accelerating modules. The amplifiers were

Fig. 9. (a) XFEL A9 and FLASH ACC2/3 absolute linearity and (b) phase
error in function of the requested amplitude.

measured up to a peak requested amplitude 20% higher than
the one used during normal operation. Such a decision was
taken to allow the LLRF controller to have some margins of
operation around its nominal working point. Therefore, special
care was taken during the characterization of the amplifiers to
avoid quenching by overdriving the superconducting cavities.
Part of this constraint is fulfilled by using a triangle pulse,
which results in an inefficient gradient filling of the resonators
compared to a square one. In addition, the pulselength was
set to 300 µs, which is shorter than the filling time of both
EuXFEL and FLASH. Therefore, the VS gradient produced by
the triangle pulse was less than one half the gradient produced
in regular operation although the peak klystron amplitude was
20% higher. The first test was done on A16 and resulted
in amplitude linearity and phase MAE of 0.41% and 0.61◦
or a relative error improvement of factors 12 and 4. Even
though the predistorter produced a tangible improvement, this
was one order of magnitude less than the one achieved on
IOT at CMTB. Further experiments showed that distortions
produced by the beginning of the modulator pulse, where the
characterization is performed, limited the achievable linearity.

Therefore, the characterization pulse was shifted by 200 µs
after the startup of the klystron to avoid such an issue. Succes-
sive tests on A9, A24, and ACC6/7, done with the modified
characterization procedure, resulted in an amplitude linearity
MAE of less than 0.1% and a phase MAE still between 1◦ and
0.1◦. For ACC2/3 and ACC4/5, a particularly good lineariza-
tion of the RF chain was obtained with a phase MAE, respec-
tively, of 7.64 ·10−2◦ and 4.81 ·10−2◦, substantially lower than
the values measured in the other stations (Fig. 9). The main
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TABLE III

PREDISTORTION RESULTS

difference between ACC2/3 and ACC4/5 and the other mea-
sured stations is that they use a single-beam klystron. The
reason why it is possible to achieve better linearization results
with this kind of klystron is not clear, and further studies
will be required. Finally, closed-loop measurements were
performed on EuXFEL. Initial results show that the cavity
RF stability is unchanged when switching on the predistorter.
Future studies will be conducted at klystron saturation to
evaluate the benefit of using predistortion on stability.

VI. CONCLUSION

In this article, the first tests of a predistortion-based lin-
earizer with interpolating LUT on accelerator RF power chains
at DESY were presented. With such a linearizer, used with
IOT and klystrons at CMTB, EuXFEL, and FLASH, it was
possible to lower the amplitude linearity MAE from more than
1% to less than 0.1% and the phase MAE to less than 1◦,
with at least a factor 2 improvements for multibeam klystrons
and more than a factor 20 for the other RF amplifiers. Even
though closed-loop tests did not show stability improvements,
experiments nearer to the klystron saturation will be performed
in the future. Questions remain on why the phase error after
the linearization of FLASH ACC2/3 and ACC4/5 is roughly
one order of magnitude lower than the one recorded in the
other stations. Another study to be done is the evaluation of
the impact of amplifier long-term drifts on the linearization
capabilities of the predistorter. Given the excellent results
achieved, it is expected that the predistorter component will
be used at EuXFEL and FLASH during user runs by the
beginning of 2020. Further studies could include tests on
the RF chains of normal conducting structures, such as the
accelerators RF guns [17], [18] and the bunch arrival corrector
cavity [19].
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Chapter 7

Conclusions and outlook

In this dissertation, different LLRF control techniques for the future EuXFEL
CW/LP upgrade were presented. The upgrade requires the QL of the supercon-
ducting cavities to be > 107 to limit the RF power consumption. As a consequence
the cavity RF bandwidth is of the order of some tens of Hertz. Therefore great
attention is given to the detuning disturbances estimation. For this reason, a
VS-optimized FPGA-based detuning estimator was designed and implemented in
DESY’s LLRF CW system. The estimator is also routinely used in HZDR as a
tool to help operators in cavity tuning tasks. The ability to perform detuning
estimations in real-time with a delay of 170 µs and an RMSE in the order of a
Hertz opens the possibility to use the module in future resonance controllers. The
estimator also calculates the cavity bandwidth online, thus allowing the detection
of quenches and multipacting events in CW and LP mode of operation. The delay
of detection is orders of magnitude smaller than the existing system installed at
EuXFEL. This feature was tested in simulations and at CMTB. Since the calibra-
tion of the RF signal is critical for to correctly estimate the cavity bandwidth and
detuning, further studies will be needed to determine how and how frequently a
re-calibration of the system is needed.

Then ponderomotive instability effects were studied. These effects are the re-
sult of the cavity’s electromechanical feedback and are depends on the QL value.



CHAPTER 7. CONCLUSIONS AND OUTLOOK

The control of the monotonic instability was studied. The exploitation of an inte-
gral control policy to drive the cavity’s piezoelectric tuners resulted in an effective
way to prevent static drops when operating near cavity resonance. Another ad-
vantage of using an integral control policy is the capability of tuning the cavity
to the desired value despite the inverse static drop. The oscillatory instability
was also studied in TESLA cavities at accelerating voltages of 15 MV. Simulation
with the literature parameters shows that the accelerating system is affected by
the instability when detuned by few Hertz [97]. The presence of these effects
was also confirmed at CMTB in several tests. The oscillatory instability prevents
achieving long-term field stability when driving the accelerating cavities in VS
mode at gradients Eacc > 15 MV m−1 in a closed RF loop. A similar phenomena
was also observed in the two cavities VS accelerator ARIEL. Although the vector
sum accelerating field’s stability was achieved, the individual cavities showed oscil-
lating behavior in counter-phase [111]. Further research is going to be performed
to determine the necessary changes to the field and resonance control systems to
prevent oscillatory instabilities from developing when operating in a closed RF
feedback loop.

Finally, an FPGA-based component to linearize the RF amplifier output was
tested at CMTB, FLASH, and EuXFEL. The motivation for the development
of this module was to correct the nonlinearities of the amplifiers that will equip
EuXFEL after the CW/LP upgrade. The tests were conducted on IOTs and
pulsed klystrons. The achieved mean average error of the RF chain linearity when
using the linearizer is better than 0.1% and 1 deg in amplitude and phase. The
advantages of using such a component are simplified machine setup operations
and a constant RF actuator chain gain. The latter point allows maximizing the
gain of the feedback of the RF controller.

7.1 Future development

Further development is needed to realize a LLRF system capable of driving accel-
erating modules at the EuXFEL CW/LP field stability specifications. The most
important point is to develop the resonance controller since the rejection of mi-
crophonics and ponderomotive instabilities remains an open issue. The resonance
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Figure (7.1) Actual LLRF detuning controller [68]. The detuning integrator is
also shown.

controller should be designed to operate without complete apriori knowledge of
the cavity mechanical dynamics and track eventual changes of the mechanical
disturbances properties. Therefore a real-time adaptation of the controller to sys-
tem variations is desirable. Here a list of possible improvements to the LLRF
resonance control system is given.

Narrowband ANC The actual CW LLRF system implements a narrowband
Least Mean Square (LMS) Active Noise Controller (ANC) to compensate for
sinusoidal microphonics disturbance (Fig. 7.1) [112, 113].

This kind of microphonic disturbance is produced by rotary machinery that
operates in the accelerator’s proximity like pumps or ventilation and air condi-
tioning fans. With this controller, a fixed frequency FPGA-based signal generator
computes the sine and cosine values. These values are then rotated and used to
drive the piezoelectric tuner. The applied rotation is iteratively updated using
the measured detuning to cancel the mechanical disturbance.

p(n) = w1(n) cos (ωan) + w2(n) sin (ωan), (7.1)

w2(n+ 1) = w2(n)− µe(n) cos (ωan−∆a), (7.2)

w1(n+ 1) = w1(n)− µe(n) sin (ωan−∆a), (7.3)

e(n) = y(n)− y0, (7.4)
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with p the piezoelectric tuner drive, ωa the signal generator frequency, w1 and w2

the adapted drive components, µ the learning coefficient, ∆a a term to address
the phase rotation produced by the cavity mechanical transfer function at ωa and
y(n) and y0 the measured detuning value and its setpoint. In the current LLRF
controller, up to four narrowband ANC channels can be activated for a single
cavity. The above scheme successfully reduced the magnitude of disturbances by
up to 20 dB in tests at CMTB, achieving an RMSE for the detuning of less than
one Hertz. One of the limitations of the actual narrowband ANC implementation
is a fixed ∆a term. Depending on the choice of ∆a, the system can either cancel
or amplify the detuning disturbance. Therefore a careful setup procedure has
to be performed to achieve mechanical stability. Since EuXFEL has more than
800 cavities, the ANC manual setup would be a time-consuming and error-prone
procedure to complete. Recent progress made at CBETA shows a possible method
to automatically estimate the mechanical function’s phase rotation [114]

∆a(n+ 1) = ∆a(n)− ηe(n)[w1(n) sin (ωan−∆a(n)) (7.5)

−w2(n) cos (ωan−∆a(n))], (7.6)

with η the learning coefficient for the mechanical transfer function phase rota-
tion adaptation. Another limitation of the presented narrowband ANC schemes
is a fixed value for ωa. Therefore, if the frequency of the noise source changes
over time, the ANC cannot track and cancel the disturbance. In literature, the
tracking of the disturbance frequency in the original narrowband ANC scheme is
performed using a non-acoustic sensor [113]. This implies that the noise sources
must continuously communicate their revolution frequency to the LLRF system
to adapt to the frequency of the ANC units. It is unclear if all narrowband noise
sources in an accelerator system can be identified apriori or if all the noise sources
can be equipped with a non-acoustic sensor. A possible alternative to track-
ing disturbances with non-acoustic sensors is to use the detuning disturbance to
adapt the narrowband ANC frequency [115]. This approach has the advantage of
not requiring additional hardware modifications on the accelerator and the LLRF
system.
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Wideband ANC Even though the narrowband ANC opened the possibility to
operate accelerators with detuning disturbances in the order of magnitude of the
Hertz [68, 114], only sinusoidal mechanical disturbances can be canceled. There-
fore a detuning controller scheme that can reject non-periodic disturbances with
time-varying spectral properties is advantageous for the accelerator’s availability.
The main issue to realize a resonance controller that works in wideband is the
complexity of the mechanical transfer function [20]. A possible solution is to use
a control scheme based on the LMS filter. Such a filter can estimate in real-time
an arbitrary transfer function, and its use is widespread in audio and vibration
control [113]. The filter’s principle of operation minimizes the error square |e(n)|2

that is achieved through the adaptation of a Finite Impulse Response (FIR) fil-
ter, which represents the cavity transfer function. The knowledge of the transfer
function enables the compensation of the detuning over a broad range of frequen-
cies. Two kinds of LMS-based ANC schemes can be used for resonance control:
feedforward and feedback. In feedforward schemes, a noise pickup measures ex-
ternal microphonic vibrations before they result in a detuning disturbance. The
adaptive filter transforms this information to generate a signal that cancels the
incoming mechanical vibration. It is critical for the feedforward scheme to work
because the vibration measuring device can produce a signal that is highly cor-
related to the observed detuning disturbance. Another possible scheme is the
feedback LMS ANC. This control algorithm would rely only on the measured de-
tuning disturbance to drive the piezoelectric tuners, thus not requiring additional
external hardware. A version of this scheme was tested at HZB [75]. Another
advantage of the feedback LMS ANC is its ability to correct for detuning dis-
turbances regardless of whether they originate outside or inside the controlled
system. Therefore the feedback LMS ANC can improve the resonance control of
a high QL cavity system in the presence of ponderomotive oscillatory instabilities.
Future studies will be planned to confirm the applicability of both feedforward
and feedback wideband LMS ANC schemes to superconducting cavities.

Control for LP mode of operation The LP mode of operation presents
unique challenges in terms of detuning regulation. Contrary to the CW mode of
operation, which operates at a fixed setpoint, the LP mode of operation periodic
accelerating voltage excursions results in the periodic variation of the LFD of sev-
eral cavity bandwidths. This detuning disturbance must promptly be corrected to

93



CHAPTER 7. CONCLUSIONS AND OUTLOOK

speed up the gradient filling and allow the beam acceleration at a stable condition.
The periodic nature of this disturbance makes it possible to use an ILC algorithm.
The most straightforward ILC algorithm that can be used for the scope is [116]

pk+1(n) = pk(n)−Kek(n), (7.7)

with k identifying the RF pulse, n the sample position within the pulse pk(n)

the drive applied to the piezoelectric tuner, ek(n) the detuning error, and K the
ILC gain. Therefore, every time an RF pulse is generated, (7.7) is updated, so the
amplitude of ek(n) is minimized in the forthcoming pulses. Further studies are
required to understand if (7.7) is sufficient or if a different ILC adaptation scheme
has to be used. Another possible improvement to the resonance controller when
operating in LP mode is to replace the integrator of [20] with a nonlinear controller
to enable feedback gain scheduling during the filling where the system changes the
most. One of these schemes is the Linear-Parameter-Varying control [117]. This
kind of control is modeled as a parametric linear system and is under study at
DESY and it is going to be tested during this year.
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