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Abstract

A lot of e�ort has been concentrated in the catalytic conversion of carbon dioxide, turning
it from a pollutant into valuable basis chemicals. One crucial step herein is the transfer
of an electron into CO2 which results in increased reactivity of the molecule. Di�erent
approaches such as plasma activation or electro-chemical activation have been used to
achieve this electron transfer and a wide variety of catalysts has been shown to induce
charge-transfer. However, these catalysts often contain large amounts of precious metals
which makes the conversion process expensive. Aluminium with its low cost and high
natural abundance could be an alternative to Au-, Cu- or Rh-based catalysts. Another
common problem in catalysis is the challenge of understanding structure and activity
relationships. Small clusters or molecules with well de�ned structures, also referred to
as atomically de�ned catalysts, are useful tools for gaining deeper insights into catalytic
processes.
We studied a total of 55 di�erent neutral and singly-negatively charged atomically-de�ned
aluminium clusters of varying sizes with and without dopants with respect to their ability
to adsorb and activate carbon dioxide. The clusters in this study consisted of either 13, 55
or 147 atoms which form complete icosahedral shells. For the doped systems, one of the
aluminium atoms from the outer shell was substituted by one of the following dopants:
H, B, C, Si, N, P, O, S, Zr, Mn, Fe, Ru, Co, Ni, Cu, Ti, Pd, Rh, Ag and Au. We found
that only transition-metal-doped clusters were capable of activating CO2. Adsorption
distances above 2.3 Å never resulted in bent CO2 geometries which are associated with
activation while distances below 2.3 Å always led to O-C-O angles signi�cantly smaller
than 180°.
We then investigated the ground-state and excited-state electronic properties of the 7
smallest neutral systems for which the shortest adsorption distances were observed which
were [Al12Zr]−CO2, [Al12Mn]−CO2, [Al12Fe]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2,
[Al12Ni]−CO2 and [Al12Cu]−CO2. In the case of the Fe- and Cu-doped clusters, CO2 was
not activated. We found that systems which exhibit ground-state CO2 activation are more
prone to transfer the excess electron from the molecule back onto the cluster when excited.
On the other hand, systems without CO2 activation at the ground-state level showed elec-
tron transfer into carbon dioxide upon excitation. We computed the same properties for
the medium-sized clusters [Al54Zr]−CO2, [Al54Mn]−CO2, [Al54Fe]−CO2, [Al54Ru]−CO2,
[Al54Co]−CO2, [Al54Ni]−CO2 and [Al54Cu]−CO2. We found that the trends remained
the same but ionization energies as well as the onset of the light-induced charge-transfer
(LICT) were generally red-shifted. We also discovered that [Al54Ni]−CO2 resulted in
a dissociation of CO2 on the cluster surface at ground-state level. We then compared
the ground-state electronic properties of the selected small- and medium-sized systems to
those of [Al146Zr]−CO2, [Al146Mn]−CO2, [Al146Ru]−CO2, [Al146Co]−CO2, [Al146Ni]−CO2

and [Al146Cu]−CO2. We found that with increasing cluster size, di�erences in ionization
energy between di�erently doped clusters are reduced and adsorption gets weaker. We
only observed high-spin ground-states for systems with Mn-, Fe- or Co-doping. Our study
gives insights into the e�ect of di�erent dopants and cluster sizes on charge-transfer and
paves the way to a more rational design of aluminium catalysts for CO2 activation.



Zusammenfassung

Viele Bemühungen sind in die katalytische Umwandlung von Kohlensto�dioxid ge�ossen
um den Schadsto� in wertvolle Basischemikalien umzuwandeln. Ein entscheidender Schritt
hierbei ist die Übertragung eines Elektrons in das CO2-Molekül. Dadurch reduziert sich
seine Stabilität und es wird reaktiver. Hierzu wurden verschiedene Ansätze verfolgt und
eine groÿe Bandbreite an Katalysatoren hat sich al aktiv für diese Ladungsübertragung er-
wiesen. Allerdings beinhalten diese Katalysatoren oft groÿe Mengen an Edelmetallen, was
die Kosten dieser Prozesse in die Höhe treibt. Eine Alternative hierfür könnte Aluminium
darstellen. Durch sein hohes natürliches Vorkommen ist es deutlich kostengünstiger als
andere Metalle wie beispielsweise Cu, Au oder Rh. Ein weiteres Problem in der Katalyse
stellt die Schwierigkeit dar, Struktur-Aktivitätsbeziehungen herzuleiten auf Grund der
Komplexität vieler katalytischer Systeme. Hier haben sich sogenannte atomar de�nierte
Katalysatoren als nützlich erwiesen, welche aus kleinen Clustern oder Molekkülen mit
wohlde�nierten Strukturen bestehen. Diese ermöglichen es vielfach, einen tieferen Ein-
blick in katalytische Prozesse zu erlangen.
Wir haben insgesamt 55 solcher atomar de�nierten Katalysatoren im Hinblick auf ihre
Fähigkeit CO2 zu adsorbieren untersucht. Diese umfassten 13, 55 und 147 atomige
Aluminiumcluster mit und ohne Dotierung. Diese Atomanzahlen ergeben vollständige
Ikosaederschalen. Hierbei waren einige Cluster einfach negativ geladen und andere neu-
tral. Als Dotieratome wurden H, B, C, Si, N, P, O, S, Zr, Mn, Fe, Ru, Co, Ni, Cu,
Ti, Pd, Rh, Ag und Au eingesetzt. Hierfür wurde eines der Aluminiumatome in der
äuÿeren Ikosaederschale gegen ein Dotieratom ausgetauscht. Es zeigte sich, dass nur
Übergangsmetalle in der Lage sind, CO2 zu aktivieren. Hierbei erweist sich 2.3 Å Ab-
stand zwischen Cluster und Molekül als Schwellenwert, über welchem nur lineares CO2

zu �nden ist, wohingegen alle Werte unter 2.3 Å ausnahmslos zu gewinkeltem CO2 und
damit zu Aktivierung führen.
Desweiteren haben wir die elektronische Struktur einiger ausgewählter Systeme im Grund-
sowie im angeregten Zustand untersucht. Hierzu wurden die 7 kleinsten neutralen Sys-
teme welche die niedrigsten Adsorptionslängen aufwiesen selektiert. Dabei handelt es sich
um [Al12Zr]−CO2, [Al12Mn]−CO2, [Al12Fe]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2,
[Al12Ni]−CO2 und [Al12Cu]−CO2. Die mit Fe und Cu dotierten Systeme resultierten hier-
bei nicht in aktiviertem CO2. Es zeigte sich, dass Systeme, die im Grundzustand Ladung
auf das CO2 Molekül übertragen hatten unter Anregung eher zu einem Rücktransfer dieser
Ladung auf den Cluster neigen. Dahingegen zeigten Systeme, welche im Grundzustand zu
keiner CO2 Aktivierung geführt hatten nur Ladungstransfer vom Cluster auf das Molekül
unter Anregung.
Die selben Kenngröÿen wurden für die mittelgroÿen Cluster [Al54Zr]−CO2, [Al54Mn]−CO2,
[Al54Fe]−CO2, [Al54Ru]−CO2, [Al54Co]−CO2, [Al54Ni]−CO2 und [Al54Cu]−CO2 ermit-
telt. Hierbei zeigte sich, dass die Trends die sich für die kleinen Systeme ergeben hatten
sich ebenso hier beobachten lassen, allerdings waren besipielweise Ionisationenergien rot-
verschoben. Darüber hinaus resultierte der Ni-dotierte Cluster in einer Dissoziation des
CO2 Moleküls im Grundzustand. Die Ergebnisse für den Grundzustand der kleinen und
mittleren Systeme wurden mit denen der gröÿten Cluster, [Al146Zr]−CO2,



[Al146Mn]−CO2, [Al146Ru]−CO2, [Al146Co]−CO2, [Al146Ni]−CO2 und [Al146Cu]−CO2,
verglichen. Hierbei stellte sich heraus dass mit steigender Clustergröÿe sich die Ioni-
sationsenergien zwischen unterschiedlich dotierten Clustern angleichen. Desweiteren kon-
nte in einigen Fällen eine Abnahme der Adsorptionsstärke beobachtet werden. High-spin
Zustände konnten, unabhängig von der Clustergröÿe, nur für Systeme die entweder Mn, Fe
oder Co enthielten beobachtet werden. Unsere Untersuchungen erö�nen Einblicke in die
Auswirkung von Dotieratomen und unterschiedlichen Clustergröÿen auf die Ladungsüber-
tragung von kleinen, atomar de�nierten Aluminiumclustern auf CO2. Dies ermöglicht ein
rationaleres Katalysatordesign im Hinblick auf die katalytische Aktivität dieser Systeme
zur CO2 Aktivierung.



1 Carbon Dioxide � A Global

Challenge

In this chapter we will give the reader a brief overview of the past and current devel-
opments in the �eld of catalytic CO2 activation and conversion and address problems
which our work is attempting to help resolve. We will start by commenting on the im-
pact carbon dioxide has on our environment and the possibility of using CO2 as a carbon
feedstock. Catalytic conversion of CO2 into useful chemicals as a promising approach will
be discussed and several catalysts will be introduced which have exhibited activity for
those processes. Catalytic activation of CO2 as a crucial step and the main focus of this
thesis will be discussed and di�erent approaches are introduced. In the last part, we will
explain the motivation behind the research conducted within this thesis.

1.1 Catalytic Conversion of CO2

One of the biggest global challenges that society is facing at the moment is climate change.
A signi�cant driving force of global warming are carbon dioxide emissions. This process
has been going on for several decades now, and if action is not taken immediately the
impact will not be fully reversible[1, 2] At the current stage, carbon dioxide is not only a
burden to the environment but facilities producing it have to purchase emission allowances
which can be costly[3]. A possible solution to this problem would be the usage of CO2 as
a carbon feedstock. Due to carbon dioxide's high thermodynamic stability this is a chal-
lenging task.[4] A lot of research has focused on the development of new catalysts for CO2

conversion into useful products like fuels or polymers.[5, 6, 7, 8] One of the key steps for
these reactions is the transfer of an electron into the lowest unoccupied molecular orbital
(LUMO) of the carbon dioxide molecule. This leads to a weakening of the C-O bonds in
addition with a bending of the linear molecule and is often referred to as activation. The
electron transfer into CO2 is accompanied by an "Umpolung" of the carbon atom, i.e.
the formerly partially positive C then bears a negative partial charge, which opens new
reaction pathways (e.g. for electrophilic attacks).[4]
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Figure 1.1: Illustration of the products obtained via CO2 activation. After activation,
the CO �

2 anion can either dissociate into carbon monoxide and oxygen or can be
directly used for further reactions.

The methods used to activate CO2 are diverse and range from plasma-treatment[9],
electrochemical-activation[10] and thermal activation methods (e.g. on metal surfaces)[11]
to photo-activation[5]. Depending on the method chosen for activation, the products will
vary. As a general trend, plasma and thermally activated CO2 has a tendency to disso-
ciate into CO and oxygen while the other methods tend to produce the radical anion,
CO2

·−, as an intermediate product which can then further react to formic acid, methane,
methanol, higher hydrocarbons and other products.[4] Carbon monoxide in combination
with hydrogen gas on the other hand can be transformed to a wide variety of products
like ole�nes and hydrocarbons for example via a Fischer-Tropsch synthesis.[12] This is
illustrated in �gure 1.1. However, the resulting products are of course highly dependent
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1 Carbon Dioxide � A Global Challenge

on the catalyst and reaction conditions like temperature, solvent and pressure. A crucial
role is also played by the interaction between CO2 and the catalyst since adsorption of
the molecule to the surface with its carbon atom results in steric hindrance of attacks
to this atom: The carbon atom, especially when CO2 bends on the surface, is harder to
access since it is being shielded by the oxygen atom. As a result, this will predominantly
produce CO as a product.[13] Overall, the �eld is very complex and a lot of catalysts
already exist, but in order to achieve e�ciencies that would allow CO2 conversion to be-
come an environmentally friendly and clean energy source, a lot of additional research is
still necessary. In particular, some conversion methods like plasma-activation and electro-
chemical activation require large amounts of energy[14] which makes them dependent on
other sources like fossil fuels.[6] Another problem lies in the low quantum yields of current
photo-catalysts. Even photo catalysts with comparably high quantum yields of over 10%
under solar-light irradiation only result in relatively low CO2 conversion rates of 3.5% in
a continuous �ow reactor at 225°C.[15] This need for high temperatures originates from
the endothermic nature of most conversion reactions.[14] However, 10% quantum yield
is considered the threshold above which photo catalytic conversion of CO2 becomes eco-
nomically interesting, but this is just a rule of thumb. In reality, there is many more
factors like e.g. catalyst cost, lifetime and reaction temperature (which mostly equates to
operational cost).[6]
Catalysts can roughly be divided into a homogeneous and a heterogeneous category. Ho-
mogenous catalysts are organo-metallic complexes which consist of a central metal atom
which is surrounded by ligands. Their structure is well de�ned and they are often dis-
solved within the reaction batch. They usually only have one active-site and their prop-
erties can be easily tailored.[16] They are generally operated at relatively mild conditions
with respect to pressure and temperature and can result in impressive conversion rates
due to their easily accessible active sites. However, homogeneous catalysts are often
expensive[17], not just because of the precious central metal but also due to the pricey
ligands.[18] In addition to this, recycling or separating the catalyst from the reaction
batch is usually di�cult and expensive.[19] Because of homogeneous catalysts' high se-
lectivity also with regard to chiral products, they are mostly used for the production
of �ne-chemicals e.g. in the pharmaceutical sector.[18] There are plenty of homogenous
catalysts that have shown to be active for CO2 conversion. "FCAT", an Fe porphyrin cat-
alyst, produces CO[20] and [Rh(cod)Cl2]−Ph2P(CH2)4PPh2 was shown to convert CO2

into formic acid[21]. Interestingly, the Ru-based homogenous catalyst system of pen-
taethylenehexamin and "Ru-Macho-BH" led to 79% yield of methanol by just being op-
erated with regular air[22]. Another homogenous catalyst, [Co(NTB)CH3CN](CLO4)2,
has been shown to photo-catalytically reduce CO2 to CO in water under illumination by
visible light.[23]
Heterogeneous catalysts on the other hand consist of materials with high surface areas
and their exact structure and active sites are often hard to characterize which makes it
harder to systematically understand the origin of their catalytic activity and improve their
properties.[16] They usually show lower selectivities and conversion rates than homoge-
nous catalysts, but due to their high robustness, long life-cycles, easy separation from the
reaction and low cost they are the work-horses in many industrial processes.[16, 24, 17]
Heterogeneous catalysts are however more likely to su�er from poisoning and, as a result,
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1.1 Catalytic Conversion of CO
2

loss of activity over time and, especially in porous materials, di�usion can be a limiting
factor in terms of turn-over frequency.[16]In the �eld of heterogeneous catalysts there is
also a steadily growing variety of systems which have proven to be catalytically active in
terms of CO2 conversion. The species at the active sites are usually transition-metals like
Ni, Ru, Rh, Pd, Pt, Fe, Cu, Co, Ag or Au.[13] Examples of heterogeneous catalytic sys-
tems used in CO2 conversion are "Fe-Cu-Al-K(2)" (weight ratios: 100:6.6:15.7:4, alumina
is added via co-precipitation) which exhibits CO2 conversion of up to 30%[25], Cu/ZnO
catalysts[26] which were used for methanol synthesis from CO2 or supported Ni catalysts
which have been reported to have CO2 conversion yields of almost 50 %.[27]
Besides enzyme catalysts which we will not cover here, there is another class of catalysts
which has gained relevance over the last years. These catalysts are called "atomically-
de�ned" and usually consist of small, well-de�ned metallic nano clusters. The surface to
volume ratio of atomically de�ned catalysts is much higher than in most heterogeneous
catalysts but they often su�er from stability issues.[28] Despite the promising results
obtained from heterogeneous catalysts, it is a di�cult task to understand the catalytic
activity of these systems and draw conclusions between structural properties and the re-
sulting catalytic behaviour. In the �eld of atomically de�ned catalysts, this gap between
homogenous and heterogeneous catalysts can be bridged. Beyond their academic interest
for a better understanding of catalytic processes, they have been shown to exhibit high
activity, selectivity, stability and recyclability, making them promising systems for further
studies.[28]
CO2 has been reduced to CO on [Cu32H20(S2P(OiPr)2)12][29]. [Au25(SR)18]

� , which be-
longs to the class of Aun(SR)m clusters, which have proven to endure temperatures of up
to 200 °C[30], has been used for the electro reduction of CO2.[31] The introduction of dif-
ferent dopants into the structure of Au24M(SR)18 (M = Pt, Pd, Hg, and Cd) revealed that
Hg and Cd are always located in the shell of the icosahedron and never at its centre[32]
Most of the catalytic systems, no matter if homogenous, heterogeneous or atomically
de�ned, contain large amounts of precious metals. In order to develop a�ordable high-
throughput catalysts, there is a need for cheaper options. In recent years, aluminium has
seen a renaissance.[33] It is not only cheap but also has one of the highest natural abun-
dances of all elements. Its rediscovery came from the �eld of plasmonics since it was found
that Al nanoparticles did not only exhibit a localized surface plasmon, but its frequency
could be tuned across a much wider range than those of the more common plasmonic
materials gold and silver.[34] In addition to this, solar devices from Al nanoparticles are
easy to fabricate.[35] One of the drawbacks of using Al, though, is its tendency to oxidize
since it is non-precious.[34] It has been shown though that the oxide layer is porous and
still allows di�usion of small molecules.[36] One of the leading groups in the �eld of plas-
monics, Halas and co-workers, have used Al@CuO nanostructures to produce synthesis
gas (CO and H2) from water and CO2.[37] In another publication they used aluminium
nanoparticles as the basis of an antenna reactor: they decorated the surface of the Al
nano-particles with di�erent transition-metals (Fe, Co, Ni, Ru, Rh, Pd, Ir and Pt) which
catalyses a reaction while the plasmonic nano-particle leads to increased light absorption
and generates local regions of higher temperature ("hot-spots").[38]
Another important pillar of understanding catalytic activities are systematic theoretical
studies. For icosahedral, 13-atomic Al clusters doped with Al, Be, Zn, Ni, Cu, B or P at
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1 Carbon Dioxide � A Global Challenge

their centre, Zhao et al. studied CO2 adsorption. They used DFT and considered neutral
as well as singly positively and negatively charged systems.[39] They found adsorption to
be tunable with the dopant and showed the catalytic potential of such structures. In a
second publication, they showed that these structures are not just capable of adsorbing
CO2 but also of activating and dissociating it.[40] Their studies were focused on ground-
state properties and did not include light absorption spectra or excited-state properties
which are relevant to photo catalysis.

1.2 Outline and Motivation

The aim of this work is to study the e�ect of dopants on small aluminium clusters' elec-
tronic structure and their catalytic behaviour in terms of CO2 adsorption and activation.
Additionally, the size-dependence of parameters such as adsorption energy, ionisation
energy and spin-state will be investigated and general trends will be discussed to help
understand and improve catalysts for CO2 conversion and pave the way towards the de-
velopment of cheaper alternatives to the regular precious metal catalysts.
We have studied the more reactive Al clusters with the dopant located in the outer icosahe-
dron shell. We will refer to them as "[Al12M]" throughout this work. M is the placeholder
for a wide variety of dopants (Al, B, C, H, N, O, P, S and Si; Zr, Mn, Fe, Ru, Co, Ni,
Cu, Ti, Pd, Rh, Ag and Au). We have chosen the notation in square brackets to indicate
the coordinative nature of the structures (one Al atom at the centre is surrounded by 11
other Al atoms and one dopant).
In the �rst part of this work, we will focus on the abilities of di�erent dopants to adsorb
carbon dioxide. Then we will investigate the electronic structure of the most promising
candidates both in the ground- and in the excited state. The last part of this thesis is
concerned with the size dependence of these properties and we will study systems with
one and two more icosahedral shells, [Al54M] and [Al147M], and compare the results.
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2 Methods

In this chapter we will brie�y describe the methods that were used to obtain the results
presented in this thesis. We will start by introducing the general concepts of Density
Functional Theory (DFT) as well as some vital parts of it such as di�erent exchange-
correlation (XC) functionals, discuss forces and relaxations, the di�erences between all-
electron calculations and pseudopotential (PP) approaches, di�erent basis sets and last
but not least the pitfalls of charge-partitioning schemes. In the last part we will cover
Time-dependent Density Functional Theory (TDDFT). In particular, we will cover how
absorption spectra can be obtained from time-propagations and introduce the Casida
formalism of TDDFT. In the following chapter, atomic units will be used unless stated
otherwise. In particular, this means that ~ = me = e = 4πε0 = 1.

2.1 Density Functional Theory (DFT)

In this section we will start o� with the fundamental concepts of Density Functional The-
ory (DFT), namely the Hohenberg-Kohn theorem and the Kohn-Sham theorem. We will
then talk about more speci�c aspects of the general theory like spin-polarized DFT, the
delta-SCF (SCF = self-consistent �eld) approach and common problems in DFT like the
di�erence between Kohn-Sham energies and quasi-particle energies.

Many quantum-mechanical methods like Hartree-Fock or coupled cluster theory are cen-
tred around many-electron wave functions. While many-electron wave functions contain
all the information that is possible to acquire about a system and all observables can
be calculated from them, they do not have a direct physical meaning and cannot be
measured. Considering that the wave function's dimensionality grows exponentially with
system size, it becomes clear that such approaches are only applicable to systems with
few atoms.[41] In reality though, usually the use of many atoms is required in order to
describe materials.
One approach to overcome this problem is density functional theory (DFT). Here, the elec-
tron density n(−→r ) with−→r as the electronic coordinates of a system is the relevant quantity
from which its properties can be calculated. In contrast to the many-body wave function
Ψ(x1, x2, ..., xN), the density of the N -electron system, is an observable which can be mea-
sured and can be written as n(−→r ) = N

∑
σ2,...,σN

∫
d3−→r 2...

∫ −→r N |Ψ(−→r σ,−→r 2σ2, ...,
−→r NσN)|2

[42]. Here xi denotes the electronic coordinates of the ith electron, which consist of the
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2.1 Density Functional Theory (DFT)

spin σi and spatial coordinates ri. The space integral over the density yields the number
of electrons in the system. The integral over a volume in space of the density can be in-
terpreted as the probability of �nding an electron within this volume at position −→r . The
density only depends on the spatial (and spin-) coordinates −→r and it is su�cient to calcu-
late relevant quantities like the total energy of the system which was shown by Hohenberg
and Kohn[41]. The atomic nuclei with their positive charge form a potential V̂ (−→r ) which
interacts with the electrons. Assuming that the system has a non-degenerate ground-
state, a potential V̂ (−→r ) can only have one corresponding ground-state density n0(

−→r ).
Beyond that, Hohenberg and Kohn proved that this statement is also reversible, meaning
that considering a ground-state density n0(

−→r ), the potential V̂ (−→r ) is determined: One
can state that there is a Hamiltonian Ĥ = T̂ + Û + V̂ (−→r ) in which T̂ and Û denote the
kinetic energy operator and the electron-electron interaction, respectively. We will treat
the nuclei as clamped since electrons move on a much faster time scale than nuclei (hence
there is no kinetic-energy term considered for the nuclei). This is also referred to as the
Born-Oppenheimer approximation. Ĥ has a ground-state wave function Ψ(−→r ) and, as
stated above, a ground-state electron density n0(

−→r ). Hohenberg and Kohn showed that
there exist no two di�erent potentials resulting in the same ground-state density. On
the other hand, this means that there is a bijection between ground-state densities and
external potentials, since one determines the other. For this proof which lays out the
foundations of DFT, Kohn was awarded the Nobel-prize in chemistry in 1998.
The Hohenberg-Kohn theorem implies more than just the bijection between the external
potential and the ground-state density: it also shows that the total ground-state energy
E is a functional of the ground-state density n0(r) and can be written as

E[n0(
−→r )] = 〈Ψ|T̂ + Û |Ψ〉+ 〈Ψ|V (−→r )|Ψ〉 = F [n0(

−→r )] +

∫
n0(
−→r )V (−→r )d−→r . (2.1)

The ground-state density inserted into the exact functional F [n0(
−→r )] minimizes the total

energy of the system. By using the density, the three-dimensional problem which wave
functions pose is reduced to a 4-dimensional one (spatial coordinates and spin). Strictly
speaking, DFT is an exact ab initio theory. There is only one problem, which � in prac-
tice � is a major one: F [n0(

−→r )] is not known.
While the integral in equation 2.1 describes the Coulomb interactions between the density
and the nuclei, F [n0(

−→r )] contains the kinetic energy and the electron-electron interac-
tions. Kohn and Sham paved the way to transform DFT from a theoretical construct to
one of the most successful and widely used theories of today's electronic structure calcu-
lations. A lot of the di�culties of �nding a generally valid expression for F [n0(

−→r )] are
caused by the problem of quantifying electron-electron interactions in terms of density
(e.g. the term for electron exchange is well de�ned within Hartree-Fock theory which
is based on wave functions). To overcome these problems, Kohn and Sham de�ned an
auxiliary system which generates the same density as the real one but consists of non-
interacting electrons. This Kohn-Sham (KS) density can be written in terms of KS single
particle wave functions φi(−→r ) as nKS(−→r ) = 2

∑N/2
i=1 |φi(

−→r )|2 with the factor 2 arising
from the fact that at this point we are not considering di�erent spins of electrons but
treat states that are doubly occupied. As a result of the Hohenberg-Kohn theorem it
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follows that the external potential is not the same as V̂ (−→r ) and to avoid confusion we
will denote it by V̂KS. Some contributions of V̂KS can be accurately described, so the KS
potential can be rewritten in the following way:

VKS(−→r ) = V̂ (−→r ) +

∫
n0(
−→r ′)

|−→r −−→r ′|
d−→r ′3 + V̂xc[n0(

−→r )](−→r ). (2.2)

The �rst term denotes the external potential and describes any external forces acting on
the electrons (e.g. the Coulomb potential of the nuclei but also external electro-magnetic
�elds), the second term is the so-called Hartree potential which describes the Coulomb
interaction of one electron with the entire density which hence also includes interactions
of the electron with itself. The last term is the exchange-correlation (XC) potential which
includes all many-body e�ects. It is worth noting that the kinetic energy functional is not
explicitly known for a density but can be accurately described for the KS wave functions
(since the KS electrons are non-interacting, so even in this description we are missing
some parts that come from many-body e�ects like correlation):

T̂ [n0] ≈
N∑
i=1

〈φi| −
1

2
∇2|φi〉. (2.3)

The ground-state energy of the KS potential V̂KS can be written as

Etot = T̂ [n0(
−→r )] + EH [n0(

−→r )] + Exc[n0(
−→r )] +

∫
n0(
−→r )V (−→r )d−→r 3, (2.4)

with EH denoting the Hartree energy and Exc describing the xc energy. The term "XC
energy" generally includes everything that has been neglected due to either the non-
interacting nature of the KS wave functions (like in the calculation of the kinetic energy)
or since its description in terms of density is inaccurate (e.g. the Hartree potential contains
Coulomb interactions of the electron with itself). One of the upsides of this approach is
that the known terms in equation 2.4 already include the largest contributions to the
total energy, so if one approximates Exc[n0(

−→r )], only smaller parts of the total energy are
a�ected.[43] The nature of the most popular approximations for Exc will be described in
a later section (see section 2.3).
So far all quantities are described in terms of the total density, in most systems though
spin plays a more or less signi�cant role. The adaptation of the previous equations to
accommodate spin is fairly straightforward: Instead of treating one density, two di�erent
densities are treated, one for spin-up and one for spin-down electrons. We will denote
them by n0↑(−→r ) and n0↓(−→r ), respectively. The total density n0(

−→r ) is equal to n0↓(
−→r ) +

n0↑(
−→r ). However, when using spin-dependent DFT, there is a need for functionals that

are dependent on spin σ (e.g. an external potential containing a magnetic �eld or an XC
potential that contains exchange only between electrons of the same spin):

V̂KS(−→r , σ) = −1

2
∇2 + V̂ (−→r ) +

∫
n0(
−→r ′)

|−→r −−→r ′|
d3(−→r ′) + V̂xc[n0↓(

−→r ), n0↑(
−→r )]. (2.5)

The exact functional is of-course spin-dependent.[44]
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Figure 2.1: Scheme for self-consistent solving of the coupled KS equations.

Usually neither the KS potential nor the ground-state KS wave functions (or even n0(
−→r ))

are known. They can still be calculated by taking advantage of the bijective nature
between the external potential (which is usually known) and the density as well as the fact
that the ground-state is de�ned as a system's state that is lowest in energy. Combination
of these traits leads to a self-consistent problem which is often referred to as a self-
consistent �eld (SCF) approach: The Schrödinger equation ĤΨi = εiΨi with Ĥ being
the Hamiltonian operator and εi denoting the ith eigenenergy andΨi denoting the ith

eigenfunction of Ĥ can be reformulated in terms of DFT by simply exchanging Ĥ for
equation 2.5. Subtracting the right side leads to(
− 1

2
∇2 + V̂ (−→r )+

∫
n0(
−→r ′)

|−→r −−→r ′|
d3−→r ′+ V̂xc

[
n0↓(
−→r ), n0↑(

−→r )
]
− εKSi

)
φi,KS(−→r ) = 0. (2.6)

The SCF scheme for DFT is illustrated in Figure 2.1. Once the density does not change
more than a chosen threshold value between cycles, the calculation is considered converged
and the �nal density is the ground-state density.[45] In practice, usually not the new
density is used during the SCF-cycles but it is mixed with the previous one since this
makes convergence easier.[43]
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Now that we speci�ed how the di�erent parts can be obtained, we will discuss some of
the pitfalls of KS DFT concerning the KS wave functions. As mentioned earlier, these
are non-interacting single-particle wave functions. Strictly speaking, they do not have a
direct physical meaning since they are an auxiliary systems which is lacking some vital
information. The same can be said about their eigenenergies. On the other hand though,
the sum over the squares of the φi,KS are the exact density which cannot be said about the
orbitals of Hartree-Fock theory since these are lacking correlation and do not reproduce
the exact density.[44] Despite the lack of a rigorous proof, in practice the KS orbitals have
shown to be successfully used for qualitative molecular orbital analysis.[46, 47] In terms
of KS eigenenergies, only the highest occupied molecular orbital (HOMO) has a meaning
since the principle value of its eigenenergy equals minus the �rst ionization energy. This
statement though is only true if the calculation was performed with the exact functional.
In practice though results usually deviate quite a lot from the ionization energy due to
the approximations made to VXC .[44] In order to overcome this problem and obtain more
reasonable ionization energies, in practice often a so-called "delta-SCF approach" is used.
Therefore the total energy of the system and the total energy of the ionized system with
the same external potentials are calculated and the di�erence can be interpreted as the
�rst ionization energy.[48]

2.2 Forces and Relaxations

In this section we will describe the fundamental principles on which ab initio geometry
relaxations are performed. While semi-empirical approaches are based on force-�elds
[49], ab initio methods focus on the calculation of forces through the Hellman-Feynman
theorem.[50] The atomic structure is represented within V̂ (−→r ) and its determination will
be the focus of this section.
One important part of electronic structure calculations is the determination of the atomic
positions. This is not only of interest since the atomic structure is a vital part of the
KS potential, but also since interesting conclusions can be drawn from these geometries
(e.g. adsorption behaviour of molecules on surfaces). These quantities can be determined
spectroscopically (e.g. via x-ray di�raction or neutron scattering) but if one wants to
either predict structures or experimental data is simply not accessible it is favourable to
have computational tools instead. Here, the total energy comes in handy: The ground-
state atomic structure should be the one that leads to the lowest total energy. There are
di�erent ways to achieve this: for example, one could randomly assign spatial coordinates
to atoms and calculate the total energy of each resulting structure, the one yielding the
lowest total energy is then the ground-state con�guration. This is a simpli�ed explanation
of the route which random search algorithms follow (in practice of course there is usually
constraints that simplify the problem and can be taken advantage of, e.g. atoms have
to have a minimum distance from each other).[51] As one can imagine, this is rather
costly and even if one would �nd the ideal structure right away it can only be determined
after a certain amount of structures have been calculated. On the other hand, if the
amount of tested structure variations is big enough, one can be almost certain to have
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found the global minimum and not have stranded in a local one. Since this problem is
not unique to atomic structure optimizations but appears in many di�erent disciplines
ranging from economics to mathematics[52, 53], the �eld of global optimization and its
algorithms is a whole world by itself[54, 55, 56] which we will not cover here. What we
will focus on are the basic constraints that arise from physical laws which allow for an
e�cient optimization of the atomic positions with respect to the system's total energy.
One of the most straightforward constraints in that respect is that nuclei should have a
minimum distance from each other due to Coulomb repulsion and their �nite size. On the
other hand, the ground state by its nature is in equilibrium, meaning that the sum over
all forces acting should be zero. In the following, we will focus on how the forces acting
within the system can be calculated in the DFT framework.
The Hellman-Feynman forces,

−→
Fi , can be expressed as a derivative of the total energy

with the atomic positions being denoted by
−→
Ri:

−→
Fi = − ∂E

∂
−→
R i

= −
∫
n(−→r )

∂V̂ (−→r )

∂
−→
R i

d−→r − ∂EII

∂
−→
R i

. (2.7)

Here EII describes the nucleus-nucleus interactions which are described in a classical way
and the �rst term contains a gradient of the external potential. In principle, a geometry
optimization is converged once − dE

d
−→
R i

= 0 for all nuclei i and the total energy E has
reached a minimum.[42] In practice though, equation 2.7 contains some extra terms that
do not vanish like in the ideal theoretical case. This is due to mainly two reasons: First
of all, it is not possible to perfectly converge the density, there will always be some small
oscillations and one has to set a threshold under which computation is stopped. Secondly,
wave functions cannot be calculated analytically, so there is a need for a basis, and in
practice this basis needs to be truncated at some point, so it is never complete. One
way to deal with these so-called Pulay forces is to use a plane wave basis. This works
especially well since unlike most other basis sets, plane-waves do not directly depend on
the positions of the nuclei.[43]
However, with this force driven approach the initial guess of the atomic positions is
crucial since this sets the starting point for the calculation. If the initial geometry is
very far o� from the global minimum the algorithm might not converge at all or converge
to a local minimum that is close by.[43] Therefore it usually makes sense to perform a
geometry optimization from di�erent starting points to minimize the risk of confusing a
local minimum for the global one.

2.3 XC Functionals

In this section we will discuss di�erent approximations to the exact XC-functional and
give an overview about the most common ones, namely the local density approximation
(LDA or local spin-density approximation, LSD, for spin-polarized cases), generalized
gradient approximated functionals (GGAs), hybrid functionals, self-interaction corrected
functionals (SICs), +U functionals and functionals that can capture van der Waals inter-
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actions. We will discuss strengths and pitfalls of the di�erent types of methods.
In 1965, shortly after their publication of the KS approach, Kohn and Sham made an-
other ground-breaking contribution to DFT. This was not of a purely theoretical nature
but consisted of the �rst approximation for the XC energy, the so-called local density
approximation (LDA), paving DFT's way to the �rst actual calculations.[45] Local means
that the XC term is evaluated at a position −→r according to the local density at this point
in space. One can rewrite the XC part ELDA

XC [n(−→r )] of the total energy as

ELDA
XC [n(−→r )] =

∫
n(−→r )εLDAXC (n(−→r ))d3−→r . (2.8)

This equals an average XC energy that is weighted by the probability of �nding electrons
at −→r .[44] In LDA, εLDAXC (n(−→r )) is approximated by the homogenous electron gas. In this
model (also known as "jellium"[43]), electronic charge is moving in front of an average
positive background, resulting in a density that is constant with respect to position −→r .[44]
The XC energy is then evaluated for the density of each point in space. As a consequence
of this, the XC energy is no longer a functional but a function of the density. The
homogenous electron gas is a common approximation for simple metals like sodium, but
systems like molecules usually di�er a lot from this picture. Nevertheless, LDA is the
only approximation for which the exchange and correlation term can be written in an
analytical form with very high accuracy. It is usually obtained from Quantum Monte
Carlo calculations. There is however parametrizations di�erent from that by Perdew and
Zunger, but all approaches yield very similar results.[43] The per electron XC energy εXC
(as parametrized by Perdew and Zunger[57]) takes the form

εXC = −0.4582

rs
− 0.1423

1 + 1.0529
√
rs + 0.3334rs

, rs ≥ 1 (2.9)

εXC = −0.4582

rs
− 0.0480 + 0.0311ln(rs)− 0.0116rs + 0.0020rsln(rs), rs ≤ 1, (2.10)

with rs = 3

√
3

4πn(−→r ) .[43] For a spin-polarized case, the so-called local spin density ap-

proximation (LSD) is used. Instead of considering the density of the system, the spin

densities n↑ and n↓ are each considered to be mimicked by the homogeneous electron gas
model.[42] However, in both LDA and LSD, there are some pitfalls: Firstly, the density
in most systems is far from that of a homogenous electron gas. The correlation energy
can vary rapidly with respect to the spatial coordinate if the density has a signi�cant
gradient.[43] Comparison of results obtained from Hartree-Fock calculations to LDA-level
DFT show that the quality of LDA results is comparable or even superior to Hartree-Fock
for molecules, despite the coarse jellium approximation in LDA[58, 43]. In the case of pe-
riodic systems, LDA clearly outperforms Hartree-Fock theory in terms of accuracy.[43]
There are several reasons for this: On the one hand, this is due to error cancellation
between the exchange and the correlation energy.[43, 42] On the other hand, it was shown
by Gunnarson and Lundquivst that the homogeneous electron gas approximation holds
pretty well in cases of slowly varying densities, which is usually not a good description of
the densities of molecules but can be the dominating reason in other systems.[45] In con-
trast, LDA and LSD lead to a signi�cant over binding when bond-breaking is calculated
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by stretching a bond (for the H +
2 molecule, the result obtained by LDA is two separate H

atoms with half an electron each[59]).[43] Despite being the oldest approximation, LDA
is still one of the most widely used XC functionals due to its low computational cost and
relatively good results.
Another popular type of XC functionals (e.g. PBE) are based on a generalized gradient
approximation (GGA). Here, instead of assuming that the density on which the calcu-
lation of the XC energy is based is uniform, an additional term containing the gradient
of the density is included. The gradient contribution is only taken into account under a
threshold value since high gradients would violate certain rules that the exact functional
should have: The exchange-hole should be negative everywhere and the exchange and cor-
relation holes should not contain fractional electronic charges. These constraints have to
be enforced in this approximation, but when done so it yields more reasonable results for
bond-stretching and other chemically relevant parameters.[44] Another class of XC func-
tionals that is popular for predicting chemical properties are so-called hybrid functionals
(examples: B3LYP, PBE0). These are based on an interpolation between two extremes:
On the one hand, the exact exchange in a fully interacting system is known from Hartree-
Fock theory. On the other hand, the exchange of a system of non-interacting particles is
described by KS DFT. How these extrema are weighted though is empirical and �nding
the correct mixture of LDA which underestimates the band gap and Hartree-Fock which
overestimates it is a sensitive topic.[60] It is also worth mentioning that computation of
hybrids is more expensive than the previously mentioned methods since calculation of the
exact exchange energy for the fully interacting system requires the use of a wave function
method (Hartree-Fock).[45]
In addition to these basic approximations to the exact XC functional, there is exten-
sions which can be used to improve results in situations where certain physical e�ects
are more dominant. These include a self-interaction correction (SIC), the Hubbard +U
correction[61] for strongly correlated systems or a van der Waals correction to improve
the description of physisorption. Self-interaction is, as mentioned above, a problem that
arises from the description of electron-electron interactions in terms of the density. This
becomes especially obvious in the case of the hydrogen atom. Since H does only contain
one electron, all electron-electron interactions should vanish, but for most functionals this
is not the case (only for one Hybrid functional, BLYP, Koch and Holthausen found the
self-interaction vanished[44]). This demonstrates how the approximations introduce un-
physical contributions, but self-interaction of course is not limited to one-electron systems
but is a side-e�ect of describing exchange and correlation in terms of the density. The
bad news is that despite corrections having been introduced, they are quite controversial
since they lead to orbital-dependent functionals[44] and, while giving improved results for
atoms, can in the case of molecules yield worse results for reaction energies or molecular
geometries than LDA.[62]
The "+U correction" originated from the problem that transition metal oxides were of-
ten found to be metals within LSD and GGA calculations, while indeed, they are Mott-
insulators.[61] The origin of this problem lies in the over delocalization of valence electrons
and in the resulting over stabilization of metallic ground-states.[63] This short-coming was
tried to be overcome by adding an extra correlation term. The term is usually referred
to as "+U" in the Hubbard model from which it originates.[45] The Hamiltonian of the
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Hubbard model can be de�ned as

ĤHubbard = t
∑
〈i,j〉,σ

(c†i,σcj,σ + h.c.) + U
∑
i

ni,↑ni,↓. (2.11)

Here, t is the hopping amplitude, σ denotes the spin, 〈i, j〉 denote nearest neighbouring
atomic sites, c†i,σ and cj,σ stand for the creation and annihilation operators, respectively,
U is the Hubbard parameter mentioned above and ni,↑ and ni,↓ are electronic number
operators for di�erent spins.[63] Equation 2.11 can be understood in the following way:
Assuming that the electrons are strongly localized, interactions are only accounted for
when electrons are on the same site, which, in this picture, can be used synonymously
with localized at the same atom. In this model though, the electrons are allowed to "hop"
from one atom to a neighbouring one which is captured by the �rst term in equation 2.11
(an electron with spin σ is created at atom i and is annihilated at site j). This hopping
takes place with a certain amplitude. The resulting interactions are proportional to the
occupation number of this atom i (the more electrons, the more Coulomb repulsion). It
is worth noting that both the hopping amplitude and the Hubbard U are at this point
empirical parameters. If t is much smaller than U , it means that basically there is no
hopping taking place since the repulsion between electrons is too large. The result are
strongly localized electrons that are assigned to one atom. In contrary, if t is much larger
than U , electrons can easily "hop" between neighbouring atoms and are rather delocalized.
This is well described by the aforementioned standard DFT approximations.[63] The
correction term is usually only applied to d- and f-type orbitals since the other electrons
are well described with LDA and other methods. However, one needs to take into account
that electronic interactions are already included in the underlying approximation (e.g.
in the LDA XC-functional in the case of LDA+U). Therefore, technically there is some
double counting which needs to be corrected. The total energy can be written as

ELDA+U [n(−→r )] = ELDA[n(−→r )] + EHubbard[oi,σ(m)]− Edoublecounting[oi,σ]. (2.12)

It is worth noting that EHubbard is a functional of the occupation numbers oi,σ(m) of the
states m of an atom i while Edoublecounting is a functional of the general, state-independent
amount of electrons at an atom. The last term can hence be interpreted as a sort of mean
�eld correction. In practice, the occupation of the states of an atom is often obtained
through projection of the KS states onto an atomic basis. This projection is not unique and
bears its very own problems of which some will be discussed in section 2.6. There is also
no analytical description of Edoublecounting so the outcome depends on the approximation
one chooses. In general though, if the right parameters are chosen, the +U correction can
be a very successful tool.[63]
Another common problem in popular XC functionals within DFT is their lack of accurate
description of van der Waals (vdW) interactions. This stems from the local and semi-
local approximations that are predominant in these common functionals, but vdW forces
have a non-local component since they originate from induced dipole interactions and are
present in areas of low density (in particular between molecules).[64] A common approach
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is correcting the correlation part of the total energy by a non-local term:

EC [n(−→r )] = ELDA
C [n(−→r )] + Enon−local

C [n(−→r )]. (2.13)

The �rst term resembles the correlation energy obtained from LDA while the correction
term should approach zero in the local regime of n(−→r ).[64] The decay over long ranges
r should follow a 1

r6
behaviour (Lennard Jones potential). Finding approximations that

satisfy these criteria while remaining computationally e�cient and feasible is a vital �eld of
research.[65, 66] Approaches either do not only focus on corrections made to the correlation
energy but also involve corrections applied to the potential VKS.[66] The approximation
which we used in this work is the so-called Grimme-d2 correction[67]. It is based on a
correction to the energy and in order to meet the criteria mentioned above, a damping
factor fdamping(rij) is applied:

Enon−local
C [n(−→r )] = −s6

Natoms−1∑
i=1

Natoms∑
j=i+1

C6(ij)

r6ij
fdamping(rij). (2.14)

In this equation, s6 is a global scaling factor that is dependent on the XC functional one
uses, i and j are the indexes of di�erent atoms, C6(ij) denotes the dispersion coe�cient
of di�erent atom pairs, Natoms stands for the total number of atoms and rij is the cor-
responding interatomic distance of atom pair ij. [67] It is important that the damping
factor leads to a decay that ensures that, on the one hand, long-range interactions are
present, but on the other hand, double counting in short-range regions is avoided. As a
damping factor, Grimme et al. proposed

fdamping(rij) =
1

1 + e−20(
rij

Rr−1
)
, (2.15)

with Rr being the sum of atomic vdW radii. It is worth noting that C6 is an empirical
parameter.[67]

2.4 Pseudopotentials (PPs) versus All-Electron

Calculations

In this section we will talk about the concept of PPs compared to all-electron calculations.
We will give the reader an idea of what requirements a PP has to hold up to.
Every description so far has included the full density and all KS states. When describing
chemical properties, though, one is usually only interested in valence electrons since core
levels are so low in energy that they usually do not participate in reactions. Core-regions
also pose another problem: Wave functions usually have cusps close to the atom core
which require bigger basis sets to describe.[45] Hence it would be bene�cial to not just
be able to neglect core-electrons but approximate the whole region close to the nucleus.
When considering contributions like the kinetic energy that are calculated from the KS
wave functions, reduction of the amount of states to take into account can dramatically
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decrease the computational e�ort. The general idea underlying the development of PPs
was the approximation that the core-electrons can be "frozen" (frozen core approximation)
and remain unchanged.[43] Janak, however, showed that this is not necessarily true since
these low-energy electrons can also be subject to signi�cant changes depending on the
chemical environment.[68] It took four years until von Barth and Gelatt showed that PPs
are indeed a valid tool within electronic structure calculations.[69] Their argument was
based on a separation of the valence density and the core density within the total energy
functional and comparison of this result to a "frozen core functional". The di�erence of
both total energies should then give the error one makes when using PPs (PPs):

δ = E[ncore(frozen core), nvalence(frozen core)]− E[ncore, nvalence]. (2.16)

They could show that the PP approach yields results that di�er less than 5% from all-
electron calculations.[69] In today's electronic structure calculations, PPs are popular
tools. The earlier PPs were constructed to reproduce experimental results like ionization
potentials[43]. Modern PPs on the other hand are usually norm-conserving, meaning
that they have to meet certain criteria. Unlike their predecessors, they are constructed
to mimic the scattering of an atom of a certain type. Beyond that, they are required to
1) yield the same eigenenergies for the valence electrons as obtained from all-electron
calculations.
2) result in the same wave functions as the ones obtained from all-electron calculations
outside of a certain radius rcore around the atom core.
3) contain the same charge for r > rcore as the real atom would (which is where the name
"norm-conserving" comes from). [43]
The core-electrons are included in the external potential in that way that the Coulomb
repulsion is mimicked in the potential. Due to the construction from scattering properties,
PPs have minimum energy cut-o�s in order to obtain valid results. This can easily be
found by increasing the cut-o� and checking for convergence of the result.[45] For some
elements like transition metals, accuracy can be increased by inclusion of lower lying
states as valence electrons. These are then referred to as "semi-core PPs". It is worth
noting that one has to use a di�erent PP for each angular momentum since it is not easy
to �nd a function that ensures that states of di�erent angular momentum are orthogonal
to the core states. One of the downsides of norm-conserving PPs, however, is that they
are relatively "hard", meaning that the wave functions resulting from these calculations
still show features that require larger basis-sets (more on basis-sets: see section 2.5).[43]
This was �xed by the construction of so-called "ultra-soft PPs". However, these are
more complex and can sometimes contain unphysical core-like states (ghost-states).[45]
Despite PPs strictly speaking, as a result of their construction, only being valid for isolated
atoms[45], they have proven their worth and transferability to molecules and solids over
the years in numerous calculations and have since become the work-horses of DFT making
the calculation of large systems possible. Nevertheless, it is good practice to test a PP e.g.
against results from an all-electron calculation to ensure that the approximation is valid
for the system under study and it is important to only use PPs that have been generated
with the same XC functional used for the calculations.
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2.5 Basis Sets

This section is dedicated to the introduction of di�erent basis-sets. We will talk about
plane waves, local orbitals and real-space grids in particular. While plane waves are
superior when it comes to periodic systems, local orbitals are usually the method of choice
in quantum chemistry. The third category, real-space grids, can be easily applied to both
�elds and is a numerical solution of the problem of �nding the correct wave function.
Finding an analytical function that represents the exact wave function is a daunting task.
In theory, one would have to test an in�nite amount of functions. In order to reduce the
size of the problem, a basis set is chosen. This means that the exact wave function is
expressed not in its analytical form but is approximated e.g. with a set of Gaussians.[44]
One has to be aware that, in theory, only an in�nitely large basis would yield the accurate
result. In practice though, one needs to truncate the basis at a point that is su�ciently
large to describe the wave function well enough.
One of the most common basis function types in condensed matter physics are plane waves.
Plane waves are functions of the type 1

V
ei(
−→
k +
−→
G)r, with

−→
k denoting the Bloch vector of a

crystal, V representing the volume of the unit cell and
−→
G standing for the reciprocal lattice

vectors.[43] Their physical interpretation is the solutions of the Schrödinger equation of a
free particle.[44] Due to the relationship between the momentum −→p and the Bloch vector−→
k , which in free space is −→p = ~

−→
k , one can de�ne a cut-o�, Ecut, of the kinetic energy as

1

2
|
−→
k +
−→
G |2 ≤ Ecut. (2.17)

Due to the exponential character of plane waves, the basis functions are quite extended.
This poses a problem in the description of low lying states which have complicated struc-
tures around the nuclei and require extensive basis sets. For this reason, plane-waves are
usually only applied in combination with PPs.[43]Plane waves are strictly only designed
for periodic systems but this can be circumvented by increasing the unit cell around a
�nite system so that it mimics vacuum.[43] This, on the other hand, can require very
large unit cells which increases the computational cost. This is why plane waves are most
popular in periodic systems and are rather unpopular in quantum chemistry.[44]
Most quantum chemistry basis sets are based on local orbitals. A very popular approach
is the use of Gaussian type orbitals (GTOs), ηGTO, which can be described by

ηGTO = Nxlymzne−αr
2

. (2.18)

Here, α is a sort of "damping factor" which determines how quickly a state decays over
space. N makes sure that the GTO is normalized and the exponents l, m and n sum
up to the angular momentum of a state. It is worth noting that, while plane-waves are
orthonormal by construction[43], GTOs are normalized but not orthogonal.[44] There are
extensions that make the use of this basis-set more e�cient, namely contracted Gaussian
functions (CGFs). For this, a subset of GTOs is used as a basis function and the Gaussians
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within this subset can be linearly combined:

ηCGF =
A∑
a

dτ (a)ηGTO(a). (2.19)

Here, ηCGF is a basis function constructed of a set of A GTOs (ηGTO) with coe�cients
dr for each GTO a.[44] There is a variety of di�erent basis-sets which are all more or less
designed in this way. While the exact type of function in use might di�er (some electronic
structure codes like e.g. FHI-aims use an atomic orbital basis instead of some form of
Gaussian function), all local orbital basis sets have in common that they are atom cen-
tred which requires additional e�ort when one wants to compute Hellman-Feynman forces
(the so-called Pulay forces cancel out for plane waves due to their atom-independence,
see section 2.2). On the other hand, local orbital basis sets have been designed for fast
convergence in quantum chemistry and no more than a few tens of functions per atom
are necessary to achieve this. In comparison, one would need about 250.000 plane waves
to describe the unit cell of diamond, if no PP is used.[43]
A totally di�erent approach is that of real-space grids. While both plane waves and the
local orbitals are centred around the idea of describing the wave function by a combination
of analytical functions, real-space grids choose the opposite direction: Instead of de�ning
basis functions, they "sample" the wave function at di�erent points in space. Convergence
is achieved if one has enough points to describe the function well enough. For the com-
putation of integrals etc., numerical methods are required and technically speaking, the
resulting wave function is not "smooth" since it consists of discrete points (which is not
the case for the other methods). However, if enough points are chosen, interpolation will
lead to the correct results. [43] In summary, the choice of basis set should be considered
with the respective application in mind since all methods have their very own strengths
and weaknesses.

2.6 Charge Partitioning Schemes

This section is focused on charge partitioning and its many pitfalls. While there are
plenty of di�erent approaches, each of them bears its own problems and limitations and
it is important to take these into account when choosing a method.[70, 71] We will give
a quick overview over some of the most common schemes, namely the Hirshfeld analysis,
Mulliken analysis, the Bader scheme and the projection of the density of states (pDOS)
onto an atomic orbital basis.
When analysing phenomena like charge-transfer (CT), one is usually not only interested
in the amount of electrons being transferred but also in the participation of di�erent
parts of the system within the process. While the amount of charge being transferred can
easily be determined via integration over the density of the region in which the acceptor
is located, this does neither give insight on the origin of the CT nor on the resulting
charge-distribution of the acceptor. Another prominent example of the importance of
charge-partitioning is the question if a part of a molecule is prone to electrophilic or
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nucleophilic attacks (e.g. consider the Umpolung of CO2 upon activation)[4]. In these
cases, the density clearly does not contain enough information and the shape of the KS
orbitals is more of a qualitative measure than an analytical result.[46, 47] In order to
resolve this dilemma, several schemes have been established over the years.[71]
One of the most famous approaches has been established by Mulliken. It is predominantly
used in methods that use a linear combination of atomic orbitals as their basis set. For
other basis-set types, it is possible to perform a basis-transformation by e.g. projecting
the density of states (DOS) onto e.g. an atomic basis. The partial charge q of each atom i

can then be derived from the coe�cients cj of each molecular orbital φk's basis functions
χj with φk =

∑
cjχj.

qi = Q0(i)−Q(k) (2.20)

describes the resulting charge of atom i with Q0(i) standing for the number of electrons
of the neutral, isolated atom i in its ground-state, Q(k) denoting the amount of electrons
found on atom i through summation of the coe�cients.[72] While this approach is fairly
straightforward, it has the downside that it depends on the choice of basis functions. More
atomic orbitals do not necessarily lead to a "more accurate" result since those functions
might be more delocalized and there will be overlap with other atoms. This overlap is
usually evenly split between participating atoms but if this term gets very large, results
are usually unphysical.[71]
Another method that follows a similar approach is the Hirshfeld charge-partitioning
scheme. Here, one starts from a "pro-molecule". This describes a construct of atoms
with spherically averaged ground-state densities. These are arranged in a way that the
nuclei are positioned at the same coordinates as those of the real molecule. Regions of
overlap are, unlike in the Mulliken approach, not "equally shared" between participating
atoms but with respect to their contribution evaluated through the overlap of the pro-
molecule. The density of the pro-molecule can then be expressed as npro(−→r ) =

∑
i ni(
−→r )

and the sharing function wi(r) can be written as

wi(
−→r ) =

ni(
−→r )

npro(
−→r )

. (2.21)

The resulting atomic charge Qi of atom i can then be expressed via integration of the
deformation density δni(−→r ):

Qi = −
∫
δni(
−→r )d3−→r = −

∫
wi(
−→r )(nmol(

−→r )− ni(−→r ))d3−→r . (2.22)

It is also possible to directly integrate over the molecular density ρmol(−→r ) multiplied with
the sharing function for atom i to obtain Qi, but since this quantity varies more rapidly, it
is numerically easier to use equation 2.22 instead.[73] While this method yields excellent
results for ground-state atomic charges[71], it is to be taken with a grain of salt for excited
states[70]. This can be explained by the construction of the pro-molecule from atomic
ground-state densities: At higher excitation energies, the density might get deformed in
a way that reaches outside of the pro-molecule. In this case, one would be blind to these
electrons. Checking for this on the other hand is fairly easy since the sum of the partial
charges should, by construction, yield the amount of electrons in the system. If this is
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Method charge on C [e] charge on O (average) [e]
Hirshfeld +0.3 -0.2
Mulliken +0.4 -0.2
Bader (without PP) +2.1 -0.9
Bader (with PP) +4.0 -2.0

Table 2.1: Results of a partial charge analysis for a linear CO2 molecule in gas phase
at 0 K. The Bader analysis was performed on a density obtained through Octopus
and Hartwigsen Goedecker Hutter LDA PPs, as well as on a density obtained from
an all electron calculation with FHIaims. For better comparison, a Mulliken analysis
was performed using FHI-aims and a Hirshfeld scheme using Octopus and only the
deviation from the neutral atom's charge is displayed.

not the case any more and one is well below the �rst ionization energy, it is clear that the
Hirshfeld approach cannot be used for this case since the result is unphysical through the
constraint of the pro-molecule.
In 1971, Bader developed a scheme that was independent of atomic densities, wave func-
tions and basis-sets. He de�ned basins over which he then integrated the density. The
border of a basin is de�ned as the points where the gradient of the density is equal to
zero.[74] While this approach is quite elegant since it only requires the density and there
is no arbitrariness within it, it poses a huge problem for the use with PPs. Due to the
PP's additional repulsion to mimic the Coulomb repulsion from the lower lying electrons
and the resulting construction that the wave functions decay before the core-region, there
is a "hole" in the density at the nuclei positions. This can lead to oddities in the gra-
dient which then result in unphysical results. Bader analysis is not only problematic in
combination with PPs but is also known to yield too extreme values which indicate a
structure's components to be more ionic than they actually are.[71]
If one calculates the partial charges of a simple CO2 molecule using a Hirshfeld, a Mul-
liken and a Bader scheme with and without PPs, the results (Table 2.1) are quite telling:
In table 2.1, we calculated the charge distribution in a linear CO2 molecule with the
di�erent schemes. Apparently, the size of basis set for the Mulliken analysis in this case
was su�cient since it agrees rather well with the Hirshfeld result. While all di�erent
charge-partitioning methods seem to capture the total amount of electrons rather well
(2 ∗ q(oxygen) + q(carbon) ≈ 0, deviations from this might seem more prominent due to
rounding) and the general picture that the carbon atom is positively charged while the
oxygen atoms bear a partial negative charge is consensus among all di�erent methods,
this is about it when it comes to similarities. The most extreme values can be observed for
the Bader analysis with PPs which results in an even distribution of all valence electrons
of the carbon atom among the oxygens. According to this picture, CO2 would be a salt
which is clearly not the case. The results from the Bader analysis with the density of an
all-electron calculation are less extreme but still indicate that the carbon atom donates
more than two of its electrons to the neighbouring oxygen atoms. On the other hand, the
Hirshfeld and Mulliken charges show much smaller partial charges of +0.3 e and +0.4 e,
respectively. These values are in very good agreement with one another and literature.[4]
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One of the upsides of the Mulliken analysis over the schemes developed by Bader and
Hirshfeld however is that, since it is not based on the density but on atomic orbitals, the
charge analysis can be resolved with respect to the angular momentum. Guerra et al. go as
far as to claim that Mulliken analysis is useless due to its heavy basis set dependence[71],
but when used with caution, it can yield reasonable qualitative results.[72]

2.7 Time-dependent Density Functional Theory

(TDDFT)

While the section 2.1 was concerned with the fundamentals of ground-state DFT, if one
wants to calculate excited state properties there is certain extensions to the theory that
need to be made. This section will start by introducing the most fundamental basis of
time-dependent density functional theory (TDDFT) which is the Runge-Gross theorem.
We will then continue to talk about di�erent TDDFT XC-functionals (ALDA, memory
kernels) and their strengths and weaknesses. We will �nish by talking about light-electron
coupling and discuss two of the most common approaches to handle this phenomenon
which are real-time propagations and the solution of Casida's equation. To illustrate
some interesting aspects of relevance to our work we will explain how absorption spectra
are obtained from both methods.
The basis of excited-state calculations is the time-dependent Schrödinger equation,

i
∂

∂t
|Ψ(t)〉 = Ĥ(t)|Ψ(t)〉, (2.23)

with Ψ(t) denoting the many-body wave function and t equalling time. For DFT, Ho-
henberg and Kohn laid the foundation, their reasoning though was strictly constrained
to the ground-state. One of the key pillars of the proof underlying the Hohenberg-Kohn
theorem was the argument that the ground-state is associated with the lowest total energy
possible. In a perturbed system, however, this does not hold any more. If the system is
not just initially perturbed but is driven by an electromagnetic �eld, the total energy of
the system even changes over time. However, instead of focusing on the energy, one can
utilize the so-called quantum mechanical action A[Ψ(t)]. The quantum mechanical action
is de�ned as

A[Ψ(t)] =

∫ t1

t0

〈Ψ?(t)|i ∂
∂t
− Ĥ(t)|Ψ(t)〉dt. (2.24)

The wave function Ψ that results in a stationary point of the quantum mechanical action
(A[Ψ(t)] = 0) is the solution of the time-dependent Schrödinger equation (equation 2.23).
While the static Schrödinger equation is a second order di�erential equation (with respect
to the spatial coordinates), the time-dependent Schrödinger equation is of �rst order (with
respect to the time). This has some further implications: The static Schrödinger equa-
tion is a boundary value problem (one wants to �nd the minimum energy), but for the
time-dependent case, the solution also depends on the initial state of the system.[42]
The Hohenberg-Kohn theorem proofed the bijectivity of the external potential V (−→r ) and
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the density n(−→r ). The Runge-Gross theorem, in contrast, shows that if two potentials are
truly di�erent, meaning that V (−→r , t) 6= V ′(−→r , t) + c(t) with c(t) being a time-dependent
function, they cannot lead to the same density n(r, t). The proof utilized a Taylor ex-
pansion of the potential with respect to the initial time t0. As long as this can be done,
the Rung-Gross theorem holds and there is a one-to-one mapping between n(−→r , t) and
V (−→r , t) for a given initial state Ψ0.[42]
One of the most common XC functionals in TDDFT is the adiabatic local density ap-
proximation (ALDA). It is the time-dependent analogy to LDA and can be expressed
as

V̂ ALDA
XC (−→r , t) = V̂ HEG

XC (n)|n=n(−→r ,t), (2.25)

with V̂ HEG
XC (n) denoting the XC potential of the homogeneous electron gas of density n.

The general idea behind this is to use the same approximations that have been developed
for DFT and simply "re-evaluate" the functional for each di�erent density. This can
also be utilized to use other DFT functionals in time-dependent calculations. It is worth
noting though that ALDA of course does not �x the problems of LDA and hence su�ers
from the same wrong asymptotic decay of the density (in a neutral �nite system, it
should decay with 1

r
, indeed though it decays exponentially), as well as the other short-

comings mentioned above (see section 2.3).[42] As a result of this rapid decay of the
density, local XC functionals are less attractive at long ranges than the exact functional
would be.[44] This underestimation of the attractive character can lead to quite dramatic
overestimations of excitation energies. [42] Even when the approximation fails (like e.g. in
the case of CT excitations), there is usually still conditions under which useful information
can be extracted nevertheless.[75]

Time-dependent functionals that are derived in this way only depend on the density at
t. The exact functional, however, should have some sort of "memory", meaning that
previous points in time, t′, are relevant to the system's current state.

In order to obtain the density at t, the initial KS wave functions of the system (initial
here refers to t = t0 which, in most cases, will be the ground-state) can be propagated
for a �nite time tf . Therefore, the initial KS states are acted upon with a time-evolution
operator Û(tf , t0):

φi(
−→r , tf ) = Û(tf , t0)φi(

−→r , t0). (2.26)

The time-evolution operator Û(tf , t0) can be de�ned in terms of the time-dependent KS
Hamiltonian, the Keldysh pseudo-time, τ , and a time-ordering operator T̂ :

Û(t′, t) = T̂ e−i
∫ t′
t ĤKS(τ)dτ . (2.27)

There is a need for approximations to the exponential in equation 2.27. In addition,
it is bene�cial to split the propagation time into smaller intervals ∆t (often referred to
as "time-steps") in order to reduce the total error within the propagation. A simple
direct expansion in a power series of δt, unfortunately, results in not normalized KS wave
functions and hence an unstable propagation. One of the most common solutions to this
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problem is the so-called Crank-Nicholson scheme. This facilitates the fact that a state
at t can either be reached by propagating the state at t − ∆t forward in time or by a
backwards propagation from t+ ∆t. The time-dependent KS wave functions can then be
rewritten as

φ(t+
∆t

2
) = Û(t+

∆t

2
, t)φ(t) (2.28)

= Û(t− ∆t

2
, t+ ∆t)φ(t+ ∆t). (2.29)

With Û−1(t+ ∆t, t) = Û(t−∆t, t), it follows that

φ(t+ ∆t) = Û(t+
∆t

2
, t+ ∆t)Û(t+

∆t

2
, t)φ(t). (2.30)

In a �rst step, a �rst guess for the KS wave functions at t + δt is made by e.g. a third
or fourth order direct expansion of the exponential in equation 2.27 with δt in order to
obtain an estimate for Û . This is a poor approximation but is su�cient to construct
Ĥ(t+ δt) and Û(t+ δt

2
, t+ δt). Using these again to obtain the time-dependent KS wave

functions with equation 2.30 yields stable propagations and reasonably good results.[42]
One common time-dependent problem is the response of a system to an external electro-
magnetic �eld. For a constant electric �eld, Velectric(−→r , t) = eE(t)−→r , the electron-light
coupling can be described by

i
∂

∂t
|Ψ(t)〉 = [Ĥ(t) + Velectric(t)]|Ψ(t)〉. (2.31)

[76] When calculating absorption spectra, instead of using a "regular" electric �eld, a delta
pulse, Vpulse(−→r , t) = −k0−→s vδ(t), is applied to the ground-state wave functions at t = 0.
Here, −→s v denotes three orthogonal vectors in space (e.g. x,y,z) and k0 is the amplitude
which should be chosen su�ciently small in order to ensure a linear and dipolar behaviour
of the system. This is an elegant mathematical trick: Since a delta-perturbation can be
written as an in�nite sum over sines, basically all possible frequencies ω get excited at
the same time. When propagating this perturbed state, the density will move. This
displacement of negative charge against the positively charged nuclei is a dipole moment.
Fourier transformation of this yields the dynamical polarisability, α(t), whose imaginary
part = is proportional to the photo-absorption cross-section, σ, according to

σ(ω) =
4πω

c
· 1

3
=
∑

v=x,y,z

αv(ω), (2.32)

with c denoting the vacuum speed of light. The factor of 1
3
in combination with the spatial

dependence of αv(ω) produces a spatially averaged response.[42]
Another way of obtaining excitation spectra is through linear response theory. For per-
turbations, the density can be expanded in a series of the form

n(−→r , t) = n(0)(−→r ) + n(1)(−→r , t) + n(2)(−→r , t) + n(3)(−→r , t)..., (2.33)

in which n(0)(−→r ) denotes the unperturbed ground-state density. If the perturbation v(1)
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is small, the expression can be truncated after the linear term n(1)(−→r , t). The time-
dependent density can then be rewritten in terms of the density-density response function
χ as

n(−→r , ω) = n(0)(−→r ) +

∫
χ(−→r ,−→r ′, ω)v(1)(−→r ′, ω)d−→r ′. (2.34)

Here,
−→
r′ denotes the spacial coordinates of density. For the KS approach, χKS is much

easier to calculate since the electrons are non-interacting. It can be written as

χKS(−→r ,−→r ′, ω) = lim
η→0+

∞∑
jk

(fk − fj)
φj(
−→r )φj(

−→r ′)φ∗k(
−→r )φ∗k(

−→r )

ω − (εj − εk) + iη
, (2.35)

in which fk denotes the occupation number and εk is the eigenvalue of the kth KS ground-
state orbital.[42] η stands for a positive in�nitesimal which enforces the adiabatic approx-
imation (meaning that the system varies slowly over time)[77] and 0+ denotes the time at
which the perturbation occurs. It is worth noting that only excitations between occupied
(f = 1) and unoccupied KS orbitals (f = 0) contribute to the density-density response
since all other contributions cancel out. The excitation energies of the system can be
found at the poles of the polarisability. The time-dependent KS potential in the linear
expansion can be expressed as

V̂
(1)
KS(−→r , t) = V̂

(1)
ext (
−→r , t) + V̂

(1)
Hartree(

−→r , t) + V̂XC(−→r , t), (2.36)

with V̂ (1)
Hartree(

−→r , t) =
∫ n(1)(−→r ′,t)
|−→r −−→r ′| d

−→r ′ and

V̂XC(−→r , t) =

∫ ∫
δV̂XC(−→r , t)
δn(−→r ′, t′)

n(1)(−→r ′, t′)d3−→r ′dt′. (2.37)

The term δV̂XC(−→r ,t)
δn(−→r ′,t′) in equation 2.37 is often referred to as XC kernel, fXC(−→r t,−→r ′t′), and,

in the spirit of DFT, contains everything that is unknown. The approximation to the
kernel used in this thesis is the ALDA XC kernel, fALDAXC (−→r t,−→r ′t′), which can be de�ned
as

fALDAXC (−→r t,−→r ′t′) = δ(−→r −−→r ′)δ(t− t′)fHEGXC (n)|n=n(−→r ,t) (2.38)

with fHEGXC (n) =
dV̂ HEG

XC (n)

dn
. It is worth noting that equation 2.38 is local in time and space

but despite this rather simplistic approximation, it performs surprisingly well. [42]
A common way of �nding the poles of the density-density response function is through
the Casida formalism which turns the search into a pseudo-eigenvalue problem:[

A B

−B −A

] [
XI

Y I

]
= ~ωI

[
XI

Y I

]
(2.39)

Here ωI denotes the excitation energy of the I th excitation, XI and Y I are the Casida
matrix eigenvectors and the matrix elements A and B are given by

Avcv′c′ = δv′vδc′c(εc − εv) +K
H(XC)
vc,v′c′ (2.40)

30



2.7 Time-dependent Density Functional Theory (TDDFT)

and
B = K

H(XC)
vc,v′c′ , (2.41)

respectively. The superscript v here denotes an unoccupied state and c stands for occupied
orbitals. KH(XC)

vc,v′c′ is given by

K
H(XC)
vc,v′c′ (ω) =

∫ ∫
φv(
−→r )φc(

−→r )

(
1

|−→r −−→r ′|
+ fXC(−→r ,−→r ′, ω)

)
φv′(
−→r ′)φc′(−→r ′)d−→r d−→r ′

(2.42)
and describes the Coulomb interactions (e.g. electron-hole attraction), so forKH(XC)

vc,v′c′ (ω) =

0, the excitation energy is the eigenvalue di�erence of the KS wave functions.[78] The exci-
tation energies that are obtained from solving equation 2.39 are exact. In practice though
they su�er from the approximations made, namely the approximation to the XC func-
tional which results in an inaccurate KS ground-state and the approximated frequency
dependent XC kernel. Under the assumption that the KS orbitals are real and fXC is
independent of the frequency (which is only true within the adiabatic approximation),
the A and B become real. The equation 2.39 can be simpli�ed to

CFI = ω2
IFI (2.43)

with F =
√
A−B(X − Y ) and

C(vcv′c′) = δvcv′c′ω
2
vc + 2

√
(εv − εc)(ε′v − ε′c)K

H(XC)
vc,v′c′ . (2.44)

[77, 78, 79] The excitation energies and Casida matrix eigenvector elements can be ob-
tained through diagonalization of C. The oscillator strength f of excitation I can be
obtained via

fI =
2

3
(|−→µxS−1/2FI |2 + |−→µyS−1/2FI |2 + |−→µzS−1/2FI |2), (2.45)

in which the factor 2 originates from the di�erent spin-channels, the factor of 1/3 forms
the spatial average, −→µx, −→µy and −→µz denote the dipole moments in x, y and z direction and
S =

−δvcδv′c′
(fc−fv)(εc−εv) .[77] The spectrum can then be obtained by broadening the oscillator

strengths. For a complete basis,
∑

I FIF
†
I = 1. In practice, this can be used as a test

criterium to check if enough unoccupied states have been included. For Casida calculations
usually a large number of empty states is required to achieve full convergence which
makes it scale worse with electron number than time-propagations.[42] The excited state
ΨI can be approximated by

∑fc−fv>0
cv Ccv(I)â†vâcΦ0 with the ground state Φ0 and the

coe�cients Ccv(I) =
√

εv−εc
ωI

Fcv(I). This allows for qualitative assignment of the excited

state wave function. This is basically a con�guration interaction picture which is popular
in quantum chemistry: ΨI is a singly excited con�guration which consists of the coe�cient
weighted KS orbitals.[77] If one wants exact excitation energies and band-gaps, many-
body perturbation theory (e.g. the GW approximation or Bethe Salpeter equations)[80]
or more complex hybrid functionals and meta-GGAs can be used.[81] Although being
much more expensive in terms of computational e�ort, the quality of the results justi�es
this.[42]
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3 Results and Discussion

In this chapter we will present the �ndings of our research and discuss their implications.
The �rst part (section 3.1) is focused on the atomic structure and carbon dioxide ad-
sorption behaviour of di�erent systems. We relaxed icosahedral aluminium clusters with
a variety of dopants and studied their capability of adsorbing and activating CO2. For
the smallest clusters, [Al12M] (with M denoting the dopant), we studied dopants with
and without d-electrons. We also considered singly negatively charged clusters [Al12M]� .
From this pool of candidate systems we selected the neutral clusters which led to the
smallest adsorption distances, which were the Zr, Mn, Fe, Ru, Co, Ni and Cu doped
systems. We then relaxed the geometries of these systems with one and two more cluster
shells and CO2 placed in the proximity of the dopant which is always located in the outer
shell in our studies.
The other parts (sections 3.2, 3.3 and 3.4) give insights into the electronic structure of
these systems and their excited state properties. We start with the smallest clusters
[Al12M] in section 3.2 on which we test and establish some general methods (e.g. we
test whether a Hubbard+U[61] correction must be included and justify our analysis of
light-induced charge-transfer). We perform the same calculations which we found to be
of relevance to the smaller clusters on the medium-sized systems, [Al54M]−CO2 (sec-
tion 3.3). All ground-state calculations (if possible) are repeated for the largest clusters
in our study (section 3.4), [Al147M]−CO2. Based on these results, the size-dependence of
CO2 adsorption and activation is discussed and general trends are highlighted.

3.1 Relaxed Structures of [Al12M], [Al54M] and

[Al146M] Aluminium Clusters with CO2

In this section we discuss the structures obtained through geometry relaxations with
special focus on their ability of adsorbing carbon dioxide. We will display results for
di�erent metallically and organically doped small aluminium clusters, both neutral or
singly negatively charged. We will also present results for selected medium and large
sized neutral clusters ([Al54M]−CO2 and [Al147M]−CO2). Our main emphasis in this
chapter lies on CO2 adsorption distances and the O-C-O angles.
[Al13]

� is especially of interest due to its high stability, perfect icosahedral geometry
and the fact that it can be synthesized. Additionally, it has been shown that surface
plasmon-like transitions can be found.[82] However, it is not clear if these can be excited
since their energies lie well above the �rst ionization energy. In our studies we only saw
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3 Results and Discussion

comparably large CO2 adsorption distances for both the [Al13] and the [Al13]
� cluster.

As a consequence, we decided to exchange one of the outer atoms of the original pure Al
cluster for a dopant to serve as an anchor.

System Adsorption
Distance
[Å]

O-C-O
Angle[°]

[Al13]−CO2 3.6 (C-Al) 177.7
([Al13]−CO2)

� 3.6 (C-Al) 177.7
[Al12H]−CO2 2.9 (O-H) 179.4
([Al12H]−CO2)

� 2.9 (C-H) 177.5
[Al12B]−CO2 3.2 (C-B) 178.8
([Al12B]−CO2)

� 3.3 (C-B) 177.1
[Al12C]−CO2 3.1 (C-C) 178.6
([Al12C]−CO2)

� 3.3 (C-C) 177.7
[Al12Si]−CO2 3.5 (C-Si) 179.5
([Al12Si]−CO2)

� 3.4 (C-Si) 175.6
[Al12N]−CO2 3.0 (C-N) 179.1
([Al12N]−CO2)

� 3.1 (C-N) 177.7
[Al12P]−CO2 3.4 (C-P) 179.0
([Al12P]−CO2)

� 3.3 (C-P) 175.8
[Al12O]−CO2 3.3 (C-O) 179.8
([Al12O]−CO2)

� 3.4 (C-O) 178.7
[Al12S]−CO2 3.3 (C-S) 179.3
([Al12S]−CO2)

� 3.3 (C-S) 177.8

Table 3.1: Structural data for the relaxed [Al12M] and ([Al12M])� clusters with d-
electron free dopants and adsorbed CO2. The adsorption distance is measured as the
minimum distance that can be found between any molecular and any cluster atom.
The information given in the brackets refers to the atoms between which this distance
is measured. The third column shows the O-C-O angle in degree.

For further details on how these structures were obtained, please refer to chapter 5 "Com-
putational Details". The results of our geometry optimizations are displayed in Ta-
bles 3.1 and 3.2. We analysed the lowest energy structures with respect to their adsorption
distance, O-C-O angle and the atoms between which adsorption is taking place. Adsorp-
tion distance was de�ned as the smallest distance that could be found between any cluster
atom and any atom of the CO2 molecule. The dopants without d-electrons are Al, B, C,
H, N, O, P, S and Si. As d-metal dopants we considered Zr, Mn, Fe, Ru, Co, Ni, Cu, Ti,
Pd, Rh, Ag and Au.

For the neutral clusters doped with elements that do not contain d-electrons in their
valence shell (Table 3.1), adsorption distances range from 2.9 Å (found in the H-doped
cluster) to 3.6 Å for the un-doped [Al13] cluster. This shows that doping improves CO2

adsorption signi�cantly. The Si and P doped clusters exhibit larger adsorption distances
than the other doped systems which show adsorption distances between 3.0 Å in the case
of the N-doped cluster and 3.3 Å which is found for O and S as dopants. Adsorption in
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all cases except for one is occurring between the carbon atom of CO2 and the dopant. In
the di�ering case, [Al12H], the carbon dioxide molecule adsorbs to the dopant with one of
its oxygen atoms. Here it is worth noting though that CO2 does not clearly coordinate
to the cluster with one of its oxygen atoms but appears to be rather perpendicular with
its molecular axes to the cluster surface. The distance between the oxygen atom and
hydrogen is only slightly smaller than the one between the carbon atom and hydrogen.
Adsorption angles are very close to 180°, corresponding to the geometry of a neutral
isolated CO2 molecule.
Similar trends are found for the negatively charged clusters doped with elements that
do not contain d-electrons (Table 3.1). Adsorption distances are 0.1 to 0.2 Å smaller
in all cases than those of the neutral clusters. The only exceptions are the Al, H and
S doped clusters. For those, the adsorption distances are the same as for the neutral
systems. Adsorption angles of the negatively charged clusters without d-electrons are
always smaller than those of their neutral counterparts without any exception. This could
be explained by the excess charge of the cluster which is, although very slightly due to the
rather large adsorption distances, delocalized over the CO2 molecule which is known to
bend under charge-transfer[4]. This bending is very small though due to the presumably
small charge-transfer. The angle that di�ers the most from 180° can be observed for
the negatively charged Si doped cluster with an O-C-O angle of 175.6° followed by the
negatively charged P-doped cluster which exhibits an O-C-O angle of 175.8°. Adsorption
between the negatively charged, non-transition metal doped clusters occurs between the
carbon atom and the dopant in all cases.
The resulting structures after the geometry relaxations of the neutral and singly negatively
charged clusters without d-electrons are displayed in �gures 3.1 and 3.2.

It can be seen that most clusters deviate from the geometry of a perfect icosahedron.
Especially the clusters in [Al12H]−CO2, ([Al12H]−CO2)

� , [Al12B]−CO2, [Al12C]−CO2,
([Al12C]−CO2)

� , [Al12N]−CO2, ([Al12N]−CO2)
� , [Al12O]−CO2, ([Al12O]−CO2)

� and
([Al12S]−CO2)

� show strong distortions. On the other hand, the clusters in ([Al13]−CO2)
� ,

([Al12B]−CO2)
� , [Al12Si]−CO2, ([Al12Si]−CO2)

� and [Al12S]−CO2 exhibit almost perfect
icosahedral geometry. For [Al13]

� this is usually explained by its 40 valence electrons
which result in a closed shell according to the jellium model.[82] However, this does
clearly not apply to all icosahedral clusters from �gures 3.1 and 3.2. Only ([Al13]−CO2)

� ,
[Al12B]−CO2 and [Al12Si]−CO2 contain a total of 40 valence electrons and, at the same
time, exhibit the structure of an almost perfect icosahedron. On the other hand, [Al12C]−CO2

also contains exactly 40 valence electrons but appears to be one of the most distorted clus-
ters with the Al atom at the bottom not aligning with the axis formed by the central Al
atom and the dopant. This is surprising since it has been shown that full jellium cluster
shells are associated with high symmetry arrangements of the atoms[83].

For the d-metal-doped clusters (Table 3.2), adsorption distances cover a wider range,
falling between 1.8 Å (M = Mn, Co) and 3.4 Å (M = Au) for neutral clusters and 1.9 Å
(M = Co, Ni) and 3.5 Å (M = Mn) for negatively charged clusters. Here it is worth
noting that one of the smallest adsorption distances is observed for the neutral Mn-doped
cluster, while its negative counterpart has the largest adsorption distance of all d-metal-
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[Al ]-CO ([Al ]-CO ) [Al H]-CO

[Al C]-CO ([Al C]-CO ) [Al Si]-CO

[Al P]-CO ([Al P]-CO ) [Al O]-CO

Figure 3.1: Relaxed structures of the d-metal-free [Al12M]−CO2 and ([Al12M]−CO2)
�

systems (part 1). Atom colours: Grey = aluminium, black = carbon, red = oxygen,
other = dopant.

doped systems. As for the neutral d-metal-doped clusters, adsorption of CO2 via one
of its oxygens is far more prevalent than for the non-d-metal-doped clusters (7 out of 12
cases). This trend can also be observed for the negatively charged d-metal-doped clusters,
nevertheless it is rarer (5 out of 12 cases). The latter can be explained by the negative
partial charge of the oxygen atom which is less prone to be in the direct vicinity of the
negative charges on the cluster, although the presence of the d-metal seems to be able to
compensate for this in some cases.
The most striking di�erence between the d-metal-doped and non-d-metal-doped systems
lies in the adsorption angles. For the neutral clusters, these range from 131.4° (M = Zr)
to 179.7° (M = Fe, Au). According to this, the systems can be grouped into two di�erent
categories. The systems from the �rst class are capable of adsorbing CO2 but the molecule
retains its linear geometry. The second group, in addition to adsorbing the molecule, are
capable of bending it by a signi�cant angle. The observed adsorption angles resemble
those of the radical anion of carbon dioxide, CO2

·-, which has been computed to exhibit
an O-C-O angle of 135.1°[4]. In the following chapters, we will revisit this observation
and perform additional analysis of the charge distribution. It is worth noting that strong
bending of CO2 appears to correlate with adsorption distances smaller than 2.3 Å.
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([Al H]-CO ) [Al B]-CO ([Al B]-CO )

([Al Si]-CO ) [Al N]-CO ([Al N]-CO )

([Al O]-CO ) [Al S]-CO ([Al S]-CO )

Figure 3.2: Relaxed structures of the d-metal-free [Al12M]−CO2 and ([Al12M]−CO2)
�

systems (part 2). Atom colours: Grey = aluminium, black = carbon, red = oxygen,
other = dopant.

For negatively charged d-metal-doped clusters (Table 3.2), the systems associated with
CO2 activation are the clusters with M = Zr, Ru, Co, Ni and Ti. For neutral clusters,
bent O-C-O angles were observed for the clusters doped with Zr, Mn, Ru, Co and Ni.
Although being very popular optical materials, in terms of CO2 adsorption and activation,
gold and silver clearly underperform compared to other dopants. Common catalysts for
CO2 hydrogenation (subsequent to its activation) often contain Rh as a central atom[21],
but there have also been reports on catalysts with Ru, Pd, Ti with[84] and without Au[21],
Ti with Cu[84], Ni[85], and Zr with Co[86], just to name a few. In both the neutral and
the negatively charged cases we found Ru to activate CO2 but Ti only led to bent car-
bon dioxide geometries for a negatively charged cluster. Rh- and Pd-doped clusters in
our study did not directly activate CO2 but had adsorption distances that fell into the
medium range. Since negatively charged clusters su�er from large Coulomb repulsion
which makes it di�cult to assemble new materials with them[87], we decided to focus on
the neutral clusters. More precisely, our subsequent studies are centred around all neutral
clusters exhibiting ground-state CO2 activation and the two systems without ground-state
activation with the smallest adsorption distance (M = Fe and Cu).
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[Al Zr]-CO ([Al Zr]-CO ) [Al Mn]-CO

[Al Ru]-CO ([Al Ru]-CO ) [Al Co]-CO

[Al Cu]-CO ([Al Cu]-CO ) [Al Ti]-CO

[Al Rh]-CO ([Al Rh]-CO ) [Al Ag]-CO

Figure 3.3: Relaxed structures of the d-metal-doped [Al12M]−CO2 and
([Al12M]−CO2)

� systems (part 1). Atom colours: Grey = aluminium, black = carbon,
red = oxygen, other = dopant.

For the d-metal doped clusters, the structures after relaxations are displayed in �g-
ures 3.3 and 3.4. For the Cu-doped cluster we were able to compare our structure
with literature[88]. Despite the adsorbed CO2 molecule on our cluster, the structure
is very similar. It appears that only the clusters in [Al12Zr]−CO2, ([Al12Zr]−CO2)

� ,
([Al12Mn]−CO2)

� , ([Al12Fe]−CO2)
� , [Al12Ti]−CO2, ([Al12Ti]−CO2)

� and [Al12Rh]−CO2

exhibit almost perfect icosahedral geometries while all other clusters are strongly dis-
torted. In the case of [Al12Zr]−CO2 and [Al12Ti]−CO2, the total number of valence
electrons is 40 which is the same as in [Al13]

� , the other d-metal-doped systems with
icosahedral geometry, however, have deviating electron numbers.
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([Al Mn]-CO ) [Al Fe]-CO ([Al Fe]-CO )

([Al Co]-CO ) [Al Ni]-CO ([Al Ni]-CO )

([Al Ti]-CO ) [Al Pd]-CO ([Al Pd]-CO )

([Al Ag]-CO ) [Al Au]-CO ([Al Au]-CO )

Figure 3.4: Relaxed structures of the d-metal-doped [Al12M]−CO2 and
([Al12M]−CO2)

� systems (part 2). Atom colours: Grey = aluminium, black = carbon,
red = oxygen, other = dopant.

In order to investigate the size dependence of a cluster's interaction with CO2, we per-
formed the same calculations for neutral Zr-, Mn-, Fe-, Ru-, Co-, Ni- and Zr-doped clusters
with one and two additional cluster shells. Again, one of the outer Al atoms is exchanged
for a dopant. The resulting geometries for [Al54M]−CO2 and [Al146M]−CO2 can be found
in Figures 3.5 and 3.6, respectively. The adsorption distances and O-C-O angles are listed
with the other transition-metal-doped clusters in Table 3.2.

Adsorption distances between CO2 and [Al54M] range from 1.8 Å to 3.7 Å. This is a wider
range than the one observed for the [Al12M] clusters. Qualitatively, the results for most
clusters do not di�er from their smaller counterparts. The Fe-doped cluster e.g. adsorbs
CO2 at roughly the same distance that was observed for [Al12Fe] and is (just like its
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System Adsorption
Distance
[Å]

O-C-O Angle[°]

[Al12Zr]−CO2 1.9 (O-Al) 131.4
([Al12Zr]−CO2)

� 2.0 (O-Zr) 126.8
[Al54Zr]−CO2 1.9 (O-Al) 132.4
[Al146Zr]−CO2 2.0 (O-Al) 132.2
[Al12Mn]−CO2 1.8 (C-Mn) 137.1
([Al12Mn]−CO2)

� 3.5 (C-Mn) 178.2
[Al54Mn]−CO2 1.9 (C-Mn) 136.0
[Al146Mn]−CO2 1.9 (C-Mn) 135.4
[Al12Fe]−CO2 2.4 (O-Fe) 179.7
([Al12Fe]−CO2)

� 3.4 (C-Fe) 178.2
[Al54Fe]−CO2 2.3 (O-Fe) 178.8
[Al12Ru]−CO2 2.1 (C-Ru) 142.9
([Al12Ru]−CO2)

� 2.1 (C-Ru) 139.7
[Al54Ru]−CO2 1.8 (O-Al) 127.6
[Al146Ru]−CO2 1.9 (O-Al) 130.5
[Al12Co]−CO2 1.8 (C-Co) 135.5
([Al12Co]−CO2)

� 1.9 (C-Co) 141.2
[Al54Co]−CO2 1.8 (O-Al) 126.0
[Al146Co]−CO2 1.9 (O-Al) 132.2
[Al12Ni]−CO2 2.0 (O-Ni) 146.2
([Al12Ni]−CO2)

� 1.9 (C-Ni) 142.0
[Al54Ni]−CO2 1.8 (C-Ni) not applicable
[Al146Ni]−CO2 1.8 (O-Al) 125.9
[Al12Cu]−CO2 2.3 (O-Cu) 179.3
([Al12Cu]−CO2)

� 2.8 (O-Cu) 177.1
[Al54Cu]−CO2 3.7 (O-Cu) 179.6
[Al146Cu]−CO2 3.7 (O-Cu) 179.6
[Al12Ti]−CO2 3.3 (C-Ti) 178.4
([Al12Ti]−CO2)

� 2.2 (C-Ti) 144.8
[Al12Pd]−CO2 2.7 (O-Pd) 179.6
([Al12Pd]−CO2)

� 2.8 (O-Pd) 177.7
[Al12Rh]−CO2 2.5 (O-Rh) 178.3
([Al12Rh]−CO2)

� 2.5 (O-Rh) 175.0
[Al12Ag]−CO2 2.6 (O-Ag) 179.3
([Al12Ag]−CO2)

� 3.0 (O-Ag) 177.8
[Al12Au]−CO2 3.4 (C-Au) 179.7
([Al12Au]−CO2)

� 3.4 (C-Au) 176.9

Table 3.2: Data for the relaxed structures of [Al12M], ([Al12M])� , [Al54M] and [Al146M]
clusters with transition-metal dopants and adsorbed CO2. The adsorption distance
is measured as the minimum distance that can be found between any molecular and
any cluster atom. The information given in the brackets refers to the atoms between
which this distance is measured. The third column shows the O-C-O angle in degree.

smaller counterpart) not able to angle the molecule upon adsorption. The Zr-, Mn-, Ru-
and Co-doped clusters are capable of activating carbon dioxide, with the main di�erence
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being the 0.3 Å decrease in adsorption distance for the Ru doped cluster compared to
that

[Al Zr]-CO [Al Mn]-CO [Al Fe]-CO

[Al Ru]-CO [Al Co]-CO [Al Ni]-CO

[Al Cu]-CO

Figure 3.5: Relaxed structures of the d-metal-doped [Al54M]−CO2 systems. Atom
colours: Grey = aluminium, black = carbon, red = oxygen, other = dopant.

of [Al12Ru]−CO2. This also explains the smaller O-C-O angle of CO2 when adsorbed to
[Al54Ru]. The other adsorption distances di�er from their smaller counterparts by no more
than 0.1 Å. The relaxed structures of the [Al54M]−CO2 systems are displayed in �gure 3.5.
For the medium sized clusters, the most distorted structures are formed by the Co-, Cu-
and Ni-doped clusters. This is in good agreement with the structures obtained for small
clusters. The Cu-doped cluster exhibits the largest adsorption distance of all small and
medium sized systems with 3.7 Å, which is 0.9 Å more than in [Al12Cu]−CO2. In contrast
to the smaller systems though no medium-sized cluster takes on a perfectly icosahedral
structure. The [Al54M] clusters all contain between 127 ([Al54Zr]) and 134 electrons in
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the case of [Al54Cu] in their valence shell. The "magic numbers", referring to the number
of valence electrons that would form a full jellium shell, which are closest to this are 112
and 168[89]. This comparably large gap to the neighbouring magic numbers might be the
reason for the lack of highly symmetrical geometries in these systems. For the Ni-doped
cluster, however, a new behaviour can be observed: Instead of adsorbing and activating
the molecule, CO2 is dissociated into CO and an oxygen atom which is adsorbed to the
surface Al atoms. While carbon monoxide is adsorbed to the dopant with its carbon atom,
the oxygen seems to oxidize the neighbouring Al atoms. Al, being a non-precious metal,
is known to be very prone to oxidization[90], yet it is not clear why this is not observed
for any of the other systems. It would be interesting to investigate how a fully oxidized Al
surface with a Ni atom as dopant would interact with CO2. Although not covered in this
thesis, it remains to be seen if, after poisoning of the surface, the cluster would still be
catalytically active and capable of adsorbing, activating or even dissociating CO2 (e.g. via
di�usion through porous aluminium oxide layers[36]). The same study could be conducted
for the other clusters to investigate the e�ect of oxidization on the catalysts' performance.

[Al Zr]-CO [Al Mn]-CO [Al Ru]-CO

[Al Co]-CO [Al Ni]-CO [Al Cu]-CO

Figure 3.6: Relaxed structures of the d-metal-doped [Al146M]−CO2 systems. Atom
colours: Grey = aluminium, black = carbon, red = oxygen, other = dopant.

For the large clusters, [Al146M]−CO2, �nding relaxed structures proofed di�cult due to
slow convergence. For this reason we did not include an Fe-doped system but only clusters
doped with Zr-, Mn-, Ru-, Co-, Ni- and Cu. The relaxed structures of the [Al146M]−CO2

systems can be found in �gure 3.6. Distortions in these systems are very small, lead-
ing to almost perfect, quasi-spherical icosahedra. With these clusters' valence electrons
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falling between 280 and 287, again the next magic numbers with 240 and 330[89] are far
away. Although the jellium model seems to be su�cient to explain some trends in the
smaller clusters, it seems to lose predictive power with increasing cluster size. Adsorption
distances in [Al146M]−CO2 range from 1.8 Å to 3.7 Å. Again, the Cu-doped cluster has
the largest adsorption distance. The adsorption distances of all other systems are almost
equal to those of the medium sized clusters. All dopants that have been found to be
capable of activating CO2 upon adsorption in [Al12M] exhibit bent geometries for CO2.
It is worth noting that, unlike in the medium sized cluster, Ni doping here does not lead
to dissociation of CO2.

1.5 2.0 2.5 3.0 3.5 4.0
Adsorption Distance [Å]

120
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] neutral

negative

Figure 3.7: O-C-O angle plotted against the respective adsorption distance. The
results for the neutral clusters are displayed in purple, the negatively charged clusters'
values are indicated in turquoise.

In general, structural di�erences between systems seem to be decreased with increasing
cluster size which can be seen from the almost perfect icosahedral geometries of all large
clusters. This trend can be explained by the smaller fraction the dopant has compared to
the over all structure since we always only introduced one dopant atom per cluster. This
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emphasizes that the adsorption is not solely a property of the dopant but the Al atoms
also play a crucial role: The overall di�erences in adsorption distances among the large
systems are smaller than for the [Al12M] and [Al54M] clusters but CO2 is always located
in direct proximity to the dopant. The bigger a system, the more likely it seems to ap-
proach a spherical geometry which is in good agreement with the fact that synthesized
Al nanoparticles often take up spherical geometries[91].
Figure 3.7 shows the O-C-O angles of all 55 systems studied plotted against their respec-
tive adsorption distance. It can be seen that for adsorption distances larger than 2.3 Å,
the O-C-O angles are very close to 180°. For all adsorption distances which are below this
threshold value, O-C-O angles are smaller than 150°. For the longer adsorption distances
with almost linear CO2, there is a signi�cant di�erence between neutral and negatively
charged systems. The resulting O-C-O angles from the negative clusters (symbolized
by turquoise symbols) are all slightly smaller than those found in the neutral systems
at comparable adsorption distances. One possible explanation is delocalization of some
of the excess electron over the CO2 molecule which results in a more bent geometry in
order to accommodate the charge. Nevertheless, O-C-O angles in all negative systems
with adsorption distances above 2.3 Å are all well above 170° so the CO2 remains almost
linear. For smaller adsorption distances, the trend of �nding smaller O-C-O angles for
comparably larger adsorption distances in negatively charged clusters seems at least to be
less dominant. Due to the small amount of negative systems in our study which exhibited
adsorption distances below 2.3 Å, it is di�cult to tell if the trend continues for these cases
or if local e�ects become so dominant that this is compensated.

3.1.1 Summary

We investigated CO2 adsorption behaviour on a variety of small Al clusters, ranging from
13 to 147 atoms. Results were highly sensitive to spin, charge, dopant atom and size.
Introduction of dopants led to increased adsorption compared to the un-doped [Al13] and
[Al13]

� clusters. Generally, there seems to be a critical adsorption distance of 2.3 Å below
which CO2 activation is observed. This distance could only be achieved by d-metal-doped
systems. Adsorption angles of all negatively charged systems without d-metal-dopants
turned out to be smaller than those of their neutral counter-parts. With increasing size,
clusters become less distorted and adsorption distances among di�erent systems approach
each other.
We found that for neutral systems, Zr, Mn, Ru, Ni and Co consistently exhibited CO2

activation, although of varying kind for Ni with respect to system size. Cu doping only led
to CO2 adsorption distances below 2.5 Å for the smallest neutral system size and never
resulted in bent CO2 geometries. For the negatively charged [Al12M]−CO2 systems, the
dopants Zr, Ru, Co, Ni and Ti resulted in CO2 activation. Independent of charge and
size, Zr, Ru and Co led to bent O-C-O angles without exception. Ni also appeared to be
catalytically active for all types of clusters studied, but in the medium-sized system it did
not just activate but dissociate CO2.
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3.2 Electronic Properties of [Al12M]−CO2

In this chapter we investigate the electronic properties of the structures we previously
found to be most promising, namely the neutral [Al12M]−CO2 systems with M being
Zr, Mn, Fe, Ru, Co, Ni and Cu. Since some clusters led to activated O-C-O adsorption
geometries, we will further study the implications this has on the electronic structure.
Our focus lies on ground-state properties such as spin multiplicity, dopant electron con-
�guration, ionization energy, adsorption energy and ground-state electron transfer as well
as excited state properties such as absorption spectra and light-induced charge-transfer
(LICT). All calculations except for the LICT analysis have also been performed with a
Hubbard +U correction[61] to show that the e�ect of d-electrons is su�ciently well de-
scribed by LDA in these systems. For the LICT we introduce an approach that combines
the information obtained from linear response TDDFT calculations with results from a
projection of the DOS onto atomic orbitals which results in a measure of electron transfer
without requiring integration over excited state transition densities.1

3.2.1 Ground State Properties

In this section we will discuss all ground state properties of the isolated clusters and
those with adsorbed CO2. We will start with a discussion of general aspects like the spin
multiplicity, ionization potentials, adsorption energies and ground-state charge-transfer,
move on to electron localization functions (ELFs) and atomic orbital projected densities
of states (pDOS) and dopant electron con�gurations. We will also analyse the HOMO
and LUMO shapes of the adsorbed CO2 molecules. Along the way we will compare the
results to values obtained with a Hubbard +U correction of 6 eV to determine if this
correction is necessary for further calculations or yields qualitatively similar results.

Table 3.3 shows the electronic ground-state properties of [Al12Zr]−CO2, [Al12Mn]−CO2,
[Al12Fe]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2, [Al12Ni]−CO2 and [Al12Cu]−CO2. The
ionization energy was obtained through delta-SCF calculations. Adsorption energy de-
notes the di�erence in total energy of the system and its isolated, separately relaxed parts
(cluster and CO2 molecule) in their respective lowest-energy spin state. Results in brack-
ets refer to the same quantities computed for the isolated, relaxed clusters. Ground-state
CT is analysed via a Hirshfeld scheme[73] as implemented in Octopus.

It can be seen that all [Al12M]−CO2 systems except for [Al12Fe]−CO2 exhibit a low-spin
multiplicity as their most favourable spin state. In contrast, the Fe doped system's ground-
state is a quintet. When comparing the isolated clusters with their corresponding adsorbed
system, it is worth noting that for [Al12Co] and [Al12Mn], high-spin ground-states (quar-
tet and sextet, respectively) are found despite [Al12Co]−CO2 and [Al12Mn]−CO2 both

1This chapter is in large parts based on doi:10.1021/acs.jpca.1c02621: Göbel, A.; Rubio, A. &

Lischner, J., Light-Induced Charge Transfer from Transition-Metal-Doped Aluminum Clusters to

Carbon Dioxide, JPC A, 2021.
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System Spin-state Vertical
Ionization
Energy [eV]

Adsorption
Energy [eV]

GS CT into
CO2 [-e]

[Al12Zr]−CO2 singlet (singlet) 6.3 (6.2) -2.0 +0.36
[Al12Mn]−CO2 doublet (sextet) 6.5 (6.2) -1.5 +0.28
[Al12Fe]−CO2 quintet (quintet) 6.0 (6.2) -0.3 -0.08
[Al12Ru]−CO2 singlet (singlet) 6.4 (6.2) -1.2 +0.31
[Al12Co]−CO2 doublet (quartet) 6.4 (6.3) -2.0 +0.29
[Al12Ni]−CO2 singlet (singlet) 6.7 (6.4) -0.7 +0.20
[Al12Cu]−CO2 doublet (doublet) 6.4 (6.5) -0.3 -0.07

Table 3.3: Electronic ground-state data of [Al12M] with adsorbed CO2, values for
the isolated clusters are written in brackets. Results include the spin multiplicity,
ionization energy, adsorption energy and the ground-state electron transfer (GS CT)
into CO2 (evaluated by Hirshfeld's scheme). Here, a positive value for GS CT means
that electrons are being transferred from the cluster into the CO2 molecule. Results
are obtained with a simple LDA approximation without further corrections.

being doublets. All other clusters retain their spin-state upon CO2 adsorption. Ionization
energies fall in the range of 6.0 eV to 6.7 eV, with [Al12Fe]−CO2 exhibiting the lowest
and [Al12Ni]−CO2 the highest value. This range is smaller for the isolated clusters where
ionization energies between 6.2 eV and 6.5 eV can be observed. These results are in good
agreement with the ionisation energy of isolated [Al12Cu] from literature (5.96 eV).[88]
The reason for the small di�erence can be explained by the di�erent XC functional that
has been used in the other study. Comparison of a system's ionization energy with that of
the corresponding isolated cluster shows that all systems except for [Al12Fe] and [Al12Cu]
see an increase of the ionization potential upon adsorption. This can be interpreted as
an electronic stabilization which can be explained by the Nephelauxetic e�ect[92]: upon
CO2 adsorption, hybridized states are formed which contain cluster as well as molecular
character. This is most signi�cant in systems with ground-state electron transfer and
results in an overall reduction of electron-electron repulsion in these states due to an in-
creased delocalization. This then makes spin-pairing more favourable due to the reduced
electron-electron repulsion that results from this delocalization. The change in spin-state
upon adsorption which is observed in the Co and the Mn-doped clusters can also be ex-
plained by this. Due to the aforementioned reduced electron-electron repulsion, low-spin
states are energetically favourable over the high-spin multiplicities observed in the isolated
clusters. Electronic stabilization upon adsorption seems to be strongest in [Al12Mn] and
[Al12Ni]. [Al12Mn] also undergoes the most dramatic change in spin-multiplicity upon
adsorption.
Adsorption energies of CO2 to the clusters range from -0.3 eV to -2.0 eV. The weakest
adsorptions of CO2 are observed in [Al12Fe]−CO2 and [Al12Cu]−CO2 which are the two
systems that exhibit a linear geometry of the molecule and have the largest adsorption dis-
tance. On the other hand, the highest adsorption energies can be found in [Al12Zr]−CO2

and [Al12Co]−CO2 which exhibit some of the lowest adsorption distances. Overall, we
noted a rise in adsorption energy with decreasing adsorption distance which can be ex-
plained through weaker interactions between cluster and molecule.
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Since the bent CO2 geometry which we found in [Al12Zr]−CO2, [Al12Mn]−CO2,
[Al12Ru]−CO2, [Al12Co]−CO2 and [Al12Ni]−CO2 resembles that of an activated CO2

molecule, we performed a Hirshfeld analysis[73] of the ground state. This revealed that
all systems exhibiting CO2 angles much di�erent from the 180° found in isolated CO2[4]
exhibit signi�cant ground-state electron-transfer into the molecule. Only [Al12Fe]−CO2

and [Al12Cu]−CO2 show very small negative values which can be interpreted as electrons
being transferred from the molecule into the cluster. The largest amount of charge-transfer
can be observed in [Al12Zr]−CO2 (+0.36) which has one of the smallest adsorption dis-
tances with 1.9 Å. Only the Mn and Co doped clusters exhibit smaller CO2 adsorption
distances with 1.8 Å (see chapter 3.1).

Al Zr

Mn Fe

Ru Co

Ni Cu

0 0.5 1

Figure 3.8: Electron Localization Function (ELF) of the transition-metal doped clus-
ters with adsorbed CO2. For better comparison, the ELF of a neutral [Al13] cluster
with CO2 is also displayed (upper left picture). This �gure has been published in [93].

We also computed electron-localization functions (ELFs)[94] for all systems as well as
neutral [Al13] with CO2 in order to investigate the impact of the dopant on the electronic
character of the clusters (see Figure 3.8). From this it becomes clear that the most im-
portant changes in electronic character are limited to the direct neighbourhood of the
dopant. For the systems exhibiting ground-state CT, the ELF exhibits an extra lobe at
the carbon atom of CO2, which faces towards the cluster. The values of the ELFs in this
region are close to unity which shows the highly localized character of these electrons.
This can be interpreted as a footprint of the additional charge located at the CO2 which
leads to a change in sign of the partial charge of the carbon atom. This shows that our
�ndings from the ELFs are in good agreement with the so-called "Umpolung" which the
carbon atom of CO2 undergoes upon activation.[4]
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Figure 3.9: DOS projected onto 2s- and 2p-character atomic orbitals of CO2 for the
[Al12M]−CO2 systems. The energy scale is shifted by the system's respective Fermi-
level which is denoted by a grey vertical line. For better comparison, the DOS of
isolated carbon dioxide is displayed at the top. A broadening of 0.05 eV has been used
in all graphs. This �gure has been published in [93].

Figure 3.9 shows the density of states (DOS) of isolated CO2, bent CO2 (135°) and all
systems projected onto an atomic orbital basis of carbon and oxygen atoms (pDOS).
Comparison of the pDOS of linear and bent CO2 shows that the degenerate states located
above the Fermi energy split and one of the states is lowered in energy. The states below
the Fermi energy are red-shifted as well. For weakly bound CO2, as can be found in
[Al12Fe]−CO2 and [Al12Cu]−CO2, the pDOS resembles that of linear CO2, exhibiting a
big gap between the HOMO and the LUMO (∼ 8 eV). In contrast, the other systems
exhibit several small peaks close to the Fermi level, containing the extra charge that has
been transferred upon adsorption (see ELF and Table 3.3). The reason why the pDOSs
do not exactly resemble those of the corresponding bent CO2 molecule lies in the strong
hybridisation between cluster and CO2 states.
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Figure 3.10: DOS projected onto atomic orbitals of Al for the [Al12M] systems The
energy scale is shifted by the system's respective Fermi-level which is denoted by a
grey vertical line. A broadening of 0.05 eV has been used in all graphs. This �gure
has been published in [93].

Figure 3.10 shows the Al projected DOS and Figure 3.11 displays the transition-metal
projected DOS for the adsorbed systems. The Al pDOS of all systems is generally very
similar. There is many occupied states around the Fermi energy. Only the Zr-doped
cluster shows a more distinct peak at about 1 eV which can be explained by the system's
high amount of symmetry which results in more degeneracies. Above the Fermi energy
there is also multiple small peaks but in the cases of the Co-, Ni- and Cu-doped clusters
these appear to be shifted to slightly higher energies.
For the transition-metal pDOS variations among the di�erent systems are more notable.
[Al12Zr]−CO2 for example has a high intensity peak shortly above the Fermi energy.
[Al12Mn]−CO2 has lots of small evenly spread peaks that are hard to distinguish around
the Fermi energy and [Al12Ni]−CO2 exhibits a high intensity peak directly at the Fermi
energy. The most striking di�erence is that the Cu-doped system only exhibits very
small peaks around the Fermi energy and the majority of states of the Cu atom seem
to be clustered at about -3 eV. We will discuss some implications of these �ndings when
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Figure 3.11: DOS projected onto atomic orbitals of the dopant for the [Al12M] sys-
tems The energy scale is shifted by the system's respective Fermi-level which is denoted
by a grey vertical line. A broadening of 0.05 eV has been used in all graphs. This
�gure has been published in [93].

addressing LICT in section 3.2.2.

Table 3.5 displays the KS wave functions of the states which we identi�ed as the CO2

HOMO and LUMO from our hybridisation analysis conducted on the pDOS. For better
comparison, we also calculated the wave functions of a linear CO2 molecule and one that
is bent by 135° (Table 3.4). Our results for the HOMO and LUMO shape of the isolated
CO2 molecule with di�erent angles are in good agreement with literature.[4] In Table 3.5,
two basic types of HOMO shapes can be distinguished. One resembles the HOMO of
linear CO2 (this can be found in [Al12Fe]−CO2 and [Al12Cu]−CO2). The other type
of HOMO is found in [Al12Zr]−CO2, [Al12Mn]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2 and
[Al12Ni]−CO2. Although being the HOMO, its shape is more similar to that of the bent
CO2 molecule's LUMO shape which is another proof of charge-transfer.
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System HOMO LUMO LUMO+1

CO2 (linear)

CO2 (bent)

Table 3.4: CO2 HOMO and LUMO shapes of a linear and a bent isolated CO2

molecule.

The angular momentum-resolved Mulliken analysis of the dopant atoms leads to the
results displayed in Table 3.6. The partial charges on the transition-metals range from
-0.1 for [Al12Fe]−CO2, [Al12Fe], [Al12Ni]−CO2 and [Al12Cu] to +0.5 for [Al12Zr]−CO2.
The di�erences in dopant charge between the systems and their corresponding isolated
clusters are marginal. In terms of orbital occupations, all systems exhibit the same trend:
the d-states contain roughly one electron more than the con�guration of the isolated
atom would suggest. The only exception are the Ru and Cu doped clusters where the
d-states of the isolated atoms contain one more electron than their position in the periodic
table would indicate anyway since e.g. an isolated Cu atom has a full d-shell and a half-
occupied s-orbital. For example, Fe is located in the 6th d-group of the periodic table,
which should result in 6 d-electrons. However, the Mulliken analysis reveals that the
amount of d-electrons is closer to 7 (see Table 3.6). The extra electron with d-character
is taken from the s-orbitals.

M El. conf. Partial
charge

s p d Dopant
spin

Zr [Kr]4d25s2 +0.5 (+0.4) 8.5 (8.8) 18.4 (18.2) 12.5 (12.6) 0 (0)
Mn [Ar]3d54s2 +0.1 (+0.3) 6.5 (6.7) 12.3 (12.3) 6.0 (5.6) 1.2 (4.1)
Fe [Ar]3d64s2 -0.1 (-0.1) 6.7 (6.7) 12.6 (12.6) 6.8 (6.7) 2.8 (2.9)
Ru [Kr]4d75s1 0 (0) 8.4 (8.5) 18.5 (18.3) 16.9 (17.2) 0 (0)
Co [Ar]3d74s2 0 (+0.1) 6.6 (6.7) 12.5 (12.4) 7.9 (7.9) 0.3 (1.5)
Ni [Ar]3d84s2 -0.1 (0) 6.7 (6.7) 12.5 (12.3) 8.9 (8.9) 0 (0)
Cu [Ar]3d104s1 0 (-0.1) 6.8 (6.8) 12.5 (12.5) 9.7 (9.7) 0.1 (0.1)

Table 3.6: Angular momentum-resolved Mulliken charges of the dopant atoms in
[Al12M]−CO2. Results were obtained with FHI-aims, values for the isolated clusters
are displayed in brackets. "El. conf." denotes the electron con�guration of the isolated
dopant atom and "s", "p" and "d" denote the amount of electrons of the respective
character.
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System HOMO LUMO

[Al12Zr]−CO2

[Al12Mn]−CO2

[Al12Fe]−CO2

[Al12Ru]−CO2

[Al12Co]−CO2

[Al12Ni]−CO2

[Al12Cu]−CO2

Table 3.5: CO2 HOMO and LUMO shapes of [Al12M] clusters with adsorbed CO2.
For reference, the HOMO and LUMO of a linear and a bent isolated CO2 molecule
are displayed in Table 3.4. For better visibility, the �gures display only the section of
the wave function that is located around CO2.

It is worth noting that the dopant spin (unless the system or cluster is a singlet) equals
the total spin of the system minus one (refer to spin states in Table 3.3) except in
[Al12Mn]−CO2 where the dopant spin is close to 1 and the ground-state spin-state is
a doublet which means that in this case all spin-moment is distributed on the dopant.
All other cases, however, reveal that a spin-moment of 1 is distributed among the Al
atoms fo the clusters. These results are interesting since they show that the catalytic
activation is a complicated interplay between the dopant and the Al atoms. This shows
that the catalytic activity is not just due to the dopant which is incorporated into some
host structure but Al also seems to play a vital role in the CT.
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System Spin-state Vertical
Ionization
Energy/eV

Adsorption
Energy/eV

GS CT into
CO2

[Al12Zr]−CO2 singlet (singlet) 6.2 (6.2) -1.7 +0.36
[Al12Mn]−CO2 quartet (sextet) 6.5 (6.3) +0.4 +0.28
[Al12Fe]−CO2 quintet (quintet) 6.2 (6.4) -0.2 -0.08
[Al12Ru]−CO2 singlet (singlet) 6.5 (6.3) -1.1 +0.31
[Al12Co]−CO2 quartet (quartet) 6.3 (6.5) -0.9 +0.29
[Al12Ni]−CO2 singlet (singlet) 6.7 (6.4) -0.5 +0.40
[Al12Cu]−CO2 doublet (doublet) 6.4 (6.5) -0.3 -0.07

Table 3.7: Electronic ground-state data of [Al12M] with adsorbed CO2, calculated
with a Hubbard +U correction[61] of 6 eV, values for the isolated clusters are written
in brackets. Results include the spin multiplicity, ionization energy, adsorption energy
and the ground-state electron transfer (GS CT) into CO2 (evaluated by Hirshfeld's
scheme). Results that qualitatively di�er from the data obtained without the +U
correction are marked in bold.

Since all systems discussed here contain d-electrons, we computed the same quantities
with a Hubbard +U correction of 6 eV to see if our functional was su�cient to capture
the most important correlation e�ects. Table 3.7 displays the same quantities as Table 3.3
but obtained with a Hubbard +U correction[61] of 6 eV. We have chosen this value since it
is well within the range of values that have shown to be successful for di�erent transition-
metal oxides.[61] Results that are qualitatively di�erent are highlighted in bold. The
main di�erences can be found with respect to spin-multiplicity in [Al12Mn]−CO2 and
[Al12Co]−CO2. Interestingly, the +U correction only alters the multiplicity of adsorbed
systems while the spin-states of the isolated clusters remain unchanged. It can be seen that
the Mn and Co doped systems form a high-spin state upon adsorption when treated with
a +U correction. Another notable di�erence is the electronic destabilization of [Al12Co]
upon CO2 adsorption which can be seen in the decrease of the ionization potential in
comparison to the isolated cluster. The adsorption energy of the Mn-doped cluster has
a positive sign which can be interpreted as an unstable adsorption product which would
result in spontaneous desorption. This si surprising since our relaxed structure appeared
to be well converged.
Despite these four di�erences, the large majority of results is qualitatively in excellent
agreement with the results obtained from the uncorrected LDA calculations. Hybridi-
sations calculated from the pDOS(Figures 3.9 and 3.12) as well as absorption spectra
(Figure 3.13) are also in good agreement with the LDA results. It is worth noting that
+U is an empirical parameter, so it is not a priori clear if the results obtained through
this correction are indeed more accurate than those of simple LDA. It could well be that
6 eV is might result in too strong correlation in some systems or might be too weak for
others which would then result in unphysical results. Testing di�erent +Us though and
�nding the best parameter is a task that would go beyond this work and would require
experimental data which is not available. In total only four values changed and 5 of the
7 systems remained completely una�ected. We further concluded that the minor discrep-
ancies found do not a�ect the overall results of CT in a meaningful way which is the focal
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point of our work. On this basis we do not include a Hubbard U for the larger systems
[Al54M]−CO2 and [Al146M]−CO2.
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Figure 3.12: LDA +U results for the DOS projected onto 2s- and 2p-character atomic
orbitals of CO2 for the systems. The energy scale is shifted by the system's respective
Fermi-level which is denoted by a grey vertical line. A broadening of 0.05 eV has been
used in all graphs. A Hubbard +U correction of 6 eV was applied to all transition-metal
doped systems.

3.2.2 Excited State Properties

In the previous subsection we have focused on ground-state properties such as spin-
multiplicity, adsorption energies and ground-state electron transfer just to name a few.
We found that the bent CO2 geometries go hand in hand with additional charge located on
the carbon dioxide molecule. In this subsection we will focus on excited-state properties
like adsorption spectra which we also computed for a Hubbard +U correction of 6 eV. We
will establish a method to determine if a cluster is capable of transferring electrons into
CO2 upon excitation without having to integrate over all excited-state densities. We will
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justify this approach by comparison of our results to some computed transition densities.
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Figure 3.13: Absorption spectra of the isolated clusters (dashed coloured lines) and
of the clusters with CO2 (solid lines). The strength function is proportional to the
absorption cross section (see chapter 2, section 2.7). The results for the respective
clusters with CO2 and a Hubbard +U correction of 6 eV are represented by the dark
red dashed line in each graph. The vertical grey line marks the �rst vertical ionization
energy of each system.

We calculated absorption spectra using time-propagations. The results for [Al12Zr]−CO2,
[Al12Mn]−CO2, [Al12Fe]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2, [Al12Ni]−CO2 and
[Al12Cu]−CO2 as well as their respective isolated cluster and the spectra of the systems
obtained with a Hubbard U of 6 eV are displayed in Figure 3.13.
All spectra start exhibiting absorption from 3 eV on with the maximum adsorption ly-
ing in the ultra-violet region between 5 eV and 6 eV. The exact shapes of the spectra
vary with di�erent transition-metal dopants and cluster geometries. [Al12Zr]−CO2 ex-
hibits one strong peak and has a perfectly icosahedral structure while [Al12Co]−CO2 and
[Al12Cu]−CO2, which are both highly distorted icosahedra, show a pre-peak to the maxi-
mal absorption energy. This is also in good agreement with the dominant peak below the
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Fermi energy in the Al pDOS of [Al12Zr]−CO2 while all other clusters show a more even
distribution of states in this region. On the other hand, clusters with similar geometries
but di�erent dopants like [Al12Fe]−CO2 and [Al12Ru]−CO2 also exhibit di�erent shapes
in terms of their peak structure. Comparison of the dashed and the solid lines (corre-
sponding to the isolated clusters and the adsorbed systems, respectively) shows that CO2

does not a�ect the adsorption spectra in a major way which can be explained by its large
HOMO-LUMO gap (roughly 8.5 eV[95]). However, the di�erences seem to be biggest for
[Al12Zr]−CO2, [Al12Mn]−CO2, [Al12Ru]−CO2, [Al12Co]−CO2 and [Al12Ni]−CO2 which
is not surprising since these systems show CO2 activation and hence the strongest in-
teractions with the molecule. For example, the adsorption of CO2 leads to a noticeable
blue-shift of the main peak in [Al12Ni]−CO2. Comparison to the +U corrected spectra
did not lead to signi�cantly di�erent results.

In order to investigate electron-transfer between clusters and CO2 in the excited state,
we also performed linear response TDDFT calculations. The straightforward approach
would be to integrate over the density of each excited state within a volume element
de�ned around CO2. However, this would require an immense amount of memory and
would hence consume a lot of computational resources. This is a reasonable approach
if the excitation of interest is known. However, for screening all excitations for possible
CT, a di�erent path needs to be taken. We propose another approach that combines the
information obtained from solving Casida's equation[77] with the results from the pDOS
which will give us a measure for the change in CO2 charge upon excitation of the system.
We call this quantity light-induced charge-transfer (LICT).
In the Casida equation, ωI are the solutions of the eigenvalue problem with the inter-
pretation of excitation energies. The squares of the Casida matrix eigenvector elements
FI,cv can be treated as coe�cients of single Kohn-Sham wave functions that give an ap-
proximation of the excited state wave function, similar to a linear combination of atomic
orbitals (LCAO) approach.[77] To be more precise, a singly excited Slater determinant
|Ψcv〉 = a†cav|Ψ0〉 can be expressed through the coe�cients CI,cv =

√
(εc − εv)/ωIFI,cv.

Here, I denotes the excited state, εc is the eigenenergy of the occupied Kohn-Sham state,
εv is the eigenenergy of the unoccupied Kohn-Sham state, QI and Q0 stand for the amount
of charge distributed on CO2 in the excited state I and in the ground-state, fI is the os-
cillator strength and �nally, qc and qv stand for the amount of charge localized on CO2

for each occupied and unoccupied Kohn-Sham wave function:

LICTI = fI(Q0 −QI) = fI
∑
cv

(qc − qv)|CI,cv|2. (3.1)

The quantities qc and qv are obtained from the pDOS by integration over each peak that
has been �ltered out with a heavy-side function that was narrow enough to separate
neighbouring peaks. In order to be able to treat degeneracies and make sure that each
state's total charge equals 1, a normalization factor of

∫
(pDOSpeak/DOSpeak)dE is applied

to the integral, with pDOSpeak denoting the pDOS of CO2 and DOSpeak standing for the
total DOS, both multiplied with the same heavy-side function used to select the peak. It
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should be noted that a positive LICT value refers to electrons being transferred from the
cluster into the CO2 molecule. Since excited state charge-transfer is often analysed using
transition densities, we computed these for some distinctive LICT values. The results are
displayed in Table 3.8.

System Excitation
energy [eV]

LICT [e] Transition
density

[Al12Mn]−CO2 6.33 -0.006

[Al12Co]−CO2 5.14 -0.005

[Al12Cu]−CO2 1.50 0.000

[Al12Ru]−CO2 1.00 0.000

[Al12Zr]−CO2 4.02 +0.002

[Al12Fe]−CO2 5.47 +0.003

Table 3.8: Examples of transition densities for large positive, large negative and
values of zero for the LICT. For better visibility, the pictures are centred on CO2.
Blue means charge is leaving a region while red means charge in that area is increased.

For the veri�cation of our approach we tested three di�erent extreme cases: We selected
large positive values of the LICT, large negative values and values of zero LICT. The
pictures are centred on CO2 with blue meaning that charge is leaving a region compared
to the ground state, while red means an increase of charge in the respective area. In both
cases of large negative LICT values (�rst two examples) it can be seen that blue is the
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predominant colour around CO2. The same can be said for red in the cases of the three
large positive LICT examples (last two examples). On the other hand, for zero LICT we
can distinguish between two di�erent cases: The third example displays a case, where no
change in charge can be seen at CO2. The fourth example, on the other hand, exhibits
equal amounts of regions that are losing (blue) and regions that are gaining charge (red) at
the CO2. This can be interpreted as intra-molecular excitations in CO2. This illustrates
that our method is capable of capturing all of these cases su�ciently and hence should
be a reasonable approach to �lter out transitions of interest in an e�cient way.
Figure 3.14 displays the results from our LICT analysis plotted against the excitation
energy. It can be seen that [Al12Fe] and [Al12Cu] only display positive LICT values which
means that these systems are only capable of transferring electrons from the cluster into
the molecule. This is especially interesting since these systems did not result in ground-
state CO2 activation and electron transfer. Their LUMOs are located far below the Fermi
energy (see Figure 3.9), although the [Al12Fe]−CO2-LUMO is located at a higher energy
compared to that of [Al12Cu]−CO2. This explains the onset of LICT for [Al12Fe]−CO2

at lower excitation energies. On the other hand, [Al12Mn], [Al12Ru] and [Al12Ni] mostly
exhibit negative LICT values, resulting in electron transfer from the molecule to the
clusters. Since all of these systems exhibited ground-state charge-transfer (see Table 3.3),
this can be explained as "back-transfer" of the formerly transmitted electrons. This is
most dominant in [Al12Ru]−CO2 with back-transfer already occurring for relatively low
excitation energies such as ∼ 2 eV which is located in the visible region of the optical
spectrum. Again, this can be explained by the pDOS (Figure 3.9) with [Al12Ru]−CO2

exhibiting multiple small peaks close to the Fermi energy. The small LICT values at
comparably high excitation energies that can be found in [Al12Mn]−CO2 can be explained
by the change in spin-multiplicity from sextet to doublet which the system undergoes
upon CO2 adsorption. This makes a back-transfer less favourable compared to other
systems like [Al12Ru]−CO2 where the spin-state remains unchanged. The other system
that undergoes a change of spin-state upon adsorption is [Al12Co]−CO2, which explains
the onset of LICT at comparably high energies. However, in [Al12Co]−CO2, [Al12Ni]−CO2

as well as in [Al12Zr]−CO2, LICT with positive and negative signs can be observed.
Both [Al12Co]−CO2 and [Al12Zr]−CO2 only show a small change in ionization energy
upon adsorption which indicates that the electrons resulting in further charge-transfer
from the cluster into the molecule come from delocalized cluster orbitals. This would
result in a lower energy cost due to weaker electron-electron repulsion (analogous to the
Nephelauxetic e�ect[61] discussed above).
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Figure 3.14: Light induced charge-transfer (LICT) in units of elementary charge
plotted against its respective Casida excitation energy. The grey vertical lines denote
the energy at which the excited states and therefore the LICT values (as de�ned in
equation 3.1) contain more than 5 % of contributions from states above the vacuum
level. This �gure has been published in [93].

From Figures 3.10 and 3.11 it can be seen that [Al12Ru]−CO2, [Al12Ni]−CO2 and
[Al12Co]−CO2 all exhibit a comparably large peak in the Al pDOS at 1 eV. These systems
have in common that they show the largest amounts of back-transfer upon excitation.
Below the Fermi energy, especially [Al12Ru]−CO2 shows multiple high intensity peaks at
-1 eV. While the Zr-doped cluster exhibits a peak below the Fermi energy that is even
higher in intensity than the largest peak in this region from the Ru-doped cluster, it
is lower in energy. On the other hand, the Mn-doped cluster's peaks below the Fermi
energy in the Al pDOS are much smaller than those of [Al12Zr]−CO2, [Al12Ru]−CO2,
[Al12Co]−CO2 and [Al12Ni]−CO2 which are the other clusters which resulted in ground-
state activation of CO2. This could be an explanation for the overall small LICT values
and the late onset of LICT in [Al12Mn]−CO2.
For the systems which did not yield activated CO2 at the ground-state level, there are
only small di�erences in the Al pDOS. However, looking at the transition-metal pDOS
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(�gure 3.11) yields a possible explanation for the later onset of LICT in [Al12Cu]−CO2:
For the Fe-doped cluster, multiple small peaks can be seen around the Fermi-energy.
On the other hand, the Cu-doped cluster exhibits a high intensity peak at -2.5 eV in
the transition-metal pDOS. This should result in a smaller and sharper energy window
in which LICT is taking place. On the other hand, the spreading of the states below
the Fermi energy over a larger energy window for [Al12Fe]−CO2 results in a more even
distribution of LICT for this system. However, the interplay between Al and transition-
metal states seems to be complicated which is enhanced by the high levels of hybridisation.
While for the Fe- and Cu-doped systems it is possible to draw conclusion, the nature of
the LICT for the other systems is mostly a matter of speculations.

3.2.3 Summary

For �ve of the seven studied systems ([Al12Zr]−CO2), ([Al12Mn]−CO2), ([Al12Ru]−CO2),
([Al12Co]−CO2) and ([Al12Ni]−CO2)) we observed CO2 activation, ground-state level
CT and electronic stabilization upon CO2 adsorption. Systems without CO2 activation
([Al12Fe]−CO2 and [Al12Cu]−CO2) seem to be electronically destabilized by CO2. Only
([Al12Mn]−CO2) and ([Al12Co]−CO2) undergo a change in spin-multiplicity upon CO2

adsorption. All adsorbed systems have a low-spin con�guration as their ground state
except for the Fe doped cluster which has its most electronically favourable structure as a
high-spin con�guration, resulting in a quintet. Adsorption energies of CO2 indicate that
adsorption is energetically favourable which is in agreement with the relaxed structures.
Adsorption energy increases with decreasing adsorption distance.
Findings are further supported by the ELFs, pDOS and HOMO-shapes. The changes
in the pDOS of the systems exhibiting ground-state CT compared to that of isolated
CO2 exhibit the energies of the hybridized states that contain the electrons that have
been transferred upon the CO2 molecule. From the ELFs it can be seen that the ad-
ditional charge is located in a lobe pointing from the carbon atom towards the dopant.
These adsorption geometries are expected to mostly result in CO as a product of further
reactions due to the steric hindrance of attacks to the carbon atom resulting from the
carbon or mixed coordination of the molecule.[96] This CO can then be facilitated in fur-
ther reactions like Fischer-Tropsch synthesis resulting in a distribution of useful products
depending on the catalyst and reaction conditions[97]. The only systems which exhibit
oxygen coordination and would therefore be expected to directly yield products like e.g.
methanol or formic acid are the Fe- and Cu-doped clusters which makes their LICT es-
pecially interesting.
As for the excited state properties, we computed adsorption spectra for adsorbed and iso-
lated systems. Results for all of the calculations with a Hubbard U of +6 eV did not lead
to signi�cantly di�erent results. We were able to show that our approach of determining
LICT was in good agreement with analysed transition densities. We saw only positive
LICT for [Al12Fe]−CO2 and [Al12Cu]−CO2 which are the two systems that did not lead
to ground-state CO2 activation and electron transfer. This means that electrons are being
transferred from the cluster onto CO2. The onset of this LICT occurs at a lower energy for
the Fe-doped cluster than for the Cu-doped cluster. This can be explained by the di�erent
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energies of their transition-metal atom states. The Cu-doped cluster exhibits a cluster-
ing of states at a lower energy compared to the more even distribution up to the Fermi
energy which can be seen in the Fe-doped cluster. [Al12Mn]−CO2, [Al12Ru]−CO2 and
[Al12Ni]−CO2 mostly resulted in electron back-transfer from the molecule onto the cluster
with the Ru-doped system exhibiting the lowest energy onset of LICT. The high energy
onset of the Mn-doped cluster can be explained by its change in spin-state upon CO2

adsorption, making electron transfer less favourable. [Al12Zr]−CO2, [Al12Ni]−CO2 and
[Al12Co]−CO2 are capable of transferring electrons into both directions upon excitation
which can be seen in their positive and negative LICT values.

62





3 Results and Discussion

3.3 Electronic Properties of [Al54M]−CO2

The electronic ground-state and excited-state properties of [Al54M]−CO2 withM being Zr,
Mn, Fe, Ru, Co, Ni and Cu are investigated in this chapter. [Al54M]−CO2 is an icosahedral
cluster with two atomic shells around the central Al atom. Again, one of the outer atoms
is exchanged for a dopant. We computed the same properties as in the previous chapter
(chapter 3.2), namely spin multiplicity of the adsorbed and the isolated cluster, ionization
energies for the isolated system as well as the adsorbed geometry, adsorption energies,
dopant electron con�guration, ground-state charge-transfer into CO2, pDOS, absorption
spectra and LICT. This gives us the opportunity to study the size-dependence of these
quantities.

3.3.1 Ground State Properties

In this subsection we will focus on a variety of ground-state properties like spin-multiplicity,
adsorption energies, ELFs and the pDOS just to name a few. We will put our combined
�ndings for the medium-sized clusters into perspective considering the results obtained
for the small clusters in a separate paragraph at the end of this section.

System Spin-state Vertical ion-
ization En-
ergy [eV]

Adsorption
Energy [eV]

GS CT into CO2

[-e]

[Al54Zr]−CO2 singlet (singlet) 5.3 (5.2) -2.2 +0.38
[Al54Mn]−CO2 doublet (doublet) 5.5 (5.4) -2.2 +0.29
[Al54Fe]−CO2 singlet (singlet) 5.4 (5.4) -0.4 -0.07
[Al54Ru]−CO2 singlet (singlet) 5.5 (5.3) -1.5 +0.45
[Al54Co]−CO2 doublet (doublet) 5.4 (5.3) -1.5 +0.38
[Al54NiO]−CO singlet (singlet

[Al54Ni])
5.4 (5.3 for
[Al54Ni])

-2.7 (for CO2) +0.65 (into
CO2)

(singlet [Al54NiO]) (5.4 for
[Al54NiO])

-2.2 (for CO) +0.29 (into CO)

[Al54Cu]−CO2 doublet (doublet) 5.3 (5.3) -0.1 +0.02

Table 3.9: Electronic ground-state data of [Al54M] with adsorbed CO2, values for
the isolated clusters are written in brackets. Results include the spin multiplicity,
ionization energy, adsorption energy and the ground-state electron transfer (GS CT)
into CO2 (evaluated by Hirshfeld's scheme). Here, a positive value for GS CT means
that electrons are being transferred from the cluster into the CO2 molecule.

The results for the most favourable spin-state, ionization energy, adsorption energy and
ground-state electron transfer are summarized in Table 3.9. The ground-state multiplic-
ity and ionization energies of the isolated relaxed clusters are displayed in brackets. All
systems have their most stable con�guration in the lowest possible spin-state. This is
true for the isolated clusters as well as the adsorbed structures. Ionization energies range
from 5.3 eV to 5.5 eV. The small di�erences between systems can be explained by the
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smaller dopant fraction compared to the overall atom number. This evens out di�erences
among the systems. Electronic stabilization due to CO2 adsorption can be observed in
[Al54Zr]−CO2, [Al54Mn]−CO2, [Al54Ru]−CO2, [Al54CO]−CO2 and [Al54Ni]−CO2. No
system is electronically destabilized upon CO2 adsorption, the ionisation energies in the
Fe- and Cu-doped systems remain unchanged. However, when it comes to adsorption
energies, the values cover a wide range from -0.1 eV to -2.2 eV (or -2.7 eV for adsorption
of CO2 on [Al54Ni]). The negative signs indicate stable adsorption which should be the
case since the structures have been obtained from geometry relaxations. For the Ni doped
cluster, we computed adsorption energies both for CO2 on [Al54Ni] and CO on [Al54NiO].
The di�erence of 0.5 eV shows that desorption of CO is far more favourable than recombi-
nation of CO and the oxygen atom to CO2, indicating that the catalyst is being poisoned
and will remain oxidized after desorption. It is unclear though how a full oxidation of the
surface would impact the catalytic behaviour and if disintegration of CO2 would still be
possible.

Al Zr

Mn Fe

Ru Co

Ni Cu

0 0.5 1
Figure 3.15: Electron Localization Function (ELF) of the transition-metal doped
[Al54M] clusters with adsorbed CO2. For better comparison, the ELF of a neutral
[Al13] cluster with CO2 is also displayed (upper left picture).

Ground-state charge-transfer from the cluster into CO2 (and CO for [Al54Ni]−CO2)
can be observed for all systems with adsorption distances smaller than 2.0 Å, namely
[Al54Zr]−CO2, [Al54Mn]−CO2, [Al54Ru]−CO2, [Al54Co]−CO2 and [Al54Ni]−CO2. It is
worth noting that the Fe-doped cluster displays a small negative number of CT while
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the Cu-doped cluster, despite its far smaller adsorption distance, exhibits a small positive
number for ground-state electron transfer. Since charge-partitioning schemes all have cer-
tain �aws, this should be interpreted in a qualitative way, leading to the conclusion that
there is no signi�cant ground-state electron transfer.

0
15

isolated CO

0
15

bent CO

0
15

[Al Zr]-CO

0
15

[Al Mn]-CO

0
15

[Al Fe]-CO

0
15

[Al Ru]-CO

0
15

[Al Co]-CO

10 5 0 5 10
Energy [eV]

0
15

[Al Cu]-CO

pD
OS

 C
O

 [1
/e

V]

Figure 3.16: DOS projected onto 2s- and 2p-character atomic orbitals of CO2 for the
[Al54M]−CO2 systems. The energy scale is shifted by the system's respective Fermi-
level which is denoted by a grey vertical line. For better comparison, the DOSs of
isolated linear and bent carbon dioxide are displayed at the top. A broadening of
0.05 eV has been used in all graphs.

Figure 3.15 displays the ELFs of the medium-sized clusters and [Al13] with adsorbed CO2.
The [Al54M]−CO2 systems exhibit large regions of highly localized electrons with values
close to unity. In contrast to [Al13] though, delocalized electrons can be found within the
clusters. This appears to be most dominant in the Mn- and Fe-doped clusters and can be
seen in the appearance of green spots within the cluster which correspond to values of the
EF of 0.5. This shows that the electronic character is more delocalized than that of the
[Al12M]−CO2 systems and although these systems still mostly display localized electrons,
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metallic areas appear. This is in good agreement with the increased size and electron
number which results in more states and hence a more metal-like character.

In Figure 3.16 the DOS projected onto the 2s- and 2p-character atomic orbitals of car-
bon and oxygen is plotted. For comparison we also display the DOS of isolated CO2.
The two systems with larger adsorption distances and linear carbon dioxide geometries,
[Al54Fe]−CO2 and [Al54Cu]−CO2, resemble the pDOS of isolated CO2, although the de-
generacy of the HOMO appears to be slightly broken. All other systems display a multi-
tude of smaller additional peaks below the Fermi level while their peaks above the Fermi
energy are smaller than those of [Al54Fe]−CO2 and [Al54Cu]−CO2. [Al54Ru]−CO2 has
the pDOS that closest mimicks that of an angles CO2 molecule, however, the results for
[Al54Zr]−CO2, [Al54Mn]−CO2 and [Al54Co]−CO2 also resemble the bent CO2 pDOS al-
though the hybridisations in these systems seem to be stronger which result in stronger
alterations to the pDOS. Due to its di�erent adsorption character, we displayed the results
for the pDOS of [Al54NiO]−CO in a separate graph (Figure 3.17). It can be seen that the
system's pDOS mostly resembles that of isolated CO with multiple smaller peaks arising
which can be explained by the CT into CO which was seen in the Hirshfeld analysis.
The LUMO seems to be highly hybridised which results in a much smaller peak intensity
above the Fermi level and the states appear to be red-shifted in comparison to those of
isolated CO.
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Figure 3.17: DOS projected onto 2s- and 2p-character atomic orbitals of CO for
the [Al54NiO]−CO systems. The energy scale is shifted by the system's respective
Fermi-level which is denoted by a grey vertical line. For better comparison, the DOS
of isolated carbon monoxide is displayed at the top. A broadening of 0.05 eV has been
used in all graphs.

We do not display the Al pDOS like in the previous section since it is hard to draw
conclusions due to the large amount of states that are close in energy which can be
explained by the larger number of atoms in the cluster which results in a DOS that is
approaching a continuum. This can also be seen in the ELF which is starting to show
more regions of delocalization. Figure 3.18 displays the transition-metal pDOS of the
[Al54M]−CO2 systems.
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Figure 3.18: DOS projected onto atomic orbitals of the dopant for the [Al54M] sys-
tems The energy scale is shifted by the system's respective Fermi-level which is denoted
by a grey vertical line. A broadening of 0.05 eV has been used in all graphs.

The di�erences between the dopants are notable. [Al54Zr]−CO2 exhibits many evenly
spread peaks with a high intensity peak above the Fermi energy. [Al54Mn]−CO2 and
[Al54Fe]−CO2 exhibit many small peaks as well but they seem to be higher in intensity
around the Fermi energy. For [Al54Ru]−CO2 and [Al54Co]−CO2 the transition-metal
states appear to have their maximum concentration below the Fermi energy at roughly
-2.5 eV. For the Ni- and the Cu-doped systems, the maximum of the peaks is shifted to
even lower energies (about -4 to -5 eV with the Cu states being the lowest in energy). In
the cases of [Al54Ni]−CO2 and [Al54Cu]−CO2 there is no notable peaks above the Fermi
energy.
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M El. conf. Partial
charge

s p d Dopant
spin

Zr [Kr]4d25s2 +0.4 (+0.3) 8.4 (8.5) 18.4 (18.2) 12.8 (13.0) 0 (0)
Mn [Ar]3d54s2 -0.1 (-0.1) 6.6 (6.6) 12.4 (12.3) 6.1 (6.2) 0.2 (0.5)
Fe [Ar]3d64s2 -0.4 (-0.4) 6.7 (6.7) 12.6 (12.5) 7.2 (7.1) 0 (0)
Ru [Kr]4d75s1 -0.1 (-0.1) 8.5 (8.6) 18.6 (18.5) 17.0 (17.1) 0 (0)
Co [Ar]3d74s2 -0.3 (-0.3) 6.8 (6.8) 12.6 (12.5) 8.0 (8.0) 0.1 (0.1)
Ni [Ar]3d84s2 -0.2 (-0.2) 6.8 (6.8) 12.5 (12.5) 8.9 (8.9) 0 (0)
Cu [Ar]3d104s1 -0.3 (-0.3) 6.9 (6.9) 12.8 (12.8) 9.6 (9.6) 0 (0)

Table 3.10: Angular momentum-resolved Mulliken charges of the dopant atoms in
[Al54M]−CO2. Results were obtained with FHI-aims, values for the isolated clusters
are displayed in brackets. "El. conf." denotes the electron con�guration of the isolated
dopant atom and "s", "p" and "d" denote the amount of electrons of the respective
character.

Table 3.10 shows the results from the angular momentum-resolved Mulliken analysis for
the adsorbed systems and the isolated clusters. Partial dopant charges range from -0.4
in [Al54Fe]−CO2 and [Al54Fe] to +0.4 in [Al54Zr]−CO2. Changes in dopant charge upon
adsorption are negligible. In terms of electron con�guration of the dopant it can be seen
that all systems follow the principle that the amount of d-electrons equals the position
in the d-period plus one. The spin located on the dopant is reduced by one compared
to the total spin-moment of the cluster or adsorbed system (unless it is a singlet, then it
remains without spin moment).

3.3.2 Excited State Properties

In this subsection we will discuss the absorption spectra obtained from time-propagations
and perform the same LICT analysis as in 3.2. The combined results will be compared
to the small clusters in a separate subsection at the end of this section.

For the medium-sized systems we computed spectra from time-propagations which are
displayed in Figure 3.19. The onset of absorption is located between 3 eV and 4 eV.
The maximum of the main absorption peak is located at about 8 eV which is above
the respective ionization energy of all structures. All clusters exhibit highly distorted
icosahedral geometries which result in shoulders and double peaks, depending on the
structure and the dopant. Interestingly, [Al54NiO]−CO does not deviate from the other
systems in terms of absorption despite its di�erent adsorption behaviour. This can be
explained by the weak adsorption of CO in this spectral region.
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Figure 3.19: Absorption spectra of the the [Al54M] clusters with CO2. The vertical
grey line marks the �rst vertical ionization energy of each system.

Figure 3.20 displays the results of the LICT analysis. It exhibits signi�cant CT excita-
tions starting from 2 eV on for systems with adsorbed CO2. The LICT analysis of the
Ni-doped cluster was carried out for transitions into CO instead of CO2. It is worth
noting that LICT values for the Ni-doped cluster are about two orders of magnitude
larger which can be explained by the smaller stability of CO in comparison to CO2 (for
comparison: CO can be directly used as "synthesis gas" in chemical reactions like Fischer-
Tropsch while CO2 needs to undergo activation before it can be facilitated as a carbon
source[4, 97]). [Al54Fe]−CO2 and [Al54Cu]−CO2 only display positive LICT values. Inter-
estingly, the Fe-doped cluster exhibits notable charge-transfer excitations into CO2 from
2.5 eV on while the Cu-doped cluster's excitations start above 3 eV. This behaviour can
be explained by the di�erent adsorption distances: The Fe-doped cluster has a moderate
adsorption distance of 2.3 Å while the Cu-doped cluster has a large distance of 3.7 Å, mak-
ing electron-transfer less likely and energetically more expensive. On the other hand, the
Cu-doped cluster also displays a large gap between its highest occupied transition-metal
state and the Fermi energy which could further complicate charge-transfer if the transition-
metal electrons play a crucial role within the process. [Al54Mn]−CO2, [Al54Ru]−CO2 and
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Figure 3.20: Light induced charge-transfer (LICT) in units of elementary charge
plotted against its respective Casida excitation energy. The grey vertical lines denote
the energy at which the excited states and therefore the LICT values (as de�ned in
equation 3.1) contain more than 5 % of contributions from states above the vacuum
level.

[Al54Co]−CO2 in contrast predominantly exhibit negative LICT values. In the case of
the Mn-doped cluster it is worth noting that the onset of larger LICT values is at a much
higher energy (3.5 eV) as that of the other systems that exhibit ground-state CO2 activa-
tion. The origin of this can not be explained by the adsorption distance since with 1.9 Å,
the Mn-doped system has one of the smallest distances of all clusters. [Al54Mn]−CO2

also does not undergo a change of spin state upon adsorption which we suspected to
be the reason for the high energy LICT onset in [Al12Mn]−CO2. The transition-metal
pDOS of the Mn-doped cluster does not show a large gap between the highest occupied
transition-metal state and the Fermi energy like in the case of the Cu-doped cluster. The
reason for the onset of LICT at higher energies in [Al54Mn]−CO2 has to have a di�erent
origin which is not clear at this point. The only medium sized system that displays both
positive and negative LICT values is [Al54Zr]−CO2 which could be a result of the evenly
spread peaks in the transition-metal dopant pDOS that reach beyond the Fermi energy.
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3.3.3 Comparison of the results to [Al12M]−CO2

In this subsection we will compare our combined results of the [Al54M]−CO2 systems to
the same quantities obtained for the [Al12M]−CO2 systems. We will discuss if general
concepts can be derived from our �ndings and what e�ects the cluster size has on the
physical properties and catalytic behaviour. We found that LICT is roughly one order of
magnitude smaller than in the [Al12M]−CO2 systems but there are more transitions. For
a better comparison, we will sum the LICT over transitions for each system and discuss
the implications of these �ndings on possible future catalytic applications.

In terms of structures, [Al54Fe]−CO2 and [Al54Cu]−CO2, like their smaller counterparts,
exhibit linear CO2 geometries. The other systems lead to bent CO2 structures similar
to the ones observed in [Al12M]−CO2 with M being either Zr, Mn, Ru and Co. The
main di�erence between the medium-sized clusters and the small systems appears in the
adsorption geometry of [Al54Ni]−CO2. Instead of just activating CO2, leading to a bent
geometry, adsorption of CO2 on [Al54Ni] results in dissociation of the molecule, meaning
the surface of the cluster becomes oxidized and CO is adsorbed to the dopant. While
for [Al12Mn], [Al12Fe] and [Al12Co] high spin con�gurations were most favourable (see
chapter 3.2, Table 3.3), for [Al54M] only low-spin con�gurations could be observed. In the
group of [Al12M]−CO2 systems, [Al12Fe]−CO2 was the only adsorbed system that had a
high-spin con�guration. For the bigger [Al54M]−CO2 systems, all ground-state con�gu-
rations found are most favourable in the lowest possible spin state.
While ionization energies of the small systems fell into a range of 6.0 eV to 6.7 eV, ion-
ization energies for [Al54M] systems (adsorbed and isolated) are shifted to lower energies
(5.3 eV to 5.5 eV) and di�erences among the systems are generally smaller. Electronic
stabilization through CO2 activation can still be observed but appears to be weaker.
This could be due to the larger cluster size which is capable of stabilizing unfavourable
charges better since they can be delocalized over a larger area. Adsorption energies of
[Al12M]−CO2 systems varied between -0.3 eV and -2.0 eV. In [Al54M]−CO2, a wider range
of -0.1 eV to -2.2 eV (or -2.7 eV for CO2 adsorption on [Al54Ni]) can be observed. The
reduction of di�erences in these values can be explained by the dopant fraction: While in
[Al12M]−CO2 the dopant content resembled 1/13th (=8%) of the cluster, in the medium-
sized systems it is only 1/55th (= 2%) which is about a quarter of the fraction of the small
systems. As for the ground-state electron transfer, the results agree with the �ndings for
[Al12M]. All systems except for [Al54Fe]−CO2 and [Al54Cu]−CO2 are capable of ground-
state level charge-transfer from the cluster into CO2 (or CO in the case of [Al54Ni]−CO2).
Results for the CO2 pDOS show no major di�erences between the small and the medium-
sized clusters except for [Al54Ni]−CO2. This can be explained by the dissociation of CO2

on the cluster surface. As a result, the pDOS resembles that of CO (see Figure 3.17).
The results of the transition-metal pDOS are also very similar between the di�erent sized
systems except for the Ni-doped clusters. For [Al54Ni]−CO2 more high-intensity peaks
below the Fermi energy appear which are probably a result of strong hybridisations with
the dissociated CO2 molecule. Comparison of the results obtained through the Mulliken
analysis exhibits the same trends in terms of electron-con�guration: There is always one
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more d-electron on the dopant than its position in the d-period. For the medium-sized
clusters there is also no exception from the principle that the dopant-spin is the total spin
minus one unless the total spin is a singlet, in this case the spin located on the dopant
is also zero. In terms of dopant charge there is only minor di�erences in most cases be-
tween the small and medium-sized clusters. The exceptions are [Al54Mn], [Al54Fe]−CO2,
[Al54Fe], [Al54Co]−CO2 and [Al54Co] which all exhibit an increase in dopant charge com-
pared to the smaller systems.
In terms of absorption spectra (see Figure 3.19), it can be seen that absorption gener-
ally is much more intense than in the smaller systems which can be explained by the
increased number of electrons resulting in more possible transitions. The onset of the
absorption is located at similar energies like that of the [Al12M]−CO2 systems. Never-
theless, the structure of the absorption features is very di�erent which can be explained
by the di�erent geometries (see Chapter 3.1). The maximum of the �rst absorption peak
for the [Al54M]−CO2 systems is blue shifted by about 2 eV in comparison to that of the
[Al12M]−CO2 systems. This in combination with the red-shift of the ionization energies
results in the �rst absorption maximum lying outside of the window of interest for LICT
studies. This does not necessarily mean though that LICT values are generally smaller
since the large number of electrons can compensate this trend. Indeed, the dipole strength
function of [Al54M]−CO2 systems reaches values of roughly 10 eV-1 at energies smaller
than the �rst ionisation energy which is comparable to the magnitude of the �rst absorp-
tion maxima in [Al12M]−CO2.

Dopant System LICT sum [e]
Zr [Al12Zr]−CO2 -0.0065

[Al54Zr]−CO2 -0.0100
Mn [Al12Mn]−CO2 -0.0149

[Al54Mn]−CO2 -0.0110
Fe [Al12Fe]−CO2 +0.0571

[Al54Fe]−CO2 +0.0243
Ru [Al12Ru]−CO2 -0.0575

[Al54Ru]−CO2 -0.0419
Co [Al12Co]−CO2 -0.0101

[Al54Co]−CO2 -0.0522
Ni [Al12Ni]−CO2 +0.0007

[Al54Ni]−CO2 -1.2990 (CO!)
Cu [Al12Cu]−CO2 +0.0512

[Al54Cu]−CO2 +0.0186

Table 3.11: Summation over all LICT values of a system.

For the LICT analysis, it can be seen that�just like for the smaller clusters�systems with-
out CO2 activation only exhibit charge-transfer into CO2 and systems with previous CO2

activation are more likely to perform back-transfer of electrons from the CO2 molecule onto
the cluster. It is worth noting that for the medium-sized clusters this trend seems to be
more rigid since only one system ([Al54Zr]−CO2) displays both positive and negative LICT
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values. Interestingly, the positive values are much smaller than the negative ones which
could not be observed for the smaller systems. Both Zr-doped systems, [Al12Zr]−CO2 and
[Al54Zr]−CO2, exhibit positive and negative LICT. On the other hand, both Mn-doped
systems, [Al12Mn]−CO2 and [Al54Mn]−CO2, have an onset of LICT at high energies. It
is also worth noting that the LICT spectrum of all [Al54M]−CO2 systems shows more
peaks due to the increased amount of electrons and resulting excitations. The magnitude
of LICT is smaller than in the [Al12M]−CO2 systems by a factor of 10. This does not
mean that fewer electrons will be transferred upon excitation though since the density of
LICT per energy window is higher and electromagnetic pulses are never in�nitely sharp in
terms of frequency. For better comparison, we summed over the LICT of each system and
compared the results (see Figure 3.11). It can be seen that the results are qualitatively
comparable except for the case of the Ni-doped systems, which again can be explained by
the dissociation of CO2 on [Al54Ni] (note that we are not even comparing the same value
in this case: for the medium-sized system, LICT into CO is considered while for the small
system LICT into CO2 is calculated!). Interestingly, most of the [Al54M]−CO2 systems
start exhibiting LICT at much lower frequencies than their smaller counter parts: While
[Al12Co]−CO2 for example started showing LICT from 3 eV on, [Al12Co]−CO2 already
has noticeable LICT from 2 eV on which is well in the lower energy range of the visible
spectrum (orange). Since we use a local XC functional this value can be shifted to the
accurate result. However, the comparison of the di�erent systems in terms of energy
should be valid. The threshold at which more than 5% of contributions are from above
the vacuum level is about 1 eV smaller in [Al54M]−CO2 compared to the smaller systems
which can be explained by the smaller ionization energies.

3.3.4 Summary

The medium-sized clusters exhibit the same trends that could be observed in their smaller
counter-parts. For the [Al54M]−CO2 systems ionization energies are red-shifted, adsorp-
tion energies are generally also shifted to smaller energies and no high-spin ground-states
could be observed. Systems which exhibit signi�cant ground-state CT show predom-
inantly negative LICT values and systems which show weak CO2 adsorption and no
ground-state CT can transfer electrons into CO2 upon excitation. Despite the location
of the main absorption peak above the �rst ionization energy, the medium-sized clusters
result in comparable LICT values upon summation over all excitations as their smaller
counter-parts due to the increased amount of electrons and possible excitations. Similar
to the smaller clusters, [Al54Zr]−CO2 exhibits both positive and negative LICT values.
[Al54Mn]−CO2 just like [Al12Mn]−CO2 shows an onset of LICT at higher energies than
the other systems. There is some deviations from the smaller clusters which manifest in
the di�erent adsorption behaviour of [Al54NiO]−CO and its di�erent properties arising
from it. Overall though it becomes clear that the [Al54M]−CO2 systems show similar
trends like the smaller clusters and point out the catalytic activity of small doped Al
clusters for carbon dioxide facilitation in renewable energies. Our work paves the way
for better understanding of catalysts and gives hints at which systems are of interest to
synthesize for further studies.
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3.4 Electronic Properties of [Al146M]−CO2

In this chapter we explore the electronic structure of [Al146M]−CO2 with M denoting
Zr, Mn, Ru, Co, Ni and Cu. We study the spin multiplicities and ionization potentials
of the adsorbed and isolated systems as well as the adsorption energies, dopant electron
con�gurations and the ground-state charge-transfer. We compare the results to those of
[Al12M]−CO2 and [Al54M]−CO2 and discuss trends observed across the di�erent sizes.

3.4.1 Ground State Properties

In this subsection we will look at the static properties of the biggest systems in our
study, namely [Al146M]−CO2. Again we will discuss ground-state spin-multiplicities and
ionization potentials of the isolated clusters as well as the adsorbed systems, look at
adsorption energies, investigate if ground-state CT is taking place and compute the total
DOS of each system projected onto an atomic orbital basis of CO2.

System Spin-state Ionization
Energy/eV

Adsorption
Energy/eV

GS CT into CO2

[Al146Zr]−CO2 singlet (singlet) 5.2 (5.2) -1.9 +0.33
[Al146Mn]−CO2 doublet (quartet) 5.2 (5.2) -2.0 +0.29
[Al146Ru]−CO2 singlet (singlet) 5.3 (5.2) -1.5 +0.36
[Al146Co]−CO2 quartet (quartet) 5.1 (5.1) -1.5 +0.30
[Al146Ni]−CO2 singlet (singlet) 5.3 (5.2) -1.3 +0.35
[Al146Cu]−CO2 doublet (doublet) 5.2 (5.2) -0.1 +0.02

Table 3.12: Electronic ground-state data of [Al146M] with adsorbed CO2, values for
the isolated clusters are written in brackets. Results include the spin multiplicity,
ionization energy, adsorption energy and the ground-state electron transfer (GS CT)
into CO2 (evaluated by Hirshfeld's scheme as implemented in FHI-aims).

Table 3.12 displays the most favourable spin-state, the �rst ionization energy, the ad-
sorption energy and the ground-state CT for the [Al146M]−CO2 systems. Again, results
for the isolated clusters are displayed in brackets. All systems except for the Co-doped
cluster have a low-spin ground-state. In the case of the isolated clusters, all systems
except for [Al146Mn] and [Al146Co] are most favourable in their lowest possible spin-
multiplicity. Ionization energies range from 5.1 eV ([Al146Co]−CO2 and [Al146Co]) to
5.3 eV in [Al146Ru]−CO2 and [Al146Ni]−CO2. The ionization energies of the isolated clus-
ters is 5.2 eV except for [Al146Co] where it is 5.1 eV. Here it is worth noting that the Co-
doped cluster is the only system that has a high-spin con�guration in its adsorbed form.
Adsorption energies range from -0.1 eV ([Al146Cu]−CO2) to -2.0 eV ([Al146Mn]−CO2).
The small adsorption energy of the Cu-doped system can be explained by its large ad-
sorption distance (3.7 Å) but interestingly, the Mn-doped system does not have the small-
est adsorption distance but exhibits the highest adsorption energy. Indeed, the smallest
adsorption distance which is observed in the Ni-doped cluster only leads to a moderate
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adsorption energy, indicating that interactions between the cluster and the molecule are
weaker than in the other systems. Signi�cant ground-state charge-transfer again is ob-
served in all systems with adsorption distances below 2.3 Å.
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Figure 3.21: DOS projected onto s-, p-, d-, f- and g-character atomic orbitals of CO2

for the [Al146M]−CO2 systems. The energy scale is shifted by the system's respective
Fermi-level which is denoted by a grey vertical line. For better comparison, the DOS
of isolated carbon dioxide is displayed at the top. A broadening of 0.05 eV has been
used in all graphs.

Figure 3.21 displays the DOS projected onto s-, p-, d-, f- and g-character atomic orbitals
of CO2 for the [Al146M]−CO2 systems. The Cu-doped cluster accurately resembles the
CO2 DOS which can be explained by the large adsorption distance of 3.7 Å which results
in very weak interactions between cluster and molecule (also see adsorption energy, Ta-
ble 3.12). For all other systems, small additional peaks below the Fermi energy can be
seen. Di�erences between the respective pDOSs of all systems except for the Cu-doped
cluster are very small which can be explained by the similar geometries (all [Al146M]−CO2

systems exhibit almost perfect icosahedral geometry).
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M El. conf. Partial
charge

s p d Dopant
spin

Zr [Kr]4d25s2 +0.3 (+0.3) 8.4 (8.6) 18.4 (18.2) 12.7 (12.9) 0 (0)
Mn [Ar]3d54s2 -0.1 (0) 6.7 (6.7) 12.4 (12.3) 6.1 (6.0) 1.0 (2.3)
Ru [Kr]4d75s1 -0.2 (-0.2) 8.5 (8.6) 18.6 (18.5) 17.0 (17.1) 0 (0)
Co [Ar]3d74s2 -0.3 (-0.2) 6.8 (6.8) 12.6 (12.4) 8.0 (8.0) 0.1 (0.4)
Ni [Ar]3d84s2 -0.3 (-0.2) 6.9 (6.9) 12.6 (12.5) 8.8 (8.9) 0 (0)
Cu [Ar]3d104s1 -0.2 (-0.2) 6.9 (6.9) 12.7 (12.7) 9.7 (9.7) 0 (0)

Table 3.13: Angular momentum-resolved Mulliken charges of the dopant atoms in
[Al146M]−CO2. Results were obtained with FHI-aims, values for the isolated clusters
are displayed in brackets. "El. conf." denotes the electron con�guration of the isolated
dopant atom and "s", "p" and "d" denote the amount of electrons of the respective
character.

Table 3.13 displays the results of the Mulliken analysis for [Al146M]−CO2 and [Al146M].
Dopant charges range from -0.3 in [Al146Co]−CO2 and [Al146Ni]−CO2 to +0.3 in [Al146Zr]−CO2

and [Al146Zr]. The amount of d-electrons in all systems equals roughly the position in
the d-period plus one. In terms of dopant spin it can be noticed that in all adsorbed
systems and clusters except for those containing Mn the spin located on the dopant is
close to zero, even if the structure has a spin-state that is not a singlet. In the case of
[Al146Mn]−CO2, the overall spin-state is a doublet and the system's entire spin is located
on the dopant and for [Al146Mn] which is a quartet most of the spin is located on Mn.

3.4.2 Comparison of the results to [Al12M]−CO2 and

[Al54M]−CO2

In this section we will discuss how the static properties are a�ected by cluster size. There-
fore we compare all of our results to those obtained previously for the [Al12M]−CO2 and
[Al54M]−CO2 systems (see sections 3.2 and 3.3). We will discuss whether there are gen-
eral concepts that can be applied to all of the studied aluminium clusters and possibly
even transferred to bigger systems than the ones we investigated in this work.
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Figure 3.22: Adsorption energy plotted against the respective adsorption distance.
The results for [Al12M]−CO2 are displayed in purple, [Al54M]−CO2 is indicated in
turquoise and [Al146M]−CO2 is colour-coded in orange.

For the largest clusters, high-spin ground-states can be observed again. It is worth not-
ing that those appear for Co- and Mn-doped clusters just like in the smallest systems.
Nevertheless, for [Al146Co]−CO2 unlike for [Al12Co]−CO2, a high-spin ground-state is
observed. Since we were not able to obtain a converged geometry for [Al146Fe]−CO2,
we cannot evaluate whether this system has a high-spin con�guration as its ground-state
just like [Al12Fe]−CO2. The trend of the vertical ionization potentials approaching one
another with increasing size continues for the largest clusters in our study. This becomes
most obvious when looking at the ionization energies of the isolated clusters which are
almost all the same. The general red-shift of all ionization energies continues but is less
pronounced since it is slowly approaching the classical regime (for comparison: work func-
tion of a poly-crystalline Al �lm on quartz = 4.28 eV[98]) with increasing cluster-size and
with each added cluster shell, the overall change in atom number to the previous cluster
size becomes smaller.
Figure 3.22 displays the adsorption energies plotted against the corresponding adsorp-
tion distance. It can be seen that, with increasing adsorption distance, the adsorption
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energy approaches 0 eV. This behaviour is expected since interactions between CO2 and
the cluster should get weaker with larger distance. This trend does not seem to be linear
but appears to be asymptotic which can be explained by the decay of the density which
should follow 1

r
. Since we are using a local functional in our simulations, this is not ex-

actly true, but the decay of the density still has an asymptotic behaviour since it decays
exponentially. All systems, [Al12M]−CO2 (purple dots), [Al54M]−CO2 (turquoise dots)
and [Al146M]−CO2 (orange dots), seem to follow this trend. However, it appears that at
similar adsorption distance the largest clusters result in stronger adsorption. Due to the
few results it is di�cult to tell though if this is really a signi�cant trend or appears due
to the small number of systems studied.
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Figure 3.23: Ground-state charge-transfer plotted against the respective adsorption
angle. The results for [Al12M]−CO2 are displayed in purple, [Al54M]−CO2 is indicated
in turquoise and [Al146M]−CO2 is colour-coded in orange.

Ground-state CT for [Al146M]−CO2 is on a comparable scale to that of the smaller clusters.
When comparing the pDOS-plots for the di�erent cluster-sizes it is important to note
that the peaks appearing well above the Fermi level for the [Al146M]−CO2 systems are
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a results of the bigger atomic orbital basis onto which the DOS was projected due to
the use of a di�erent code and should hence not be taken into account. The remaining
peaks are very similar to the smaller clusters as a result of the comparable adsorption
geometry. Comparison of the Mulliken analysis to the smaller clusters exhibits the same
rule previously observed in terms of electron con�guration: There is always one d-electron
more than the position of the element in the d-period. Dopant charges only show marginal
di�erences to those computed for the medium-sized clusters. The observation that, unless
a cluster or system is a singlet, the spin moment of the dopant equals the total spin moment
minus one could be observed throughout all sizes with very few exceptions. Finally, we
compare the ground-state CT of all systems with the O-C-O angle of the CO2 molecule
in its adsorbed geometry. The results are displayed in �gure 3.23. Again, values of the
[Al12M]−CO2 systems are indicated by purple dots while turquoise and orange stand for
the medium- and large-sized systems, respectively. It can be seen that there is no notable
di�erences in terms of system size. However, there seems to be a clear connection between
the O-C-O angle and the transferred charge. For smaller angles, the amount of electrons
located on CO2 is increased by 0.2 to 0.45 depending on the system and angle. On the
other hand, systems with linear CO2 molecules show values of charge-transfer that are
close to zero.

3.4.3 Summary

The trends observed in the small and medium clusters also appear to be valid for the large
systems. Ionization energies only show a small reduction in comparison to the medium-
sized clusters and di�erences in terms of these quantities in between di�erent dopants
become much smaller with increasing system size. The DOS projected onto an atomic
orbital basis is mainly una�ected by the cluster-size as long as the local environment does
not change in a major way like in the case of [Al54NiO]−CO (see section 3.3). Adsorption
energies vary over di�erent cluster sizes and no clear trend with respect to the dopant
can be observed. However, adsorption energy is governed by the adsorption distance of
CO2. For the large clusters, electrons are transferred at ground-state level for all systems
except for the Cu doped cluster. In our study, Cu-doping did not lead to ground-state
level CO2 activation in any case. In terms of spin-multiplicity there is no strong rule
that can be derived but it appears that strongly adsorbed geometries are far less likely to
have a high-spin electronic ground-state. High-spin ground-states were only observed for
systems containing either Mn, Fe or Co. The electron con�guration of the dopant-atoms
seems to occur according to the same principle as in the small- and medium-sized clusters
although [Al146Mn]−CO2 poses the only exception seen across all system sizes.
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We have studied a wide variety of small, atomically de�ned aluminium clusters with
di�erent dopants. We focused on the systems' ability to adsorb and activate CO2 which
is a crucial step in the chemical conversion of carbon dioxide to useful chemicals. We
evaluated the relaxed structures with respect to the CO2-cluster adsorption distance and
O-C-O angle as an indicator of CO2 activation. We found that adsorption distances for the
neutral and negative [Al13] clusters without dopants were among the largest distances of
any system from our study with 3.6 Å. Only the medium-sized and large Cu-doped clusters
exhibited a slightly larger adsorption distance with 3.7 Å. This shows that introducing
dopants into these Al systems can lead to dramatically improved CO2 adsorption. Only
for some transition-metal dopants, adsorption distances below 2.3 Å could be observed
which all resulted in O-C-O angles signi�cantly smaller than 180°. On the other hand,
adsorption distances above 2.3 Å exhibited linear CO2 geometries without exception and
were found in all d-metal-free doped systems. We concluded that there is a critical
adsorption distance for CO2 activation which can only be achieved by transition-metal
dopants. We found results to be highly sensitive to spin, charge, dopant and cluster size.
For the negatively charged small clusters, we found Zr, Ru, Co, Ni, and Ti as dopants to
result in activation. For the small neutral clusters, Zr, Mn, Ru, Co and Ni led to bent
O-C-O angles. For the neutral medium-sized and large clusters, the dopants that resulted
in CO2 activation for the neutral [Al12M]−CO2 systems also exhibited bent O-C-O angles.
Only the case of [Al54Ni]−CO2 was special since the CO2 molecule dissociated on the
cluster surface upon adsorption. Overall we found that, independent of charge or size,
Zr-, Ru- and Co-doped systems always exhibited CO2 activation without exception. The
largest clusters all exhibited almost perfect icosahedral geometries while smaller clusters
often appeared to be distorted icosahedra.
Through a more detailed investigation of the neutral [Al12M]−CO2 systems with M = Zr,
Mn, Fe, Ru, Co, Ni and Cu, we found that the systems which resulted in CO2 activation
(M = Zr, Mn, Ru, Co and Ni) were electronically stabilized upon adsorption of CO2 while
the Fe- and Cu-doped clusters seem to be electronically destabilized by the presence of
CO2. Interestingly, [Al12Mn] and [Al12Co] change their spin state upon adsorption and
transition from a high-spin to a low-spin state. The only system exhibiting a high-spin
state in its adsorbed con�guration was the Fe-doped cluster. Through di�erent methods
of analysing the charge distribution, we were able to show that the bent O-C-O angles
indeed are a result of additional charge which is located on the CO2 molecule. We de�ned
a measure for charge-transfer upon excitation which we called LICT. We were able to show
that this is in good agreement with transition-densities obtained from Casida calculations.
Systems which resulted in activated CO2 in the ground-state mostly led to back-transfer
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of the excess charge distributed on carbon dioxide upon excitation while those systems
that exhibited linear CO2 geometries solely transferred charge into the molecule upon
excitation. However, [Al12Zr]−CO2, [Al12Ni]−CO2 and [Al12Co]−CO2 did exhibit smaller
positive LICT values as well which are associated with the transfer of additional electrons
into CO2.
The medium-sized clusters exhibited the same trends as the smaller systems, however,
there were some minor di�erences. For example, all [Al54M]−CO2 systems exhibited a
low-spin con�guration as their most favourable state. Ionization energies were red-shifted
in comparison to the small clusters and adsorption between cluster and molecule was
generally stronger than in the [Al12M]−CO2 systems. The onset of LICT is also red-
shifted and, in contrast to the small clusters, is located in the visible region of light
for the medium-sized clusters. Here it is worth noting though that the exact excitation
energies are probably shifted relative to our results due to errors arising from the local
XC functional. Again, systems which exhibit ground-state charge-transfer mainly display
negative LICT values while systems without signi�cant ground-state charge-transfer tend
to have mainly positive LICT values which indicate transfer of electrons from the cluster
into the CO2 molecule. Comparison of the overall LICT of a system to that of its smaller
counterpart yields results that are of the same order of magnitude.
For the largest clusters we only studied ground-state properties. The main di�erences
between [Al146M]−CO2 and [Al54M]−CO2 was the reappearance of high-spin ground-
states. In general, trends observed for small and medium-sized clusters largely remained,
although adsorption strength was not generally increased but in some cases weakened in
comparison to the smaller systems. Ionization energies in [Al146M]−CO2 were very similar
despite the di�erent dopants which can be explained by the smaller overall fraction of
dopant compared to the smaller systems. The C and O projected DOS remained mainly
una�ected throughout all cluster sizes unless the local environment of CO2 underwent a
signi�cant change like in the case of [Al54Ni]−CO2. The shorter the adsorption distance,
the stronger the adsorption. However, no di�erences with respect to the di�erent system
sizes can be observed within this. The same applies to the connection between ground-
state charge-transfer and the O-C-O angle. Although smaller angles correspond to larger
amounts of charge-transfer, no clear trend with respect to system size can be observed.
All systems with only one exception showed the same electronic dopant structure: The
dopant always contained one electron more with d-character and one less with s-character
than its position in the periodic table would indicate. High-spin ground-states were only
observed for systems that contained either Mn, Fe or Co.
The adsorption geometries obtained throughout all cluster sizes (with few exceptions)
can be expected to predominantly yield CO as a product due to the steric hindrance of
attacks to the carbon atom which result from the adsorption geometries. However, this
CO gas could then be used in e.g. a Fischer-Tropsch synthesis in combination with H2

to obtain useful products.[97] Our results give further insights into atomically de�ned
aluminium catalysts and point out some interesting �ndings that could help pave the
way for future studies. Future work could focus on the dynamics of the LICT process to
compare the di�erent systems with respect to their charge-transfer rates and study if the
systems remain stable upon excitation or e.g. CO2 dissociates throughout the process. It
would be interesting to see if larger Zr-, Ru- or Co-doped aluminium clusters could be
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synthesised and would exhibit the catalytic potential in experiments which our �ndings
hint at. It would also be of interest to investigate how the systems are a�ected by oxidation
or protecting ligands and if the clusters exhibiting a high-spin ground-state are magnetic
and hence could be easily recovered from the reaction batch. In this regard it could also
be of interest to study correlation in these systems and see how certain parameters are
a�ected by e.g. di�erent +U corrections. Our results are promising since despite smaller
di�erences between di�erent cluster-sizes, some trends could be extracted and remained
mainly unchanged throughout the systems. We think that our systematic study has given
valuable insights into new chances for catalyst design and helps to understand the e�ects
of di�erent dopants on aluminium cluster properties in a better way. Although we did
not answer all questions, our work is a fundament on which future research can build and
hopefully shed more light onto the catalytic processes which govern CO2 activation.
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5 Computational Details

In the following chapter, the details necessary to reproduce the results presented in this
thesis are shown. Since this chapter is meant for the reader who wants to quickly �nd a
certain parameter, we present the data (if possible) in the form of tables and listed by
calculation type.

5.1 Geometry Optimizations

In this section we focus on the details of the calculations from which the structures of
the clusters studied were produced. We will start with the relaxations of the smallest
clusters, continue with the details used for the medium-sized and large clusters and �nish
by describing how the ground-state geometry was found in the pool of structures that was
generated.

First, we studied small neutral and singly negatively charged aluminium clusters' geome-
tries in the neighbourhood of CO2. Therefore we started from icosahedral [Al13]

� with a
CO2 molecule placed in the vicinity of the cluster. The molecular axis is perpendicular
to the axis formed by the central aluminium atom and the cluster atom that is closest to
the CO2. The distance between the outer cluster atom and the carbon atom is chosen to
be 2.7 Å which is the same as the distance of the outer shell atoms to the central atoms.
This value has been found by Casanova et al.[82] from their relaxations of [Al13]

� on a
PBE0 level which should give us a reasonable starting point. The same initial geometries
are created for clusters with dopants. The initial geometry is illustrated in �gure 5.1.
We exchange the outer aluminium atom that is closest to CO2 for one of the following
atoms: B, C, H, N, O, P, S, Si, Zr, Mn, Fe, Ru, Co, Ni, Cu, Ti, Pd, Rh, Ag or Au.
From these initial geometries we performed relaxations for the singly negatively charged
systems and their neutral counter parts. We denote these systems by [Al12M]−CO2 and
([Al12M]−CO2)

� with M being the placeholder for the dopant.

From these starting geometries we relax the atomic positions using both spin-polarized and
spin-unpolarized DFT with a PBE exchange-correlation functional[99] and a Grimme-d2
correction[100] to account for van-der-Waals interactions. These calculations are carried
out in the Quantum Espresso software package[101] with ultra-soft GBRV PPs[102]. As
wave function cut-o� and charge density cut-o� we used 40 Ry and 200 Ry, respectively,
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2.7 Å

Figure 5.1: Starting geometry for the relaxations. Atom colours: Grey = aluminium,
black = carbon, red = oxygen, purple = M.

which are the suggested cut-o�s from the original publication of the PPs[102]. The simu-
lation box was cubic with an edge length of 45 Å. A Gaussian smearing of 0.001 Ry was
used and the calculations were considered converged when the forces were smaller than
10−3 eV/Å. From this preselection of clusters the lowest-energy structures were picked
and compared with respect to their CO2-adsorption distance and O-C-O bond angle. The
adsorption distance was de�ned as the smallest distance between any cluster and any CO2

atom. From the neutral clusters we selected the seven systems that exhibited the smallest
adsorption distances. In particular, we selected the Zr, Mn, Fe, Ru, Co, Ni and Cu doped
[Al12M]−CO2 systems.
The obtained relaxed structures were then used as initial geometries in a spin-polarized
calculation with the same parameters as described previously. We found the results to be
highly dependent on the computational settings, like choice of basis, exchange-correlation
functional and spin-polarization. In order to test the PP basis, we carried out relaxations
starting from the initial geometries as well as the results from the Quantum Espresso
calculations using FHI-aims[103, 104]. Here we also used PBE as exchange correlation
functional and chose second tier basis functions of numerical localized orbitals to be our
basis.
The pool of candidate structures that was obtained through this routine (meaning from
the FHI-aims and quantum espresso relaxations) was then used to �nd the lowest energy
structure. Therefore, all results from the Quantum Espresso and FHI-aims relaxations
were calculated in the Octopus code[105, 106, 107, 108] in all possible spin states using the
local density approximation (LDA) and the implemented norm-conserving Hartwigsen-
Goedecker-Hutter PPs[109] (including semi-core states for the transition metal atoms).
The total energies were then compared and the lowest energy con�guration was chosen.
Isolated cluster geometries for the computation of their electronic properties were ob-
tained by relaxations with Quantum Espresso and FHI-aims, starting from the lowest
energy con�guration of the adsorbed system with removed CO2. For the bigger clusters,
the starting point was the icosahedral doped cluster and CO2 was located in the proximity
of the dopant. As CO2 distance and geometry, we chose the one which we found to be the
ground-state in the smaller systems. From this starting point a relaxation using FHI-aims
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5 Computational Details

as described above was performed.

5.2 Ground State and Excited State Properties

In the previous section we described how we found the ground-state geometries of the
systems. In this section we will focus on the details of the calculations that were then
carried out with these structures.

System Grid (IP)
[Å]

Box
(IP)[Å]

Grid
(AE) [Å]

Box (AE)
[Å]

Grid
(DOS)
[Å]

Box
(DOS)
[Å]

[Al12Zr]−CO2 0.18 5 0.06 5 0.16 9
[Al12Mn]−CO2 0.14 6 0.06 5 0.14 9
[Al12Fe]−CO2 0.18 5 0.06 5 0.16 9
[Al12Ru]−CO2 0.20 6 0.06 5 0.18 9
[Al12Co]−CO2 0.16 5 0.06 5 0.14 9
[Al12Ni]−CO2 0.12 5 0.06 5 0.14 9
[Al12Cu]−CO2 0.16 5 0.06 5 0.14 9

Table 5.1: Calculation parameters used for determining the vertical ionization energy
("IP"), adsorption energy and most favourable spin-state ("AE") and computation of
DOS, pDOS, ELFs, ground-state electron transfer and Casida calculations ("DOS").
"Grid" denotes the spacing of points on the real-space grid while "Box" denotes the
radius of the minimum box. In the calculation of the ELF of [Al13]−CO2, a smearing
of 0.1 eV was used to achieve convergence.

Mulliken analysis data was obtained using FHI-aims with a pz-LDA XC-functional, second-
tier basis functions and spin-polarized calculations. All other ground state calculations
were performed with Octopus on an LDA theory level. The density was converged up to a
relative accuracy of 10-7 (de�ned as the inverse electron number of the problem multiplied
by the absolute density convergence) and the grid-spacing and box radii of the minimum
box shape were converged with respect to the quantity of interest. For the [Al12M]−CO2

systems we also carried out LDA+U calculations with a Hubbard U of 6 eV. The min-
imum convergence parameters for ground state properties and Casida calculations that
we found to be su�cient and used to produce the results in this thesis can be found in
Table 5.1. For Casida spectra of the medium sized clusters, [Al54M]−CO2, we only consid-
ered transitions between states that had an energy di�erence smaller than 10 eV since this
should be su�cient for our purposes because ionization energies of these systems range
from 5.2 eV to 5.5 eV (see chapter 3.3). To determine the amount of charge for each state
that is located on CO2, we performed a pDOS calculation (projection of the density of
states (DOS) onto an atomic orbital basis) for the energy range between -35 eV and 3 eV
with a Gaussian smearing of 0.001 eV and an energy grid of 150,000 points within the
energy frame using Octopus. We then sum the pDOS over the atoms of CO2 and multiply
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5.2 Ground State and Excited State Properties

the result with a top-hat function of width 0.001 which is centred around each peak at a
time, then we integrate the result over the energy. In order to account for degeneracies
and avoid over representation of these states, we divide this result by the integral over
the total DOS computed on the same energy grid and multiplied with the same top-hat
function. This normalized result is then the basis for our consecutive analysis of the light
induced charge-transfer (LICT). Casida calculations were performed with 100 unoccupied
spin-down and 100 unoccupied spin-up states.

We also carried out time-dependent density functional theory (TDDFT) calculations in
order to obtain excited state properties like adsorption spectra. Therefore we used a
Casida formalism as well as time-propagations with ALDA. For the spectra obtained
from time-propagations, we chose the time-step su�ciently small to ensure a high level
of total-energy conservation over the propagation time of 13.164 fs. The minimal conver-
gence parameters that were used for the time-propagations in this thesis can be found in
Table 5.2.

System Time Step
[1/eV]

Grid [Å] Box Radius
[Å]

kick
strength
[1/Å]

[Al12Zr]−CO2 0.001 0.26 8.0 0.01
[Al12Mn]−CO2 0.001 0.18 8.0 0.01
[Al12Fe]−CO2 0.001 0.22 8.0 0.01
[Al12Ru]−CO2 0.001 0.32 8.0 0.01
[Al12Co]−CO2 0.001 0.20 9.0 0.01
[Al12Ni]−CO2 0.001 0.18 8.0 0.01
[Al12Cu]−CO2 0.001 0.18 13.0 0.01

Table 5.2: Minimal convergence Parameters found for computation of the absorption
spectra from time-propagations.

Ground state charge transfer was determined by a Hirshfeld-analysis[73]. Since this is
only implemented in Octopus for time-dependent calculations, we performed a time-
propagation without any perturbation and one time step and used the result for time=0.
For computational feasibility reasons, the biggest clusters were calculated using FHI-aims
with a pz-LDA XC-functional, second-tier basis functions and spin-polarized calculations.
Ground-state charge-transfer again was determined by a Hirshfeld analysis (as imple-
mented in FHI-aims).
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List of Hazardous Chemicals

No hazardous chemicals according to the Globally Harmonized System of Classi�cation
and Labelling of Chemicals (GHS) have been used in the course of this work.
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