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Abstract

Condensed matter physics and quantum electrodynamics (QED) have been long con-
sidered as distinct disciplines. This situation is changing rapidly by the progress in the
field of cavity QED materials. Motivated by these advances we aim to bridge these fields
by merging fundamental concepts coming from both sides. In the first part of the thesis
we present how non-relativistic QED can be constructed and we discuss different forms of
light-matter interaction in different gauges and that neglecting particular quadratic terms
can lead to instabilities for the QED Hamiltonian. In the second part of the thesis we
revisit the Sommerfeld model of the free electron gas in cavity QED and provide the exact
analytic solution for this paradigmatic condensed matter system coupled to the cavity.
We show that the cavity field modifies the optical conductivity of the electron gas and
suppresses its Drude peak. Further, by constructing an effective field theory in the contin-
uum of photon modes we show how the photon field leads to a many-body renormalization
of the electron mass, which modifies the fermionic quasiparticle excitations of the Fermi
liquid. In the last part of the thesis we show that translational symmetry for periodic
materials in homogeneous magnetic fields can be restored by embedding the problem into
QED. This leads to a generalization of Bloch’s theory for electron-photon systems, that we
named as QED-Bloch theory, which can be applied for the description of periodic materials
in homogeneous magnetic fields and strongly coupled to the quantized cavity field. As a
first application of our theory we consider Landau levels coupled to a cavity and we show
that quasi-particle excitations between Landau levels and photons appear, called Landau
polaritons. Further, for periodic materials in such setups, QED-Bloch theory predicts the
emergence of novel fractal polaritonic energy spectra, which we name as fractal polaritons.
The fractal polaritons are a polaritonic, QED analogue of the Hofstadter butterfly. In the
limit of no cavity confinement, QED-Bloch theory recovers both the well-known Landau
levels and the fractal spectrum of the Hofstadter butterfly, and can be applied for the
description of periodic materials in strong magnetic fields.



Zusammenfassung

Die Festkorperphysik und die Quantenelektrodynamik (QED) werden gewdhnlicher-
weise als zwei getrennte Forschungsdisziplinen erachtet. Auf Grund von beachtlichen
Fortschritten in der Hohlraum-QED Materialforschung andert sich diese Sichtweise je-
doch langsam. In dieser Arbeit wollen wir zur Verbindung dieser beiden Forschungsdiszi-
plinen beitragen, indem wir fundamentale theoretische Konzepte der beiden Bereiche vere-
inheitlichen. Im ersten Teil dieser Dissertation wird als Grundlage die nicht-relativistische
QED eingefiihrt und verschiedene Arten von Licht-Materie-Wechselwirkung und Eichtrans-
formationen diskutiert. In diesem Kontext zeigen wir, dass die Vernachléassigung gewisser
Wechselwirkungsterme zu unphysikalischen Instabilitaten in der QED fiihrt. Im zweiten
Teil prasentieren wir eine Erweiterung der Sommerfeld-Theorie des freien Elektronen-
gases, welche eine paradigmatische Theorie der Festkorperphysik ist, fiir Hohlraum-QED.
Die resultierende Hamilton-Gleichung des gekoppelten Licht-Materie-System ist analytisch
losbar und wir konnen zeigen, dass das Photonfeld die optische Leitfahigkeit des Elektro-
nengases modifiziert sowie den Drude Peak verkleinert. Aufbauend auf den analytischen
Losungen wird eine effektive Quantenfeldtheorie konstruiert, welche zu einer Vielteilchen-
Massenrenormierung fiihrt und die fermionischen Anregungen der Quasi-Teilchen der Fermi-
Fliissigkeits-Theorie modifiziert. Im letzten Teil der Arbeit stellen wir die durch ho-
mogene Magnetfelder gebrochene Translationsinvarianz periodischer Festkorper mittels
der QED wieder her. Dies fithrt zu einer Verallgemeinerung der Bloch-Theorie, welche
wir als QED-Bloch-Theorie bezeichnen. Mit Hilfe der QED-Bloch-Theorie konnen peri-
odische Festkorper in homogenen Magnetfeldern beschrieben werden, die zugleich an das
quantisierte Photonfeld koppeln. Als erste Anwendung unserer Theorie untersuchen wir
Landau-Zustande, die stark an einem Photonfeld gekoppelt sind. Wir zeigen, dass auf
Grund der Wechselwirkung der Landau-Zustande mit den Photonen neue Quasi-Teilchen
(Landau-Polaritonen) entstehen. Die Theorie sagt voraus, dass fiir periodische Festkorper
unter diesen Bedingungen fraktale polaritonische Energie-Spektra entstehen, die fraktalen
Polaritonen. Diese stellen ein polaritonisches QED-Analogon zum “Hofstadter-Butterfly”
dar. Konsistenterweise erhalt man im klassischen Grenzfall die wohlbekannten Landau-
Zustande sowie das fraktale Spektrum vom Hofstadter-Butterfly. In diesem Fall dient die
QED-Bloch-Theorie zur Beschreibung von periodisch angeordneten Materialien in starken
Magnetfeldern.
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CHAPTER 1

Introduction

The scientific enterprise is now largely involved in the creation of novelty—in the design of
objects that never existed before and in the creation of conceptual frameworks to understand
the complexity and novelty that can emerge from the known foundations and ontologies.

Silvan S. Schweber
Physics, Community and the Crisis in Physical Theory [1]

Quantum electrodynamics (QED) is the cornerstone of our modern description for all
phenomena involving the interaction between light and matter. This includes the interac-
tion of atoms, molecules or many-body condensed matter systems with classical electro-
magnetic fields, lasers and even single photons. In the framework of QED both constituents
are treated quantum-mechanically as dynamical entities, in the sense that light can shape
matter and vice versa. Quantum electrodynamics, as it was formulated by Tomonaga,
Schwinger, Feynman and Dyson [2, 3, 4, 5, 6] is defined as a perturbative expansion of the
scattering matrix (S-matrix), from which one can compute the probability of any scatter-
ing process occurring between charged particles and photons. This perturbative treatment
relies on the fact that the light-matter interaction in free space is weak, as it is determined
by the fine-structure constant ag = 1/137.

This paradigm of perturbative light-matter interactions is currently challenged by de-
velopments in the emerging field of cavity QED materials. Driven by the advances in fab-
ricating nanostructures and nanomaterials, experimentalists are now able to couple atoms,
molecules and 2D materials to the electromagnetic field in the strong and the ultrastrong
coupling regime [7, 8]. In these novel regimes, light and matter lose their individual identity
and form hybrid states called polaritons. These mixed quasiparticles can fundamentally
alter the behavior and properties of materials [9)].



In the last decade, a plethora of pathways have been explored, to achieve strong light-
matter coupling, and several unprecedented phenomena involving polaritonic states have
been observed. Quantum Hall systems under cavity confinement, in both the integer [10,
11, 12, 13, 14] and the fractional [15, 16] regime, have demonstrated ultrastrong coupling
to the photon field and modifications of their transport properties [17]. Light-matter
interactions have been suggested to modify the electron-phonon coupling and the critical
temperature of superconductors [18, 19, 20, 21] with the first experimental evidence already
having appeared [22]. Modifications of chemical properties and chemical reactions have
been achieved through coupling to vacuum fields in polaritonic chemistry [23, 24, 25, 26,
27, 28, 29, 30]. Cavity control of excitons has been studied [31, 32] and exciton-polariton
condensation has been achieved [33, 34|. Further, the implications of coupling to chiral
electromagnetic fields is currently investigated [35, 36, 37, 38], and the possibility of cavity-
induced ferroelectric phases has been proposed [39, 40].

Many of these fascinating phenomena are still poorly understood, and theoretical pre-
dictions depending on different kinds of modelling and approximations, are contradictory.
Even the basic question of what is the correct Hamiltonian for the description of strongly
coupled light-matter systems has been heavily debated [41, 42, 43, 44, 45, 46, 47]. Special
attention has been drawn to the question about the importance of the quadratic terms
that appear in different gauges. Namely, the diamagnetic A? term in the Coulomb gauge
and the dipole self-energy in the length gauge [48, 49]. We note that the debate over the
importance of these terms, is closely related to the notorious quest over the superradiant
phase transition [50, 51, 52, 53, 54, 55, 56].

Fundamentals of Quantum Electrodynamics.—To address properly this funda-
mental problem, we revisit the framework of non-relativistic QED, also known as Pauli-
Fierz theory [57]. We present how the Pauli-Fierz Hamiltonian can be obtained as the
non-relativistic limit of QED, and we show that in the Coulomb gauge the diamagnetic
A? term emerges, due the elimination of the positrons. We demonstrate that if the A2
term is omitted, then the Coulomb gauge Hamiltonian becomes unstable [58]. In addition,
in the so-called length-gauge form of the Pauli-Fierz Hamiltonian, a different quadratic
term appears, the dipole-self energy. The importance of this term has been questioned
and investigated [44, 59, 60, 61]. We show that without the dipole self-energy, the length-
gauge Hamiltonian also becomes unstable and has no ground-state [48, 49]. Further, if the
dipole-self energy is ignored, the length-gauge Hamiltonian no longer respects translational
symmetry.

It is important to emphasize that, throughout this work the concept of translational
invariance will be used as a guiding principle and will be encountered multiple times, in
different settings. This is not an arbitrary choice, but has to do with the fact that for solid



state and condensed matter systems, translational symmetry is a defining property.

Furthermore, these intriguing phenomena coming from the field of cavity QED materi-
als, that we mentioned, question the well-established concepts and methods of many-body
physics and quantum optics. In many-body physics usually only the longitudinal photonic
degrees of freedom are treated via the Coulomb interaction, while the transversal degrees
of freedom of the photon field are neglected. On the other hand, in quantum optics, the
photon field is treated in great detail but matter is described only by a few states. Both
simplified pictures are far from providing a realistic and comprehensive account of these
novel experiments in the field of cavity QED materials.

The state of the art in cavity QED materials calls for the development of new theoretical
methods and tools, which will allow the description of condensed matter systems strongly
coupled to the photon field. Motivated by all these developments, the aim of this thesis
is exactly to pursue this direction and develop new theories and models for the emerging
field of cavity QED materials.

The Free Electron Gas in Cavity QED.—To achieve this goal and provide the
first (to the best of our knowledge) analytically solvable model for a condensed matter
system coupled to the photon field, we revisit the paradigmatic Sommerfeld model of
the free electron gas [62] in the framework of cavity QED [58]. The defining properties
of the Sommerfeld model are: (i) Coulomb interaction is neglected and (ii) continuous
translational invariance. Making use of translational invariance and the fact that the
momenta of the electrons are a good, conserved quantum number we manage to solve
analytically this system in the long-wavelength limit, also known as dipole approximation,
for an arbitrary, but finite amount of photon modes.

One of the most important outcomes of our analytic solution is that the quantized
photon field mediates an all-to-all interaction between the electrons. This is very important
from a conceptual point of view. Because our work, in addition to the concept of many-
particle systems interacting via Coulomb forces, introduces the concept of many-body
systems interacting via the quantized photon field and sets a new paradigm for many-body
physics.

In connection to the transport experiments performed for materials in cavities [17, 22],
we show for the Sommerfeld model, that coupling to the cavity can modify the optical
conductivity of the electron gas and can suppress the Drude peak and the DC conductivity
of this system [58]. This is an exciting and important result, because it makes apparent
the fact that the quantized photon field can modify macroscopic properties of materials,
like their conductivity.

Another great challenge for periodic solid state systems coupled to the electromagnetic



field, is to go beyond the dipole approximation. The main problem in this setting is
that the spatial variation of the vector potential of the electromagnetic field breaks the
fundamental translational symmetry of the lattice. Thus, Bloch’s theorem [63] cannot
be applied. This is an extremely important issue, as most of our understanding of solid
state systems relies on Bloch theory, from which the band structure of materials can be
obtained. We would like to emphasize, that this is not a merely theoretically driven
question, but it is actually experimentally motivated, by the advent of Moiré materials [64,
65] which are currently probed under strong uniform magnetic fields. The enlarged Moiré
unit cell enables to achieve large magnetic fluxes for the probe of the fractal spectrum of
the Hofstadter butterfly [66, 67, 68, 69, 69].

Quantum Hall Systems in Cavity QED.—Motivated by these advances, we go be-
yond the dipole approximation and we look into the setting of the quantum Hall effect [70],
in which the homogeneous magnetic field breaks translational symmetry [71]. This break-
ing of translational invariance has been a long standing problem for condensed matter
physics, which we manage to solve by embedding it into non-relativistic QED [11]. What
we find is, that translational symmetry exists in the higher-dimensional, electronic plus
photonic (polaritonic) configuration space. In this higher-dimensional space we generalize
Bloch’s theorem for coupled electron-photon systems. Thus, we name this framework as
quantum electodynamical Bloch (QED-Bloch) theory [11]. QED-Bloch theory allows for
the construction of a polaritonic Bloch ansatz and the non-perturbative treatment of peri-

odic materials in homogeneous magnetic fields, strongly coupled to the quantized photon
field.

As a first application of QED-Bloch theory we consider two-dimensional Landau lev-
els under cavity confinement and we show that the cavity field leads to the emergence of
mixed quasi-particle states between the Landau levels and the photons, known as Landau
polaritons [11, 10]. The Landau polaritons are currently of great interest, and have been
measured experimentally [13, 17, 14]. Further, for two-dimensional periodic materials per-
pendicular to a magnetic field and under cavity confinement, QED-Bloch theory predicts
the emergence of fractal polaritons, i.e., fractal polaritonic energy spectra [72]. This is
a novel prediction of our theory, which has not been reported before, and constitutes a
polaritonic analogue of the Hofstadter butterfly. In the limit of no quantized cavity field,
QED-Bloch theory recovers the Landau levels [71] and the fractal spectrum of the Hofs-
tadter butterfly [66], and thus provides a non-perturbative framework for the description
of periodic materials in strong magnetic fields.

The Hofstadter butterfly has become now experimentally accessible with great accuracy
in Moiré systems [67, 68, 69, 73] and we believe our first-principles QED-Bloch framework,
can help to understand these novel experiments. In addition, our prediction of the existence

4



of fractal polaritonic spectra due to strong light-matter coupling, opens a new avenue for
the exploration of fractal physics in the field of cavity QED materials and the probe of the
fractional quantum Hall effects [74, 75] with the use of cavity photons.

Outline & Brief Summary

The thesis is organized in three parts as follows.

Fundamentals of Quantum Electrodynamics.—In the first part of the thesis we present
how non-relativistic QED can be constructed. In chapter 2 we start from Maxwell’s theory
of electromagnetism, which we solve in free space, and we subsequently quantize. Then,
we consider Dirac’s theory for relativistic matter coupled to the photon field, and by
taking the non-relativistic limit, we obtain the Pauli-Fierz theory. In chapter 3 we look
into the long-wavelength limit (dipole approximation) of the Pauli-Fierz theory. In the
dipole approximation, the photon field is spatially homogeneous and respects translational
invariance in the electronic configuration space, which is desirable for the description of
condensed matter systems. In the dipole approximation there is a unitarily equivalent
description known as the length gauge. In this gauge, the light-matter interaction depends
on the dipole operator and a term depending on the quadrature of the dipole operator shows
up, which is known as the dipole self-energy. As a consequence translational invariance in
the electronic space is broken. However, as translational invariance is a physical property,
it still exists in the full electronic plus photonic (polaritonic) space. We note that without
the dipole self-energy the latter property does not hold. Further, we prove that without the
dipole self-energy the Hamiltonian becomes unstable and has no ground-state. In addition,
if the dipole self-energy is discarded, gauge invariance is broken and Maxwell’s equations
in matter are not satisfied.

The Free Electron Gas in Cavity QED.—In the second part of the thesis, we revisit the
Sommerfeld model of the free electron gas in the framework of cavity QED. In chapter 4 we
briefly review the Sommerfeld model and then in chapter 5 we couple it to the quantized
cavity field. Making use of translational invariance we provide the analytic solution for
the free electron gas coupled to the cavity field. Then, in the thermodynamic limit we
show that the hybrid electron-photon ground state is a Fermi liquid dressed with (virtual)
photons, and that without the diamagnetic A2 term the coupled system becomes unstable.
In chapter 6 we perform linear response and we compute the optical conductivity of the
free electron gas inside the cavity. We show that the cavity field modifies the conductive
properties of the electron gas due to the emergence of plasmon-polariton resonances. Most
importantly, the cavity field suppresses the DC conductivity and the Drude peak of the



electron gas. Finally, in chapter 7, to go beyond the finite-mode approximation we con-
struct an effective field theory in the continuum of electromagnetic modes. Exploiting this
effective field theory we are able to show that the continuum of modes renormalizes the
electron mass, modifies the quasi-particle excitations of the Fermi liquid and introduces
dissipation into the system.

Quantum Hall Systems in Cavity QED.—In the third part of the thesis we focus on
quantum Hall systems confined inside cavities. In chapter 8 we briefly review how the
quantization of the macroscopic Hall conductance can be described within the picture of
non-interacting electrons in fully occupied Landau levels. Subsequently, in chapter 9 we
present Bloch’s theorem for periodic materials, we discuss that in quantum Hall systems,
translational invariance is broken for periodic materials due to the magnetic field and we
present how the magnetic translation group emerges in this setting. In chapter 10 we
demonstrate that the broken translational symmetry due to the magnetic field can be
restored by embedding the problem into quantum electrodynamics. By doing so transla-
tional symmetry gets restored in the enlarged electronic plus photonic configuration space,
in which we can use Bloch’s theorem, and the framework is named quantum electrodynam-
ical Bloch (QED-Bloch) theory. As a first application of QED-Bloch theory we consider
two-dimensional Landau levels under cavity confinement and we show how the cavity mod-
ifies the Landau levels and that hybrid quasi-particle excitations emerge, known as Landau
polaritons. As a further application, we describe two-dimensional periodic materials inside
the cavity and perpendicular to a magnetic field, and we show that the energy spectrum
of such electron-photon systems as a function of the light-matter coupling shows a novel
polaritonic fractal pattern. In the limit of no quantized field we show that QED-Bloch
theory recovers the well-known fractal spectrum of the Hofstadter butterfly.
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CHAPTER 2

Quantum Electrodynamics

You have your quantum theater containing molecules, atoms or any other material, and you
have the spectators which were the photons that you were using to see what the actors were
doing. Now what we are trying to do is to add a new set of actors, the photons. Those create
a new bigger play which has new stories to tell.

Angel Rubio
Interview at Latest Thinking [76]

The aim of this chapter is to present how quantum electrodynamics is usually con-
structed. To be more specific we are primarily interested in deriving the non-relativistic
limit of quantum electrodynamics which is also known as Pauli-Fierz theory [57]. How-
ever, as classical electromagnetism is inherently a relativistic theory (due to its Lorentz
invariance) one cannot start directly from some kind of non-relativistic version of classical
electromagnetism (if it exists) and then quantize this theory. Thus, for the construction
of the Pauli-Fierz theory we will start from the classical theory of electromagnetism, we
will solve Maxwell’s equations in vacuum (absence of charges and currents) and then we
will quantize the solution of the free electromagnetic field. On the other hand, for the de-
scription of quantum matter we will start from Dirac’s relativistic quantum theory of the
electron (and positron) which is described in terms of a 4-component spinor field [77, 78].
Then, we will show how the Dirac spinor-field couples to the electromagnetic field and
finally by taking the non-relativistic limit in which the positrons are eliminated from the
theory, we will obtain the Pauli-Fierz Hamiltonian which describes non-relativistic (quan-
tum) electrons coupled to the quantized electromagnetic field. We note that S.I. units are
used throughout.

Before we continue we would like to mention that from this brief account one concludes
that the primary ontological entity in quantum electrodynamics is the field, because both



matter and radiation are described in terms of this concept. However, there is an important
difference between these two fields which has been nicely captured by Peierls:

The fact is that there is “the great difference between the wave field describing a particle
and the electromagnetic field describing radiation”. The electromagnetic field is something
measurable in principle as well as in practice, because a classical limit exists. However,
the wave field representing the electron is never measurable, nor can one obtain a classical
description for such waves.

R. E. Peierls
QED and the Men Who Made It [6]

2.1 Classical Electromagnetism

In the classical theory of electromagnetism, the electromagnetic field is described by two
three-dimensional vector fields, namely the electric field E(r,t) and the magnetic field
B(r,t). These fields are considered to extend (in principle) throughout the whole space like
a fluid for example fills an empty vessel. Then one is interested in knowing how these fields
spread in space and how they evolve in time. These properties would then determine the
motion of charged particles. However, it is important to mention that because the charged
particles are the source of radiation, they also produce electromagnetic fields (when they
are accelerated) and change the overall electromagnetic field in space. These back-reaction
effects in QED are captured nicely because both matter and light enter as dynamical
entities that mutually influence each other.

Mathematically, the classical theory of electromagnetism is summed up in Maxwell’s
equations. In the presence of a charge density p(r,?) and current density j(r,t) the electric
and the magnetic field satisfy the equations [79, 80]

V- E(r,t) = p(:’t>, (2.1)
V x E(r, ) = —8B§’ b (2.2)
V.B(r,t) =0, (2.3)
V x B(r,t) = poj(r,t) + MOEO%’ (2.4)

where g is the vacuum magnetic permeability and ¢ is the vacuum electric permittivity.
In free space (absence of charges and currents) the Maxwell equations are invariant under
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Lorentz transformations which means that Maxwell’s theory is compatible with the special
theory of relativity. Further, in free space both the electric and the magnetic field satisfy
the wave equation, with both fields propagating through space at the speed of light ¢ [79].

Two out of the four Maxwell equations, the Egs. (2.2) and (2.3), can be automatically
satisfied by introducing a scalar and a vector potential ¢(r,t) and A(r,t) respectively, and
by defining the electric and magnetic fields as

OA(r,t
B(r,t) =V x A(r,t) and E(r,t) = —Vé(r,t) — #. (2.5)
From the above equations it is easy to check that the electric and the magnetic field stay

invariant under the following transformations of the scalar and the vector potential

Of (r,t)

(b(rv t) — (b/(I‘, t) = (25(1‘, t) + ot

and A(r,t) — A'(r,t) = A(r,t) — Vf(r,t)
(2.6)

where f(r,t) is a twice differentiable scalar function. What this means is that the potentials
{&(r,t), A(r,t)} and the potentials {¢'(r,t), A'(r, )} produce exactly the same electric and
magnetic fields. This property of Maxwell’s theory is called gauge invariance. This property
is not a unique feature of the theory of electromagnetism but actually it is a feature shared
by all fundamental theories of Nature, from Einstein’s theory of gravitation to the strong
nuclear interactions [80].

Substituting the expression for the electric and the magnetic field given in terms of the
potentials Eq.(2.5) into the remaining two Maxwell equations (2.1) and (2.4) we find that
the scalar and the vector potential satisfy

D(V-A(r,t)  plr,t)

~V2¢(r,t) — T = (2.7)
~V2A(r,t) + é%g’t) +V (V- A(r,t) = poj(r, t) — C—gw (2.8)

To obtain the latter we also used the relation between the speed of light ¢, the vacuum
permittivity ¢y and the vacuum permeability iy,

1
g = €glbQ- (29)
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2.1.1 Coulomb Gauge

The differential equations (2.7) and (2.8) for the scalar ¢(r,¢) and the vector A(r,t) po-
tential are fairly complicated. However, upon an appropriate gauge choice they can be
simplified considerably. In most cases the Coulomb gauge is used, in which the longitudi-
nal degrees of freedom of the electromagnetic field are removed. We would like to mention
that there are also other gauge choices like the Lorentz or the Feynman gauge in which
relativistic covariance is manifest, but then one has to pay the price of treating all the
degrees of freedom on equal footing [81].

In the Coulomb gauge the vector potential is chosen such that [79, 80]

V.-A(r,t)=0. (2.10)
With this choice then the equations for the potentials take the simpler form
~V2¢(r,t) = M, (2.11)
€o
1 9*A(r,t) 10 (Vé(r,t))
2 9 . . 9

Further, the electric field can be decomposed into a purely longitudinal Ell(r, ¢) and purely
transversal component E*(r, t)

E(r,t) = EX(r,t) + El(r,?) (2.13)
which are defined as
E*(r,t) = LAY El(r,t) = —Vo(r,t) (2.14)
and satisfy the conditions
V-E'(r,t)=0 and V x El(r,t)=0. (2.15)

2.1.2 The Free Electromagnetic Field

We are now going to consider the case where the charge density and the current density
are both zero, p(r,t) = 0 and j(r,t) = 0, and the electromagnetic field simply propagates
in empty space. In this case the equation for the scalar potential is

V2¢(r,t) = 0. (2.16)
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Requiring also the scalar potential to vanish at infinity we find that the scalar potential
has to be zero, ¢(r,t) = 0 [80, 81]. With this solution for ¢(r,t) (and with j(r,t) =0 ) we
find that the vector potential satisfies the wave equation

1 0*A(r,t)

To solve the above equation we consider the vector potential A(r,?) in a cubic box of length
L and volume V = L3. Further, for the vector potential we employ periodic boundary
conditions

A(0,y,2,t) = A(L,y, 2,t), A(z,0,2,t) = A(x,L,2,t) and A(z,y,0,t) = A(x,y, L, t).

~V2A(r,t) +

Then, it is straightforward to show that Eq. (2.17) admits plane wave solutions of the form

ei(kc-r—w(n)t)

Uy (1, 1) = E«'A(H)Ta (2.18)

where Kk are the wave vectors, €,(k) are the polarization vectors and the frequency w(k)
is a function of the wave vector

w(k) = c|k|. (2.19)

Imposing the periodic boundary conditions on the plane wave solutions we find that the
wave vectors must be of the form

2
K= %n, where n € Z°. (2.20)

Moreover, from the fact that the vector potential is chosen to be in the Coulomb gauge (2.10)
we find that polarization vectors must be orthogonal to the wave vectors

ex(k) k=0 Vk. (2.21)

This implies that the vector potential A(r,¢) in the Coulomb gauge is transverse and that
it has only two independent polarization vectors €1(k) and es(k), which can be chosen
mutually perpendicular

8,\([1) . 6')\/([4,) = 6)\/\/ with )\, N = 1, 2. (222)

An explicit form for the polarization vectors, such that the conditions of transversality and
orthonormality in Eqgs. (2.21) and (2.22) are satisfied is

1 — KK — KK 1
e1(k) = — | \/K2 + K2, =¥ Tz and e5(k) = ———— (0, k., —K,) .
(%) w( /=y w@gmg) 2(r) \/W( v)

(2.23)
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The plane waves of u, »(r, ) of Eq. (2.17) form a complete set of transverse orthonormal
vector fields and consequently the generic solution for the vector potential A(r,t) will be
given as a Fourier series

8)\<K’) i(kr— t * —i(k-r— t
Alr,t) =) [ FTm0t 4 gr  emilermwm)t) (2.24)
K, \/V

where o ) and its complex conjugate aj; , are scalars. Having found the expression for the
vector potential A(r,t), using Eq. (2.5) we can also obtain the expressions for the electric
and the magnetic field in free space

k)ex(K)
B = Y BB [ eeston _ g serson] (a5)
KA \/v
Z iK X eA a& pilrr—w(r)t) _ e i(rer—w( )t)} (2.26)

2.1.3 The Coulomb Potential

What we described so far is the general solution of Maxwell’s equations in free space. Let
us consider now the situation where there is also a charge density p(r,t) distributed in
space. In this case the scalar potential ¢(r,t) satisfies the Poisson equation (2.11). The
Poisson equation can be solved with the use of Green’s functions [79]. To do so one searches
for a Green’s function G(r,r’) satisfying the equation

V2G(r,v') =6 (r —1'). (2.27)
A solution to the above equation in three spatial dimensions is!

1

4l —1!|

G(r,rt') = — (2.28)

Then it is straightforward to show that the scalar potential

bl ) = - / B G ) pl(r, 1) = / gy P (2.29)

€0 4meg|r — 1|

Tt is important to mention that the Green’s function for the Poisson equation here is obtained for the
scalar potential ¢(r,t) considered in infinite space. This might seem inconsistent to the way we treated
the vector potential A(r,t), in a finite space of volume V with periodic boundary conditions, but the two
treatments become mathematically the same upon taking the volume of space to infinity V' — occ.
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given in terms of the Green’s function, satisfies the Poisson equation (2.11). From the
above result we understand that the scalar potential ¢(r,t) is completely determined by
the charge density p(r,¢). This means that it has no independent degrees of freedom. This
is a consequence of the fact that in Eq. (2.11) no time-derivatives of ¢(r,t) show up. This
implies that the scalar potential is not dynamical. We would like also to emphasize that in
the case of a non-zero charge distribution p(r, t), the longitudinal component of the electric
field is non-trivial.

Finally, we would like to highlight that for a charge distribution of point particles with
charges ¢;

p(r,t) = q:id(r — r;(t)) (2.30)
we obtain the standard Coulomb potential

dolr,t) =Y m (2.31)

2.2 Quantization of the Electromagnetic Field

Having found the generic solution of Maxwell’s equations for the electromagnetic field in
the absence of the charges and currents, our aim now is to proceed with the quantization
of the electromagnetic field. To do so we will follow the standard quantization procedure
known as canonical quantization [78].

In canonical quantization one identifies the canonical variables of the theory and the
conjugate momenta and then promotes the classical Poisson bracket into a commutator. In
Maxwell’s theory the canonical variable (or canonical field) is the vector potential A(r,t),
since as it was demonstrated, in free space the electric and the magnetic field can be derived
from it. The conjugate field to the vector potential is the transverse electric field EX(r, ).
In principle to show that the electric field is the conjugate field to the vector potential one
needs to go into the framework of Lagrangian field theory [80]. However, this is beyond the
scope of this section and our purposes. An intuitive way to understand that this is indeed
true is that in analogy to the momentum which is (up to a constant) the time derivative
of the position (canonical variable) in classical mechanics, the electric field is also the time
derivative (up to a minus) of the vector potential (see Eq. (2.5)) which is the canonical

field.
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Then, the vector potential and the electric field are promoted into field operators
{A(r,t),E*(r,t)} — {A(r,t),EL(r,t)} (2.32)
which must satisfy the equal time commutation relations [80, 82, 83|
[Ai(r,1), B (r',t)] = —ihd5(r — ') and (2.33)
[As(x,t), A (x,0)] = [Ef (x,1), Bf ()] = 0,

where A;(r,t) and E;(r,t) are the components of the vector potential and the electric field
respectively and d;;(r — r’) is the transverse delta distribution [81]

0,04
V2

St(r—r1) = (0;; — S(r—1') with i,j=1,2,3. 2.34
1] J

We note that the transverse delta distribution is necessary for the quantization of the
electromagnetic field in the Coulomb gauge. If a simple delta distribution had been used,
then the quantization conditions (2.33) would actually violate the Coulomb gauge [81].

The quantization of the electromagnetic field has the consequence that the coefficients
ayx and their complex conjugate oy, , are also now promoted into operators

{an,)\a a;*g,)\} — {d&/\a OA‘L)\}- (235)

To find now the commutation relations between the operators &, » and dL , we need the
expression for &, and dl’/\ in terms of the vector potential A(r,t) and the transverse

electric field EL(r, t). For this we multiply the expression for the vector potential and the
electric field in Eqs (2.24) and (2.25) with the plane wave

e—i(l‘.‘,’-l‘—w(K/)t) (236)

-

and we integrate over r

\/_/dgre_l(” DA () = ZEA(“/>@R’,)\ + eziw(nl)tzgh(—“/)din',x and
A

1 Sl ’ ~ . ,
- / dBre il r—w(k)t) fa L (I‘, t) _ iw(fﬂ',/) Z 5)\(5/)6%',)\ _ p2w(rt Z €>\(_
VvV S

' (2.37)
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To obtain the expressions above, the completeness relation of the plane waves was used

1 o
v /V BrelFrT — 5, (2.38)

and a summation over the momenta was performed. Solving the system of linear equations
in (2.37) we find for &, \

Zex(n)@&)\ = ﬁ/d?’r {A(r,t) + () El(r,t)} e i(rr—w(k)t) (2.39)

where the index k' was exchanged with & for simplicity. Further, we multiply the equation
above with the polarization €,(k), we use the orthonormality relation for the polariza-
tion (2.22) and then d y is

1 ; A 1 -
OAén [ d3re—1(n~r—w(n)t)€ K) - |:A_ r,t + - EJ_ I',t :| . 240
e )+ | Afr.) (r.1) (240)

Analogously, one finds the expression for (54,17 A

1 . R 1
N 3,.  i(k-r—w(K)t) €L
a,,=——= [ d’re ex(k) - |A(r,t) — - E-(r,t)]. 2.41
N 9 /_V/ >\( ) |: ( ) IUJ(K/) ( ):| ( )

From the expression for &, » and &L, , one can compute straightforwardly their commuta-
tion relations

1 : Sl ol ’
[@R)\? dL’,)\’] = W // d3,r,d3r/e—1(ka-r—w(n)t)e1(n v —w(Kk')t) « (242>

[ﬁ [EA(K") . A(r,t),ex(m/) . El(r/,t)} + iw(ln) |:€)\(;<;,) 'El(r,t),ex(&’) ) A(r’,t)} ]

We use the commutation relation between the electric field and the vector potential given
in Eq. (2.33) and the definition for the transverse delta distribution (2.34) and we have

h . AW, /
[dR,A,@L,,N] = T // dPrd®y e 1 r—wr)t) pi(klr' —w(r)l) (2.43)

< 00 ) (35 - 92 ) 00— | s+ oo |

w(k)  w(K)

For the term containing the partial derivatives 0;0; we perform an integration by parts
(in which the boundary term is set to zero), and this term vanishes because it becomes
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proportional to €)(k) - k which is equal to zero, because the polarization vectors are
orthogonal to the wave vectors. Then, we use the properties of the Kronecker-6 and we
also integrate over r’

A .y . , 1 1
[@n,M@L,N] = /d3rel(" —R)T it (W) w(s ))sk(n) cex(Kr) <

(W) )

Finally, integrating over r, using the completeness relation Eq. (2.38) and the orthonor-
mality of the polarization vectors (2.22) one obtains the commutation relations for dy,

) . (2.44)

and &; A

. . h

[O[K-,,)\, aTﬁ’,A’] = QEOW(KI) 5&,&’5)\,)\" (245)
Moreover, it is trivial to show that

(G, i ] =[5y, &L ] = 0. (2.46)

To normalize the commutations relations between &  and dL , we introduce a new set of

- .
scaled operators dyx and a, , defined as

2 2
iy = %(KJ)&,“ and af | = %(“)@L,X (2.47)

The operators a, ) and dL ), then satisfy the normalized commutation relations
s @l 3] = OnrOon and  [awn, G ] = [af , af ] = 0. (2.48)

In terms of the new operators a, » and &L , the quantized vector potential, and the quan-
tized electric and magnetic fields are

h .
= /s [A& i(ker—w(K)t) <R'Y—W<">ﬂ , 2.49
) A QGOVW(KD)EA(K) e +a,.@ o 240
Z QEOV 18)\ ) [CALR,)\&(RT_W(R)’:) — &L,)\e_i(wr_w(n)t)} ) (2-50)
~ h . ~ i(kr—w A —i(kr—w
B(r.t) = BT ) [ame (er—w() _ gt il <H>t>} . (2.51)
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At first glance this last step in which the new, scaled operators a, » and &L’  were introduced
might seem trivial and without any physical significance. However, it is important to
highlight that this is not entirely true. Because by introducing the new set of operators,
the expressions for the vector potential and for the electric and magnetic fields changed in
such a way that Planck’s constant A showed up. This is a consequence of the quantization
conditions of the electromagnetic field in Eq. (2.33) and makes manifest the fact that the
electromagnetic fields being considered now are quantum mechanical.

2.2.1 Hamiltonian of the Electromagnetic Field

For a complete quantum mechanical description of the photon field also the Hamiltonian
operator describing the theory is necessary. From classical electromagnetic theory we know
that the energy of the electromagnetic field is

€o

Hi =5 | dr|[(BY) () + B 1)) (2.52)
14

To promote the classical Hamiltonian H into a quantum Hamiltonian operator H we
replace the classical electric and magnetic fields by their quantized counterparts defined in
Egs. (2.50) and (2.51)

A A 2 A
AL = %0 &r [(EL) (r,) + 02132(1«,15)} . (2.53)
1%
We substitute the expression for the electric and the magnetic field given in Eqgs. (2.50)
and (2.51) and after some tedious and laborious amount of algebra, we obtain the final
expression for the quantized Hamiltonian describing the photon field [80, 83, 81]

- 4 1
Hyy =Y hw(k) (abaﬁ,x + 5) : (2.54)
KA

As we see the quantized Hamiltonian is now written completely in terms of the operators
&L y» Gy . Comparing the expression for H to the Hamiltonian of a harmonic oscillator [84]

we see that I:IFfM is described actually by an infinite sum of harmonic oscillators. Moreover,
the operators dL v G, satisfy the standard bosonic algebra of the harmonic oscillator.

Due to this analogy we call d; , and a,  creation and annihilation operators respectively.
This algebraic similarity to the quantum harmonic oscillator will help us to construct the
photonic Hilbert space and to establish the concept of photons.
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2.2.2 Photons & Photonic Hilbert Space

The concept of photon dates back to the beginning of the twentieth century and to the
early days of quantum mechanics. In 1905 Einstein [85] introduced the concept of the
photon as the quantum of the electromagnetic field, to explain the photoelectric effect.
Throughout this section we are dealing with the quantum theory of the electromagnetic
field, but so far the notion of photons has been completely absent and we have restricted
our discussion purely to fields, classical and quantum. Thus naturally the question arises:
where are the photons in this theory?

To answer this question one needs to take a closer look into the Hilbert space of the
Hamiltonian }AIELM which describes the photon field. The operators dL’/\,d,@,\ satisfy the
bosonic commutation relations of Eq. (2.45). Using this bosonic algebra it is possible to
construct the complete photonic Hilbert space.

~

First, we define the operator Ny ), which is usually known as the number density
operator or mode occupation,

Ny = @ 3 (2.55)
Then, using the bosonic algebra (2.45) we can straightforwardly compute the commutation
relations between N, ) and the annihilation and creation operators

~ ~

[N @rp] = =G and  [Neyal,] = al . (2.56)

Further, we assume that the operator N& A has a normalized eigenstate |n) with eigenvalue
n

NR,)\|TL>,@7,\ = n|n>,€7>\ (257)

this is a fairly generic assumption which we are allowed to make. It is easy to show that
the eigenvalues of the number density operator are positive. To show this we consider the
expectation value of N \ with respect to its eigenstate |n)

>\,I€<n|NI€,)\|n>R,)\ =n A,n<n|n>kz,)\ =n, (258)

where we used the fact that the state |n),  is normalized to 1. Using the definition for
Ng.» we find that the expectation value j . (n|Ngx|n)k .y is actually equal to the norm of
the state |s) = Gk |n) k2,

= (0 Nealn)er = ae(nlal  dealn)ey = (sls) >0 (2.59)

g

ls)

4
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which of course on a Hilbert space is positive. This implies that the eigenvalues of ]\7,;7 A
are strictly positive.

T

Moreover, by applying the creation operator a, , on the state |n). x we can construct

more e1genstates of the operator NR A with higher eigenvalues. Belng more precise we find
that the state a! )\|n),¢ A is an eigenstate of the number operator N,,v A

N (@ 21w ) = (0 + 1)l slnber (2.60)

with eigenvalue n + 1. We can define the normalized eigenstate with eigenvalue n + 1 as

n+1)ex = 7).\ (2.61)

By applying multiple times the creation operator on |n), » we can construct even higher
eigenstates of the operator N, )

N ((ajm)m [P)ns) = (n+m) (a LA)’” 7)1 r. (2.62)

Then, from the above equation we can write the normalized eigenstate of ]\Af,i, A With eigen-
value n +m as

1 m =
N+ myer=— (dL A) In)kr where ¢, = H v+ . (2.63)
C b
i=1

m

In addition, if we apply the annihilation operator on the state |n), » we obtain eigenstates
of the number operator N, but with lower eigenvalues,

N (@ pn)) = (n = D [n)n s (2.64)

and by applying the annihilation operator multiple times on |n), \ we have
N (@) 1)) = (0= 1) (@)’ [0, (2.65)
and as we did before we also label the above states by their eigenvalue with respect to N,i, A

1

4 (G, ,\) |n)kx where d; = H vn — 1. (2.66)

‘TL — l>,§7)\ =
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Obviously, for [ = n we have the Oy, state |0), » for which the operator NK,  has zero as an
eigenvalue. From the fact that the eigenvalues of Nn, A are positive we find that the state
| = 1) = Gx.2|0)x.n cannot exist, because if it existed it would yield a negative eigenvalue
for the number density operator. Thus, we conclude that the state |0),  is the lowest
eigenstate of the operator N&,\ and that when we apply the operator a, » on |0), \, the
state gets annihilated,

e |0)en = 0. (2.67)

The state |0), is the ground-state of the mode with momentum & and polarization A.
Then, we can define the ground-state of the full photon field as the tensor product over
the ground-states of all photon-modes

=X 10)x.. (2.68)
KA

The state above is also known as the electromagnetic vacuum or simply as the vacuum
state. This state bears this name because it contains no excitations of the photon field, i.e.,
no photons. To understand this point first we need to define the photon number operator
The photon number operator N, oh is defined as the sum of the mode occupation NR,A over
all the modes and polarizations of the electromagnetic field

Now =Y _ N (2.69)
KA

If we compute now the expectation value of the photon number operator with respect to
the vacuum state |0) we find that the vacuum state has a zero amount of photons

(0| Npu|0) = 0. (2.70)

Zero-Point Energy.—Although the vacuum state of the electromagnetic field has no pho-
tons it carries a significant amount of energy. This energy of the vacuum it is not just
significant but comes out to be actually infinite. To see this we have to compute the ex-
pectation value of the Hamiltonian of the electromagnetic field H v With respect to the
vacuum state

Erae = (0|Hi|0) = Z hw(k (2.71)

We note that in the above expression we summed over the two polarizations which give
exactly the same contribution. Because the sum above runs through an infinite amount
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of momenta k and the photon frequency is a linear function of the norm of the photon
momenta, w(k) = c|k|, it is quite clear that the energy of the vacuum diverges Ey,. —
oo [57, 86, 87]. This infinite amount of energy is a consequence of the uncertainty principle
and the zero-point or vacuum fluctuations of the electromagnetic field. This energy is
analogous to the zero-point energy of the quantum harmonic oscillator [84, 78] with the
only difference that here we have an infinite amount of harmonic oscillators due to the
infinite degrees of freedom (photon-modes) of the electromagnetic field.

However, this superficial divergence is not a great difficulty for the theory because
merely the vacuum energy of the electromagnetic field defines the reference with respect
to which all the energies in QED have to be computed. So what we mean by that is
that whenever we compute the energy of a given state in QED (in free space) we need to
subtract from the result the energy of the vacuum, in order to obtain a well-defined, finite
answer.

It is important to highlight, that in free space the zero-point energy does not have any
physical meaning and can be discarded. However, If one is interested in the change of
energy of the electromagnetic field due to a pair of perfectly conducting metallic plates,
the zero-point energy needs to be handled properly. The zero-point energy in this case
leads to the emergence of macroscopic Casimir [88] and Casimir-Polder forces [89] which
have measurable effects. We will look into these forces more closely in chapter 7.

Photons.—Having defined the state of the photon field which contains no photons we
would like also to give the state of the electromagnetic field that contains one or multiple
photons. For a state to contain photons the expectation value of the photon number
operator Nph must be non-zero. To construct such a state we apply the creation operator
Q) on the vacuum state of the photon field

. 10). (2.72)

Then, to check for photons we compute the expectation value of the number operator and
we find that this state contains one photon

(0] Npnd; ,|0) = 1. (2.73)

Thus, the state dL’/\]0> = |1,)x.x is interpreted as the state which contains 1 photon ? with
momentum k and polarization A. Further, the 1-photon state |1,).. is an eigenstate of
the of the Hamiltonian of the electromagnetic field Hg,; with eigenenergy hiw(k)

Hig L) = ho(#)| 1) (2.74)

2We note that the notation 1, stands for 1 photon.

23



To obtain the above result the infinite vacuum energy of the photon field was discarded.
From the latter result, wee see that the 1-photon state which is the first excited state of
the photon field, has energy fiw(k) as proposed by Einstein in 1905 [85]. From this whole
discussion it becomes clear that in QED the concept of the photon is not fundamental, but
it is a derived concept, described as the first excited state of the quantized electromagnetic
field. Finally, for completeness we would like to to mention that the state containing n
photons can be constructed by applying n times the creation operator on the vacuum state

(%)
) = ) 273)

The n-photon (n,) state is also an eigenstate of PAII%M with eigenenergy

EM|”p>/~t>\ = hw(”)n|np>n,>\- (2.76)

2.2.3 Coulomb Energy
The Hamiltonian H& in Eq. (2.54) describes the energy of the transeversal degrees of free-
dom of the free electromagnetic field. However, as we showed in section 2.1.3 in the presence
of charges there is also a contribution from the scalar potential ¢(r,t) of Eq. (2.29) which is
responsible for the longitudinal component of the electric field Ell(r,t) = —Vé(r,t). Then
the energy contribution from the longitudinal part of the electric field is [80]

€0

H|E|M: 9

(EH) (r,t) d*r = —

5 Vo(r,t) - Vo(r,t)dr. (2.77)

After performing a partial integration, and making use of the Poisson equation (2.11) and
the expression for ¢(r,t) given by Eq. (2.29) we obtain

I Y 2 B3y
Hll, = /gzﬁ OV // 47T€0|r_r,|d rdr (2.78)

Finally, for a charge distribution made of point charges p(r,t) = > . ¢;6(r — r;) we find
that the energy contribution due to the longitudinal degrees of freedom is the standard
Coulomb potential energy [79]

1 ¢iq;
Wellr — 1)) = Hypy == Y ———2—. (2.79)

2 oy 471'60’1’1‘ - I'J|
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Lastly, we note that the longitudinal component of the electric field as it is purely deter-
mined by the charge distribution p(r,t) is not subject to quantization. Thus, the energy
due to the longitudinal component can be simply added to the Hamiltonian of the electro-
magnetic field without the need of performing a quantization procedure.

2.3 Relativistic Quantum Matter: Dirac Equation

Until that time [the introduction of the Dirac equation] I had the impression that in quantum
theory we had come back into the harbor, into the port. Dirac’s paper (on the spinning
electron) threw us out into the open sea again.

Werner Heisenberg on the Dirac equation
QED and the Men Who Made It [6]

The aim of this section is to discuss how quantum matter can be coupled to the elec-
tromagnetic field. In section 2.1 the classical theory of electromagnetism was introduced.
There it was mentioned that although Maxwell’s theory is called classical (since it is not
quantized) it is actually a relativistic theory as it is invariant under Lorentz transforma-
tions. On this ground, and because electrons are the source of radiation, Dirac wanted
to establish a relativistic and quantum mechanical theory of the electron. This he accom-
plished in his seminal paper [77] in which he introduced the equation which now bears his
name. The Dirac equation reads as follows

1hy"0,¥p(r,t) = mec¥p(r,t), (2.80)

where Wp(r,t) is a 4-component spinor field describing the relativistic electron.
£ ) (v
"Lpg ,t . ( U I‘,t )
Up(r,t) = = 2.81
o(r:?) s(r,t) O (r,t) (2.81)
(r, )

Here we have adopted the standard relativistic conventions in which ¢ = 0,1,2,3 and
0, = (00, 0;) = (0/cot, V) [90]. Further, the matrices v* are 4 x 4 matrices satisfying the
Clifford algebra

V¥ 4Pyt =2 with ™ = diag(1, —1, -1, —1). (2.82)
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A particular representation for the matrices v* which will prove later useful is the Dirac
representation

1 0 ; 0 o
0 _ T . .
v = ( 0 -1 ) and 7' = < s 0 ) with 7=1,2,3. (2.83)

The matrices o' are the well-known Pauli matrices [84]. Having defined everything then it is
straightforward to check that the Dirac equation is invariant under Lorentz transformations
and thus compatible with special relativity. Moreover, the Dirac equation is invariant under
the phase transformation

Up(r,t) — Vi(r,t) = eXUp(r,t) (2.84)

with x being a real number. This transformation is an element of the U(1) unitary group,
and this particular symmetry is known as global U(1) gauge invariance. This property of
the Dirac equation is exploited in order to couple the electron to the electromagnetic field.
The construction goes as follows.

Let us promote first the real number x into a function x(r, ). Then the following local
U(1) gauge transformation can be performed

Up(r,t) — Uh(r,t) = eXEOWp(r 1), (2.85)
Of course the Dirac equation is not invariant under this local gauge transformation
1m0, Uy (r,t) = eXEDily10, Up (v, t) — Iy 9, X (r, t)Up(r, ). (2.86)

To compensate the second term showing up in the above equation, the electromagnetic
four potential A,(r,t) = (¢(r,t)/c, A(r,t)) is added to the Dirac equation, where ¢(r,?)
and A(r,t) are the scalar and the vector potential of the electromagnetic field. Then,
the Dirac equation for the electron coupled to the four potential A, (r,t) of an external
electromagnetic field is

o (ih@u —eA,(r, t))\IID(r, t) = mec¥p(r,t). (2.87)

The above equation is invariant under the local U(1) gauge transformation, which involves
both the Dirac field and the electromagnetic four potential

Up(r,t) — Wh(r,t) = XEDTy(r, 1) (2.88)
A1) = AL (1 0) = Ayl t) — 0, (r 1) (2.89)

This is how the quantum mechanical description of a relativistic electron coupled to an
external electromagnetic field is constructed [80, 90].
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2.4 Non-Relativistic Quantum Electrodynamics

As we already stated the main focus of this thesis lies on investigating non-relativistic phe-
nomena in the framework of quantum electrodynamics. This is because we are interested
in the low energy limit of QED in which pair (electron-positron) creation cannot occur.
In the previous section we showed how relativistic electrons can be coupled in quantum
mechanics to the electromagnetic field. Here, the aim is to show how a non-relativistic
version of quantum electrodynamics can be constructed by considering the non-relativistic
limit of the Dirac equation. In addition the quantum nature of the electromagnetic field
will be added, which was absent in the previous section.

2.4.1 Non-Relativistic Limit of the Dirac Equation

Let us first show how the Dirac equation looks in the non-relativistic limit. To do so
first one multiplies Eq. (2.87) with ¢y° and then splits 9, into its temporal and spatial
components

ihf)\llg—(tr,t) = [S (= iRV = eA(r,1)) + ed(r, ) + mec®y° | Up(r, 1), (2.90)
where S is
_ (0 o _ (-1 2 3
S_(a O) and o= (0,0%0°). (2.91)

The benefit of separating the temporal part from the spatial part is that we can identify the
Hamiltonian in the Dirac theory, from analogy to the Schrodinger equation H W = 1hogp.
Thus, we find that the Hamiltonian in the Dirac theory which generates the time evolution
of the spinor field Up(r, t) is

Hp=S- (—ihV — eA(r,1)) + ed(r, ) + mec?y. (2.92)

As a next step the following ansatz is introduced for the four-component spinor field [90]
o U(r,1) _imee?,

Up(r,t) = ( B(r, 1) )e hot (2.93)

Substituting the above ansatz into the Dirac equation in (2.90) one obtains the following
set of coupled equations for the components of the spinor field

ih% = ed(r,t)¥(r,t) + co - (— iV — eA(r, 1)) ®(r, 1), (2.94)
iha@é? ) = (eg(r,t) — 2mec®) @(r,t) 4 co - ( —ihV — eA(r, 1)) U(r, t). (2.95)
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The next step is to take the non-relativistic limit. To do so first we divide Eq.(2.95) by
2mec?. Then the non-relativistic limit is considered by taking the limit where the speed of
light is infinite, ¢ — oo. To leading order in 1/c one finds
1
P(r,t) = o (—ihV — eA(r,t))U(r,t) + O(1/c?). (2.96)

2mec

Substituting the above equation into Eq. (2.94) we find
., 0U(r,t) 1

. 2
ih o 2m [0+ (—ihV — eA(r,1))]” W(r,t) + ep(r,t)U(r, t). (2.97)
Lastly, after expanding the square bracket we obtain
v 1
in? éI; t) _ T (—ihV — eA(r, 1)) U(r, 1) + ed(r, ) U(r, t) — ;:eo- B(r,)¥(r, 1)

(2.98)

The above equation describes a slowly moving, non-relativistic electron coupled to an
external classical electromagnetic field. As it can be seen the above equation is actually
the Schrédinger equation with an additional coupling term to the magnetic field B(r, ).
This additional term signifies that due to the spin o the non-relativistic electron has
acquired the magnetic moment g = pgo, where ug = eh/2m, is the Bohr magneton.
From Eq. (2.98) we conclude that the Hamiltonian describing a non-relativistic electron
interacting with a classical electromagnetic field is

1 : 2 eh
. (—ikV — eA(r,1))" + ed(r,t) — o

F[NRD = g - ]_))(I‘7 t) (299)
Before we continue we would like to mention that the above result could also be dzerived
by simply exchaning the non-relativistic covariant momentum ( — ihV — eA(r, t)) with

[0+ (—ihV — eA(r, t))]2 [57]. In this way the Pauli-Stern-Gerlach term o - B would be
included. However, this would be an ad hoc construction for the inclusion of spin. Dirac on
the other side, was able to recover the Pauli-Stern-Gerlach term and show how spin emerges,
by merging special relativity with quantum theory, and then taking the non-relativistic
limit of his theory. The explanation of spin as a consequence of combining special relativity
and quantum mechanics was one of the early successes of Dirac’s theory [78, 77].

2.4.2 Many-Electron Non-Relativistic QED Hamiltonian

So far we introduced the Hamiltonian for the transversal and the longitudinal components
of the electromagnetic field Hgy; in Eq. (2.54) and HEM = We(r; — r;) in Eq. (2.79)
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respectively. Further, we presented the Hamiltonian for non-relativistic matter coupled to
the electromagnetic field Hyrp in Eq. (2.98).

Now by collecting all the different elements of quantum electrodynamics we would like to
give the general Hamiltonian describing N interacting electrons coupled to the quantized
photon field A(r,t) and to an external classical electromagnetic field Aoy (r,t), in the
presence also of scalar potentials Ve (r) (= egex(r)) representing the clamped nuclei of an
atom or the ions in the periodic potential of a solid. This Hamiltonian is known as the
Pauli-Fierz Hamiltonian and reads as [57, 91, 92]

HPF = ffNRD—i-Vext+HM+H}!M=
N
1 .
— E [0']- . (— ihV; — eA(r;,t) — eAext(r;, t } + E Vext (T5)

2m, 4
j=1

1 1
1 hoo(k N 2.100
* 2;47reo|rl—r]\+z ( rl )‘+2) ( )

We would like to mention that the Pauli-Fierz Hamiltonian can be straightforwardly gen-
eralized for the interaction of electrons with positively charged particles like the nuclei
of atoms. This implies that the Pauli-Fierz theory should be able to describe all non-
relativistic phenomena occurring between light and matter at low energies. In the recent
years there has been a great amount of effort to make the description all these phenomena
tractable, in a unified theory of light and matter mainly in the framework of quantum
electrodynamical density functional theory [93, 7, 94, 95].

It is clear that high-energy processes in QED like electron-positron pair production
cannot be described within the Pauli-Fierz Hamiltonian. For the description of such phe-
nomena the full relativistic treatment of QED becomes necessary. This is one particular
limit in which the Pauli-Fierz theory is known to become inadequate. However, it is not
absolutely clear to this day what is the exact range of applicability of the Pauli-Fierz
theory. Primarily, this has to do with the fact that there are no exact, non-perturbative
solutions for any real physical system, like for example the hydrogen atom, coupled to the
full photon field. Thus, no exact or complete comparison to experiment can be claimed
for the Pauli-Fierz theory. In addition, QED it is known to be plagued by divergences
due to the infinite amount of photonic degrees of freedom [57, 86, 87, 80]. Of course by
introducing a non-relativistic cutoff A for the photon momenta this problem is resolved
and non-relativistic QED becomes finite [57, 96]. However, the problem still persists in
the sense that it is not absolutely clear what is the exact value of the ultraviolet cutoff A.
We will touch upon some of these fundamental issues of non-relativistic QED in chapter 7
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for the simple case of a gas of free electrons coupled to full continuum of electromagnetic
modes. It is important to highlight that although ultraviolet divergences are present in
non-relativistic QED, infrared divergences do not occur due to the elimination of the the
positrons from the theory and the appearance of the diamagnetic A? term in the Pauli-Fierz
Hamiltonian.

In contrast to the ultraviolet behavior of the Pauli-Fierz Hamiltonian, which remains an
open problem, important physically desired mathematical properties have been established
rigorously for the Pauli-Fierz theory. It has been proven that the Pauli-Fierz Hamiltonian
is a self-adjoint operator [97] which implies that this Hamiltonian generates a unitary time
evolution on an appropriately chosen Hilbert space representing the physical states of the
theory [57]. In addition, it has been shown that the Pauli-Fierz Hamiltonian has a ground-
state under fairly generic conditions [98, 99]. The existence of a ground-state implies that
the variational principle can be applied, which is a cornerstone for electronic structure
methods. These properties are very important for a sound physical theory and provide
a certain amount of confidence that the Pauli-Fierz theory is a proper framework for the
description of the interaction of non-relativistic matter with light.
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CHAPTER 3

QED in the Length Gauge & the Dipole Self-Energy

Cavity quantum electrodynamics can be defined, in a nutshell, as the physics of a spin and
an oscillator in interaction.

S. Haroche & J. M. Raimond
Exploring the Quantum [100]

In the previous chapter we showed how non-relativistic quantum electrodynamics is
constructed and we derived the Pauli-Fierz Hamiltonian. Assuming a form factor for the
photon field that suppresses infinitely high photon momenta, and allowing for external
fields of Kato type, the Pauli-Fierz Hamiltonian is bounded from below and thus obeys
a variational principle for ground-states [57]. Further, the Pauli-Fierz Hamiltonian was
constructed by taking the non-relativistic limit of QED and is consequently gauge invariant,
which means that physical observables do not depend on the gauge choice. These two
properties are fundamental and very much desired for a quantum theory of light-matter
interactions and constitute the primary reasons for choosing to work with the Pauli-Fierz
theory.

However, in cavity QED much more simplified descriptions of light-matter interactions
are usually employed. In many cases the paradigmatic few-level models of quantum optics,
like the Rabi, the Jaynes-Cummings [101, 102, 91] or the Dicke model [103] are used to
describe such cavity QED setups. These models are the cornerstone of our understanding
of light-matter interactions, but due to the fact that they treat matter with the use of only
a few quantum states, it has been shown by several different research groups [47, 46, 104,
45, 41, 105] that these models actually break gauge invariance in the ultrastrong coupling
regime [8] and that their predictions depend significantly on the gauge choice. These gauge
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ambiguities arise primarily due to truncation of the electronic Hilbert space and show up
also for more complicated coupled light-matter systems, like tight-binding models coupled
to the photon field [106, 107]. Furthermore, in the field of polaritonic chemistry and cavity
QED materials there is an ongoing discussion on whether the diamagnetic A? term needs
to be included in the Pauli-Fierz Hamiltonian in the Coulomb gauge [43, 108, 56] and
respectively whether the dipole self energy in the length gauge needs to be taken into
account [44, 48, 49].

The aim of this chapter is to present how the Pauli-Fierz Hamiltonian in the length
gauge is derived and to demonstrate the necessity of the dipole self energy by showing that
fundamental properties of the Pauli-Fierz Hamiltonian, like stability, gauge invariance and
translational symmetry are broken, if the dipole self energy is not taken into account [48].

3.1 The Length Gauge Hamiltonian

In the field of cavity QED, where atomic or molecular systems interact with the photons
of an optical cavity, a simplified version of the Pauli-Fierz Hamiltonian is used. For such
systems, the spatial extension of the matter system is much smaller than the wavelength
of the relevant photon modes. Due to this, we can neglect the spatial variation of the
electromagnetic field e (#T=«(®)) ~ 1. This approximation is known by different names: it
is either called the long-wavelength or optical limit as well as dipole approximation [91, 92,
57]. In the dipole approximation the spatial dependence of the quantized vector potential
is not taken into account and the the Pauli-Fierz Hamiltonian is

N

R 1 , . N
1= 2 ; (ihV; +eA)” + ; Vexct ()

1 1
- h . 3.1
- 2247T60|I'1—I'j|+z o < rx A—'—2) (3:1)

In the Hamiltonian above also the Stern-Gerlach term o - B has been neglected and the
external classical vector potential has been taken to zero, A.y = 0. Further, in the
dipole approximation the vector potential, the electric field and the magnetic field become
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spatially uniform

A= s+ al ] 3.9

; 260Vw a AT O] (3.2)
hw(k o

B= ; o iea(x er — L] (3.3)

B- ; 260Vw I a,@,,\ - a;k] . (3.4)

)

Before we continue, we would like to emphasize that the dipole approximation has been
proven very successful in the field of cavity QED as it has allowed for the description of a
wide range of different experimental set-ups [8, 7]. Also the paradigmatic few-level models
of quantum optics like the Rabi, the Jaynes-Cummings [101, 109] and the Dicke model [103]
are all derived in the dipole approximation. Furthermore, it is important to mention that
the dipole approximation is important also for solid state and condensed matter systems in
which translational invariance is of fundamental importance. The Pauli-Fierz Hamiltonian
for dipolar electromagnetic fields and for vex(r) = 0 is invariant under translations in the
electronic configuration space r — r + a. This is an important property for homogeneous
systems, like for example the jellium model [63, 110]. Also, in the case of a periodic
external potential vexi(r) = Vexs(r + Ry), is invariant under Bravais lattice translations
r — r + Ry, which implies that Bloch’s theorem can be applied for the description of
periodic solids [63, 111]

The basic principle that was employed for the construction of QED is gauge invariance.
The fact that QED is a gauge theory implies that depending on the gauge choice the
Hamiltonian describing QED takes a different form. However, we would like to emphasize
that all observables in QED are invariant with respect to the gauge choice. In chapter 2
we worked in the Coulomb gauge, which is one of the most frequently employed gauges.
However, in the long-wavelength limit or dipole approximation, there is another gauge
that is commonly used, the so-called length gauge [48, 29, 93], also known as multipolar
or Power-Zienau-Woolley gauge [112, 113]. So let us demonstrate the steps in order to go
from the Coulomb gauge Hamiltonian to the length gauge Hamiltonian. To do so, first we
need to define the annihilation and creation operators of the photon field a, », dL/\ with
respect to the displacement coordinates g, and their conjugate momenta 0/0¢

1 ) 1 0
e x + d al (n ——). 3.5
e \/§(qA é’an) T I T\ T B (39
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Substituting these expressions for the annihilation and the creation operators, the trans-
verse part of the electromagnetic Hamiltonian Hgy, becomes

1 hw(k 0?
H§M_Zm (m\an,\+2>:2 2( ) 503 +q2, |- (3.6)
A qn,)\

Further, with respect to the displacement coordinates and their momenta the quantized

vector potential is
. | h ex(r)
=1\ K\ 3.7
eV ; w(kK) e (3.7)

Subsequently, the QED Hamiltonian after expanding the covariant kinetic term takes the
next form

N
2v72 : A 272
> (~h2V2 4 2ichA -V, + 2A2) + mozm

Jj=1

82
+ Vext I'] + Z <_a 2 + qz;)\> : (38)
1 qli,)\

j:

: %’\H

The first step to obtain the length gauge Hamiltonian is to perform the following unitary
transformation [92, 57, 91]

H, = UTHU, where U = exp <1;A R), (3.9)

N

where R = > r; is the full dipole operator, the sum over the positions of all the charged
i=1

particles. The individual terms in the Hamiltonian (3.8) transform as

2iieA - V; — 2iheU'A - V,;U = 2iheA - V; — 2¢*A*
—W*V? — —RPU'VIU = -1V} — 2iheA - V; + ¢*A” (3.10)
€2A2 — €QUTAQU = €2A2
2
B (‘322 gt 2 02 - 822 _1266)\(}3',) ‘R 0 eer(k) R
04, \ 92 8qm\ heoVw(k) Ok he)Vw(k)
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The rest of the terms in the Hamiltonian of Eq. (3.8) are invariant under this trans-
formation because they commute with the operator U. The Hamiltonian after the unitary
transformation takes the form

R & 1 L e al
H = ——) V? cat (T 3.11
L 2 2= Z+4W€0;|ri_rj| +;v 4 (r;) (3.11)

2
hw(k) 0? ) . e(k)-R 0 eer(k) R
+ o, =2 +
HZ/\ 2 9q;. T lew/hEOVw(K,) Ik heoVw(k)

In the Hamiltonian above we see that the diamagnetic A? term has been eliminated due
to the unitary transformation. However, due to this transformation we see that we have
now a new electronic harmonic potential (ex(k) - R)* showing up. This term is known
as the dipole self-energy [92, 48]. As it is clear from Eqs. (3.10), this electron-electron
interaction does not come from the transformation of the A% term. This means that the
dipole self-energy and the diamagnetic A? term are clearly not equivalent.

Further, to get into the length gauge Hamiltonian we also have to perform a canonical
variable transformation that swaps the displacement coordinates of the photon modes with
their respective conjugate momenta [93]

0 o0
— DA and Qe — —1 )
8QR,/\ apn,)\

i (3.12)

The transformation above is merely a Fourier transform with respect to the mode photonic
coordinates g, of the full wave-function

1 <
qj,(---anc,A’ ) — \Il(m,p&)\, ) = E/ €_Zq"’kp"’A\I//(...,q,¢7)\, ...)dq,ﬁ)\. (313)

This variable transformation leaves the commutation relations unchanged. The Hamilto-
nian in the length gauge then is

A L, 1 N 2 N
H = T 5 i ext\ L'
L 2m - Vt+4ﬁ€gZ|ri—r]~|+ - v t(r)
=1 1<J =1
2
hw(k) 0 hw(k) eer(k) R
+ - + oy — MR 3.14
; 2 0P, 2\ P heoVw(k) (3.14)
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The length gauge Hamiltonian above contains the explicit bilinear electron-photon inter-
action

‘ 7 M 3. ].lt')
as well as the dipole self-energy [91, 57, 93]

Edip = Z hwén) ( ej;i?é:)) ' (3.16)

K,

These terms, and particularly the dipole self-energy, in H; arise because the length-gauge
transformation (3.9) mixes the matter and the photonic degrees of freedom. More specif-
ically, the coordinate p, » does not correspond anymore to a purely photonic degree of
freedom, but rather to the electromagnetic displacement field which is the sum of the elec-
tric field and the polarization field due to matter [79]. We will look into this point in more
detail in section 3.5.

3.2 Translational Inavariance

An alternative way to understand how the length gauge transformation mixes the matter
and the photonic degrees freedom is by looking into translational invariance.

To do so, we will consider the simple case where the external scalar potential is zero,
Vegt(r) = 0. In this case the Coulomb gauge Hamiltonian of Eq. (3.8) is invariant under
translations in the electronic configuration space r — r + a, where a is an arbitrary vector.
This means that the electronic translation operator

T(a) —exp< Za pj> = exp (Za V) (3.17)

commutes with the Hamiltonian H of Eq. (3.8)
[H,T(a)] = 0. (3.18)

However, it is quite clear that the length-gauge Hamiltonian H;, does not commute with the
electronic translation operator T'(a), because of the the interaction term V;,; (3.15) and the
dipole self-energy €4, (3.16) which have a linear and quadratic, dependence respectively,
on the total dipole R = )" ; I; of the electrons.

36



Since the Coulomb gauge Hamiltonian (in the dipole approximation) is invariant under
translations H = T'(a)HT'(a) by using the unitary transformation (3.9) we find that the
length gauge Hamiltonian is invariant under the following transformation

H, =U'T(a)UH,UT!(a)U. (3.19)

Thus, in the length gauge the translation operator is transformed as well via TAi(a) =
UTT(a)U. With the help of the Baker-Hausdorff-Campbell formula can be written as

. N
Ti(a) = U'T(a)U = exp [% Za‘ (f)j + eA) (3.20)
j=1

After performing also the Fourier transformation (3.12) we find

i i (e ()
= exp Za p; + thm( 0 )] (3.21)

pn)\

where d » = eNey(k) - a/\/hegVw(k). Thus, the original translation, restricted on the
electronic subspace becomes a generahzed translation in the full polaritonic (electronic plus
photonic) configuration space of dimension 3N + M such that

(r,Pen) — (T + @, per + din) - (3.22)

That this is the case can be straightforwardly checked by performing the above combined
electronic plus photonic translation to the length gauge Hamiltonian of Eq. (3.14). By
doing so we find that the crucial term

eex(k) R ’
(Pn)\ - W) (3.23)

is indeed invariant. This means that the simplistic interpretation of r corresponding to
matter and p, \ to the photonic degrees of freedom is not valid. Both are mixtures of
matter and photons and consequently polaritonic in nature [48]. It is important to note
that as can be understood from Eq. (3.23) translational symmetry would not be respected
if the the quadratic dipole-self energy term é4;, ~ (€x(k) - R)? was not present in the length
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gauge Hamiltonian. The fact that translational symmetry in the length gauge exists in
the full electronic plus photonic configuration space, implies that in this gauge, Bloch’s
theorem can be generalized and applied in the polaritonic space. Such an approach has
been explored in the framework of quantum electrodynamical Bloch theory [11]. We will
look into this framework in detail in chapter 10.

3.3 Photon Number in the Length Gauge

The fact that the length gauge transformation mixes light and matter in such a way
that r and p, ) can no longer be interpreted as purely electronic and photonic operators
respectively, can also be understood by looking into the photonic observables. In QED
one of the most fundamental photonic observables is the number of photons contained in
a state. The photon number operator Nph is defined as [91, 57]

Now = Y \ey, (3.24)
KA

where a, ) and dL ,, are respectively the annihilation and creation operators of the photon
field. The annihilation and creation operators with respect to the displacement coordinates
¢ and their conjugate momenta 0/0q, » are given by Eq. (3.5). Then in terms of g x
and 0/0qy.» the photon number operator is

' 1@ 1, 1
Nph = Z <_§ aq2 \ + EQK:,,)\ - 5) : (325)

K,

By performing the length gauge transformation on the photon number operator we can
obtain its expression in the length gauge. First we perform the unitary transformation of
Eq. (3.9) and we have for Ny,

2

A~ A N 1 82 65)\(,4/) . R 8 1 65)\<K-/) . R 1

U'N, UZE: _ 2 s L1 emam) R 1, 1
P T TR0, heVe(k) 0des 2\ VhaVa(m) ) | 272

(3.26)

To obtain the above result we made use of Eq. (3.10) for the transformation of the kinetic
term of the photon modes 9*/dq2 5. In addition, by performing also the swap between
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the coordinates and their relative momenta described in Eq. (3.12) we obtain the final
expression for the photon number operator in the length gauge [49]

~ 1 82 1 €e ,\( ) R 1
Nph %; Qapi,)\ + 9 (pk;,)\ ,—hGOVw(K,)) 5| (327)
From the expression above we see clearly that the photon number operator in length gauge
depends also on the full dipole operator R = _ ;T which typically is understood as an
observable related to matter. Consequently, here we see that due to the mixing between
the electronic and the photonic degrees of freedom, even the most fundamental photonic
observable, the photon number operator, bears an influence coming from the electrons.
Finally, we would like emphasize that in many cases it is wrongly assumed that the photon
number operator in the length gauge it is simply given by the expression

<, 1 02 1 1
h= ———=5— Tt =P — = | - (3.28)
P ; 2 8pi7 N 2 2

As it was shown explicitly in [49] the expectation values of these two operators Nph and
NI’)h differ significantly and omitting the R-dependent terms in the definition of the photon
number operator can lead to completely different results about the amount of photons
contained in the eigenstates of an electron-photon system. Finally, we would also like to
mention that preserving the R-dependent terms, i.e., the bilinear term €,(k) - Rp, » and

the quadratic dipole sel-energy g4, ~ (€x(k) - R)?, in the expression for Ny, guarantees
that the results obtained for the photon occupations are gauge invariant [49].

3.4 No Ground-State without the Dipole Self-Energy

Now we enter one of the main points that we aim to address in this section, namely the
stability of the length-gauge Hamiltonian and the question of whether this Hamiltonian is
bounded from below and has a ground-state. The properties of having a Hamiltonian which
is bounded from below and has a stable ground-state are of fundamental importance in
order to employ the variational principle and extend ground-state density-functional theory
to non-relativistic QED in the dipole approximation [93, 114, 29, 95].

But before we proceed, we would like to make more precise what we mean by a ground-
state for the electron-photon system. It has been proven that in most cases where the
bare electronic Hamiltonian (not being coupled to the photons) has a ground-state, the
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same holds also for the minimal-coupling Hamiltonian [57]. Having a ground-state U
means that we cannot find any other state ¥ in the self-adjoint domain of the Hamiltonian
that has an energy smaller than the energy Fy, corresponding to the ground-state W,.
This means that the Hamiltonian is bounded from below, i.e., for every state ¥ in the
domain of the Hamiltonian holds (¥|H|¥) > E,,. This property is true for both the
bare electronic Hamiltonian and the minimal-coupling Hamiltonian in the Coulomb gauge,
and it has been shown for a broad class of external potentials, e.g., ven(r) € L*(R?) +
L>=(R?) [57, 115, 116, 117].

In addition, the length gauge Hamiltonian, being merely a unitarily equivalent form
of the minimal-coupling Hamiltonian in the Coulomb gauge, will also be bounded from
below and will have a stable ground-state. This guarantees that the variational principle is
intact and that density-functional methods are applicable to the description of interacting
electron-photon systems [93, 114]. But for this very important and fundamental property
to be satisfied, all terms appearing in the length-gauge Hamiltonian need to be included
and to be taken into account.

However, in many cases the dipole self-energy £4;, that arises in the length-gauge picture
is ignored and eliminated from the length-gauge Hamiltonian. This is done based on the
argument that the dipole self-energy depends on the quantization volume of the electro-
magnetic field, and therefore for the interaction of photons with a single atom or molecule
one may take the limit V' — oo and in this case £4;, — 0 [92]. Due to this argument the
dipole self-energy is supposed to be important only in the thermodynamic limit where the
number of atoms or molecules interacting with the photon field becomes exceedingly large,
N — o00. Another reason for which the dipole self-energy is frequently omitted in fields like
cavity and circuit QED [118] is because for the paradigmatic two-level models of quantum
optics, like the Rabi and Jaynes-Cummings model, the dipole self-energy contributes only
a constant energy offset [48, 93].

Here, in order to investigate the impact of the dipole self-energy for the spectral prop-
erties of the length-gauge Hamiltonian, we will consider what happens if we ignore this
harmonic self-interaction. For simplicity, in this section, we will consider the case where
we have only one electron in a binding Coulombic potential interacting with one mode of
the electromagnetic field. The general case of N interacting electrons coupled to M modes
of the photon field can be treated analogously and we present it in detail in appendix A.

In this simple case the Hamiltonian (3.14) takes the form

. h? hw 02  hw ece-r \°
i —— oy W el e T . 2
B 2meV 2 Op? * 2 (p hqﬂ&u) T Veat(r) (3.29)
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This Hamiltonian describes a single electron coupled to a single mode of a high-Q cavity,
which means that we do not take into account dissipation. Further, we assume that the
electron can escape from the cavity and thus we consider the electron in full space R3,
like in the uncoupled case. The length gauge Hamiltonian without the dipole self-energy
]:Il = ]:IL _édz‘p is

R, Wwd® hw, [T
—%V _78_p2+7p — (A1) P+ Veg(r) where A=e Eo—vs. (3.30)

As we already discussed extensively, the Hamiltonian H; which includes the dipole self-
energy is bounded from below. The question that arises now is whether the Hamiltonian
H’, without the dipole self-energy, is bounded from below as well?

To answer this question, we will consider a trial wavefunction and we will compute the
energy of this wavefunction with respect to H . For the photonic part of the wavefunction

we choose 1

V2
where the functions ¢;(p) and ¢5(p) are the first and the second excited state respectively,

of the standard harmonic oscillator [84, 116]. For the electronic part we choose the following
localized wavefunction

®(p) [P1(p) + ¢2(p)], (3.31)

N exp[— =], if |r—al<1
Fu(r) = 0, if  jr—al>1 (3.32)
where a=aw, a€R

where w is a non-zero vector and a an arbitrary parameter. The wavefunction depicted in
Fig. 3.1 is non-zero in the unit ball [r—a| < 1, is normalized, with A being its normalization
constant, and is infinitely many times differentiable. We could have chosen any other well-
behaved function but we fix this one for definiteness. Thus, the complete electron-photon
wavefunction is the tensor product between F,(r) and ®(p),

U = F,(r) @ ®(p). (3.33)

It is important to mention that the wavefunction W lies in the domain of H; and of H
because (H,W|H V) < oo and (H'U|H'V) < co. The energy with respect to H' consists
of four different terms

h A . .
(Fal V2| ) + (RUH| ) + (FulVeat| Fu) + (¥ |Vire| V). (3.34)

2
2m

(U H'|7) =
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F.(r)4

Figure 3.1: Schematic representation in one-dimension of the electronic wavefunction F,(r).
The wavefunction F,(r) (and all its derivatives) are non-zero only in the unit ball [r—a| < 1.

First we have the kinetic energy of the electron, the second term is the photon-energy,
the third is the potential energy and the last one is the contribution due to the bilinear
interaction between the electron and the photons. For the kinetic term of the electron we
have

h? RN S 1

——(F,|V?|F,) = — e a2 (e HHP) d’r. 3.35

o EIVIE) = - | (3.35)
[r—al<1

Because the momentum operator is invariant under translations, we can perform the trans-

lation r — r + a without changing the operator. Then, we have

h? 9 h? 9
—o FalVilF) = =5 (F[V7|Fy) = (3.36)
21 \/|2 . .
= —hlel / e TP V2 (e_m) d’r =T < 0.
m

Ir|<1

The result of integration above is finite because the integral is performed over the unit ball
|r| < 1 and because all derivatives of F,(r) are finite. Then, for the energy of the photons
we have

N 1 1
(O|Hp|P) = §(E1 + E») where E, =hw (n + 5) VneN. (3.37)
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We note that E,, are the energy levels of the harmonic oscillator [84]. Next we need to
compute the energy of the electron due to the external scalar potential ve. The external
potential is chosen to be an attractive, binding potential which consequently means that
the contribution of v.,; will be negative. We note that this is not some random choice but
it is the standard choice for describing atomic and molecular systems,

(Fo|Vi|F)) = =V, where  V, > 0. (3.38)
Finally, we compute the energy of the bilinear interaction
(U Ve 0) = —(@[p|@)(Fu| (X - 1) |F) (3.39)

that with (®|p|®) = 1 becomes

UV ) = ~X- (BltlE) =-INP [ Aere Ty (3.40)
[r—al<1

We perform once more the translation r — r 4+ a and the integral takes the form

(U|Vine|T) = —|N)? / Are TP Er—A-a (R|Fy) =—-X-a=—a (3.41)

Ir|<1

where we have now chosen w = A/|A|?. The first integral in the above equation is zero,
because we integrate an odd function over a symmetric integration volume. Then, we see
that the contribution of the bilinear interaction is proportional to —a. Summing all four
contributions, we obtain the result for the total energy

. 1 1
(UIH'[0) =T+ (B + Bo) = Va—a < T+ 5(Bi+ By) —a~ —a. (3.42)

From the expression for the energy it becomes clear that the Hamiltonian H’, which does
not include €4, is unbounded from below, because the parameter a can be chosen arbi-
trarily (F, can be moved further and further away from the origin) and we can therefore
lower the energy of H indefinitely. Thus, we come to the conclusion that without the
dipole self-energy the length gauge Hamiltonian becomes unbounded from below and has
no ground-state [48]. We would like to note that this result is not so surprising as we sub-
tracted a harmonic potential from the Hamiltonian (3.29) and despite claims in literature
this term is dominant and cannot be discarded.

Comments on Assumptions.—Finally, we would like to comment on the choice of con-
sidering the particles to be in full space while the photon field was quantized in a box with

43



periodic boundary conditions (see section 2.2), as well as considering a purely negative
external potential ve.(r). First of all, we want to emphasize that allowing for different
lengths in the different directions of the quantization volume is straightforward, and in
this way we can model not only free space but also a planar cavity. Further, it would
be not a problem to use other boundary conditions, like zero boundary conditions in the
z-direction and periodic ones in the (z,y)-plane and in the very end take the limit to in-
finity for the open directions [57]. But all these considerations become superfluous in the
long-wavelength limit (or dipole approximation), where the spatial profile of the electro-
magnetic modes is not taken into account. Further, the explicit spatial form of the photon
field does not change the harmonic nature of the dipole self-energy, and for that reason we
employed periodic boundary conditions. However, for the investigation of the ground-state
in the length gauge Hamiltonian it makes a difference if we enclose the particles in a finite
volume. In this case it would not be possible to lower the energy of H indefinitely. But
what would happen in this case is that we would find a ground-state that is localized at the
edge of the quantization box. This was demonstrated exactly in a numeric fashion in [49].
Such a wavefunction however would not be a physical ground-state of an atom because the
electrons of the atom would not be localised around the nucleus. Further, in this case we
would also have a maximally allowed box length for a given atomic or molecular system
which would just cut the region in which the dipole self-energy becomes dominant. Keeping
the dipole self-energy in the length-gauge Hamiltonian has the advantage of allowing for a
treatment independent of the box-size, which is definitely a physically desirable property
that yields physically acceptable localised ground-states. Lastly, we would like to mention
that in the case of a high-Q cavity, the cavity mirrors can be modeled as barrier for the
matter-particles by adding a very large repulsive potential at the assumed positions of the
mirrors. But even with the inclusion of such a potential barrier would not invalidate our
proof that the length gauge Hamiltonian without the dipole self-energy is unbounded from
below, because the potentials we consider here are in the Banach space L*(R?) 4+ L*°(R?)
and in the limit |r| — oo only the bounded part of the potential survives. Thus, by shifting
F, arbitrarily, only a contribution proportional to the limiting constant ve.(r) — v, con-
tributes. As a consequence, such a positive potential in L?(R?)+ L>*(R?) cannot compensate
the linear decrease in energy due to the bilinear interaction Vit between the photons and
the charged particles.

3.5 Maxwell’s Equations in Matter

Clearly, as we showed in the previous section, despite the claims in the literature, the dipole
self-energy is a very important term for the length-gauge Hamiltonian and neglecting this
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term dramatically changes the properties of the interacting light-matter system. Without
the dipole self-energy a ground-state becomes impossible, and even for arbitrarily small but
finite coupling to the photon field the light-matter system decays and no stable ground-state
exists. Therefore, the dipole self-energy is necessary for describing the static properties of
the combined matter-photon system.

Besides this extremely important effect, there is also another crucial point for which
the dipole self-energy cannot be neglected which has to do with the fact that Maxwell’s
equations for the electric field are not satisfied if €4, is omitted from H L [48]. So let us see
how this actually happens.

As we stated in the previous sections, a peculiarity of the length gauge is that it mixes
the electronic and the photonic degrees of freedom. This fact can be understood also
from the expression of the electric field in the length-gauge picture. From the definition
of the vector potential operator (3.7) and performing the transformation on the photonic
coordinates defined in Eq. (3.12) we find that the A-field in the length gauge is

. . A h 0
=N A, h Ay =iy ———— . 3.43
STA.,  where R (et e (3.43)

Then, from the Heisenberg equations of motion [84] we can obtain the expression for the
electric field

. dA 1o~ i - - hw ‘R
E=—-——-= _l[HLaA] = ZEH,)\ with En,)\ = (KJ)E,\(K‘J (pn,)\ — —E/\(K’) > .

dt h — eV eV hw(k)
) (3.44)
Further, by defining the polarization operator P as
‘R
= ¢ Z er (k)28 R (3.45)

Eov

we find that the photonic coordinates p, » actually correspond to the displacement field D

—= 60 Z EOV )qu/\ (346)

of the Maxwell equations in matter, i.e., D = ¢;E+P [79]. We note that this result would
be true even if we discarded the dipole self-energy from the length-gauge Hamiltonian. The
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consequences of omitting the dipole self-energy term only show up in higher derivatives of
the vector potential and lead to a violation of the equations of motion.

To see how this happens we will compute the equations of motion for the A-field and
the E-field, with and without the dipole self-energy. Let us start with the case where £4,
is present. Firstly, we compute the time-derivative for the electric field which relates to

the second time-derivative of the vector potential E = —A, and we obtain
ihe al
dt2A+Zw Agy= Vi ;EA(I{);E/\(K,) V. (3.47)

The equation above is the mode resolved inhomogeneous Maxwell equation, with the in-
homogeneity coming from the presence of the paramagnetic current operator on the right-
hand side [79]. For the computation of the equation of motion for the electric field we
make the choice vey(r) = 0 to simplify the further analysis. We would like to emphasize
that this choice corresponds to the paradigmatic system of the homogeneous electron gas,
also known as the jellium model [63, 110]. Then, for the equation of motion for the electric
field we have [48]

d’ . 2 : Ne* . 2 2\ ¢
@E = - § W (K)E. ) — E=— § (w(K) + w)) B a. (3.48)
Ko\

€0 Vme Y

The equation of motion of the electric field is the well-known mode resolved Maxwell
equation. Moreover, we see that due to the interaction with matter there is an additional
term contributing to the oscillation frequencies of the of the electric field. The bare photon
frequencies w(k) get dressed by the contribution w, coming from matter

e?N en
p— f— © ;4
wp \/Eovme \/eome7 (3 9)

where n, = N/V is the electron density. The total frequencies of the electric field therefore
are

(k) = W (K) + wl. (3.50)

This change in the frequency spectrum of the electric field is a diamagnetic shift due to
the interactions with matter and depends on the full electron density n. via the plasma
frequency w, [48, 58]. This diamagnetic contribution has been observed experimentally in
resonant matter-photon systems in the ultra-strong coupling regime [119, 120, 121].
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However, if we ignore the dipole self-energy and compute the equations of motion for
the electric field in the case where v (r) = 0 we find that the equations of motion differ
significantly [48]

—E+) w(k)Ees = —wD. (3.51)

As it is clear from the above result, neglecting the dipole self-energy leads to a wrong
description of the electromagnetic field, because on the right-hand side of equation (3.51)
we do not have the electric field E but the displacement field D. This implies that if we
neglect the dipole self-energy the electric field does not satisfy the mode-resolved Maxwell
equation and we get a completely wrong description for the electromagnetic field coupled
to matter. Therefore, the dipole self-energy cannot be ignored and must always be included
in order to have a complete and consistent physical description of an interacting photon-
matter system [48].
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Part 11

The Free Electron Gas in Cavity
QED
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CHAPTER 4

The Free Electron Gas

The model of the free electron gas introduced by Sommerfeld in 1928 [62] is a paradigmatic
model for solid state and condensed matter physics. Originally it was introduced for the
description of thermal and conduction properties of metals. Since then it has served as
one of the fundamental models for understanding and describing materials. Further, with
the inclusion of the electron-electron interactions and the positive ion charges in terms
of a background medium, the free electron gas was transformed into the homogeneous
electron gas, also known as the jellium model [63, 110], which with the advent of density
functional theory (DFT) and the local density approximation (LDA) [122] has become one
of the most useful and successful computational tools for physics, chemistry and materials
science [123]. Also within Landau’s Fermi liquid theory [124], the free electron gas was
used as the fundamental building block [125]. In addition, the free electron gas in the
presence of strong homogeneous magnetic fields has also proven to be extremely important
for the description of the integer and the fractional quantum Hall effects [70, 126, 75, 74].
Due to the importance of the free electron gas for condensed matter physics and its wide
applicability, in what follows we focus on this system.

4.1 Free Electrons in a “Periodic” Box

The Sommerfeld model of the free electron gas consists of N non-interacting electrons
confined in a cube whose sides are of length L and volume V = L?. Because the electrons
do not interact with one another the Hamiltonian describing this system is the sum of the
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kinetic energy operators of all the particles

oM 2 )
H:ZHj: Qmezgvj. (4.1)

This implies that we can find the full set of eigenstates of the system by solving the single-
particle Hamiltonian ﬁj and then construct the many-body eigenstates from the single-
particle ones. To describe the fact that the electrons are confined within the cube of volume
V' we need to impose boundary conditions on the wavefunctions of the electrons. The
natural choice would be the wavefunctions to satisfy zero boundary conditions which make
clear that the electrons do not escape outside of the material. Zero boundary conditions
though lead to solutions which are standing waves, which are not convenient to work with.
Another possibility is to impose periodic boundary conditions [63], which as it was proven
by Lebowitz and Lieb in [127], do not affect the bulk properties of a system. Thus, we
choose to impose periodic boundary conditions which are more convenient to work with
from a mathematical point of view. Such boundary conditions imply that the wavefunctions
describing our system need to satisfy

ox+ Ly, 2) =¢(x,y+ L,z) = d(x,y,z+ L) = ¢(x,y, 2). (4.2)

With such boundary conditions and because the Hamiltonian commutes with the momen-
tum operator, [H, V] = 0, the single-particle eigenfunctions are plane waves of the form

ik-r
e 2™
bi(r) = with k="— and neZ> 4.3
®="% . (1.3
The quantum number k multiplied by A is the momentum p = hk of the free particle, which
due to translational invariance of the system, is a conserved quantity. The eigenenergy of

the eigenfunction ¢y (r) is

h2k2
- 2Me

Ex (4.4)

From the single-particle eigenfunctions we can construct the many-body eigenstates of the
system. Because electrons are fermions the many-body eigenstates must be antisymmetric
under the exchange of any two electrons. To satisfy the fermionic statistics we use a Slater
determinant [63].

G, (T101) iy (T202) -+ ¢k, (rnoN)
1| P(rio1)  diy(raoe)  -o- d,(ryow)

\I’K(I'lal,..,I'NO'N) = W . . . . (45)
Py (T101)  Piy(r202) -+ dry(ryon)
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We note that K =3/ k; is the collective momentum of the electrons and we introduced it
here in order to indicate the fact that each many-body eigenstate is defined with respect to a
particular distribution of the electrons in k-space and depends on the collective momentum
of the electron gas. Thus, the collective momentum K is used as a label to distinguish
different many-body states of the electron gas. The energy Exk of the Slater determinant
®k(ry,..,ry) is then the sum of the single-particle energies

al Y h2k?
Ex=Y Bg=) QmZ . (4.6)
j=1

Jj=1

4.2 Ground State Energy in the Thermodynamic Limit

Our aim now is to compute the ground-state energy of the free electron gas in the so-called
thermodynamic limit, in which the number of particles and the volume of the system tend
to infinity but in such a way that the electron density n, = N/V stays fixed [63, 110]. To
achieve this, first we need to find what is actually the ground-state of the system in the
thermodynamic limit.

In the previous section we found that the full set of eigenstates of the system is described
by Slater determinants Uk (ry, .., ry) of Eq. (4.5). But as we already mentioned these states
are defined by a distribution in k-space. Thus, to find the ground state of the system we
need to find the optimal distribution for the electrons in k-space.

The allowed values for k are discrete as we can see from Eq. (4.3). This implies that
the allowed k form a cubic grid in k-space. From this fact one might expect intuitively
that the ground state distribution for small number of particles should be a cube since all
three directions k,, k, and k. are equivalent. However, here we are interested in very large
amount of particles and very large k-space regions which eventually become so regular that
the ground of distribution in k-space can be regarded to be a sphere. This sphere is known
as the Fermi sphere [63]. The fact that the ground state distribution has to be a sphere can
be understood from the fact that the Hamiltonian of Eq. (4.1) is spherically symmetric.

The volume g of the Fermi sphere is defined by its radius kg which is the highest
occupied wave vector in k-space and it is known as the Fermi wave vector. Then, the
volume (g is

Ak

Qs 5

(4.7)
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We note that using the Fermi wave vector we can also define the highest occupied energy
in the system as Ep = h%k2/2m, which is known as the Fermi energy. Having found the
volume of the distribution in k-space, in terms of kg, we can also find the number of allowed
states in k-space as the quotient between {25 and the volume occupied by a single state in
k-space, which is (27r/L)3. We therefore conclude that number of allowed states contained
in the Fermi sphere g is

Qs QsV
states = = ) 4.8
# (2w /L)3 83 (48)
where V is the volume of the material in real space. Since each wave vector k can be
occupied by two electrons, due to the spin degeneracy, we find that the number of electrons

that can be accommodated in the Fermi sphere is
QsV
43
As a consequence the electron density in the system as a function of the Fermi wave vector
is

N = 24tstates =

(4.9)

N Ok

fle = Vo 3x2

(4.10)

Having defined the ground-state distribution in k-space and the electron density, in the
thermodynamic limit, we can attempt to compute the ground-state energy density of the
system. The total energy of the system inside the Fermi sphere for doubly occupied wave
vectors is

hQ
E,=2 k2. 4.11
g Z Qme ( )
|k|<kr
The summation of a smooth function as the one appearing above can be done as follows [63]:
The volume of k-space per allowed k value is Ak = 873 /V and consequently we can write
the sum of the previous equation as

Y K= % > KAk (4.12)
K| <k ™ K<kr

In the limit where the volume of the system approaches infinity (V' — oo) the measure Ak
goes to zero (Ak — 0) and the sum approaches an integral. Thus, the energy per volume
in the limit where V' — o0 is

. B EQS _ h2 3 2
gy e [ e s

|k|<kp
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Going into spherical coordinates in k-space and performing the integral, we find the energy
density as a function of the Fermi momentum

W2k

1072m,

598(kF) =

(4.14)

Further, using the relation for the electron density n, as a function of the Fermi momentum
in Eq. (4.10) we can find the energy density £, as a function of the electron density

5gs(n) - 10m e

(4.15)
Such expressions of the energy density in terms of the electron density are very impor-
tant for the construction of functional approximations in density functional theory, like for
example in the case of the LDA functional [122]. Moreover, we note that from the expres-
sion of the energy density one can compute also other kinds of thermodynamic properties
of interest like the energy per particle, the pressure exerted by the electron gas or the
compressibility of the system [63].

4.3 Density of States

Another very important quantity for solid state systems is the density of states. The
density of states describes the number of states that are available in a system in a particular
energy neighborhood, and is essential for determining the carrier concentrations and energy
distributions of carriers. Furthermore, the density of states is connected to the transport
properties of materials [63, 110]. Generally the density of states D(E) of a system of
volume V' and with N countable energy levels is defined as

9 N
= 2; §(F — E;) (4.16)

where F; are the energy levels of the system and the prefactor 2 appears due to the
spin degeneracy. In our case we have a system which in the thermodynamic limit has a
continuous spectrum. Following the procedure we described before, on how to perform
summations in the thermodynamic limit, the density of states in the limit V' — oo and for
a continuous spectrum becomes

D(E) Vlgr;o—z(s (E — Ey) = /// BPké(E — Ey). (4.17)
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The energy spectrum of the free electrons is By = h?k?/2m,. Substituting this energy
expression and going into spherical coordinates (ky, ky, k.) — (k, kg, ky) we obtain

h2k2
sin kydkodky / e, k25 <E o ) (4.18)

We integrate over the angle coordinates

D(E) = (28;3 / dle, k25 (E - 7212%3 ) . (4.19)

Me

For the last integral over k, we introduce the variable s

27.2 2
Wk with ds = ke dy
2me M

S =

(4.20)

and the integral for D(E) transforms as

Me

3/2
D(E) = %5 <ﬁ) /ds\/_é( 5), (4.21)
and after integrating over the variable s we obtain the expression for the density of states
V2
D(E) = Y2 <h2> VE for E < Ep. (4.22)

We note that the expression above for the density of states holds for energies smaller than
the Fermi energy and that for energies above the Fermi energy the density of states is
zero [63].
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CHAPTER 5

The Free Electron Gas in Cavity QED

I remember Fermi used to ask “Where is the hydrogen atom of this problem?” Where, in
what domain, will we find a simple system with a relatively simple law for its description,
which will be the forerunner or the test of a real theory?

Murray Gell-Mann
Particles and Principles [128]

Most of our understanding of light-matter interactions is based on finite-system (or
few-level) models coming from the field of quantum optics, like the Rabi [102], Jaynes-
Cummings [101] or the Dicke model [103]. These models have been proven to be extremely
successful for the description of coupled light-matter systems and particularly for the field
of cavity QED. However, during the last decade these fundamental models are being chal-
lenged by developments in the emerging field of cavity QED materials [7], in which also
extended solid state systems are coupled to the quantized cavity-field.

It is well-known that extended solid state or condensed matter systems behave very
much differently than finite-system models. This brings into question whether the few-
level models of quantum optics can be used for the description of macroscopic systems,
like materials, strongly coupled to the quantized field of a cavity. Consequently, it becomes
desirable to have a an example of an exactly solvable extended system strongly coupled
to the quantized electromagnetic field of a cavity, analogously to the Rabi and the Dicke
model.

For that purpose, in this chapter our aim is to revisit the paradigmatic Sommerfeld
model [62] of the free electron gas in the framework of cavity QED.
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5.1 Electron Gas in Cavity QED

Here we are interested in the two-dimensional free electron gas (2DEG) confined inside a
cavity, as depicted in Fig. 5.1. For that purpose we consider the Pauli-Fierz Hamiltonian
of Eq. (2.100) in the absence of any external potential, ve(r) = 0, and we neglect the
Coulomb interaction as in the original Sommerfeld model [62]. Further, we neglect the Pauli
(Stern-Gerlach) term & - B(r) and we consider the vector potential of the electromagnetic
field in the long-wavelength limit. Under these assumptions the Hamiltonian for the 2DEG
in the cavity is

B 1 & N 2 1
H= o jzl (ith + eA) + ; hw(k) (ELL’/\&&,\ + 5) , (5.1)

We note that for our system the long-wavelength limit or dipole approximation is respected
and justified, because we are considering a 2D material (effectively of zero thickness) con-
fined in the cavity, as shown in Fig. 5.1. Since we restrict our considerations to two
dimensions, the momentum operator has only two components V = (9,,0,). Moreover,
the 2DEG in the (x,y) plane is assumed to be macroscopic and consequently the elec-
trons can be described with the use of periodic boundary conditions, as in the original
Sommerfeld model [62].

In cavity QED it is very typical to employ the single-mode approximation in which
the cavity is considered to have a particular mode which is on resonance with the matter
system and the rest of the electromagnetic modes are neglected. As a starting point we
will also take the approximation where the field consists of a single mode with frequency
w but we will keep both polarizations of the field. As we will see later, the single-mode
case will be used for the construction of an effective quantum field theory in which the
full 2D continuum of electromagnetic modes interacts with the 2DEG. The polarization
vectors of the quantized field are chosen to be in the (z,y) plane such that the mode
interacts with the 2DEG. For the polarizations to be orthogonal we choose €; = e, and
€2 = e,. We note that these two polarization vectors with respect to the general definition
for the polarization vectors in Eq. (2.23) correspond to k, = r, = 0. This implies that the
photon field in the (x,y) plane carries no momentum, and thus translational symmetry
is preserved in the (z,y) plane, in accordance with the dipole-approximation. Also, it is
important to note that the analytic solution for the single-mode case that we will present
in what follows, can also be generalized for an arbitrary, finite amount of modes. This is
presented in detail in appendix B.

With these extra assumptions enforced, the Pauli-Fierz Hamiltonian of Eq. (5.1), after
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expanding the covariant kinetic energy, reads

N . 2
. R _, ieh ; Ne? ., U |
H = E [_Qmevj—'—ﬁeA.vj] —|—2meA + E hw(aAa,\—f—é : (5.2)
j=1 A=1
Ay,

and the quantized vector potential takes the simple form

A h % 2 € N At
A= (EQ_V) ; % (a,\-l—a/\) . (5.3)

Cavity
— Mirror

+— 2D Material
L
Z . Cavity
- h

L

Figure 5.1: Schematic depiction of a 2D material confined inside a cavity. The cavity
mirrors are of length L and area S = L?. The area of the material is also S, while the
distance between the mirrors of the cavity is L,.

In Eq. (5.2) there exists a purely photonic part I:Ip which depends only on the photonic
operators d;, ay. Inserting the expression for A given by Eq. (5.3) and introducing the

diamagnetic shift w,
[ e2N [ e2n,
= = 5.4
“p me€0V Me€o ’ ( )
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the purely photonic part Hp reads

. 2 hw? 2
E@zz??{hu(d&h—%%)—%ZZ—Gu+— )}. (5.5)
The diamagnetic shift w, is a consequence of having the A? in the Pauli-Fierz Hamiltonian
and shows up due to the collective coupling of the full electron density n, = N/V to
the quantized cavity-field [48, 11, 119, 120, 92]. This implies that w, = y/e?ne/meey is
the plasma frequency inside the cavity. We would like to emphasize that the 3D electron
density n, = N/V is defined via the 2D electron density of the material nop = N/S and
the distance between the cavity mirrors L, as n. = nop/L..

The photonic part flp can be diagonalized by introducing a new set of bosonic annihi-
lation and creation operators b;, by

by = 2\/1@ i3 @+ )+ @~ ) (5.6)
o= 22@@m@—m+@ya+m]

where the frequency w is defined as

W=/ w+wl (5.7)

The above frequency is a dressed frequency which depends on the cavity frequency w
and the diamagnetic shift (or plasma frequency) w,. Thus, w should be interpreted as
a plasmon-polariton frequency. As we will see later in section 6, the dressed frequency
corresponds to a plasmon-polariton excitation of the hght matter hybrid system. The
operators bA,bJr Satlsfy bosonic commutation relations [b,\,b/\,] =0yn for A, N =1,2. In
terms of the operators by, b; the photonic part Hp is equal to the sum of two non-interacting

harmonic oscillators ,
1
m:ZmG%+) (5.8)
=1

and the vector potential A is

A h % 2 € ~ 2F



From the above expression we see that the quantized vector potential A got renormalized
and now depends on the plasmon-polariton @ [11]. Substituting back into Eq. (5.2) the
expressions for H, and A given by Eqs. (5.8) and (5.9) respectively, and introducing the

parameter gg
h( ho o\
e 2
= — = |, 5.10
& Me (EOVQw) (5.10)

we obtain the following expression for the the Hamiltonian of Eq. (5.2)

~ h2
H:—Q—%jZV?+Zhw(bTb,\+ )—i—lgoz<bx+b>€,\ ZV (5.11)

We note that gy in Eq. (5.10) can be interpreted as the single-particle light-matter coupling
constant. The Hamiltonian is invariant under translations in the electronic space, because
it includes only the electronic momentum operators. Thus, H commutes with V, [I:I , V]=0,
and the two operators share eigenfunctions. For the electronic wavefunctions we employ
periodic boundary conditions. Thus, the eigenfunctions of the momentum operator V and
the Hamiltonian are plane waves of the form [62, 63]

eikj-rj

VS
where k; = 27(n?/L,n¥/L) are the momenta of the electrons, with n; = (n?,nY) € Z?,
and S = L? is the area of the 2D material inside the cavity. The plane waves in Eq. (5.12)
are the single-particle eigenfunctions. To construct the many-body eigenfunctions which

satisfy the proper fermionic statistics we will use a Slater determinant built out of the
single-particle eigenfunctions of Eq. (5.12)

b, (1)) = with 1< j < N, (5.12)

Pk, (r101) @i, (r202) -+ Gk, (ryow)

1 iy (T101) iy (T202) -+ P, (rvow)
@K(rlal,..,rNJN):ﬁ . . .

Puy (r101) Gy (r202) -+ Py (ryon)

(5.13)

where K = > ;k;j is the collective momentum of the electrons and we introduced it to
indicate the fact that the ground state and the excited states of the system depend on
the distribution of the electrons in k-space and particularly on the collective momentum
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of the electron gas. As we did in the previous chapter we denote the Slater determinant
as P = Pk(rioq,..,ryoy). We apply now the Hamiltonian H of Eq. (5.11) on the
eigenfunction ®x and we have

2

1 - Ay -

A=1 j=1 j=1
(5.14)
As a next step we define another set of bosonic operators é:r\, C
. _i gex-K 4 it gEa-K
C\ = b)\ - T and C\ = bi - T, (515)
and the operator H®k of Eq. (5.14) takes the form
~ . ~ [ At A 0 2 2
Hoy = [; [hw (cAcA + 5) — 2 (exK) ] + o ;kj] dk. (5.16)

We note that also the operators é;, ¢y satisfy bosonic cummutation relations [¢, éi\,] = O
for A\, \' = 1,2. For the operator Hy, = hw (é)\éA + 1/2) which has the form of a harmonic
oscillator it is well-known that the complete set of eigenstates is [84]

(e)m

\/n,\!

|7’L>\,€>\'K>>\: |O,€>\'K>>\ with ny € Z,A=1,2

(5.17)

where |0, e - K), is the ground-state of H,, which gets annihilated by ¢, [84]. Further,
the eigenvalues of Hy are hi(ny 4 1/2). The operator HPk in Eq. (5.16) in terms of the
bosonic operators é;, ¢ contains only the sum over H,, as a consequence by applying Hdy
on the states [], [ny, ) - K)x we find

]:I(I)KH|n>\a€>\K>>\: [Z [h{,’:} (n)\—k%) —gg(e)‘TIQ] +Z

A=1 =1

J

h2k?
2m

2
0% H ny, €5 - K)a
A=1

(5.18)

From the equation above we conclude that the complete set of eigenstates of the Hamilto-
nian in Eq. (5.2) describing the 2DEG coupled to the cavity field is

2 N
Ok [[Inaen-K)x with A=1,2 and K =) k; (5.19)
A=1

j=1
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and the full eigenspectrum reads as

2 2 N 21,2
_ ~ 1 7 (e BK) hk;
Engc= [hw (m + 5) N oo | T > TR (5.20)

A=1 j=1

In the above expression for the energy spectrum there exists also a negative term propor-
tional to the square of collective momentum of all the electrons in the 2DEG, ~ (e - hK)>.
This particular term is an all-to-all interaction between the electrons, mediated by the pho-
ton field. We call it all-to-all because the momentum of each individual electron couples
to the momenta of all the other electrons.

Moreover, we would like to mention that to obtain the expression of Eq. (5.20) we
substituted the single-particle coupling constant go given by Eq. (5.10) in Eq. (5.18) and
introduced the parameter ~y
2m.N g5 wy
_ S <1 5.21

?ohw W? o wrtw?T (5:21)

| 'EEIO

v

The parameter v must be interpreted as the collective coupling constant of the 2DEG to the
cavity field. The collective coupling v depends on the cavity frequency and the electron
density in the cavity n. via the dressed frequency w, defined in Eq. (5.4). This means
that the more charges in the system, the stronger the light-matter coupling. Further, we
emphasize that the collective coupling v is dimensionless and most importantly v has an
upper bound and cannot exceed one. This upper bound, as we will later see in section 5.3,
guarantees the stability of the electron-photon system.

5.2 Ground State in the Thermodynamic Limit

In this limit, a large collection N — oo of objects can behave completely differently—have
different symmetry from anything that the separate objects can themselves exhibit.

Philip Anderson about the thermodynamic limit
More and Different [129]

Having diagonalized the Hamiltonian H of Eq. (5.2) for N free electrons coupled to
a single mode, we want now to find the ground state of this many-body system in the
thermodynamic (or large N) limit. To do so, we need to minimize the energy of the many-
body spectrum given by Eq. (5.20) in the limit where the number of electrons N and the

61



area of the materials S = L? become arbitrarily large and approach the thermodynamic
limit. This procedure needs to be performed in such a way that the 2D electron density
nep = N/S stays fixed.

To define properly the electron density we need to compute the number of allowed
states in a region of k-space of volume €2p. The volume Qp is defined with respect to a
distribution D which has particular shape in k-space. The number of allowed states in the
volume p is

Qp QpS

H#states = )2/ L2 = S (5.22)

The volume Qp with respect to the generic distribution D(k — q) whose origin q is an
arbitrary point in k-space (see Fig. 5.2) is defined as

Qp = 70/ D(k — q)d*k = 70/D(u)d2u, (5.23)

where we performed the shift u = k — q. With the use of Qp we can now define the 2D
electron density. The number of electrons N we can accommodate within the volume Qp
is 2 times (due to the spin degeneracy) the number of allowed states N = 2#states =
2QpS/(27)%. Thus, with find that the 2D electron density is

N 2Q0p
2D = &

S (@2n?

(5.24)

As we already stated, our aim is to find the ground state of the system. From Eq. (5.20)
it is clear that the energy minimizes for ny = 0 for both A = 1,2. Thus, the photonic
contribution to the ground state energy is E, = hw, which is constant and independent
of the momenta of the electrons. As a consequence, the photonic contribution can be
neglected for finding the ground-state distribution of the electrons in k-space. Thus, the
ground-state energy of the system as a function of the momenta k; is

h? ~ 2
By = Zk?—NZ(sA~K)2 , (5.25)
=1

In the expression above we have two contributions: (i) a positive one, which is the sum over
the individual kinetic energies of all the electrons and we denote by 7', and (ii) a negative
one which is minus the square of the collective momentum K = ) ; kj of the electrons.
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To find the ground-state distribution in k-space we need to minimize the energy density
Ex/S with respect to the distribution D(k — q). In the thermodynamic limit, the number
of particles N and the area S of the 2D material tend to infinity and the sums in the
expression for the energy density FEy/S turn into integrals [63]. Thus, for the kinetic
energy per area T/S in the large N, S limit with doubly occupied momenta we have [63].

+o0
T h? 2 2
Z_ lim =S5 k2= _°% 2kD(k — q)k?
S 2me 51—{2052 2me (2)2 //d ¥D(k —a)

(5.26)

We perform the transformation u = k — q and we obtain

—+o0 +o00 —+o0
T h? 2 2 9 2 2 9 2 9
5= o —(27)2 //d uD(u)u” +2q 2r)2 //d uD(u)u+q (o) //d uD(u)

J/ N

-~

L tp Kp n2D ]
(5.27)
Thus, the kinetic energy per area 7[D] = T'/S is
2
7[D] = (tp +2a- Kp + q’nap) - (5.28)

2me

Before we continue, let us comment and give an interpretation of each term appearing
above. The term tp is the standard kinetic energy of the electron gas with respect to the
distribution centered at zero D(u) [63]. The term Kp is the collective momentum of the
electrons with respect to D(u), and g*nop is the kinetic energy due to the arbitrary origin
of the distribution, D(k — q) (see Fig. 5.2). This last term depends on the 2D density nop
and the origin of the distribution q, but it is independent of the shape of the distribution
D.

Let us continue by computing the second term appearing in Eq. (5.25), €, - K. The
collective momentum per area K /.S, with doubly occupied momenta, in the thermodynamic
limit is

+oo
K 2 2 B
5 = (%)2/@/d kD(k — q)k. (5.29)
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Figure 5.2: Tllustration of a generic distribution D(k — q) in k-space. The shape D as well
as the origin q of the distribution are arbitrary. To find the ground-state distribution in
k-space we have to minimize the energy density of the system with respect to both the
shape D and the origin q.

Performing again the shift u = k — q we find

% - (2i)2 70/ d*uD(u)u + q(2i)2 70/ d*uD(u) = Kp + qnap. (5.30)

Taking now the inner product of the above quantity with the polarization vectors €, - K/,
squaring it and then multiplying by S, we find the following result for the second term in
Eq. (5.25)

(e K)?
S

Adding the two contributions which we found in Egs. (5.28) and (5.31) we obtain the
expression for the energy density as a function of the shape of the distribution D and the
origin q

=85 (8)\ : KD +Ey- qngD)Q . (531)

2

Ek h 2 'y 2 2
D= — = t 2q - K - K . . .32
E[D] 5 S p +2q-Kp +qnap Ton /\521 (ex-Kp+en-qnap) (5.32)
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The energy density first has to be minimized with respect to the origin of the distribution
q = (¢s,qy). For that we compute the derivative of the energy density £[D] with respect
to both components of the vector q = (¢, ¢y),

0E[D] I . B
an - 2m62(1 - 7) (KD + Q:vn2D) =0,
0E[D] - h? y B
T 2me2(1 — ) (K} + ¢ynap) = 0. (5.33)

From the above set of equations we find the optimal vector qo that minimizes the energy
density
Kp
Qo = ——, (534)
n2p
where we see surprisingly that the optimal vector qq is independent of the coupling constant
7. Substituting the optimal vector qq into the Eq. (5.32) we find for the energy density

h? K2
€MDl = 5 {tp - n—ﬂ | (5.35)
Having optimized the energy density with respect to the origin q of the distribution D(k—q)
the remaining task is to optimize the energy with respect to the shape D of the distribution
in momentum space. In general to perform such a minimization of the energy functional
E[D] it is a cumbersome task. Thus, in order to find the optimal shape of the distribution
we will use some physical intuition.

The energy density £[D] and the optimal origin qo, given by Egs. (5.35) and (5.34)
respectively, are both independent of the coupling constant . This indicates that the
ground-state and the ground-state energy of the electrons in the thermodynamic limit
is independent of the coupling to the cavity mode. Guided by this observation let us
compare the energy density in Eq. (5.35) with the energy density of the original Sommerfeld
model [63] not coupled to a cavity mode.

5.2.1 Comparison to Free Electron Gas Not Coupled to a Cavity

In the original free electron model introduced by Sommerfeld, the energy of the system is
the sum over the kinetic energies of all the electrons [62, 63]

N

nc h2
B = - > k. (5.36)

e ]:1
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Due to rotational symmetry, the ground-state k-space distribution is the standard 2D
Fermi sphere S(k) [63] as shown in Fig. 5.3.

Figure 5.3: Schematic representation of the ground-state distribution of the 2D free electron
model not coupled to a cavity. The ground state distribution is the 2D Fermi sphere S(k)
with radius |kg| (Fermi momentum). For the 2DEG coupled to the cavity, the ground-state
distribution in k-space is also the 2D Fermi sphere S(k) with radius |kg|.

But let us forget for a moment the fact that we know that the ground state distribution
in k-space is the 2D Fermi sphere, and consider again a generic distribution in k-space
D(k — q) with an arbitrary origin q as the one in Fig. 5.2. For such a generic distribution
the ground state energy density, which we already computed it in Eq. (5.28), is

2

+o0
nc hZ 2 2 2 2
E [D] = Q—WW // d kD(k — q)k = (t'D + 2q . KD +q nQD) . (537)

2m,

Minimizing the above energy density with respect to the origin q of the distribution we
find the optimal origin qq
0E™[D] h? Kp

a ST (Kp + anep) do —

(5.38)
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which is the same with the one we found in Eq. (5.34) for the electron gas coupled to
the cavity mode. Substituting q into the expression for the energy density £"[D] of the
uncoupled electron gas in Eq. (5.37) we obtain

e h? K2
£(D)ay = o [tp - n—ﬂ | (5.39)

Comparing the energy density above, for the electron gas not coupled to the cavity £"[D]|qq
to the energy density £[D]|q, in Eq. (5.35) of the electron gas coupled to the cavity mode,
we see that they are exactly the same

E[Dllao = E™[D]]ao- (5.40)

This means that both energy functionals, the coupled and the uncoupled, get minimized
exactly by the same distribution in k-space. As we already mentioned for the uncoupled
free electrons gas, the shape of the ground-state distribution in k-space is the 2D Fermi
sphere §. For a sphere the collective momentum is zero, Ks = 0, due to the parity
symmetry of the Fermi sphere, k — —k. As consequence the optimal origin of the sphere
is also zero qo = 0. Thus, we find that for the coupled system the ground-state momentum
distribution is also the 2D the Fermi sphere S(k) centered at zero, as depicted in Fig. 5.3.

Since the collective momentum over the Fermi sphere is zero, K = ) ;kj =0, the
ground-state of the electron gas coupled to the cavity is

[Wgs) = |Po) ® H 10,0}, (5.41)

where |®g) is the Slater determinant given by Eq. (5.13) with zero collective momentum
K = 0. The fact that the ground state distribution of the electrons in k-space is the Fermi
sphere implies that the 2DEG coupled to the cavity field is a Fermi liquid [130, 124].

Moreover, for the 2D Fermi sphere, the ground state energy density is equal to the
kinetic energy density tp, whose expression as a function of the Fermi momentum kg is

2 +oo 21.4
gls] = 2 / / PES(k)k? — R (5.42)

" 2m, (2m)? - 167m,

We note that a discrepancy shows up between the energy density of the electrons and
of the energy density of the photon field. The contribution of the photon field to the

67



ground-state energy density as we can deduce from Eq. (5.20) is E,/S = hw/S, and in the
thermodynamic limit, where the area of the material S goes macroscopic, E,/S = hw/S is
miniscule and strictly speaking goes to zero. On the other hand the energy density, of the
electronic sector is finite. This implies that only the electron gas contributes to the ground
state energy density of the interacting electron-photon system in the cavity. This hints
towards the fact that for the photons and electrons to contribute equally on the ground
state a continuum of modes for the photon field need to be taken into account.

Lastly, from the fact that the electronic ground-state is the standard Fermi sphere and
that the energy density of the cavity field in the thermodynamic limit is zero, one might
conclude that the ground-state of the hybrid electron-photon system is trivial and there are
no quantum fluctuation effects. However, this is not true. In order to classify completely
the electron-photon ground-state we need to look also at the photon occupation.

5.2.2 Ground State Photon Occupation

The photon number operator is defined as

2
Now =Y _dfa. (5.43)

To calculate the ground-state photon occupation we need to express the photon number
operator in terms of the bosonic operators ¢l, ¢y defined in Eq. (5.15). Using Egs. (5.6)
and (5.15) we find for the photon number operator

2 2
. 1 _ . gex- K - R gex- K . gex - K
Mo = Zm[(wz_w2)<0” e )wa)Q(C” o )\O7 T
A=1

2
(Wt ) (éA + ge;ﬁ)K) (a; + QE%K) + (w2 — 37 (a; + ge%}K) ] (5.44)

In the ground-state the collective momentum is zero, K = 0. Moreover, from all the terms
appearing above only the term that first creates and then destroys a bosonic excitation
é,\é:r\ gives a non-zero contribution. As a consequence we find that the ground-state photon
occupation is

<Nph>gs = <ngS‘Nph‘\I’98> = M (5.45)

2w
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The result above shows that the photon occupation is non-zero. This implies that there
are virtual photons in the ground-state of the hybrid electron-photon system. This phe-
nomenon has also been reported for dissipative systems [131]. From the fact that the
ground-state of the 2DEG in the cavity contains photons we conclude that there are quan-
tum fluctuations of the photon field in the ground-state due to the electron-photon coupling.
Thus, our system is not a trivial Fermi liquid, but rather it is a Fermi liquid dressed with
photons.

Moreover, the ground-state photon occupation exhibits an interesting behavior with
respect to the electron density. For electron densities small enough for the diamagnetic
shift w, = y/€2ne/meeo to be much smaller than the cavity frequency, w, < w, the dressed
frequency w = /w2 + w? is approximately equal to the cavity frequency, w ~ w. In this

case the ground-state photon occupation is zero, (Nph)ys = 0. This recovers nicely the
correct decoupling limit.

However, for large electronic densities such that w, > w, the dressed frequency is
W ~ w, and the numerator in the expression for (Nph> gs 1s approximately wz. In this case,
we find that the ground-state photon occupation has a square root dependence on the
electronic density

<Nph>gs ~ \/n_e- (546)

This shows that the number of photons in the ground-state increases by adding more
electrons to the system. This behavior of the photon occupation might be related to the
superradiant phase transition [50] and could potentially provide some insights on how to
achieve this correlated phase between light and matter, which still remains elusive.

5.3 Critical Coupling, Instability & the Diamagnetic A? term

Up to here we examined rigorously and in full generality the behavior of the free electron
gas coupled to the cavity, in the regime where the cavity mode w is non-zero and the
collective coupling constant v, defined in Eq. (5.21), is smaller than one. But naturally, the
following question arises: what happens in the limit where the cavity frequency approaches
zero, w — 0, and the collective coupling reaches its maximum value v — 17

We will refer to the maximum value of the coupling constant v as critical coupling,
v. = 1. As we will see, an interesting transition happens for the system at the critical
coupling, from a stable phase to an unstable phase, as it is summarized by the phase
diagram in Fig. 5.6.
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5.3.1 Critical Coupling and Infinite Degeneracy

At the critical coupling 7. = 1 the energy density £[D] given by Eq. (5.32) becomes
independent of the origin q

e, = - [tp_ K—%] (5.47)

2me N2p

This means that the ground state of the system is not unique. Moreover, Eq. (5.34) from
which we determined the optimal value for the vector q is trivially satisfied and all q are
possible.

In the previous section we showed that the energy density of Eq. (5.47) minimizes for
the 2D sphere S(k — q). However, the energy density £[D]|,, at the critical coupling is
independent of the origin q and the optimal q cannot be determined from Eq. (5.34). This
means that all spheres of the form S(k — q) are energetically degenerate and have the
same ground-state energy density. This is also depicted in Fig. 5.4. As a consequence, the
ground-state k-space distribution it is not unique but rather at the critical coupling v. = 1
it is infinitely degenerate with respect to origin of the k-space distribution of the electrons.

We note that such an infinite degeneracy appears also for a 2D electron gas in the pres-
ence of perpendicular, homogeneous magnetic field. For such systems we have the Landau
levels exhibiting exactly this behavior [71]. This infinite degeneracy is directly connected
to the quantum Hall effect and the quantization of the macroscopic Hall conductance [70].
The link between QED and the quantum Hall effect has also been investigated recently in
the framework of quantum electrodynamical Bloch theory [11].

We would also like to mention that the fact that all spheres S(k — q) of arbitrary origin
q are energetically degenerate means that the ground-state of our system is invariant under
translations in k-space. This implies that it is invariant under Galilean boosts.
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Figure 5.4: Schematic depiction of the infinite degeneracy for . = 1. All two-dimensional
Fermi spheres of arbitrary center have exactly the same ground-state energy.

5.3.2 No Ground State Beyond the Critical Coupling

To complete our investigation, we will consider now also the case where the collective
coupling constant becomes larger than the critical coupling 7. = 1. From its definition
in Eq. (5.21) the collective coupling v is not allowed to exceed the critical coupling, but
exploring this scenario will provide further physical insight why this should not happen.

Without loss of generality, we simplify our consideration to the case where the photon
field has a single polarization vector €; = e, and €5 = 0. In this case the energy density
E[D] given by Eq. (5.32) as a function of the z-component of q = (g,, ¢,) is

2

2me

£(¢x) = 5—(1~7) (2¢.Kp + gznap) - (5.48)
In the equation above we have neglected all terms in Eq. (5.32) independent of ¢,. For
v > 1 the energy density above is unbounded from below and has no minimum because
1—~ < 0 is negative and taking the limit for ¢, to infinity the energy density goes to minus
infinity
h2
lim &(q,) = 5 lim (1—7) (2¢.K% + ¢2ne) = —oc.

gz —>00 Me qz—00

(5.49)
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Figure 5.5: For v > 1 by shifting the 2D Fermi sphere arbitrarily far in k-space the energy
of the system can be lowered indefinitely. This implies that the energy is unbounded from
below and that the system is unstable.

This shows that the 2DEG coupled to the cavity mode for v > 1 has no ground state and
the system in this case is unstable, because by shifting further and further the origin q of
the k-space distribution (see also Fig.5.5), the energy density can be lowered indefinitely!.
Thus, we come to the conclusion that the upper bound of the collective coupling ~ in
Eq. (5.21) guarantees the stability of the interacting electron-photon system.

"'We would like to highlight that this argument is similar to the one for the lack of ground state in
the length gauge when the dipole self-energy is omitted. In the length gauge the energy can be lowered
indefinitely by shifting the electronic wavefunction further and further in real space [48].

72



Critical Point

Stable Phase Unstable Phase

0 1 Y

Figure 5.6: Phase diagram for the 2DEG coupled to the cavity. The system is stable
and has a ground state for v < 1. At the critical coupling . = 1 the ground state is
infinitely degenerate. Beyond the critical coupling v > 1 the system is unstable and has
no ground-state.

5.3.3 No-Go Theorem and the A2 Term

In this section now we would like to investigate the importance of the often neglected [43]
diamagnetic A? term for our system. The influence of the diamagnetic term has been
studied theoretically in multiple publications [49, 43, 47, 45] and its influence has also
been experimentally measured [14]. Moreover, the elimination of the diamagnetic AZ
term is known to be responsible for the notorious superradiant phase transition of the
Dicke model [103]. The superradiant phase transition was firstly predicted by Hepp and
Lieb [50] for the Dicke model in the thermodynamic limit and soon after derived in a
different way by Wang and Hioe [132]. However, the existence of the superradiant phase
was challenged by a no-go theorem [54] which demonstrated that the superradiant phase
transition in atomic systems appeared completely due to the elimination of the A? term.
More recently, another demonstration of a superradiant phase transition was predicted for
circuit QED set-ups [51], which was challenged again by another no-go theorem applicable
also to circuit QED systems [53]. The debate over the existence of the superradiant phase
transition is still ongoing, with new demonstrations emerging from the field of cavity QED
materials [108, 52] accompanied though by the respective no-go theorems [56, 55].
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To examine the importance of the diamagnetic A% term for our system, we will study
the 2DEG coupled to the cavity field in the absence of the A2 term. From the Hamiltonian
H in Eq. (5.2) we can obtain straightforwardly the Hamiltonian H’ for the 2DEG coupled
to the cavity mode when the A2 term is neglected H' = H — Ne2A2/2m,

N 2v72 2
h*V5  ieh . At 1
g [ S —A V. } + E hw {a)\aA + 5} )

A=1

(5.50)

As we explained in section 5.1, our system is translationally invariant in the electronic
space. Consequently, the many-body electronic eigenfunction is the Slater determinant of
plane waves given by Eq. (5.13). Introducing the coupling parameter

1/2
, eh h
= — 5.01
= (QEOwV) ’ (5:51)

applying the Hamiltonian H' on the Slater determinant ®x and substituting the definition
for the quantized vector potential A given by Eq. (5.3) we find

2 N
~ 1 h2
e o1

A=1

The Hamiltonian H' has precisely the same form with H in Eq. (5.14). Following the
same procedure for diagonalizing H, which we demonstrated in detail in section 5.1, we
can diagonalize the Hamiltonian H’ as well, and we find that the full eigenspectrum is

2 2 N 3212
1\ + h?(er-K) Rk’
Buk=2 [’” (””5) TN | Tl om,

A=1 Jj=1

(5.53)

where we substituted the parameter g of Eq. (5.51) and we introduced the coupling con-
stant ~/

;2N ()

h? hw w?

(5.54)

in analogy to the collective coupling v given by Eq. (5.21). The dressed frequency w
does not appear anymore, neither in the coupling 4" nor in the energy spectrum (5.53),
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because the vector potential and the energy of the mode do not get renormalized by the
A? term. Comparing the spectrum of Eq. (5.53) for the Hamiltonian H’, to the spectrum
in Eq. (5.20) derived for the Hamiltonian of Eq. (5.2) which included the A? term, we see
that they are the same, up to replacing w with w and v with 4/. The last one is a crucial
difference, because the coupling 7/ has no upper bound and can be arbitrarily large, as
w, can be larger than w. In section 5.3.2 we showed that the spectrum in Eq. (5.53), has
no ground-state if the coupling constant becomes larger than one. Obviously, for large
densities the diamagnetic shift w, can be larger than the cavity frequency w and +' can
exceed the critical coupling one. As a consequence, the Hamiltonian H’ will not have a
ground-state.

This proves that eliminating the diamagnetic A2 term, is a no-go situation for the 2DEG
coupled to the cavity field. Thus, for the proper description of such an extended solid-
state system the diamagnetic A? term is absolutely necessary. For finite-system models,
like the Rabi, Jaynes-Cummings or the Dicke model, the diamagnetic term is of course
important, but these models have a stable ground-state even without the A? term. This
is in stark contrast to the 2DEG coupled to the cavity and demonstrates explicitly that
finite-system models should be applied to extended condensed matter systems with extra
care. Our demonstration strongly suggests that the diamagnetic term has to be included
for the correct description of extended systems, like 2D materials, coupled to a cavity. We
believe our proof contributes to the ongoing discussion about the proper description of
light-matter interactions [48, 49, 44, 47, 45, 43].

Lastly, we would like to highlight that our proof can be extended to the case of inter-
acting electrons. This is true because the Coulomb interaction involves only the relative
distances between the electrons and satisfies translational invariance. Then, by going to
the relative distances and center of mass frame, the relative distances decouple from the
quantized vector potential A and from the center of mass. However, the center of mass
stays coupled to the quantized field A. Then, one can go along the lines of our proof and
show that without the A2 term the collective coupling constant has no upper bound and the
center of mass can obtain an arbitrarily large momentum which subsequently leads to an
arbitrarily negative energy. This of course implies that energy of the system is unbounded
from below and that the system consequently has no ground-state.
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CHAPTER 6

Cavity Modified Response Functions

I was still technician, a problem-solver interested only in specific problems, not in buliding
the general structure of the subject: I had even certain contempt for general formalism.
Kubo saw that there were general possibilities in the correlation function formalism I had
pioneered, and he pursued them rather than the specific answers I was after.

Philip Anderson about Ryogo Kubo
More and Different [129]

Linear response theory, also known as Kubo formalism [133], is the framework which
studies systems under the assumptions that they are originally at rest and then perturbed
by an external time-dependent perturbation whose strength is considered to be small. If
the latter is the case, then the response of the system to the external perturbation can be
expanded into a power series with respect to the strength of the perturbation. To first order
in this series, the response of the system is a linear function of the external perturbation.
This is the regime of linear response theory and from a physical point of view this is the
definition of this particular framework.

Linear response theory finds many applications in the study of atoms, molecules and
solid-state systems, because in most cases experimental probes can be regarded as small
perturbations to the system. If the experimental probes were not small, they would actually
modify the system. This is, for example, the case when materials are driven by strong lasers
or when they are studied in the presence of strong magnetic fields like in the quantum Hall
effect. Nevertheless, as long as the experimental probes do not modify the system, linear
response is applicable and we can describe such experiments with linear response functions
which are given by the properties of the original unperturbed system.
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6.1 Mathematical Formulation of Linear Response

We continue by presenting how linear response theory is usually formulated mathematically.
Suppose we have a system described by the Hamiltonian H and we apply to the system
a time-dependent external perturbation described by the operator ﬁext(t). The time-
dependent Schrodinger equation is

~

HOW(t) = [H + Ffext(t)} U(t) = ihd,U(t). (6.1)
In the interaction picture a general state of the system is given by
U, (t) = UN(O)W(t) = eF/Mp(t) (6.2)

where W(t) is the wavefunction in the Schrodinger picture. In the interaction picture any
operator O is defined as

O1(t) = UT(1)OU () = Ht/Oe-1HH/M, (6.3)

Substituting the definition of the wavefunction W(t) (in the Schrédinger picture) in terms
of the wavefunction W;(¢) (in the interaction picture) into the Schrodinger equation in
Eq. (6.1) we find for W,(?)

A~

Heooo (#)e MG () = e M 70, (1), (6.4)

We multiply now the equation above with the operator e/ and after introducing the

operator Hey r(t) = eim/hﬁlcxt(t)e_im/ﬁ we obtain

A

Hexe 1 (1)W1 (t) = 1h0; W (1). (6.5)

By integrating the equation above we find

Uy(t) = W(to) — % /t 0t Hlo ()01 (1). (6.6)

The equation above on a first glance might look rather simple, but it is actually very
complicated because to find the wavefunction W;(¢) at time ¢ one already needs to know
the wavefunction W (') at all times ¢’ prior to t. This means that Eq. (6.6) is not a closed
equation. There is a simple but also rather crude solution to this problem. The solution
is to approximate the wavefunction in the interaction picture at time t' as V(') ~ V(o).
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Under this approximation and after multiplying Eq. (6.6) with the operator U(t) = e iHt/h
we obtain a closed equation for the wavefunction W(#) in the Schrodinger picture

: t
~ 1 A ~
U(t) =U(t)¥(to) — ?_LU(t)/ dt' Hox 1 ()W (2). (6.7)
to
In linear response theory we are not interested in the time evolution of the wavefunction,
but we are interested in observables. Namely, we are interested in how an observable
O responds to the external perturbation. The expectation value of the operator O as a
function of time (O(t)) in the interaction picture and the Schrédinger picture is the same

(O1)) = (W1(B)[O1(H)[W1(1)) = (¥(1)|O¥(2)). (6.8)

For simplicity we denote the ket |W¥(ty)) at time ty as |¥q). It is important to highlight
that at time ¢y the system is unperturbed and consequently |Wy) is the the ground state of
the system before the perturbation, |Uy) = |¥,,). Substituting the expression we derived
for the wavefunction in the Schrédinger picture in Eq. (6.7) we find

A

OW) = (O~ [ IO (W) Hoa )10 (69

to

.ot
+ ﬁ/ dt’ <\I’o’Hext 7(t )UT(t)OU(t)]\IJ0> + (2nq order terms in Hey 1),

where (O)y = <\IIO|O|‘IIO> Introducing now the definition of the operator O in the inter-
action picture O;(t) = Ut (t)OU(¢), we can write the expectation value (O(t)) of Eq. (6.9)
in terms of the commutator between Oy (t) and Heyx 1(t)

(OM) = (0)o - 5/ dt' (Wl [O1(t), Hext,1 ()| Wo)- (6.10)
to

To obtain the above result we neglected the higher order terms of the external perturbation.

The change §(O(t)) in the expectation value of the observable O is the difference between

the expectation value (O(t)) at time ¢t and the expectation value (O)q at to . Thus, we
find for 6(O(t))

5100 = 1 [ WalO1(0), Hows?)] 0. (6.11)

to

The equation above gives the response of the observable O, represented by the operator
(9 due to the external perturbation Hext as a function of time. In most cases the external
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perturbation is of the form ﬁext(t) = fext(tﬂ5 where foy(t) is some external classical force,
field, current or potential, which couples to some observable of the system represented by
the operator P. Substituting now this particular form of the external perturbation into
Eq. (6.11) for the response of O we have

i

50() = —+

|t wall010) P )1 00) (1), (6.12)

to

By introducing the theta function ©(t — ') we can re-write the response §(O(t)) with the
help of a function x5 (t —t') as

s0) = [ ANt — ) fuelt). (6.13)

to

with the function x5 (¢ —t') defined as
/ 1 / 2 A
Xp(t —#) = =2 O(t = ) (Lo [Os(t), Pr()]Wo). (6.14)

Functions of this form in linear response are known as response functions. Such response
functions are of great importance because they give us information about how different
observables of the system respond to a (small) external perturbation. We note once more
that the wavefunction W is the ground state of the original system described by the
Hamiltonian H, before the external perturbation ﬁext(t) was applied. Lastly, by performing
a Laplace transform in Eq.(6.13), one can also find how the observable O responds to the
perturbation in the frequency domain

3{O(w)) = XP (W) fext (w), (6.15)

where x3(w) and fe(w) are the response function and the external perturbation respec-
tively in the frequency domain [133, 110, 134].

6.2 Radiation & Absorption in Linear Response

In the previous section we formulated the framework of linear response. Our aim now
is to apply the linear response formalism to the free electron gas model coupled to the
cavity in order to investigate the radiation and absorption properties of the interacting
electron-photon system. To do so we will perform linear response on the photonic sector
of the system by computing response functions related to the electromagnetic field. From
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these response functions we will obtain information about the absorption and the radiation
properties of the 2DEG coupled to the cavity field.

To probe these properties and responses of the electromagnetic field, we will apply an
external time dependent current Je(t) as shown in Fig. 6.1. It is important to mention
that in standard quantum mechanics the possibility of perturbing a system with an external
current does not exist and only in QED this possibility arises.

To perturb our system by an external current we add the external time dependent term
Hei(t) = —=Jext(t) - A to the Hamiltonian H of Eq. (5.2), as it is done in QED [134, 57,
81]. Here for simplicity we choose the external current to flow only along the z-direction
Jext (1) = ez |Jext (t)|. With this term included, the full time-dependent Hamiltonian is

H(t) = H — Jou(t) - A, (6.16)

The external current influences the interacting system inside the cavity, and generates
electromagnetic fields, as shown in Fig. 6.1. The influence of the external current on the
observables of the photon field is what we are interested in.

]ext(t} V

o BE(1)

N
e

- o

Figure 6.1: 2D material confined inside a cavity, perturbed by an external time-dependent
current Je(t). Due to the external current, a time-dependent electric field is induced and
the cavity radiates. In an experiment the emitted radiation can be accessed through the
openness of the cavity.

Before we proceed by considering particular response functions we would like first to
derive a generic formula for the response of any observable O due to the external time-
dependent current. Following the linear response formalism which we described in sec-
tion 6.1, and using the definition for the response of an observable given by Eq. (6.12), the
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~

response of any observable O due to ﬁext(t) = —Joxs(t) - A is

00) = —5 [ (00, AN (Tl (617)

where A (') is the A-field in the interaction picture, and the correlator ([Of(t), A (t')]) is
defined with respect to the ground state |¥,) of the unperturbed Hamiltonian. Then, the
respective response function is

i0(t — t')
n

In section 5.2 we found the ground-state |¥,;) of the 2DEG coupled to the cavity (before
the current perturbation) in the thermodynamic limit to be given by Eq. (5.41). Having
|W,s) we can compute the response function for any observable O. To find the response
function x9(t — ') of Eq. (6.18) it is necessary to compute the commutator

Xalt—t) = - ([Or(t), As(t). (6.18)

~ ~ A ~

(O1(1), Ar(t))) = (Or(t)As() — (Or(t)As(t))".
(6.19)
In the equation above we used the hermiticity of the operator O;(t)A;(t') which implies
that (Ar(t)Or(t)) = (Or(t)Ar(t'))". As a consequence we have to compute only the

correlator (O;(t)A(t')). From the fact that |¥,) is the ground state of the Hamiltonian
H we have

e%Ht’/h‘q;gg) — e*iEo,kt//h’\I;gJ. (6.20)

We use also the definition of the operators in the interaction picture @1(75) = e At/hDe-it/h
and we find for the expectation value in the commutator of Eq. (6.19)

. ! A
By (t—=t) o —if(t—t') A

(O;WA(t)) =e 7 (O™ n A), (6.21)

where Eyx = Ex + hw is the ground-state energy given by Eq. (5.20), with n) = 0 for both
A = 1,2. To proceed, we have to apply the quantized vector potential A to the ground
state |W,). For that purpose we need the expression of A in terms of the bosonic operators
éx, ¢k, From Egs. (5.9) and (5.15), and for K = 0 (which is true in the ground state) we

find
A BN
A= (260@1/) <01 + (;1) e. (6.22)
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We note that in the expression above for the vector potential, we have only kept the
polarization e, which couples to the external current. We apply the vector potential A to
the ground-state |V )

. N , h 3 1By (t—t') N iH(t—t)

(Or(t)A;(t)) = — e o (Vus|Oe™ i @) ®11,0)1]0,0)s. (6.23)
2600)‘/

From the expression above it is clear that the quantized vector potential A gets the ground-

state to the first excited state for n; = 1. The state [®) @ [1,0)10, 0)2 is the first excited

state of H with eigenenergy F;x = Ey + 2hw and we find

1

A A / h 2 —iw(t—t 2
OAI) = (5my ) WO B LOL00) (620

Finally, using the above result we obtain the expression for the generic commutator of
Eq. (6.19)

([0:(0), Ar(rY)) = ( i ) B (g, [O100)  |1,01]0,0)2  (6.25)

QEOCIJV

e ((5,|Olo) @ [1,00110,0)-) ] -

The formula above is very important because it applies to any observable O and in what
follows we will make use of it for the computation of several response functions.

6.2.1 A-Field Response & Absorption

The first response that we are interested in, is the response of the A-field. The response of
the vector potential §(A(t)) is defined via Eq. (6.11) and is given by the A-field response
function y4(t —t').

ot —t')

XAt —t) =~ ([AL(t), Ar(t)]). (6.26)

From the generic formula that we derived in Eq. (6.2?), it is clear that to find the response
function x4 (¢t —t'), all we have to compute is (¥, 4| A|Pg) @ |1,0)1]0,0),. For that we use
Eq. (6.22) which gives the vector potential A in terms of the operators ¢, éi and we have

] ho\2
(Wgs| AlDg) @ [1,0)1]0,0)2 = (260&‘/) : (6.27)
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Combining the above result together with Egs. (6.25) and Eq. (6.18) we obtain the expres-
sion for response function in time x4 (t —t')

O(t — ') sin(@(t - ¢'))

~ 6.28
eOwV ( )

Xalt —t) = —
The response function above is also known as the A-field propagator. Moreover, we use of
the integral form of the ©-function
1 e8] e—in

O(r) = —— lim

2l =0t J_ o w +1n

(6.29)

We perform a Fourier transform for the response function x4(t — t') and we obtain the
response of the quantized vector potential A in the frequency domain x4 (w)

-1 1 1
A .

—_ = 1 — - P R . 630
Xalw) 2egwV ni%i [w—l—w—irin w—w+177} (6.30)

Then, from the expression above we can easily deduce the real R[x4(w)] and the imaginary
S[xA(w)] parts of x4(w)

B B 1 w—w w+w

Rha)l = 5= [@U —02 4+ (w+ D)2 +772} ’

[ A = " ! :

Shawll = 5 5 {(w +E2 P (w—0)? +772} | o3

From both, the real and the imaginary parts of the response function, we see that the
poles are at the frequency w = +w. This is also depicted in Fig. 6.2. The frequency w
defined in Eq. (5.7) depends on the cavity frequency w and the plasma frequency w, in the
cavity. This means that the 2DEG coupled to the cavity field exhibits a plasmon-polariton
resonance (or excitation).
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Figure 6.2: Real R[y4(w)] and imaginary S[x4(w)] parts of the A-field response function
x4(w) in the frequency domain, plotted with a finite value for the artificial broadening
parameter n. The resonances for both parts appear at the plasmon-polariton frequency
w = tw.

For a self-adjoint operator, like the A-field, the real and the imaginary part of any
response function have to be even and odd respectively [110]. As we see in Fig. 6.2 this is
indeed true.

Further, before we proceed, we would like to briefly comment on how these response
functions should be interpreted. The real part R[x4(w)] is the component of the response
function which is in-phase with the external current and describes a polarization process
in which the wavefunction is modified periodically without any energy (on average) being
absorbed or released due to the external driving [110]. On the other side, the imaginary
part 3[x4 (w)] is the out-of-phase component of x“(w) and is responsible for the appearance
of energy absorption in the system, with the absorption rate W defined as [110]

W = —wSA(w)][Text (w) > (6.32)

6.2.2 Electric Field Response & Current Induced Radiation

In addition to the response of the A-field we would also like to compute the response of
the electric field E due to the external time-dependent current Jey(¢). The electric field
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in dipole approximation and polarized in the x-direction is [48]

L (hw N\
E_1(2€0V) (al—al)ex. (6.33)

Having the expression for the electric field we can compute the electric field response
function x5 (t —t')

Ot —t) o

Xalt—t) = - B (1), Ar(E)]). (6.34)

By writing the electric field in terms of the bosonic operators ¢y, éJ{

- . hLNU % N AT
E=i (QEOV) (01 - C1> €. (6.35)

we can use the generic formula that we derived for any observable in Eq. (6.25) for the
computation of the correlator ([E;(t), A;(t')]), and we obtain the expression for the electric
field response function

Ot —t') cos(w(t —t))
Eov )

it —t) = (6.36)
This response function describes the generation of a time-dependent electric field due to
the external current Jey(¢). This means that the external current makes the interacting
electron-photon system to radiate. From Eq. (6.36) we see the radiation is at the plasmon-
polariton frequency w, as the response function in time is a cosine of w.

Further, by performing a Fourier transform, we find the response function in the fre-
quency domain

. i 1 1
= 1 — — : 6.37
Xa(w) 2¢V ni%l+ {w—i—w—i—in—i_ w—w—i—in] (6:37)

from which we deduce the real and the imaginary parts of x5 (w)

éR[XA(UJ)] = 260V |:(w+a}>2+772 N (w—w)2+772:| )

o1 B 1 w+ w w—w
= 57 [ B e e

(6.38)
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The fact that the radiation is emitted at the plasmon-polariton resonance w = 4w can be
understood also from the pole structure of the response function in the frequency domain.
As depicted in Fig. 6.3 we see that the poles are at w = fw.

[
— RIxE(w)]
3x5(w)]
\ b
° [
-t 0 W
w

Figure 6.3: Real R[x%(w)] and imaginary S[x% (w)] parts of the E-field response function
% (w), plotted with a finite . The poles for both parts appear at the frequency w = +@
and signify the frequency at which a time-dependent electric field is oscillating.

Lastly, we highlight that the response function of the electric field in time x5 (¢t — ¢')
given by Eq. (6.36), and the response function of the A-field x4 (t —t') given by Eq. (6.28)
satisfy Maxwell’s equation [79].

XAt — 1) = =it —t) (6.39)

This is a very nice consistency check of our computations and of the linear response formal-
ism in QED [134], because it demonstrates that linear response theory, even for interacting
electron-photon systems, respects the classical Maxwell equations.

6.3 Cavity Modified Conductivity

In this section we are interested in the conduction properties of the 2DEG inside the cavity.
More specifically we want to investigate whether the cavity field modifies the conductive
properties of the electron gas. This is a question of current theoretical and experimental
interest. Recently, modifications of transport and conduction properties due to cavity
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confinement have been observed for two-dimensional systems of Landau polaritons [17], as
well as modifications of the critical temperature of superconductors due to strong coupling
to the cavity field [20, 22].

To describe this process we will follow what is commonly done in condensed matter
physics, namely perturb the system with a uniform, external, time-dependent electric field
Eex(t), as shown in Fig. 6.4, and then compute how much current is generated and flows
through the system due to the external perturbation. Here we choose the electric field
to be polarized only along the z-direction Ec(t) = |Eext(t)|ez. The electric field can
also be represented as the time derivative of a time-dependent vector potential Eq(t) =
—O0pAext(t). We would like to mention that for the external perturbation to be causal, the
electric field needs to be zero for all times prior to time ¢y3. This implies that in the frequency
domain the electric field and vector potential are related via Eey(w) = i(w +in)A(w) with
n — 0%. In order to couple the external field we have to add the external vector potential

Eex‘t(t)

>

Figure 6.4: An external time dependent electric field Eqy(t) perturbs the combined light-
matter system, electrons start to flow, and a current is generated in the material.

A (t) in the covariant kinetic energy of the Pauli-Fierz Hamiltonian of Eq. (5.1). With
this, the covariant term takes the form (iiV; + eA + eAu(t))? [71, 95, 57]. In linear
response theory the current is computed to first order in the external perturbation. Then,
the conductivity is defined as the function relating the induced current density to the
external electric field [133, 134, 110].

The Pauli-Fierz Hamiltonian with the electrons coupled to a single cavity mode, in the



dipole approximation, and to first order in the external vector potential Ay (t) reads as
- - N /ieh e? . . . .
Ht)=H+ Vit —A ) A(t) = [~ (Jp + Jd> Aoi(t)  (6.40)
]:1 e e

where H is the Hamiltonian of Eq. (5.2). The external vector potential Ay (t) _cou-
ples to the internal parts of the current operator, namely the paramagnetic part J, =
(—ieh/me) >°; V;, and the diamagnetic part Jg = —e*NA /m.. However, the full physical
current includes also the contribution of the external vector potential Ay (t) [71, 95]

. N
. ieh 2N . €N
J=- V;— A ——A(). 6.41
mZ A A() (6.41)
J 1a

Following the linear response formalism, the expectation value for the full physical current
is [110, 133]

G(6)) = (@) + 53 (1)) = (3) - / At — ) A () (6.42)

where §(J(t)) is the response of the current in time. This can be computed from the
current-current response function

—i0(t —t') 4 -
=1y = 22020 30, 5,00, (6.43)
To keep the current response ¢ (j ) to first order in the external field, we neglect all contribu-
tions, coming from Ay (t). Then, for the commutator of Eq. (6.43), we find the following
four terms

A

[J1(8), I ()] = [Tpr(t), o ()] + [FTar(8), Tpr ()] + Tar(t), Tps (8] + [Tar(t), Tar (t)].
(6.44)

Using the self-adjointness of the paramagnetic current operator we find

(Jp, (), Jp s (]) = (Jp 1 () p 1 (1)) = (Tp,r () Tp,1 (1)) (6.45)
In addition, we use the expression for the paramagnetic current operator in the interaction
picture and the fact that the expectation value is computed in the ground-state which has
energy Eyy, and we find

A

<Jp,I (t>'jp,1 (t/» = eiEO’k(tit/)/ﬁ<jp€iH(t/7t)/hjp> . (6.46)
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Due to translational invariance, the momentum operator commutes with the Hamiltonian
H, and the ground-state |V ;) = |®)®|0,0)1]0, 0)7 is an eigenstate also of the paramagnetic
current operator J, ~ Zj V, as well. Acting with the paramagnetic current operator

on the ground-state we obtain the full paramagnetic current J|¥,,) = 32 i kj[Vg). In
section 5.2 we showed that the ground state in the thermodynamic limit is the Fermi
sphere. As a consequence, the total paramagnetic current in the ground state is zero and
we have

jp|qjgs> =0. (647)

The above result implies that all expectation values and correlators which involve the
paramagnetic current J p will also be zero. This argument applies of course to the mixed
terms [Jq;(t), Jpr(t)] and [T, ;(t), Jas(¥')] as well. Thus, the response function x7(t — ')
in Eq. (6.43) is given solely by the diamagnetic terms. Substituting the definition for the
diamagnetic current Jq4 of Eq. (6.41) we find the current-current response function x4 (t—t')
to be proportional to the A-field response function x4(t — ')

e?N

e

=) = ( )2xﬁ<t 1), (6.43)

with x4(t — ) given by Eq. (6.28). Since x7(t —t') is proportional to x4 (t —t') the same
will also hold in the frequency domain

v = (2 i), (6.49)

e
Lastly, we have to compute the expectation value of the current (j ) which is

2N

Me

(J) = (Jp) + (Ja) —

(Acxi(t))- (6.50)

As we already explained, the contribution of the paramagnetic J p current is zero in the
ground state |V ;). The diamagnetic current Jq is proportional to the vector potential
Jyq ~ A, which is the sum of an annihilation and a creation operator. The expectation
values of these operators in the ground-state is zero. Consequently only the external field
contributes to the expectation value of the current

e’ N

() = ———Aul). (6.51)

e
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This contribution comes from the the full background charge of the N electrons in our
system. Moreover, from Eq. (6.42) by performing a Fourier transformation we can derive
the relation between the current and the external A (w)-field, in the frequency domain

eZN

Me

) = (=55 = 3 0)) Al (6.52)
The electric field and vector potential in the frequency domain are related via the relation
Aci(w) = Eexi(w)/i(w +1in). Using the latter relation and dividing Eq. (6.52) by the
volume V' in order to introduce the current density (j(w)) = (J(w))/V we can define
the frequency dependent conductivity o(w) as the ratio between the external electric field

Eexi(w) and the current density (j(w)) [63, 110]

)
Gl = (= =) g = Bt 633

Me Vv i(w +1in)

The frequency dependent conductivity o(w) is also known as the optical conductivity and
the previous equation is known as the Kubo formula for the electrical conductivity [133,
110]. Using the result for the current-current response function x7(w) given by Eqs. (6.49)
and (6.30), and introducing wf) = e*no/me€o which is the plasma frequency in the cavity,
we obtain the expression for the optical conductivity o(w)

: 2 : 4
léowp IEQCL)p

1 1
[ ] with n — 0. (6.54)

o(w) = — — ——
wHw+1n  w—w+1n

T w+in (w4in)2@

The real R[o(w)] and imaginary J[o(w)] parts of the optical conductivity are

2 4 ~ ~
€0NwW neow 2w+ w 2w — w
R b N0 - o (655
ot = - e e e om0
Slo(w)] eowwg eocu;1 w? —n?+ww  w?—n? —ww
Slo(w)] = - — = — = .
w2+n? 20w?+n?) |[((w+o)2+n?  (w—w)?2+n?

In the optical conductivity o(w) given by Eq. (6.54) there are two contributions. The
first one is due to the full electron density n. and comes from the plasma frequency wf) =
Ne€? /meeo and is of second order in w,. This is the standard Drude term of the free electron
gas [110]. The second contribution comes from the current-current response function x7(w).
This contribution is purely due to the cavity field because x7(w) is proportional to the
A-field response function x“4(w). The current-current response x7 is of fourth order in w,
and is a diamagnetic modification to the standard free electron gas conductivity.
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Figure 6.5: Real part R[o(w)] of the conductivity o(w) of the 2DEG outside (blue dashed
line) and inside (orange solid line) the cavity for coupling v = 0.2. Inside the cavity the real
part of the conductivity of the 2DEG exhibits poles at the plasmon-polariton frequency
w = +w. At frequency w = 0 the Drude peak of the 2DEG gets suppressed due to the
cavity field.

More specifically, both the real and the imaginary part of the optical conductivity,
depicted in Figs. 6.5 and 6.6 respectively, exhibit resonances at the plasmon-polariton
frequency w = +w, which modify the optical conductivity of the 2DEG. Most importantly,
we see that in the real part of the conductivity the Drude peak [135, 136] of the 2DEG at
w = 0 is suppressed by the cavity field due to the higher-order diamagnetic contributions.
Since the Drude peak is of great importance for condensed matter systems and materials
let us have a closer look at it.

6.3.1 Cavity Suppression of the Drude Peak

The Drude peak is defined as the w — 0 limit of the real part of the optical conductivity
and gives the DC electrical conductivity of a particular system oq. = lim,,_o R[o(w)] [63,
135, 110]. In the standard free electron gas (without a cavity) the DC conductivity is
03, = €owy/n, which is the first term in Eq. (6.55) for w — 0.

However, in our case we consider the 2DEG coupled to the cavity and we have the extra
diamagnetic contributions and we find that the DC conductivity of the electron gas in the
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Figure 6.6: Imaginary part S[o(w)] of the conductivity o(w) of the 2DEG outside (blue
dashed line) and inside (orange solid line) the cavity for coupling v = 0.2. Inside the cavity
the imaginary part of the conductivity of the 2DEG has poles at the plasmon-polariton
frequency w = +w. The peak at w = 0 gets suppressed by the cavity field.

cavity depends also on the the collective coupling constant v (defined in Eq. (5.21))

_ 0 g . +

O'dc(’}/) = 03¢ (1 - m) with n— 0. (656)
Upon neglecting the infinitesimal parameter n we find that the DC conductivity in the
cavity, i.e., the Drude peak, decreases linearly as function of the coupling ~

oac(y) =04, (1 —7). (6.57)

This is an important result because it shows that by confining 2D materials inside a cavity,
the cavity field does not only modify the optical properties of the material, like the optical
conductivity, but the cavity can also influence the static electrical conductivity of the
material.

The fact that the cavity decreases the conduction of electrons means that the cavity field
acts like a viscous medium which slows down the motion of the charged particles. Within
this picture the suppression of the Drude peak can also be interpreted as an increase in
the effective mass of the electrons due to the cavity photons. From Eq. (6.57) for the DC
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conductivity we find that the effective (or renormalized) electron mass is
M

1—7)

Such an increase of the effective electron mass we will encounter again in section 7 when

we will couple the 2DEG to the full continuum of electromagnetic modes.

me(7) = (6.58)

Finally, it is important to mention that due to the fact that the coupling constant has
an upper bound v < 1 (see Eq. 5.21) the Drude peak is always positive and the 2DEG is a
conductor. However, if v could reach the critical value 1 (which is forbidden) then the DC
conductivity would be zero. This would mean that the cavity can turn the 2DEG from a
conductor to an insulator. For v > 1 the Drude peak becomes negative which means that
the system is no longer stable. This explains from the linear-response point of view why
the collective coupling v must not exceed the value of 1.

6.4 Mixed Responses: Matter-Photon & Photon-Matter

What we have done so far is to perform linear response on the photonic and on the electronic
sectors of our system separately. In the photonic sector we applied an external current and
we computed response functions related to the photon field. This is what is commonly
done in the fields of quantum optics and photonics [91, 79]. In the electronic sector we
perturbed the system with an external electric field and computed the current response of
the system, as it is done in condensed matter physics [110, 63].

Quantum electrodynamics combines both perspectives under a common unified frame-
work. In addition to the matter-matter and photon-photon responses QED allows to access
also cross-correlated response functions, like matter-photon and photon-matter [7, 134].
The aim of this section is exactly to compute these cross-correlated responses and to in-
vestigate how these responses relate to the standard matter-matter and photon-photon
response functions.

6.4.1 Matter-Photon Response

First we would like to compute the response of the current (5@ (t)) due to the external time-
dependent current Je.(f). The response of the current 6(J(¢)) is defined via Eq. (6.11)
and can be computed from the mixed response function x4 (t — t')

Ot —t) .

Xalt —t) = 1 (0), Ar()). (6.59)
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As we explained in the previous section, the contributions of the paramagnetic part of the
current is zero. As a consequence only the diamagnetic component contributes. Substitut-
ing the expression for the diamagnetic current J4 we find that the mixed response y* (t—t')
is proportional to the A-field response function

2N ,
Xa(t—t) (6.60)

Xalt—t)=—

(5]

where x4(t —t') is given by Eq. (6.28). The previous relation between the two response
functions will hold also in the frequency domain

i = (255 v (6.61)

Me

Finally, we note that the mixed response function x*(w) is dimensionless and describes

A~

the ratio between the induced current 6(J(w)) and the external current Jey(w)

0(J (w)) = x4 (W) Text (w). (6.62)

6.4.2 Photon-Matter Response

Having computed the matter-photon response function x? we would also like to compute
the photon-matter response function x4 which corresponds to the inverse physical process.

For this, we need to look into the response of the vector potential 6(A(t)). The response
of the vector potential is given by the photon-matter response function x4 (t — t')

-1 = 22D A0, 3,0). (6.63)

To remain within linear response, we neglect the contribution of A (t) which would result
into higher order corrections. As we already stated the paramagnetic contribution is zero.
Substituting the definition for the diamagnetic current J4 we find that the mixed response
function x4 (t — ) is

2N ,
Yat—1) (6.64)

Xj(t—t)=—

e

The above relation between the two responses will also hold in the frequency domain

o = (258 v (6.65)

Me
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From the equation above we see that the photon-matter response function y4(w) is equal
to the matter-photon response x4 (w). Finally, we would like to emphasize that the photon-
matter response x4 (w) describes the dimensionless ratio between the induced A-field and
the external field Ay

~

(A (w)) = X7 (W) Aext(w). (6.66)

The above relation implies that the external field gets screened by the internal dynamical
system, and the response function x4 (w) describes precisely this screening process [134].

6.5 Equivalence Between the Electronic and the Photonic Sector

Let us now finally compare the four fundamental response sectors which we introduced
and computed throughout this chapter, the photon-photon, matter-matter, photon-matter
and matter-photon. From all the responses in the different sectors we can can construct
the following response matrix

(250 ) = (e ) ()

which summarizes all the fundamental responses of the system. Using now the Eqs. (6.49),
(6.65) and (6.61) which give the response functions x7(w), x4 (w) and x4 (w) respectively,
we see that all responses are proportional to the A-field response function x4 (w). Thus,
all elements of the response table can be written in terms of x4 (w)

( §é§(<2)>>> ) = Xa(w) Aoatv) ) . (668)

The fact that all response functions are proportional to x“4(w) means that all response
functions have precisely the same pole structure. This demonstrates a fundamental relation
between the two sectors of the theory, namely that the photonic and the electronic sectors
have exactly the same excitations and resonances. From an experimental point of view
this means, that in an experiment perturbing an interacting light-matter system with an
external time-dependent current (which couples to the photon field) and perturbing with
an external electric field (which couples to the current) would result in exactly the same
information about the excitations and the resonances of the interacting system.

(6.67)

(e2N/me)*  —e*N/m, (

—e?*N/m, 1

95



Moreover, from the response table in Eq. (6.68) we see that the current-current response
scales quadratically with the number of electrons yJ(w) ~ N2?x%4(w), while the mixed
responses linearly x4 (w) = x7(w) ~ Nx4(w). The photon-photon response function
x4(w) given by Eq. (6.31) depends also on the area of the 2DEG as 1/S. As a consequence
in the large N, S limit only the responses involving matter (x7, x4, x4) are finite, due to
the dependence on N, while x4 strictly speaking goes to zero. This is the same behavior
that shows up also for the energy densities of the two sectors as mentioned in section 5.2.
Again, this hints towards the fact that, to have a finite photon-photon response, we need
to include an infinite amount of modes by treating the photon field in the continuum.

Lastly, we would like to emphasize that all response functions we computed depend
on the arbitrarily small auxiliary parameter n which needs to be introduced in linear
response to have a well-defined Fourier transform [110, 134]. However, in the limit n — 0
the response functions go to zero (see for example Eq. (6.31)) except of the frequencies
w = 4w where they diverge. This means that the broadening parameter n works like
a regulator which spreads the resonance over a finite range of frequencies and describes
the coupling of the system to an artificial environment and the dissipation of energy to
this environment [110]. To get rid of the artificial broadening parameter 7, one has to
treat matter and photons on an equal footing and perform the continuum-limit also for
the electromagnetic field. This is a direction which we explore in the next chapter, and as
we will see allows for the description of absorption and dissipation without the need of any
artificial broadening.
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CHAPTER 7

Effective Quantum Field Theory in the Continuum

In practice, quantum field theory is marvelously good for calculating answers to many physics
questions. The answers involve approximations. These approximations seem to work very
well: that is, they [produce] answers that match experiments. Unfortunately we do not fully
understand, in a mathematically rigorous way, what these approximations are supposed to
be approximating.

John C. Baez
Struggles with the Continuum [137]

So far we have studied in generality the behavior of the 2DEG coupled to the cavity, in
the large NV limit for the electronic sector, with the cavity photon-field being treated in the
single-mode approximation. In quantum optics and cavity QED [92, 91] the single-mode
approximation has been proven very insightful and extremely successful for the description
of a wide range of interacting light-matter systems [8].

However, the single-mode approximation is far from providing a complete description
of the interaction between matter and the photon field, which contains an infinite number
of degrees of freedom (photon-modes). Moreover, as it is known since the early times of the
quantum theory of radiation, and the seminal work of Einstein [138], to describe even one of
the most fundamental processes of light-matter interaction like spontaneous emission, the
full continuum of modes of the electromagnetic field needs to be considered. In addition,
we should always bear in mind that in a cavity of course a particular set of modes of the
photon field are selected (due to the cavity-environment), but it is never the case that
only a single mode of the photon field contributes to the light-matter coupling. The single-
mode models like the Rabi, the Jaynes-Cummings and the Dicke model, describe effectively
(using an effective coupling) the exchange of energy between matter and the photon field
as if there were only a single mode coupled to matter [139].
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For our system this problem becomes even more severe because we consider a macro-
scopic system like the 2DEG, where the propagation of the in-plane modes becomes impor-
tant. This implies that it is of utmost importance to include the 2D continuum of modes
into the description of the electromagnetic field. To make the argument even clearer we
would like to give some further justifications on why such a theory in the continuum is
necessary in order to describe and capture, particular observables, physical processes, and
effects of interest for our system.

From the point of view of observables and physical processes the main reasons are:

e In section 5.2 we highlighted that the contribution of the single-mode photon field
to the ground-state energy density E,/S in the thermodynamic limit (N, S — o0)
becomes arbitrary small and tends to zero. This means that in the single-mode
case the contribution of the cavity field to the ground-state energy of the system is
negligible, due the discrepancy between the amount of the electrons and the amount
of photon-modes.

e Since the contribution of the cavity-field to the ground-state energy density is zero
(in the large N, S limit) no real contribution to the renormalized or effective mass
of the electron can occur. This of course is true because we consider a single-mode
photon field, and as it known from QED, mass renormalization effects show up when
electrons couple to the full continuum of electromagnetic modes [86, 87, 140, 141, 80].

e As we emphasized in the end of subsection 6.5, absorption processes and dissipa-
tion can only be described consistently when a continuum of modes is taken into
account [110].

e In the single-mode approximation, no macroscopic forces can appear between the
cavity mirrors, like the Casimir-Polder forces [89]. As it is well known from the
literature, such forces show up only when the electromagnetic field is treated in the
full continuum [83, 142].

For all these reasons we proceed with the construction of an effective quantum field
theory in order to treat the photon field in the continuum.

7.1 Effective Field Theory, Coupling and Cutoff

In order to promote the single-mode theory to a quantum field theory, we need to perform
the continuum limit for the photon field and sum over all the in-plane photon-modes. For
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the free electron gas this procedure can be performed for an arbitrary amount of photon-
modes in full generality, as we show in appendix B. However, this treatment would make
the theory analytically non-solvable, especially in the thermodynamic (continuum) limit.

For this reason, we will follow a different approach and we will perform the summation
over the photon-modes in an effective way. What is meant by this is, that we will neglect the
mode-mode interactions and we will integrate the single mode spectrum of Eq. (5.20) over
all the in-plane modes. This will allow us to construct an analytically solvable effective
quantum field theory, in the continuum, for both light and matter. We note that the
validity of the approximation to neglect the mode-mode interactions depends on how large
the diamagnetic shift w, [92] is.

For the construction of our effective quantum field theory, first we introduce back the
dependence on the photonic momenta k = (2wn, /L, 27n, /L, 7n,/L,) of all the parameters
in the theory. The bare frequencies w of the quantized electromagnetic field in terms of
the momenta k are w(k) = c|k|. This applies also to the dressed frequency w = | /w? + w2

which gets replaced by w(k) = |/w?(k)+ w2 Subsequently, the single-mode coupling
constant v = w? /&* becomes k-dependent (k) = w? /&*(K).

With these substitutions and summing the single-mode energy spectrum of Eq. (5.20)
over all the in-plane photon-momenta (x,, k,), we obtain the analytic expression for the
ground state energy (where n, = 0 for both A = 1, 2) of the effective quantum field theory

p [ A L2 AL
Ex(A) =5~ = D k) N D (ea K|+ D> hi(k). (7.1)
¢ =1 KRz, Ky A=1 Kz ,Ky

In the energy expression of the effective theory we introduced the cutoff A which defines
the highest frequency that we allow for the photon field, as it is also shown in Fig. 7.1.
Such a cutoff is necessary for effective field theories and it is commonly introduced also in
QED [81, 57]. The sum over the in-plane single-mode coupling constants y(k) defines the
effective coupling constant g(A) in the effective field theory

A 9 A
eeN 1 1
A — — — _—
9(A) Z V() eomel, S - wi(k) + w2

Ra,Ry xRy

(7.2)

In the limit where the area of the cavity mirrors becomes very large, S — oo, the momenta
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Figure 7.1: Graphic representation of the frequency range on which the photon field is
defined in the effective field theory. The natural lower cutoff of the theory is @?(k,), while
the highest allowed frequency is A.

(K, ky) of the photon field become continuous variables and the sum turns into an integral

dk.dkK A
A) = ™~ Naln (——
9(A) = eomeL 472 // C’R? + w2 @ n((fﬂ(/@z))

(7.3)
where we introduced the parameters
e? ~2 2,2 2
= m and w (/‘iz) =C K, —l—wp, (74)

and the momentum «, = w/L, (for n, = 1) depends on the distance between the cavity
mirrors L, (see Fig. 5.1). We note that the parameter a in Eq. (7.4) is dimensionless.
After substituting the value for all the fundamental constants we find for the dimensionless
parameter a = 2.81 x 107*°m/L,.

Here comes a crucial point, the effective coupling g(A) in Eq. (7.3) exhibits a linear
dependence on the number of electrons N. It is important to emphasize that this explicit
dependence of the effective coupling on the number of electrons shows up due to dipolar
coupling, i.e., because in the effective theory we couple all modes to all particles in the same
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way. However, beyond the dipole approximation, in QED we know that each mode has a
spatial profile which means that each mode couples to the local charge density and not to
the full amount of charges. This is a second point in which the effectiveness of our field
theory becomes manifest. This has important implications because in the thermodynamic
limit N — oo the effective coupling g(A) becomes arbitrarily large. Despite this fact, for
the effective coupling g(A) rigorous conditions can be derived under which the effective
coupling constant remains finite, and the effective theory is stable and well defined.

In section 5.2 we found the ground state of the 2DEG coupled to the cavity, in the
thermodynamic limit, for all values of the single-mode coupling v. More precisely we
proved that for v < 1 the system has a stable ground state, while for 4 > 1 (which is in
principle forbidden see Eq. (5.21) for 7) the system becomes unstable and has no ground
state. Having promoted the single mode theory into an effective field theory, we still need
to guarantee the stability of the electron-photon system by forbidding the effective coupling
to exceed 1, 0 < g(A) < 1. Given this condition and the definition of the effective coupling
g(A) in Eq. (7.3) we obtain the allowed values for the upper cutoff A in the effective theory

k) < A < Bk, )e N (7.5)

From the above inequality we see that the highest allowed momentum for the photon field
is W%(k,)et/Ne. Beyond this value the effective coupling g(A) becomes larger than 1 and
the electron-photon system becomes unstable. In relativistic QED the finite energy scale
(or momentum) for which the theory diverges is known as the Landau pole [87]. Due to
this historic reason we will also refer to the highest allowed momentum in our effective
theory as the Landau pole

Apole = &2 (k2 )eM M. (7.6)

Further, from Eq. (7.5) we see that the upper cutoff A is a multiple of the lower natural
cutoff @*(k,). This implies that we can define A with the use of a dimensionless parameter
Ao

A =% (k)N with 1 < Ay < /N, (7.7)

The range chosen above for Ay guarantees that the effective coupling stays in the desired
regime 0 < g(A) < 1 and our effective theory remains stable. To gain a more thorough
understanding of our effective theory, we would also like to investigate the infrared (IR) and
the ultraviolet (UV) behavior of the effective coupling constant g(A). From the expression
of g(A) in Eq. (7.3) we see that g(A) diverges if we allow the cutoff to go to infinity.
This means that our theory is UV divergent. This is the logarithmic divergence of QED
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which is known to exist for both relativistic and non-relativistic QED [86, 87, 81, 57, 143].
However, the effective coupling g(A) has no IR divergence because for arbitrarily small
momenta £, = m/L, the coupling goes to zero due to the parameter a. Our theory is IR
divergent-free is due to the diamagnetic shift w,, in Eq. (7.3) which defines the natural lower
cutoff of the photon field [11]. As we have already seen, the diamagnetic shift originates
from the A2 term in the Pauli-Fierz Hamiltonian. Thus, we conclude that the diamagnetic
term is of major importance, because it makes non-relativistic QED IR divergent-free,
while relativistic QED suffers from both UV and IR divergences.

7.2 Renormalized & Effective Mass

He often asked, “How do you know that the mass in the Dirac equation is the same as the
experimental mass?”

M. Dresden about H. A. Kramers
H. A. Kramers Between Tradition and Revolution [144]

From relativistic QED it is known that when electrons interact with the full electro-
magnetic vacuum (continuum of modes) the mass and the charge of the electron need to
be renormalized. These renormalization effects lead to observable radiative corrections like
the vacuum polarization, the anomalous magnetic moment and the Lamb shift [86, 80].
On the other hand, in non-relativistic QED there is no need to renormalize the charge
of the electrons due to the elimination of the positrons from the theory [143]. However,
mass renormalization effects show up, and this is precisely what we are interested in here.
Namely, the renormalization of the electron mass due the interaction with the continuum
of modes of the cavity.

In general, to compute the renormalized mass of the electron is a rather laborious
task. In most cases it is performed perturbatively with methods ranging from dimensional
regularization [80], renormalization group techniques [87, 145, 86] or causal perturbation
theory [146]. In the non-relativistic theory the renormalized (or effective) mass in the case
of free particles, is defined by the curvature of the energy dispersion around k = 0 and
more precisely by the formula [140, 141]

) = (5 B0 78)

where Fy(A) is the energy dispersion of the system, which depends on the momenta of the
electrons and the cutoff of the theory.
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Figure 7.2: Schematic depiction of an electron in free space with mass m, and an electron
coupled to the full electromagnetic vacuum. The virtual photons of the cavity “dress” the
electron and renormalize the electron mass me(A).

However in our case, because we have an analytic expression for the energy spectrum
Ex(A) of the effective theory given by Eq. (7.1), we do not have to use any of the (mainly)
perturbative techniques that we mentioned before, but we can straightforwardly use the
definition for me(A) given in Eq. (7.8). Thus, we find the following analytic expression for
the renormalized electron mass

me(A) = me (1 _aln (%))1 | (7.9)

From the above result we conclude that the renormalized electron mass me(A) is larger than
the electron mass in free space m, and increases as a function of the upper cutoff A. This
behavior is in agreement with results coming from both relativistic and non-relativistic
QED [87, 86, 140, 141, 143]. In the range given by Eq. (7.5) the renormalized mass is
positive and the effective theory is well-defined (see Fig. 7.3). If the cutoff goes beyond
the pole Apqe the renormalized mass becomes negative and this signifies that the theory
becomes unstable. This is in analogy to the single-mode case, when the collective coupling
constant v becomes larger than 1. This explains from another point of view why the upper
cutoff A must not exceed the pole A,qe. In the limit where the upper cutoff A is equal to
the lower cutoff &?(k,) the renormalized mass me(A) is equal to the bare electron mass m,
(see Fig. 7.3).
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Figure 7.3: Plot of the renormalized mass m.(A) as a function of the upper cutoff A.
If upper cutoff A is equal to the lower cutoff m.(A) is equal to the free-space mass m.
As A increases the renormalized mass m(A) increases and eventually goes to infinity for

A — Apole .

In addition, from Eq. (7.9) we see that m.(A) depends also on the electron density
inside the cavity n. via the dressed frequency w(k,) given by Eq. (7.4). This means that
there is a many-body effect in the renormalized mass m.(A). This many-body effect shows
up because we are considering a many-body system consisting of N free electrons coupled
to the photon field and our treatment is non-perturbative. We note that such a many-body
effect does not show up for the usual single-particle mass renormalization [80, 147] and is
potentially very small for any finite system, but clearly not for extended systems like a
2DEG. To the best of our knowledge such a many-body effect for the renormalized electron
mass has not been reported before.
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Energy Dispersion

== Metal in Free Space
Metal in Cavity

Ex

L
0
k
Figure 7.4: Energy dispersion for electrons in a metal outside (black parabola) and inside
a cavity (yellow parabola). From the curvature of the parabolas the effective electron mass
in the respective environment can be obtained. The dispersion of the electrons inside the

cavity is less steep, because the electron mass is larger than in free space, due the cavity
photons.

Finally, we would like to emphasize that the renormalization of the electron mass has
experimental implications and can be measured experimentally. This can be done by
measuring the dispersion of the electrons in a metallic material (which has a parabolic
band dispersion) with angle-resolved photoemission spectroscopy (ARPES) [148] inside
and outside the cavity. From the curvature of the parabolas around k = 0 one can obtain
the effective mass inside and outside the cavity and the ratio between them (see also
Fig. 7.4). Having the ratio me(A)/m. and the analytic formula given by Eq. (7.9) one can
deduce directly what the highest momentum (the cutoff) A is to which the electrons couple
to. Finally, using Eq. (7.3), we can also find what the value for the electron-photon coupling
g(A) is in the effective quantum field theory. This provides a novel way to measure the
electron-photon coupling for extended systems in cavity QED, which goes beyond standard
quantum optics models, via the effective mass.

7.3 Modification of the Fermi Liquid Quasi-particle Excitations

We would like to proceed now by demonstrating some further implications of our effective
quantum field theory. In section 5.2 we showed that the ground-state distribution of the
electrons in k-space is the standard 2D Fermi sphere and the electrons in the ground-state
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occupy all single particle states with momenta less than the Fermi momentum |pr| = |ikg|.
This means that our system is a Fermi liquid [124, 125, 130].

What we are interested in here is to investigate how the photon field can alter the
behavior of the fermionic quasiparticle excitations of the Fermi liquid. The fundamental
fermionic quasi-particle excitations are generated by adding electrons with momentum
greater than the Fermi momentum |pr| [125, 130]. The energy of the quasi-particle at the
Fermi surface is

1= Ex(A, N + 1) — E(A, N), (7.10)

where Ey (A, N) is the ground-state energy of the system for N electrons distributed on
the 2D Fermi sphere with their wavevectors in the region 0 < k < kp and Fy (A, N + 1) is
the energy of the system containing one more electron with k = kg. In the ground-state,
because the electrons are distributed on the Fermi sphere, the collective momentum is zero,
K = 0. As a consequence in the energy Fi (A, N) the negative term which depends on
the collective momentum does not contribute. However, in the N + 1 electron-state this is
not the case, because the last electron added on the Fermi surface with k = kg introduces
a non-zero collective momentum which now gives a non-trivial contribution to the energy
spectrum. Thus, we find that the quasi-particle excitation energy at the Fermi surface is

I A = )

€ A=1

We note that the quasi-particle excitation at the Fermi surface p is also known as the
chemical potential. To obtain the above result we made use of the fact that the effective
coupling per particle is g(A)/(N + 1) = aln (A/&*(k.)), as given by Eq. (7.3), and that
the polarization vectors are orthogonal. In addition, by introducing the renormalized mass
me(A) the chemical potential takes the form

kg
© 2me(A)
From this result we see that the chemical potential is a function of the upper cutoff of the
photon field A, and particularly depends on the renormalized electron mass me(A) given
by Eq. (7.9). This means that the photon field in the continuum modifies the chemical po-
tential. Further, in Fermi liquid theory, the quasi-particle excitations in the neighborhood
of the Fermi surface depend on the chemical potential and are given by the expression [130]
Rk,
2me(A)

I (7.12)

Gi :M—f—hUF(k—kF) = +FLUF(k—kF)

(7.13)
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where vr is the Fermi momentum at the Fermi surface. From the fact that the quasiparticle
excitations of the Fermi liquid depend on the chemical potential we see that they also get
modified and depend on the renormalized electron mass me(A). This shows that our
effective quantum field theory has direct implications for Fermi liquid theory. Finally, we
would like to mention that in the limit where the upper cutoff goes to the lower cutoff,
A — @*(k.), the renormalized mass becomes equal to the bare electron mass, me(A) — me,
and in this case the quasi-particle excitations do not get modified. This explains from
another viewpoint why in the single-mode theory there is no fundamental modification of
the properties of the Fermi liquid and why it is important to include the full continuum of
electromagnetic modes for the description of the the photon field.

7.4 Zero-Point Energy & Casimir Force

In the single-mode case the zero-point energy of the photon field was E, = hw, and as it
was explained in section 5.2 the corresponding energy density £,/S in the thermodynamic
limit is negligible. The question that naturally arises now is: what is the zero-point energy
of the photon field in the continuum, particularly for the effective quantum field theory
that we constructed?

The zero-point energy of the photon field (in the continuum) is known to be responsible
for the emergence of forces like the interatomic van der Waals forces, the Casimir-Polder
forces between an atom and a macroscopic body [89, 83], and the Casimir force between
two parallel conducting plates [88]. Here, we are considering a 2D material inside a cavity
and consequently we fall in the third category, which means that the macroscopic forces
in our system will be Casimir forces. To find the Casimir force between the mirrors of the
cavity we have to compute the zero-point energy of the photon field E, per area S. From
the expression for energy spectrum of the effective theory in Eq. (7.1) we find that the
ground-state energy (n), = 0) per area is

A

E, 1 - h [ 2,
?p = § Z hW(K') = H // d:‘imdlﬁy 2K2 —|—CU§- (7'14)

Kz, Ky 0

In the expression above we also took the limit S — oo in which the sum gets promoted
into an integral. To perform the integration above we go to polar coordinates and we find
the photon energy per area

E. RA2 1)
gp - %w?ﬁ(mz), (7.15)
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where to obtain the above result we used Eq. (7.7) which gives A in terms of Ay. Further,
we use the expression for w(k,) given by Eq. (7.4) and we compute the derivative of the
photon energy density FE,/S with respect to the distance of the cavity mirrors L, and we
obtain the force per area (the pressure)

S 0L, 4dmc? (7.16)

F._ 0(E,/S) A(AY? — 1) (27r202 e*nap ) \/7?202 e*nap

L3 Mme€oL? L2 meeoL,’

We would like to mention that to obtain the result above the dependence of w, on the
distance between the cavity mirrors L., as given by Eq. (5.4), was taken into account.
The force (or pressure) above describes the force that the mirrors of the cavity exhibit due
to the zero-point energy of the electromagnetic field, which is modified by the interaction
between the 2DEG and the cavity field. The Casimir force given by Eq. (7.16) has a
positive sign because Ag/ 2> 1, which implies that the force is repulsive. The possibility of
repulsive Casimir forces has been studied theoretically in several publications and in many
different settings [149, 150, 151, 152, 153] and has also been experimentally observed for
interacting materials immersed in a fluid [154]. In the system that we consider here we do
not have a fluid, but a 2DEG which interacts with the cavity field.

7.5 Absorption and Dissipation in the Effective Field Theory

In chapter 6 we performed linear response for the 2DEG inside the cavity, in the single
mode case. Our aim now in this section is to perform linear response in the continuum by
employing the effective quantum field theory that we constructed. In section 6.5 we showed
that both the photonic and the electronic sector share their resonances and excitations and
as a consequence it is adequate to simply focus on one sector of the system.

Here we will focus on the photonic sector and for that we will perturb the system by
applying an external time-dependent current Je(t) which couples to the photon field, as
shown in Fig. 6.1. Thus, the external perturbation is Elcxt(t) = —Jext (1) . A. The external
current is chosen to be in the z-direction Jey(t) = €, Jexi ().

In the effective field theory the vector potential is given by the sum over all the in-plane
photon-modes

A= (eoiv) 3 ﬁ (e + al,) - (7.17)

Kz, Ky
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For the A-field we included only the polarization in the x-direction, because it is the only
one that couples to the external current. To perform linear response first we have to
introduce and define the Hamiltonian of the effective theory ﬁog To define H, of 1t 1S not
necessary to give an explicit expression in terms of electronic and photonic operators. We
can define H.g in a simpler fashion by giving a definition of the ground-state of H.z and
its excited states. We define the ground-state of Heff as

Wys) = 1€0) ® [ 10,00m,1r, (7.18)

Kz, Ky

where |®) is the electronic ground state given by the Slater determinant in Eq. (5.13), with
the electrons distributed on the 2D Fermi sphere. Further, the bosonic states |0,0), ,
get annihilated by the operator ¢,, ¢|0,0)., ., =0, V k. The excited states can now be
defined by applying the creation operators ¢/, on the ground-state, and as a consequence
the excited states of Hyg satisfy the equation

a0, = (Bt (1)) Sl (719

where By = ). h’k3/2m, is the kinetic energy of the electrons'. We would like to mention
]

";4/

that the operators ¢, éL, satisfy the bosonic algebra [¢x,¢l,] = 0w V K, K.

Having defined the effective Hamiltonian, the full time dependent Hamiltonian with
the external perturbation included is H(t) = Hesr — Jext(t) - A. The vector potential in
terms of the renormalized annihilation and creation operators of Eq. (5.15) is

A= <60v> Z\/T (¢ + L) (7.20)

Kz, Ky

With the use of the effective Hamiltonian we can define also the operators in the inter-
action picture O(t) = etfen/nOeithea/l and the wavefunctions respectively as ¥;(t) =
eitHett/ " (t). Having defined everything we needed we can continue now with the linear
response.

Here we aim to compute the A-field response function ‘(¢ — ') which is defined via
Eq. (6.14). We substitute the expression for the A-field given by Eq. (7.20) and using the
fact that Hegs is a sum of non-interacting modes and that the ground state |V ) is a tensor

I'We note that the electronic excitations are not taken into account for the definition of geﬁ‘7 because
the perturbation we consider here couples only to the photonic states
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product of the photonic states of all the modes, we find that in the effective theory x4 is
the sum of all the single-mode response functions given by Eq. (6.28)

R e (721

Subsequently, the same relation will also hold in the frequency domain

-1 1 1
N )
— — 1 - '
Xa(w) Z 2e00(K)V UE& LU +o(k)+in  w—w(k)+1in

Rzx,Ry

(7.22)

To obtain the above expression we used Eq. (6.30) which gives the A-field response function
in the frequency domain in the single mode case. In the continuum limit the sum turns
into an integral and the real and the imaginary part of the response function y4(w) are

AT - 1 T w—0(K) B w+ W(k) ] o dk
D14 [XA( )] = 5 L. // _C~u<n)[(w_@(n))2+n2] E‘J(fq,)[(w—l—@(lﬂ‘,))?—l—nQ]_ dryd Y

3 A w)l = 1 f ! - ! _ RzQk
S [XA( )] St2e, L, // O(Rr)|[(w+o(k)2+ 7?2 O(k)[(w—a(k))2+ 7% ARy dky.
(7.23)

After performing the above integrals we find the final analytic expressions for the real and
the imaginary parts of the A-field response function in the effective quantum field theory

RO = g | (“(“w—_@(ff;f:nf) +1n(“<”w+f%f:nf)} and

ShAw)] = —5— [tan—l (ﬂﬂv) P (@mz) +w)

drcegL, n n

+ tan~! <M) — tan™! <\/K_ w) ] (7.24)

n n

Taking now the limit n — 0" for the artificial broadening 1 the imaginary part of the
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response function takes the form

1 ~
1Pl for — VA <w< —&(k,)
A | _ 7.25
S (w)] N for @(k.) <w < VA (7.25)
0, elsewhere.

\

From the above result we see that $[x4(w)] is well-defined in the limit n — 0% for all
w without the appearance of any divergences. This is in contrast to single-mode case in
which the imaginary part of the response function x4 given by Eq. (6.31) for n — 0 was
diverging at the frequency w = +w. The fact that the imaginary part of the response
function in the continuum is well-defined and does not diverge, means that absorption
described consistently in the effective quantum field theory and the absorption rate W in
Eq. (6.32) is also well-defined and can be computed without any ambiguity. This proves our
claim in the beginning of the chapter, that by constructing a field theory in the continuum,
we can describe absorption processes and dissipation from first-principles, without having
to introduce some kind of environment for our system and without the need of the artificial
broadening parameter 1. Moreover, as it is depicted in Fig. 7.5, the imaginary part given
by Eq. (7.25) takes a constant value in the region @(k.) < |w| < v/A and is zero elsewhere.
This means that the electron-photon system in the cavity absorbs energy continuously with
the same strength in the frequency window @(k,) < |w| < v/A. This is true because this is
the frequency range in which the effective quantum field theory was defined, see Fig. 7.1,
and all modes of the photon field are excited by the external current with exactly the same
strength.
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Figure 7.5: Real R[y4(w)] and imaginary S[x4(w)] parts of the A-field response function
X4(w) in the effective quantum field theory for = 0. The imaginary part has a finite
value in the frequency window @(k.) < |w| < v/A which means that the system can absorb
energy in this frequency range. The real part diverges at the lower w = +w(k,) and the
upper cutoffs w = £v/A and shows that there are two particular scales in the effective field
theory.

On the other hand, the real part R[x“4(w)] of the response function for  — 0% diverges
at the frequencies w = +@(k,) and w = /A, and gives us information about the reso-
nances of the system. In the single-mode case, in section 6.2, there was only one resonance
appearing at frequency w = +w. Now, in the effective field theory we have two resonances
at the frequency of the lower intrinsic cutoff &(k,) and the cutoff v/A. This indicates that
in the effective theory there are two energy scales.

Finally, we would like to mention that in the thermodynamic limit the imaginary and
the real parts of the response function x4 (w) have a well-defined value and do not vanish.
This is in contrast to the single-mode response function given by Eq. (6.31). This shows
again that by going to the continuum for the description of the photon field, the photonic
observables become well-defined and have a non-zero contribution for the macroscopic
2DEG coupled to the cavity.
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CHAPTER 8

Landau Levels & Quantum Hall Effect

The integer quantum Hall effect discovered by von Klitzing, Dorda and Pepper in 1980 [70]
is one of the most interesting and fundamental phenomena in condensed matter physics.
It has led to a tremendous amount of developments and to the re-definition of the in-
ternational system of units [155]. What was found in 1980 is that for two-dimensional
materials at low temperatures the total macroscopic Hall conductance o, exhibits quan-
tized plateaus whose value depends solely on the Planck constant h and the charge of the
electron e

2
e
Ozy = 3V with v € N. (8.1)
Soon after the discovery of the quantized Hall effect, Laughlin [126] showed that this effect
can be nicely understood in terms of non-interacting electrons in Landau levels and that it
is a consequence of gauge invariance. The integer v in the simple picture of non-interacting
electrons corresponds to the integer filling factor of the Landau levels [71].

In the four decades after the discovery of the integer effect, a great number of related
phenomena have been observed, like the fractional quantum Hall effect [74, 75], the quan-
tum spin Hall effect [156], the quantum anomalous Hall effect [157] and more recently the
light-induced anomalous Hall effect [158]. All these exciting developments have beautifully
been reviewed in the 40 year anniversary article of the quantum Hall effect [159].

In this chapter however, we will not try to present all of these developments and phe-
nomena, but rather we will just focus on the integer effect which we will describe within

the picture of non-interacting electrons in Landau levels, as it was done originally by
Laughlin [126].
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8.1 Free Electrons in a Homogeneous Magnetic Field

Free electrons in a material in the presence of a classical homogeneous magnetic field
along the z direction By = Be, of strength B are described by the minimally-coupled
Schrodinger Hamiltonian [71]

H = —— (ihV + eAcq(r))” (82)

Me

where in the Landau gauge the external vector potential which gives rise to the magnetic
field is Acxi(r) = —e, By [71]. The Landau gauge is very convenient because it preserves
translational invariance in two out of the three spatial dimensions, specifically in our case
in the z and x directions. This implies that the Hamiltonian of Eq. (8.2) commutes with
the translation operator for the x and z directions and consequently the eigenfunctions of
H in z and z will be plane waves

Oy k. (1, 2) = e™%e™* with k,, k., € R. (8.3)

Applying H on the plane waves above we have

- k2 B2 97 mew? hk,\ 2
H = = — — Gt ud 8.4
¢kz,kz 2me 2me ayQ + 2 ( + 6B ) gbkz»kz? ( )
where we introduced also the cyclotron frequency w,
eB
.= —. 8.5
= 2 (55

In the equation (8.4) the part depending on the variable y remains to be treated. The part
of H depending on y is a shifted harmonic oscillator

) 12 w2 Bk, \
A,y = ———02 4 [l (y—l— > (8.6)

2me Y 2 eB

and the eigenfunctions of the operator above are Hermite functions of the variable y +

hk./eB
hk‘x 1 MeWe 1/4 ,mewc(y+hkx)2 Mele hkx
= € H
oo+ 55 ) = g () e b (7 (0 T
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with eigenvalues hw.(n + 1/2)

. Bk, 1 hk, _
Hy¢n(y+eB>—hwc(n+§)¢n<y+€B) with n € N. (8.8)

Thus, applying now H ¢k, k. on the shifted Hermite functions 1, (y + hk,/eB) we obtain

h2k?
2me

Hop, .00y = { + hwe (n + %)] Py k. U (8.9)

From the expression above we deduce that the full set of eigenfuctions for an electron in a
classical homogeneous magnetic field is

hk,
Wy o (T) = Ok, (T, 2) U (y + ) , (8.10)
eB
with eigenenergies
h2k? 1 ,
Enk k, = + hwe | n+ =) with k;, k. €R, ne€N. (8.11)
k) k) 2me 2

This analytic solution for the a free electron in a homogeneous magnetic field was derived
by Landau [71] and the associated energy levels of this system are known as Landau levels.
The most interesting property of the Landau levels is that they are completely degenerate
with respect to the momentum k£, in the x direction. This massive degeneracy is what
makes this particular system so special and we will see that it is also responsible for the
quantization of the Hall conductance in the case of the 2D electron gas.

In what follows we restrict our considerations in the case of a 2D electron gas in a
homogeneous magnetic field.

8.2 Landau-Level Filling & Density of States

Before getting to the the Hall conductance we need first to understand how to actually fill
the Landau levels, because the system that we are interested in, it does not consist of a
single particle but it is actually a gas of many non-interacting electrons.

In principle, with free boundary conditions we would be able to accommodate all elec-
trons of the material in the lowest Landau level, because in this case the degeneracy is
infinite. But here we are considering a two-dimensional material of area S, which for
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simplicity is chosen to be a rectangle with sides of length L, and L,. In the y direction
the eigenfunctions are shifted Hermite functions ¢, (y + hk,/mew.). The y coordinate is
confined in the region 0 < y < L, and requiring also the argument y + hk,/mew. of the
Hermite functions to be in this region we find that the allowed values for the momentum
k, are [160, 161]

0 <k, < eBL,/h. (8.12)

The above equation is very important because it provides a way to determine how many
electrons can occupy a Landau level. The number of electrons per Landau level Ny, is

eBLy
L 2 BL,.L P
LL @0 @07

2m J,
where as &, = BL,L, is the flux that goes through the whole sample of area S = L, L, and
Oy, = h/e is the fundamental magnetic flux quantum. Knowing the number of electrons
per Landau level, the number of occupied Landau levels v, also known as Landau level
filling factor, can be determined. The filling factor is then the ratio between the number

of electrons in the 2D material N divided by the number of electrons per Landau level
N [110]

(8.13)

. N _77,2])(1)0
N, B’

where nsp is the electron density of the 2D material.

14

(8.14)

8.2.1 Oscillatory Density of States

A further consequence of this particular way in which Landau levels get filled is the fact that
the density of states of the electrons exhibits an oscillatory behavior. These oscillations of
the density of states are experimentally accessible and they are related to the oscillations
of the magnetization in metals, as a function of the magnetic field strength, known as the
de Haas-van Alphen effect, and the oscillations of the longitudinal resistivity known as the
Shubnikov-de Hass effect [161, 63]. Here however, the aim of the section is not to give a
description of these two important phenomena, but rather only to describe the oscillations
of the density of states which is responsible for these effects [161].

The energy spectrum of the Landau levels in the case of a two-dimensional electron gas
is

1
By, = hwe (n + 5) with k, € R, n € N. (8.15)
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Then, the two-dimensional density of states of the Landau levels is defined as

Dru(E) = QﬁlLy 3 / dky§ (E — Eny).- (8.16)

The range of the momenta is given by Eq. (8.12). Because the eigenenergies are independent
of k, the integration over k, is trivial and we find

1
DL(E) = %BZ&(E hi <n—|—2)> for E < Ep. (8.17)

From the expression above it is clear that the density of states for the 2D Landau levels
exhibits strong van Hove singularities (J-function peaks) at the energies of the Landau
levels E,, = hw.(n + 1/2) [161]. Further, in Fig. 8.1 where we plot the density of states
for the 2D Landau levels, we see that the density of states exhibits an oscillatory behavior
with d-peaks showing periodically all the way to the Fermi energy Er. The periodicity of
the peaks is the cyclotron frequency w..

[IE

0 w2 3wc/2 5(.\).:/2 Twe/2  Ef

Density of States

Figure 8.1: Density of states of the two-dimensional Landau levels as function of the energy.
The density of states has an oscillatory behavior with peaks showing up with periodicity
w, = eB/m, all the way to the Fermi energy Ff.

8.3 Quantization of the Hall Conductance

To describe the conduction properties of the 2D electron gas in the presence of the uniform
magnetic field, we also need to include an external electric field E which perturbs the
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electrons and forces them to flow and produce a current. For that purpose we consider an
electric field along the y direction E = Fe,. The potential energy due to the electric field
is

Ve(r) =eE-r = eEy. (8.18)

adding the potential energy of the electric field in the Hamiltonian of Eq. (8.2) the full
Hamiltonian of the system is

Hp =

— (ihV + eAcxt(r))” + eEy. (8.19)
We note that this Hamiltonian was employed also by Laughlin in [126] for the description of
the integer quantum Hall effect. The Hamiltonian above preserves translational invariance
in the x coordinate. Thus, the eigenfunctions of Hp are plane waves of the form ¢y, (z) =
e*=% and applying Hg on ¢y, () one finds

A h? 0? mewg Rk, ?
Hpdr.(z) = [_Qme Oy? - 2 (y—l— eB) by

O, (). (8.20)

Performing a square completion, the part of the Hamiltonian depending on y, can be
brought into the form of a shifted harmonic oscillator

_|_

n2 92 w2 hk, E \? 2E2 pkE
m“’ﬂ( 4 M, € ) ¢ . (7). (8.21)

Heor () = [_ ome Oy | 2 N

eB  mew? 2mew? B

As in the previous section, the eigenfunctions with respect to the operator depending on
y are Hermite functions

Uy (s) = \/% (W;:;C>l/4 exp <—m;2)032> H, ( m%wcs) (8.22)

which depend on the variable s

hk, el
= —= 8.23
S=YH eB i Mew? (8:23)
Applying the operator Hgy, () on the these Hermite functions one obtains
- 1 2 F? hk,E
o (00 (9) = [ (43 ) = 2 = B o oo
(8.24)
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From the expression above one deduces that the energy spectrum is

1 e’ F? hk, B
E. . =h — | - - =, 2
ke We (n + 2) 2mew? B (8.25)

It is clear that degeneracy with respect to k, is now lifted due to the electric field. But
here the strength of the electric field E' is considered to be much smaller than the strength
of the magnetic field B, which implies that F/B ~ 0. As a consequence the degeneracy
and the filling of the Landau levels remain practically the same.

Now the question that arises is: How much current flows due to the external electric
field? To figure this out, we need to compute the expectation value of the current operator.
The current operator is [71]

N N .
A ieh e? ieh esz
J = E (—EV - m Aext(r>) = E (_ Me Vj + 766:):) . (826)

j=1 € j=1

Let us start with the y component of the current operator. With v Landau levels filled the
expectation value of the x component of the current operator is

= —_ZZ n,ky | iho |\Ijnk = __ZZ wn |_1ha |¢n( )> (8'27)

€ n=1 ky n=1 ky

The Hermite functions ,(s) are functions of the coordinate s. The momentum opera-
tor —ihd, transforms trivially with respect to the shifted coordinate s: —ihd, — —ihd;.
Then, the expectation value of the momentum operator on the Hermite functions is zero
(n(s)|ih0s|1n(s)) = 0 and as a consequence the current in the y direction is zero as well

(J,) = 0. (8.28)
In the same fashion the z component of the current operator is
~ e Y
J) = —— U, k.| — 100, + eBy|¥,
(Ja) me;;< k| =100, + eBy|V,, 1, )
= —— ZZ W,y 1, |hky + eBy|W, 1. ). (8.29)
n=1 k;

Introducing the variable s we find for (.J,)

2
() ==L S s -

enlkz

! nks) - (8.30)
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The expectation value of s on the Hermite functions ,(s) is zero, (¥, (s)|s|¢n(s)) = 0.
Promoting also the sum over the momenta k, into an integral as it was done for the
computation of the Landau level filling factor we get

: 2B eE L, [P/ ES
() = 220N ﬁ/ dk, = =2, (8.31)
0

Me MeW? — h

In the last step the cyclotron frequency w. = eB/m. and the area of the material S = L, L,
where introduced, and the sum was also computed. Dividing the expectation value of the
current operator by the area S in order to introduce the current density (j,) = (.J,)/S the
final result for the current density is obtained

2

(Ju) = V%E- (8.32)

Combining the results for both components of the current density

(j)= (e%”o) E. (8.33)

The conductivity tensor o

o= ( Oaw Oay ) (8.34)

Oyz  Oyy

is defined as the ratio between the external electric field E = Fe, and the induced current
density [63, 110]

~

(j) =oE. (8.35)

Comparing the definition of the conductivity with the result obtained for the current
density ( j ) it is clear that the longitudinal conductivity o,, = 0 is zero while the Hall
conductivity o, is

2

Oay = %y with v € N, (8.36)
From the result above one concludes that the Hall conductance is quantized since it is a
multiple of the filling factor v which is an integer for fully occupied Landau levels. The Hall
conductance depends only on two fundamental constants of Nature, the electron charge e
and Planck’s constant h. This is the famous quantization of the macroscopic Hall conduc-
tance discovered by von Klitzing, Dorda and Pepper [70]. As a last comment we would like
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to mention that for a deeper understanding of the quantization of the Hall conductance
one also needs to consider the topological description of the quantum Hall effect coming
from the TKNN (Thouless, Kohmoto, Nightingale, and den Nijs) formula [162]. Further,
for the accurate description of the longitudinal resistance and conductance of a 2D material
in the presence of a magnetic field it is important also the scattering by impurities to be
taken into account [163].
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CHAPTER 9

Bloch’s Theorem & the Magnetic Translation Group

Different geometrical figures have qualitative differences, although, being all alike merely
spatial shapes, they have no material peculiarites, only formal ones. Building on this new
foundation, Pythagoras suggested that the qualitative differences in nature were based on
differences of geometrical structure.

R. G. Collingwood
The Idea of Nature [164]

9.1 Bloch’s Theorem in One Dimension

The aim of this section is to present a proof of Bloch’s theorem and to present how the
Bloch theory of periodic solids is constructed. Bloch’s theorem is one of the cornerstones of
solid-state physics and materials science as it allows for the description of periodic materials
like metals, semiconductors and insulators [63, 111].

Here, for simplicity, we focus on the case of a one-dimensional periodic crystal. Al-
though this one-dimensional setting might seem a bit restricted, it actually captures the
essence of Bloch’s theorem. For the general case of a three-dimensional crystalline solid
we advise the reader to look into standard textbooks [63, 111]. The Hamiltonian for an
electron in a one-dimensional periodic solid is

~ h? 9?

H = _Qme@ + Uext(.l’). (91)

In Bloch theory the external potential vey(z) is assumed to be infinitely periodic. This
implies that the external potential is invariant under the lattice translations z — = + R,
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Vext (T + Rp) = vVext (), where R, = an are Bravais lattice vectors, a is the lattice constant
of the 1D crystal, and n € Z.

With respect to the Bravais lattice we can define the corresponding set of translation
operators G = {T,,} which act on a wavefunction and translate it from z to = + R,

Top(z) =¢(x+R,) neZ (9.2)
The translation operators T, are given by the expression
. g 0
T, = enfinfr = e where 0, = — 9.3
e e where o (9.3)

An important property of the set of translation operators G = {Tn} is that they form a
group, because they satisfy the four group axioms:

Closure.—For all translation operators Tn, T., with n,m € Z the product of them 7., T},
is also a translation operator.

T T, = efindselimde — olnimde — 0 (9.4)
where we used the fact that the sum of two Bravais lattice vectors R,, and R,, is also a
Bravais lattice vector R, + R, = Rpim-

~

Associativity.—For all translation operators T, T, and T} with n,m,[ € Z it holds that

(1,5,) 11 = 1, (T.7) . (9.5)

To show this we use the fact that Tnfm = A,Hm and Tmf} = Tm+l. Then, we substitute
these two relations into Eq. (9.5) and we have

A

Tn+mj} = TnTm+l — Tn+m+l = Tn+m+l- (96)

The result above shows that indeed the translation operators satisfy the associativity.

Ezistence of Identity.—The identity element of the set of translation operators is Ty = 1.
The product of the identity operator Ty with any other translation operator 7T, gives the
translation T,

Ezistence of Inverse—For every translation operator T, with n € Z, there exists the
element 7", such that the product of these two operators gives us the identity Ty

A

ToT—p =Ty =T, (9.8)
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To obtain the result above we used the fact that R_, = —R,,.

Before we continue with the proof of Bloch’s theorem we would like to mention two
further, important properties of the translation operators, which we will need in order to
establish the proof of Bloch’s theorem.

Abelianity.—The first one has do to do with the group-classification of the translation
group. The set of translation operators G = {7,,} does not only form a group but actually
forms an Abelian group because all translation operators 7, and T, commute with each
other

ﬁ%ﬂJ:OmeEZ. (9.9)
This fact is true because the translation operators are all exponentials of the differential
operator 0, which of course commutes with itself.

Unitarity—The last important property of the translation operators is that they are
unitary operators

TiT, = T,TF =T, = 1. (9.10)

This holds because the adjoint of the differential operator 9, is the operators itself with a
minus (9,)! = —8,. This implies that the adjoint of T}, is actually its inverse T,

TH=T.,. (9.11)

Having laid the necessary mathematical basis, we proceed with establishing an important
lemma for the proof of Bloch’s theorem.

Lemma 9.1.1 The Hamiltonian H of Eq. (9.1) commutes with all the translation opera-
tors T,,.

Proof. To prove this statement we consider a test wavefunction! (x) on which first we
apply the Hamiltonian H of Eq. (9.1), Hi(x). Then, subsequently, we apply the translation
operator 7,, and we have

h? 0?
2m, 22

fuftv(e) = T, - (o) ) 0. (9.12)

IFor the properties of the standard test wavefunctions usually considered in quantum mechanics, the
reader may look in mathematical-physics textbooks [115, 116]. The discussion of these properties is
important if one is interested in establishing the proofs that we present in this section, to a higher level of
mathematical rigor.
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The translation operator obviously commutes with the kinetic energy operator and we have

L PO Bb(w) + T (v )) (9.13

2me

For T, (Vext (2)1(2)) we have that T}, (vext (2)1(2)) = Vext (z + Rn)1(z + R,). The external
potential is periodic Vey (T + Ry,) = Vexs(x). Further, the translated function Y(x+ R,) can
be written with the use of the translation operator T, as ¥ (z 4+ R,) = Tpt(z), and thus
we obtain

T, Hip(z) = —

5 Lt (@) + vewe ()T () = HT (). (9.14)

The equation above implies that H and T, commute
[H,T,] = 0. (9.15)
|

The fact that the Hamiltonian H commutes with the translation operators T, implies
that the group of translation operators G = {T } and the Hamiltonian H form a set of
commuting operators. From a a fundamental theorem of quantum mechanics [63, 84] it
follows that the eigenfunctions of H can be chosen to be simultaneous eigenfunctions of all
the translation operators T,

HU(z) = BEV(z) and T,0(x) = \,U(x), (9.16)

where E and A, are the eigenvalues of Hand T, respectively. This result is very important
and is the basic building block on which we are going to build the proof of Bloch’s theorem.

Theorem 9.1.2 (Bloch’s Theorem) A complete basis of eigenfunctions of the one-electron
Hamiltonian H = —h20%/2m + ver(T), where vey(r + Ry) = vey(z) for all R, in a Bra-
vais lattice, can be chosen to have the form Wy (z) = e**Uk(x) where U*(x) is a periodic
function respecting the periodicity of the lattice U*(x + R,,) = U*(x).

Proof. Since we showed that the H and T, commute, in order to find the form of the
eigenfunctions of H we can investigate what kind of form the eigenfunctions of the trans-
lation operators have. Suppose that W(x) is an eigenfunction of all the operators T, with
eigenvalue A\,

T0(z) = AU (2). (9.17)
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Conjugating the above equation and taking the inner product between the above and its
conjugate we obtain

(OITIT,[T) = A, (W] W), (9.18)

Using the fact that the translation operators are unitary TTTLTH = 1 we find that the norm
of the eigenvalues A\, must be equal to one

|An] = 1. (9.19)
This implies that we can write the eigenvalues A, in the form
A, = €l (9.20)

We now apply now the translation operators 7, and T}, on ¥(z). Because ¥(z) is an
eigenfunction of both operators we have

T, T ¥ (z) = A A (). (9.21)

In Eq. (9.4) we showed that the translation operators satisfy closure, which implies that
nwlm = Thim. Using this relation in the equation above we obtain

~»

Lm0 (2) = AT (). (9.22)

The wavefunction W(z) is an eigenfunction of the operator Tn+m as well, because it is an
element of the translation group G. The eigenvalue of T},,,, is A\, and thus we have

Atm = ApAm. (9.23)
The eigenvalues A, are given by the form in Eq. (9.20) and we find that
elfntm — eifn gifm (9.24)
The above equation means that 6,,,, is the sum of 6, and 6,,
Onsm = 0, + Oy (9.25)

This implies that 6, is a linear function of n. Thus, we can write 6,,, and the eigenvalues
An, as a function of the Bravais lattice vectors R, = an (which is linear in n) and an
arbitrary (quantum) number k € R

0, = kR, and M\, =", (9.26)
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The quantum number k is very important because it allows us to label (and also classify)
the eigenfunctions of the translation operators 7, as W,(z). The quantum number k in
solid-state physics is known as the crystal momentum. Since the eigenvalues )\, are given
by Eq. (9.26) we find that the eigenfunctions ¥y (x) have to satisfy the equation

T, 0y (z) = e*Fin g (). (9.27)
The operator Tn by definition translates the wavefunction from = to x + R,, and we have
Up(z + R,) = il (2). (9.28)

The equation above means that all eigenfunctions Wy (x) of the translation operators T,
and of the Hamiltonian H are invariant under the lattice translations z — = + R, up to
the phase ¢*#. This particular behavior of the eigenfunctions Wy, (z) is satisfied by the
following ansatz

Uy (2) = 5 Uk (x) with U*(z + R,) = U*(x) V R,.
(9.29)

The ansatz above is known as the Bloch ansatz and generally wavefunctions of this form
are known as Bloch waves. The Bloch ansatz given by Eq. (9.29) is the product of a plane
wave €%¢ and the function U*(z) which is periodic under the lattice translations. |

Having proven Bloch’s theorem and having constructed Bloch’s ansatz does not mean
that only with these two ingredients we can describe electrons in periodic solids. This is
because we have still not specified what is the domain for the quantum number k. The
Bloch ansatz by itself does not provide this information. The answer to this point is given
by the next corollary to Bloch’s theorem.

Corollary 9.1.2.1 The Bloch waves Vi (x) and ¥y ¢, () differing by a reciprocal lattice
vector G, = 2mq/a, with ¢ € Z, are degenerate with respect to the group of translation
operators G = {T,,}.

Proof. To prove the above statement, we consider the Bloch waves Wy (z) and ¥y ¢, (2)

with G, = 2mg/a. Applying the translation operator T., to the Bloch wave Uy (z) yields
the eigenvalue e'*#n

~

T, (x) = ™0y () (9.30)
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as we showed in Eq. (9.27). Let us check now what is the eigenvalue corresponding to the
Bloch wave ¥ ¢, (). We apply the operator 7;, and we have

T Upiq,(x) = DRy, o (7). (9.31)

Substituting now the definition for the reciprocal lattice vector Gy = 2m¢/a and the Bravais
lattice vector R,, = an we find

T Wi, (2) = 2 (2) = 0y, (1)

(9.32)

Thus, the Bloch wave Wy, (x) yields the same eigenvalue as the Bloch wave W (z). W

Corollary 9.1.2.1 is of major importance because it implies that for the description
of an electron in a periodic potential we can consider only the Bloch waves Wy(z) with
crystal momentum in the range k € [—n/a,m/a]. This particular domain of k-space is
called the first Brillouin zone. In addition, if we assume that the translation operators
have no degenerate states, then from Corollary 9.1.2.1 we conclude that the Bloch waves
Uy (x) and Wy ¢, (v) are the same state

Wy (2) = Upy, (@) ¥ Gy (9.33)

As explained in [165] the above relation is a “periodic gauge condition”, but in general
one may adopt different boundary conditions in k-space. The periodic gauge condition of
Eq. (9.33) has as a consequence that also the energies E, (k) of the Hamiltonian H are
periodic with respect to the crystal momentum k

Eo(k) = Eo(k+Gy) ¥ Gy, (9.34)

where the index n signifies the fact that for each k we have multiple energy levels. This is
how standard Bloch theory is typically constructed. To conclude, the importance of Bloch
theory (and Bloch’s theorem) is that it provides a ansatz with which we can compute
the energy levels of an electron in a periodic solid [165, 63, 111]. The eigenfunctions of
the electrons are fully classified with respect to the continuous quantum number & which
is usually restricted to the first Brillouin zone. Due to the fact that k is a continuous
number we have the formation of a continuous manifold of energy levels which are known as
energy bands. Knowing the energy bands and the number of bands filled by the electrons
in the crystal, one can classify whether the material under consideration is a metal, a
semiconductor or an insulator.
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9.2 The Problem with Solids in a Uniform Magnetic Field

In what follows we will take a close look into another problem which, from a physical point
of view, seems to be translationally invariant as well. Namely, the problem of a periodic
solid under the influence of an external classical homogeneous magnetic field. For the
sake of simplicity, but without loss of generality, we will restrict our considerations in the
case of a two-dimensional periodic solid in which a perpendicular uniform magnetic field
is applied.

As it becomes clear also from Fig. 9.1 from a physical point of view this system is
translationally invariant. Because from one cell of the solid to the other, nothing changes.
The external scalar potential is the same, because it is periodic, and the external magnetic
field is also same because it is homogeneous. Thus, one would expect that the Hamiltonian
describing such a system would be translationally invariant, and Bloch’s theorem should
be applicable, as in the case of electrons in a periodic solid which we described in great
detail in the previous section.

001 "T

OT . OI 01 “T QTBMO

Figure 9.1: Schematic depiction of a 2D periodic solid in the (z,y) plane in the presence
of an external perpendicular homogeneous magnetic field B,y pointing in the z direction.
The external magnetic field is the same from unit cell of the crystal to the other and such
a system from a physical point of view is translationally invariant.

However, if we consider the minimal-coupling Schrodinger Hamiltonian for an electron
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in a crystal, in the presence of a classical homogeneous magnetic field [71]

A

R (ihV + eAext(r))” + Vext (1), (9.35)

2me

we see that the electrons do not couple directly to the magnetic field By, which is ho-
mogeneous, but rather to the vector potential A (r). The magnetic field is equal to the
curl of the vector potential, Beyy = V X A(r), and as a consequence the vector potential
must have some dependence on r to produce a uniform magnetic field. Here we choose the
vector potential in the Landau gauge A (r) = —e, By [71] in which the vector potential is
linear in the electronic coordinate y. Due to this dependence on the electronic coordinate
y the classical vector potential breaks translational invariance for this system. This is also
depicted schematically in the figure below.

°
° ° °
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°
4 ° ° [+ ] ° °
b ° o ° °
y ﬁ Q Qo

A‘yo

Figure 9.2: Schematic depiction of a 2D periodic solid in the (z,y) plane coupled to the
classical vector potential A (r) which produces a perpendicular homogeneous magnetic
field in the z direction. The vector potential is chosen in the Landau gauge A (r) =
—e, By. The vector potential is polarized in the x direction while it increases linearly as a
function of y, and consequently breaks translational symmetry along the y direction.

The fact that translational symmetry is broken implies that also Bloch’s theorem cannot
be applied and a periodic solid in a homogeneous magnetic field cannot be treated within
the framework of Bloch theory.
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Although the Hamiltonian in Eq. (9.35) is not translationally invariant and the trans-
lation operators do not commute with it, there is another set of operators which actually
commute with H. These operators are the magnetic translation operators, which were
introduced by Brown [166] and Zak [167, 168] independently. But before we come in the
topic of the magnetic translations and the magnetic translation group we would like to
specify the geometry of the 2D crystal, its Bravais lattice and its reciprocal lattice.

Setting the Geometry.—To describe a periodic solid the external potential is chosen to be
periodic Vey; (T) = vVext (r+Rp) where Ry, is a 2D Bravais lattice vector with n = (n,m) € Z2.
The Bravais lattice vector in general is R, = na; + ma, where a; and a, are primitive
vectors which lie in different directions and span the lattice. Without loss of generality we
can choose the vector a; to be in the z-direction a; = aje,. The second primitive vector
in this case is ag = ag cos fe, + ay sin e, where 0 is the angle between the vectors a, and
a;. Thus, the Bravais lattice vectors are

R, = (na; +may cos ) e, + mas sin fe,,. (9.36)

Further, the reciprocal lattice vectors are Gy = n'by +m’by with n' = (n/,m’) € Z2. The
defining relation for the vectors by and by is [63, 111]

bi A = 271'(51'3‘, Z,j = ].7 2. (937)

With the choice we made for the primitive vectors the reciprocal primitive vectors satisfying
Eq. (9.37) are

27 27 cos O 2

b;=—e,— —e¢, and by = —e,. 9.38
! aq a;sin@ Y 2 assin® Y ( )
Thus, the reciprocal lattice vectors are
2mn' 2mm’ 27n’ cos 0
Gy = e, + — — - e 9.39
aq a9 sin 0 aq sin 6 Y ( )

which for convenience we will write as

GY, G% cosf

Gn’ - Gz’aGm’ n’ h Gm’ n' = . "
(G w) where ’ sin 6 sin 6
2mn’ 2mm/
and GZ, =0 qv, =TT (9.40)

(3] a2

With these choices we have now defined our setting.
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9.3 Magnetic Translations

We proceed now by investigating more systematically the translational properties of the
Hamiltonian of Eq. (9.35) which describes our system. Here, we are considering a 2D pe-
riodic potential which means that we have two sets of Bravais lattice vectors. One set is for
m = 0 where R, o) = na;e, and one set for n = 0 where Rg ) = m (az cos fe, + az sinfe,).
Comparing the Bravais vectors R, 0) to R m), we see that there is an important differ-
ence. The vectors Ry, ) are parallel to e,, while the vectors Ro,) have non-zero pro-
jections both on e, and e,. Although the Hamiltonian does not respect translational
invariance in y, it is invariant under the Bravais translations Ry, o) in the x direction. This
means that the Hamiltonian commutes with the respective set of translation operators

T(n,(]) — eR(n’(])'V — enalax

[ﬁ,TA(n,O)} —0. (9.41)

On the contrary under the translations R, the Hamiltonian is not invariant, because
they involve the y direction. As a consequence the Hamiltonian does not commute with
the respective translation operators T{g ) = eRomV,

Although we do not have full translational symmetry over all the possible lattice
translations, we have translational symmetry with respect to the Bravais lattice vectors
R0y = na;e, in the x direction. This means that we can make use of Bloch’s theorem in
the x coordinate and write the wavefunction of our system in terms of Bloch waves in the
z-coordinate [63, 111]

Uy (r) = eiszk(x,y), (9.42)

where k is the crystal momentum in the z direction. The function U*(x,y) due to Bloch’s
theorem is periodic in the z coordinate, with periodicity a;, U*(z + nay,y) = U*(z,y) [63,
111]. It is important to highlight again that in the y coordinate Bloch’s theorem does not
hold. As a consequence the function U*(z,y) is not periodic in y. To keep our analysis
general, the form of U*(z,y) with respect to y is left unspecified and generic.

We would like now to derive what is in many cases called the Bloch Hamiltonian [169].
To do so we project the Hamiltonian of Eq. (9.35) on the Bloch wavefunction of Eq. (9.42)

HUp(r) = ™ (ihV — BK 4 Ao (1)) + Ve (v) | UF (2, 1) = e* B U (2, y).

2me

(9.43)
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where k = e;k. By dividing the Schrodinger equation above by the plane wave e** we can
define the Bloch Hamiltonian H (k,r) as
Hk,r) = 5 (1hV — hK + €Ay (1)) + Vet (T).
Me
(9.44)

The Bloch Hamiltonian H(k,r) and the Schrodinger Hamiltonian H are related via the
transformation

H=e*"H(k, r)e k", (9.45)

We note that the Bloch Hamiltonian H (k,r) does not act on the Bloch wavefunction given
by Eq. (9.42), but on the quotient between ¥, and e**

Wy (r)/e* = Uk(z,y). (9.46)

Let us check now the translational properties of the Bloch Hamiltonian. To do so we
apply the translation operator T,, on H(k,r)

ToH(k,r) = Hk,r+ Ry)Th. (9.47)

From the definition of the of the Bloch Hamiltonian in Eq. (9.44) and because the external
potential respects the Bravais lattice symmetry, we find that

H(k,r+Ry,) = Hk+B,,,1), (9.48)
where
B,, = Scfmasing (9.49)
h
We substitute Eq. (9.48) into Eq. (9.47) and we have
ToH(k,r) = Hk 4 B,,, )T}, (9.50)

Further, we use the relation between the Bloch Hamiltonian and the Schrodinger Hamil-
tonian given by Eq. (9.45) and we have

Tye T = (B8 fr B2 (9.51)
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we multiply the equation above from the left with e!®+*Bm)* and from the right with e **
GltBm)r =ikt ff _ froiktBm) =ik (9.52)

For ’fn on the plane wave ¢*7 it holds that Tne*ik'r = e*ik're*ik'R"Tn and using this

property we obtain
BT H = HeBmrT,, (9.53)

where we eliminated the constant phase e *Rn which showed up on both sides of the
equation. From the last equation we conclude that the operators M,, = ¢B»*T}, commute
with the Schrodinger Hamiltonian H

(M, H] = 0. (9.54)

The set of operators M, are known as the magnetic translations and were first intro-
duced by Brown [166] and soon after independently by Zak [167, 168].

. . eB in6
Magnetic Translations : {Mn = BT with ne Z? and B,, = %}.

(9.55)

However, there is more information that we can extract from the Bloch Hamiltonian

H(k,r). As we showed in corollary 9.1.2.1 we know that two crystal momenta, k and
k', differing by a reciprocal lattice vector G = 2ma/a,

Ko=k+Ge (9.56)

are equivalent because the respective Bloch waves W, and Wy yield exactly the same
eigenvalue with respect to the translation operators[63, 111]. The fact that the crystal
momenta related by Eq. (9.56) are equivalent means that the k-space in Bloch theory has
the structure of a torus. Moreoever, in Eq. (9.48) we found that for the Bloch Hamiltonian
H (k,r) a translation in real-space is equal to a translation in k-space. Enforcing the
condition (9.56) (the torus structure) on Eq. (9.48), we find that for the Bloch Hamiltonian

under a lattice translation r — r + R,, must hold

H(k+B,,r) = Hk+ G r). (9.57)
From the above equation we find that B,, has to be equal to a reciprocal lattice vector Gy
for all m,

eBasa; sind

Bn=G*Ym = (9.58)
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Upon introducing the magnetic flux through the area of the fundamental unit cell ® =
Bla; x ay| = Bajagsinf and the magnetic flux quantum ®, = h/e we find the following
conditions for the relative magnetic flux through the fundamental unit cell

L q with ¢eZ. (9.59)
D

The above conditions are the well-known magnetic flux conditions of the magnetic trans-
lation group [167]. These conditions were originally derived by enforcing an abelian group
structure on the magnetic translation operators [167, 168]. Here however, we followed
a different approach and derived the flux conditions by enforcing the torus structure on
the Bloch Hamiltonian. To the best of our knowledge this alternative derivation has not
been demonstrated before in the literature. The fact that the flux conditions can be de-
rived from both ways, means that enforcing the torus structure and imposing the abelian
group structure result in the same conditions for the magnetic flux, and consequently are
equivalent.

Having found a set of operators which commute with the Schrodinger Hamiltonian,
the following questions arise: What is the structure of the magnetic translation operators?
Do they form a group? If yes, is this group abelian like the translation group in Bloch
theory? Is it possible to construct an ansatz wavefunction for solids in magnetic fields out
of the eigenfunctions of the magnetic translations, like it was done in Bloch theory using
the eigenfunctions of the translation group?

Most of the questions about the structure of the magnetic translations were answered in
the seminal papers of Brown [166] and Zak [167, 168]. But whether an ansatz construction
out of the eigenfunctions of the magnetic translations is possible remains still open because
it is not clear what kind of form the eigenfunctions of the magnetic translation operators
should have.

In what follows we present what is the current state of the art of the magnetic trans-
lations and the magnetic translation group (in two dimensions), and we discuss some of
the properties of the magnetic unit cell [170]. In this thesis we will not make use of the
magnetic translation group for the description of 2D materials in strong magnetic fields.
It is important however, to study in detail what can be accomplished with this formalism,
in order to compare to the results that we will obtain from our quantum electrodynamical
Bloch theory [11] in the next chapter.
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9.4 Magnetic Translation Group

Our aim now is to check under which conditions the magnetic translations form a group
and what kind of group structure they obey. For the magnetic translation operators to
form a group, they need to satisfy the four basic axioms of a group:

Ezxistence of Identity—The identity element of the set of magnetic translation operators
is My = 1. The product the identity M, with any other magnetic translation M, gives
the magnetic translation M,

MoMy = MaMg = My, (9.60)

Closure—The product of any two magnetic translations must also be a magnetic trans-
lation. To check closure we consider two magnetic translations M, and M,

MnMn/ _ eiBm~rTneiBm/-rTn, — eiBm-reiBm/-(rJar)TnTnl
€iBm/.Rn€iBm+m/‘rTn+n’ == eiBml.RnMn+n/.

(9.61)

From the above result it is clear that in general the magnetic translation operators do not
form a group, since the product of two magnetic translation operators is not a magnetic
translation operator, i.e., MMy # Mpin -

At this point two possibilities arise for the magnetic translations to form a closed set:

(i) We can add to the set of magnetic translations { My, } the infinite amount of operators
eBrm Ba Aq L . These operators also commute with the Hamiltonian of Eq. (9.35), because
they are magnetic translation operators multiplied by a constant exponential prefactor.
Then, what we have is an extended set of magnetic translations

Extended Magnetic Translations : {/\/ln U eiBM"RnMn+n/}. (9.62)

More or less, this is the path that was taken by Zak in his seminal paper [167]. Such a
construction then leads to the non-abelian magnetic translation group [167, 168]. This
is a beautiful mathematical construction which also introduces a path-dependence on the
allowed magnetic translations. However, this is a rather difficult and complicated con-
struction which due to the fact that it is inherently non-abelian is opposite to the standard
translation operators which form an abelian group and allow to establish Bloch’s theorem.
For all these reasons we will follow an alternative path.
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(ii) The second possibility for the magnetic translations to satisfy closure is the ex-
ponential eBn'"Bn to be equal to one, eB»Bn = 1 Then, the product of two magnetic
translations is again a magnetic translation. The exponential eB»Bn upon substituting
the expressions for B,y Eq. (9.55) and for the Bravais lattice vector is

.eBm/aQ sin 6 .eBm/aQ sin 6

iB,,/'Rn — el 7 na1€1 5 mas COSQ’ (963)

e
we also introduce the magnetic flux quantum ®, = h/e and the magnetic flux through the
primitive unit cell ® = Bla; X as| = Bajaysinf and we have

; 12 0mm/n 2 220080 /
ele,.aneléo%rmnelq)o a 27rmm‘ (964)

Requiring the above exponential to be equal to 1 for all integers n, m,n’, m’ we obtain the
following conditions for the relative magnetic flux ®/®, and the lattice constants

3 ¢ and agcosf = la; where ¢,l € Z.
0

(9.65)
Under the above conditions the magnetic translations satisfy the property of closure
MMy = Mpiw. (9.66)

We would like to highlight that the first part of the closure conditions in Eq. (9.65) which
have to do with the magnetic flux are the same conditions that emerged in Eq. (9.59) when
we imposed the torus structure on the Bloch Hamiltonian H(k,r) of Eq. (9.44). As we
will see the flux conditions guarantee that the magnetic translations are an abelian group.

The other two properties which we need to check for the magnetic translations to form
a group, are the existence of an inverse and associativity.

FEzistence of Inverse.—For every magnetic translation M, with n € Z2, there exists
the element M _, such that the product of these two operators gives the identity M,. To
show this, we multiply M,, with M_,, and using Eq. (9.61) we obtain

MM _y = B-mBopg (9.67)

Under the conditions for closure in Eq. (9.65) the exponential e®Bn'Ra is equal to one, and
using the fact that B_,, = —B,,, and R_,, = —R,, one finds that indeed M _,, is the inverse
of My,

MMy = Mg = 1. (9.68)
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Associativity.—For all translation operators My, , My, and M,, with n;,ny, n3 € Z?
it holds that

(MmMm) Mn3 - Mnl (MmMns) . (969)

Under the closure conditions of Eq. (9.65) it holds that My, My, = My, in, and My, My, =
My, +n, and using these relations we have

M 4neMng = My Mauyin, = Mainging = Mg ng- (9.70)

Thus, the magnetic translations under the conditions of Eq. (9.65) satisfy associativity as
well. Thus, we conclude that the magnetic translation operators under the conditions of
Eq. (9.65) satisty all four axioms of a group.

Abelianity—The great advantage of standard lattice translations in Bloch theory is
that the translation operators not only commute with the Hamiltonian but they also form
an abelian group. This means that the eigenstates of the Hamiltonian H can be chosen
to be simultaneous eigenfunctions of all the lattice translation operators T}, [63]. From
this viewpoint it is important also to check whether the magnetic translation group is
commutative.

To check this property we consider the magnetic translations M, and M, and compute
their commutator

[MnaMn’] =My My — My - My (971)
Using Eq. (9.61) we have
Moy, My] = (eiBm/-Rn _ eiBm-Rn/) Mo (9.72)

. . . s 6
. 1§2ﬂm’n 1(}227rmn’ 1§%Qﬂmm’M
= e %o —e % e® a1 ntn’ -

Under the magnetic flux conditions ®/®, = ¢ given in Eq. (9.65) the magnetic translations
actually commute

My, My] =0 (9.73)

which means that they form an abelian group 2. From the above result we see that the
magnetic flux conditions ®/®, guarantee that the magnetic translations commute. The

2We would like to point out that the magnetic translation operators commute also if m'n = mn’
irrespective of the group structure conditions in Eq. (9.65). The condition m'n = mn’ though mean
that whether two magnetic translations commute depends on the path that they follow. This is the path
depedence that we mentioned previously, for the non-abelian case
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magnetic flux conditions also showed up in the previous section in Eq. (9.59) when we
imposed the torus structure on the Bloch Hamiltonian H (k,r). This relation hints towards
a novel connection, namely that the torus structure of the Bloch Hamiltonian (which is a
topological property) forces commutativity on the magnetic translation operators (which is
a purely algebraic property). This connection shows that these two properties are actually
equivalent.

—

Figure 9.3: Schematic depiction of the equivalence between the torus structure of the Bloch
Hamiltonian and the commutativity of the magnetic translations.

The equivalence between the torus structure of the Bloch Hamiltonian and the commu-
tativity of the magnetic translations to the best of our knowledge has not been reported
before. To conclude, the abelian magnetic translation group (MTG) is defined as

Abelian MTG : {Mn = BT, ‘ d =qdy and ascosf =lay, ¢,l€Z, ne ZZ}.
(9.74)

9.4.1 Magnetic Unit Cell

Taking now a closer look on the conditions of Eq. (9.65), which guarantee commutativity
and group structure, one realizes that they are rather restrictive, because only integer
multiples of the flux quantum are permitted, and in addition not all geometries are allowed.
From a physical point of view this is quite unsatisfactory. Because for standard materials
with a lattice constant of the order of 1 A, the allowed strength of magnetic field would be
B ~ 10° T. Such field-strengths are completely out of reach and in principle would make
the whole MTG construction useless.
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(a) Magnetic unit cell for ®/®y = 1/2. (b) Magnetic unit cell for ®/®¢ = 1/3.

Figure 9.4: Graphic representation of two different magnetic unit cells. The bright spheres
represent the enlarged magnetic cells. Each magnetic unit cell contains a number of fun-
damental unit cells which is equal to the square of the inverse relative flux (®y/®)>.

A solution to this problem is to introduce an enlarged unit cell [170] by multiplying
one of the lattices constants by an integer p

a; —> pa; where p € Z. (9.75)
With this one can define a new set of Bravais vectors

R? = (n(pa1) + may cos 0) e, + magy sin fe,,. (9.76)

n

The fact that p is an integer guarantees that the new set of Bravais vectors RE are a
subset of the original set of Bravais vectors Ry, {RE} C {R,}. Substituting now the new
enlarged lattice constant pa; into Eq. (9.65) for the flux conditions, one finds that the new
conditions for the allowed magnetic flux are

® ¢

By p where p,q € Z. (9.77)
From the equation above we see that by introducing the enlarged cell we can also treat
rational multiples of the flux quantum. Due to the fact that for each value of the magnetic
field we need to construct a different Bravais lattice, as depicted in Fig. 9.4, this construc-
tion is called the magnetic unit cell [170]. Although this is an insightful construction which
increases substantially the applicability of the magnetic translation group, and allows to
treat rational fluxes, still from a practical point of view it has certain limitations. The
main problem with the magnetic unit cell is that for smaller and smaller magnetic fluxes
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the magnetic unit cell needs to become larger and larger. For example if one is interested
in magnetic fields of the order of 1 Tesla, which can be achieved experimentally, then the
magnetic flux ratio should be roughly 1/1000 which means that the magnetic unit cell
should be 1000 times larger than the fundamental unit cell. This means that in such a
computation a thousand unit cells of the solid need to be included. Obviously, such a
computation becomes rather cumbersome and expensive from a numerical point of view.

In conclusion, the magnetic translation group is the fundamental structure that governs
the behavior of Bloch electrons in the presence of a homogeneous magnetic field, and has led
to several very important discoveries. Like the topological description of the quantization of
the Hall conductance [170, 162]. Further, it has allowed for the fundamental understanding
of the band splitting that emerges in the presence of a magnetic field, which leads to the
formation of the fractal spectrum of the Hofstadter butterfly [66], and has found many
applications in tight-binding models with the Peierls substitution [66, 171, 172, 173, 174].
However, the question of whether the magnetic translations can allow for the description of
solids in magnetic fields and provide an ansatz analogous to Bloch’s ansatz remains open.
So far, such an ansatz solution based on eigenfunctions of the magnetic translation group,
which would allow for the computation of energy bands directly from the Schrodinger
equation, has not been constructed. As a consequence a complete description of periodic
solids in magnetic fields is still missing.
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CHAPTER 10

Quantum Electrodynamical Bloch Theory

A common mistake of beginners is the desire to understand everything completely right away.

A. B. Migdal
Qualitative Methods in Quantum Theory [175]

In the previous chapter we saw how the Schrodinger equation for electrons in a periodic po-
tential coupled to a classical, homogeneous magnetic field, fails to capture the fundamental
symmetry of this system, namely translational invariance. The question that we aim to
answer here is: Can translational symmetry for this system be restored by embedding the
problem into QED?

Figure 10.1: Cartoon depiction of a 2D periodic material in a uniform perpendicular mag-
netic field embedded in the QED vacuum.
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If translational symmetry can be restored, then the tools of Bloch theory, which we
described in great detail in the previous section, would be applicable. This would imply
that we can use Bloch’s theorem in order to construct a generalized Bloch ansatz for
electron-photon systems in non-relativistic QED.

Further, the question about translational inavariance it is not just an academic or
theoretical question. It is actually motivated by the progress in 2D Moire materials and
by the fact that such 2D periodic systems in strong magnetic fields, or large fractions of
the flux quantum, can now be probed experimentally with high accuracy [67, 68, 69, 73].
Consequently, answering the question about translational invariance, could potentially lead
to novel observable effects and applications in the field of cavity QED, as it was proposed
in [11].

10.1 Translational Symmetry with Homogeneous Magnetic Fields

To address the question we posed, we will employ the non-relativistic version of QED,
described by the Pauli-Fierz Hamiltonian of Eq. (2.100). More specifically, our starting
point is the Pauli-Fierz Hamiltonian for NV interacting electrons, in a periodic potential in
the presence of a classical, homogeneous, magnetic field and coupled to a single quantized
mode of the photon field [91, 57, 48]

N

2 1 /. . 2

H = Z {Qme (1th +eA(r;) + eAext(rj)> + Uext<rj):|
=1

2

N
1 e 1
ho (afa+= ). 10.1
+ 47T€oj<zk!rj—rk!+ (aa+2) ( )

Here A (r) is the external vector potential which gives rise to a homogeneous magnetic
field Bexy = V X Aexi(r) = €, B in the z-direction, and is given by the expression A (r) =
—e, By [71]. Moreover, A(r) is the quantized vector potential of the photon field, beyond
the dipole approximation, [57]

1
A h 2 e . .
A Y ~ _ikT ~T _—ik-T 10.2
(r) (€0V> 7 (ae +a'e ) ; ( )

where k is the wave vector of the photon mode, w = ¢|k| is the frequency, and € is the
polarization vector of the field [91, 57]. We would also like to remind the reader that the
annihilation and creation operators in terms of the displacement coordinates ¢ and their
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conjugate momenta 9, = 0/dq, are a = (¢ + 9,) /2 and a' = (¢ — 9,) /v/2, as defined in
Eq. (3.5).

The quantized photon field in QED captures the back-reaction of matter to the electro-
magnetic field. For that purpose the quantized field is chosen to have the same polarization
with the external field, € = e,, because otherwise the classical field would not be able to to
influence the quantized field, and vise versa. These back-reaction effects are very important
in solid-state physics, e.g., in the semi-classical microscopic-macroscopic connection that
determines the induced fields inside a material [176, 177, 178].

Here we are interested in periodic materials and for that purpose the external potential
is taken to be periodic, Vext(r) = vext(r +Ryp), where R,, is a Bravais lattice vector [63]. To
simplify the analysis we choose the lattice vectors R,, = na,e, +maye, +la.e,. Although,
the scalar potential is periodic, it is clear that the classical external vector potential A (r)
breaks translational symmetry, because it is linear in y, and that the quantized vector
potential (10.2) breaks translational symmetry as well. As a consequence the generic
Pauli-Fierz Hamiltonian (10.1) for a classical magnetic field and the photon field, beyond
the dipole approximation, is not periodic and Bloch theory is not applicable.

However, recently it was proposed that the problem of the broken translational sym-
metry can be resolved in the long-wavelength or optical limit [11]. As we explained in
chapter 3, in the optical limit the quantized vector potential is assumed to be spatially

uniform
~ h
A=, 0. 10.3
vl (10.3)

But this approximation raises another question: what is exactly the meaning of the optical
limit for a solid?

The optical limit (or dipole approximation) is usually employed when the size of the
electronic system is much smaller than the wavelength of the electromagnetic field. But
solids are macroscopic systems, and compared to the size of an atom are infinitely large,
especially in the framework of Bloch theory where infinite periodicity is assumed. This
means that for the optical limit to be applied in the case of a solid, the wavelength of the
field should be infinite and respectively the frequency should become arbitrarily small and
tend to zero. Naively, taking the limit w — 0 for the quantized vector potential A seems to
lead to divergencies in (10.2). However, there is a way to perform this limit in a consistent
fashion without encountering any divergences, by taking into account the back-reaction of
matter due to the diamagnetic A2 term [11].
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To do so, we isolate the purely photonic part of the Hamiltonian H which includes the
energy of the bare photon mode w plus the square of the vector potential

R w1 Ne? .
H, = hw (aTa + 5) + e AZ. (10.4)

The photonic part given in terms of ¢ and 9/0q takes the form

- hw [ O hNe?
H = — [ -=— 2 2T 10.5
p ( +4q ) EKiSTnTe (10.5)

and after introducing the dressed frequency @* = w? +w? and the coordinate u = ¢/@/w,

the purely photonic operator [:Ip takes the form a harmonic oscillator

A he 82

where the frequency w, is the diamagnetic shift frequency that we also encountered in
section 5.1 in Eq. (5.4), which depends on the electron density n. and is given by w, =
\/ne€?/me€g. The quantized vector potential in terms of the scaled coordinate u is

< | R
A =ue | ——=. 10.7
ue Eovw ( )

Performing now the optical limit the dressed frequency w goes to the plasma frequency w,,
without any divergence showing up for the quantized vector ptoential, as it was promised.
Substituting then, the expressions for the purely photonic part flp and the vector potential
A back into (10.1) we obtain the Pauli-Fierz Hamiltonian in the (strict) optical limit

N
ithe / »
2:: { 2me 2. - (A + Aext(rj>) . Vj + Uext(rj)} (10.8)
N N
! ¢ e’ 2w, 02
+ 47T60 Z ‘I'] — rk‘ Z ( eXt r])) - 2 aUZ.
i<k j=1

We note that in the optical limit the quantized vector potential is

- h

=e,u

. 10.9
GQVWP ( )
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Let us check now the translational properties of the Hamiltonian in the optical limit. For
a periodic potential H is still not periodic in the electronic coordinates, because A (r) is
linear in y. But the optical Hamiltonian H is periodic under the generalized translation in
the full electronic plus photonic configuration space

(rj,u) — (rj + Ry, u+ Bmay\/eo‘/wp/h> . (10.10)

This proves our claim that in the optical limit the broken translational symmetry, due to
a homogeneous magnetic field, gets restored when the problem is embedded in QED. This
fact is also depicted geometrically in Fig. 10.2.

Figure 10.2: Schematic depiction of a 2D periodic material in the presence of a homoge-
neous magnetic field, coupled also to a quantized photon-mode. The classical external field
A, breaks periodicity along y. By including the quantized field A, proportional to the
photonic coordinate u, translational symmetry gets restored in the polaritonic direction w
which is a linear combination of y and u. The lattice periodicity along w is \/iwcay, where
we = eB/me. Thus, when embedding the (x,y) plane into the higher-dimensional space
involving the coordinate u, periodicity gets restored.
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10.2 Effective Hamiltonian & QED-Bloch Expansion

It is very common for a physicist to start from a very crude model, without knowing whether
his assumptions are valid. You have no need to worry about your result.

Heisenberg to Tomonaga
QED and the Men Who Made It [6]

Having restored translational symmetry, by embedding the purely electronic problem
into QED, our aim now is to go one step further and construct a Bloch-type ansatz in the
polaritonic (electronic plus photonic) space and to derive a Bloch-type central equation for
the description of solids in a classical, uniform magnetic field, coupled also to the quantized
electromagnetic field.

To make the problem tractable, instead of expressing the unfeasible many-body inter-
acting Hamiltonian of Eq. (10.8), we will employ the independent electron approximation
which is similar to the standard approach of density-functional theory (DFT). We note
that this independent-electron approach is consistent with Bloch theory, which is not a
theory of a single electron in a periodic potential, but of many non-interacting electrons.

To incorporate the fact that the charged particles couple collectively to the photon field,
we will use an effective electron density, which will allow us to capture the back-reaction
of matter to the photon field. For the inclusion of any further effects, like exchange and
correlation effects, one would need the inclusion of effective fields as introduced in quantum-
electrodynamical DFT [93, 114, 95]. Introducing the cyclotron frequency we obtain the
effective Hamiltonian in the independent electron approximation which was proposed in [11]

~ h2
Hepp = =5~ V? +ihe, (u\/hwp/me - ywc) -V (10.11)
2
Me L hw, O
+ Uext<r)+7 (U hwp/me—ywc) —pr

We note that the effective Hamiltonian is invariant under the following translation

(r,u) — (r + R, u + maywey/ me/hwp) (10.12)

that acts on both, the electronic and the photonic coordinates. To describe properly this
symmetry in the polaritonic space we will go to a new set of coordinates. First, we introduce
the scaled coordinates u and ¥y

- hw,,

Me

and Y = w.y. (10.13)
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and the mass parameters m, and m,

me me
m, = w—g and m, = o7 (10.14)
and the effective Hamiltonian takes the form
. h? 0? 0? h: 0?2
H, = —— =4+ =] - — == o 10.1
7 2me (8x2 * 8,22) 2m, 0y? F Vet (r) (10.15)
~ 0 Me 2 FL2 82
h(u—17) — +—(u— — —.
R G s Chlt Uil ey 7

In addition, we introduce the relative distance and center of mass (like) coordinates between
uw and y

Myl A+ mey

w=———> and v= , 10.16
V2M V2 (10:16)
and the Hamiltonian H, ¢¢ simplifies to
- n* [ 9 0? h? 92 0 n* o?
H.rp=— — 4+ == | - — == + Ve ihv2v— V2 — ———.
= o, (5’372 - 822) o7 gt + et ) HIVZU G b me® o o
(10.17)
where the mass parameters M and p are
M= w and = % (10.18)

Furthermore, the effective Hamiltonian by performing a square completion can be written
in the compact form
- n? 9 n? o2 n: 0% uQ? ( ih 0
v+

Hepp=— 25 a5 Tlext(t) — -5 5+ —— s
17 2me 022 2M Ow? F vt (1) 2 Ov? + 2 V2m, 0z

)2. (10.19)

where the dressed frequency Q2 is

2m
P =" =w+uw (10.20)
1
Further, the original electronic vector r = (z,y, z) in the new polaritonic coordinate system

1S

r=(z,y,2) = ( hhead ) . (10.21)

w
x, - , 2
Vow. V2Muw,
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It is important to note that the coordinates v and w are independent because their respec-
tive coordinates and momenta commute.

Setting the Geometry.—The external potential in a solid is of course periodic Ve (r) =
Vext (r + Rp) where Ry, is a Bravais lattice vector with n = (n,m,l) € Z% The Bravais
lattice vector in general is R, = na; + may + lag where a;, a; and a3 are the primitive
vectors which lie in different directions and span the lattice. Without loss of generality we
can choose the vector a; to be in the z-direction a; = aye,. The second primitive vector in
this case is ay = ag cos fe, + ag sin fe, where 0 is the angle between the vectors a; and a;.
Here, we are mostly interested in 2D materials and the z-direction is not of much relevance
for us. Due to this reason we choose the third primitive vector to be az = ase., which
however limits the possible 3D Bravais lattices that we can treat.

Thus, the Bravais lattice vectors are
R, = (na; + may cos ) e, + may sin fe, + lase,. (10.22)

Then, the reciprocal lattice vectors are G = n'b; + m’by + I'bs with n’ = (n/, m’) € Z2.
The defining relation for the vectors by, by and by is [63, 111]

b,’ caj = 27T(52'j, Z,j = ]., 2, 3. (1023)
With the choice we made for the primitive vectors, the reciprocal primitive vectors satis-
fying Eq. (10.23) are

27 21 cosf 27 2
bj=—e, — — = d by = —e,. 10.24
! ale a, Sm@ey 2 Qs sin Qey a 3 age ( )

Thus, the reciprocal lattice vectors are
2mn 2mm/ 21’ cos 2l

Gy = e, + — e, + —e,. (10.25)

aq as sin 0 aq sin 0 as

which for convenience we will write as

GY, _ Gy cost

sin 8 sin 6
2mn/ 2mm/ 2ml’

and G, = ., G, = and G =

a1 " a2 a3

Gn/ = ( x Gm’,n%GiZ/) where Gm’,n’ =

n’»

(10.26)

With these choices we have defined our setting and the lattices that we aim to describe.
Then, the external vector potential can be written in terms of a Fourier series as follows

Vet (L) = Z Vel T (10.27)
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which in terms of the polaritonic coordinates w and w is

. mme/’n/
V2Mw,
Y = (G, G, Gi) = (G2, G [V 2we, G). (10.29)

. w : _'G'U
Vext (T) = E VG Twe “m i where GU, (10.28)
n/

QED-Bloch Ansatz—The Hamiltonian H, 77 of Eq. (10.19) is invariant under the trans-
lations in the polaritonic configuration space

(x,w, z) — (z + na; + mas cos B, w + may sin @, z + las). (10.30)

This implies that we can use Bloch’s theorem in (x,w, z). Consequently, the eigenfunctions
of Heys can be written with the ansatz

Uy (1, v) = ™ UK (r,,v) (10.31)

where r,, = (z,w,2). Here the function U¥(r,,v) is periodic under the translations in
the polaritonic space defined in Eq (10.30). The crystal momentum k = (k,, ky, k,) cor-
responds to r,, and k, is a polaritonic quantum number. The polaritonic unit cell in the
w-direction scales linearly with the strength of the magnetic field (see Fig. 10.2). The
same feature appears also for the magnetic unit cell. But in the case of the magnetic unit
cell only field strengths which generate a rational magnetic flux through a unit cell, are
allowed [170]. On the contrary, the polaritonic unit cell puts no restrictions on the strength
of the magnetic field.

Since the function U¥(r,,v) is periodic in r,, we expand it in a Fourier series in r,,,
while for the v-dependent part we consider a generic wavefunction ¢X(v)

B, 0) = 7 30 UK g 1), (1032

where GY = (G%,GY ., G7) is the reciprocal lattice vector in the (x,w,z)-space. We

m,n’

substitute the above ansatz wavefunction into ]f[e ¢ and we have

ercie | B2k + G322 Rk + G )
k i(k+GY)rw z l m,n
En: Une [ 2me + Wi + Uext(r)
L O S S < A S (v) = 0 (10.33)
2uov? 2 V2m, N R '
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The Hamiltonian contains a harmonic oscillator which is shifted along the “scaled” mo-
mentum in the z-direction A(k, + G%)/v/2m.

2 92 2 z\\ 2
oo P, M G
V2m,

24 Ov? * 2
and the eigenfunctions of this operator are Hermite functions ¢; of the coordinate v — A¥»
h(k, + GY)
V2m,

1 o 1
E-=hO 174+ =) =h/w24+w2 |5+ =

which are degenerate with respect to the momentum in z-direction. These eigenstates
¢; (v — A¥) as it was shown in [11] correspond to Landau polaritons [12] and have many
structural similarities to the well-known Landau levels [71]. We will now make use of these
eigenfunctions and we will expand the wavefunction ¢X(v) in terms of this basis. Then,
the polaritonic Bloch ansatz takes the form

(10.34)

¢; (v— Al*) where Al* = (10.35)

with eigenenergies

Uy (v, 0) = €570 Y UK G500, (0 — Ale). (10.37)

We note that due to our choice to expand the generic wavefunction ¢¥ on the basis {¢;(v—
AF=)1 the v-dependent part of the polaritonic Bloch ansatz now depends only on the
Fourier index n and the crystal momentum k,. Substituting the above ansatz into our
Schrodinger equation we have

1 T hQ kz + GZ 2 h’2<kw + G% n>2
Z iGY w¢j o Aff) ( l) + )

MMe oM =0

+ vext(r) + gj — Ek

(10.38)

Now we also use the Fourier expansion of the external potential given in Eq. (10.28) and
we have

o Rk, + G3)? R (k,+G%.,)°
E k iGY¥-ry kx z l m,n
- Un,je ¢j (U—An ) 2me -+ 2M +(€j —Ek
+ ) VUK el Gnm e O (v — Alr) =0 (10.39)

.
n7n 7]
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To eliminate the plane waves depending on r,, we multiply the above expression by elGaTw

and we integrate over r,, and we have

> Unsts (v = A7)

J
. Z Vn,n/Urlf/jje_ievm_ml’n_nlv(bj(U . AZ?/E) =0, (10,40)

.
n7j

Rk, + GiP | b + G’

£ —E
oM. oM te b

we note that after the integration over r,, we exchanged the index q with n. Further, we
apply from the left the bra! (¢;(v — Ar=)|

hQ(k 4 Gz)2 ﬁQ(k:w + Gw )2
k- z ! mn . _F 10.41
Un,z 2me + Wi + gz k ( 0 )
+ 3 Vo UK (90 — A52)[e7 Tt |0 — A%5)) = 0.

n’,j

The only thing left to be computed in order to derive our QED-Bloch central equation is
the matrix elements

(610 — Ake)e om0 — A3)). (10.42)

To calculate this matrix we will perform first a change of coordinates which will give us an
overall phase, independent of the integration

s=uv— Ak (10.43)
and we have for the matrix elements
—iAkgy , -Gy, ,8
e memlnnt (@ (s) [T memt |G (s + AD ). (10.44)

In order to compute the matrix elements above we will use the algebra of displacement
operators [179]. The plane wave exp(—iG}, ., _,»$) can be written as a displacement

operator by using the expression for the coordinate s in terms of the annihilation and

creation operators b, b [84]
_ " (13 + iﬂ) (10.45)
s = 20 . .

'We note, that the standard bra and ket notation does not depend on the chosen coordinate. Here
however, we keep the coordinate dependence as it will be useful to perform some shift transformations on
these states and to obtain the matrix representation of the displacement operators on these states.
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Using the latter we have for the plane wave eXp(—iG",’n_m,jn_n,s)

m—m',n—n

v A h
e Gt = D (—i — G, ) (10.46)

In addition, the wavefunction
¢ (s + A ) (10.47)
can be written using the translation operator
05 (s + Ap_y) =T (A)_) 05(s). (10.48)
The translation operator is given by the expression [63]
T(AY_,) = exp (4°_,0,). (10.49)
The differential operator Js in terms of annihilation and creation operators is

o= _ 1 (13 - iﬁ) . (10.50)

This implies that the translation operator can also be written as a displacement opera-
tor [179]

T 0 _ T W E iy LV
T (A ) =D ( o AM,) : (10.51)

Using the expressions we derived in terms of the displacement operators we obtain the
following expression for the matrix elements

(A5G a1 (5) 1D ot ) (g0 g, (s)
eXPl—1A4, U i \S \/QM_Q 2% n—n' J :

(10.52)

We use now the Baker-Hausdorf formula [179]

A

D(a)D(8) = D(a+ B) exp((ap* — a*B)/2) (10.53)

154



and we obtain the following result for the product of displacement operators

. . Q

D(—i,/sz; . n)p( ,/’“2‘hA0 )— (10.54)
2 < h v :uQ 0 1 v 0

D ( 1 Q,UQ m—m’ n—n' 2hA ) €Xp <2Gm—m’,n n’An n’)

We substitute the expression above into Eq. (10.52) and we have

- lﬁGUm—m’ n—n' MQ
m—m/ n— n’Akn-t,-n /2) <¢Z|D - : - |¢j>
V2uf) 271

exp(—iG;

(10.55)

The matrix representation of this displacement operator in the basis {¢;(s)} is given

by [179]

. i 19 ol I
<¢i|D(O‘n—n’,m—m’)|¢j> - %a;—]n’,m—m’e_ e Lg'l ])(|an—n’,m—m"2)>

where i > j and Lgi_j )<|an—n’,m’|2) are the associated Laguerre polynomials. We note that
for 5 > 7 one needs to take

<¢i|D(an—n’7m—m’)|¢j> = (_1)j_i<¢j|b(an—n’,m—m’)|¢i>* (10.56)

because D'(a) = D(—a) [179]. Moreover, the matrix elements o, m_ms are

/,uQ | b
n—n'.m—-m’ — n ’ ! n—n'" 1057

Substituting Eq. (10.55) and (10.56) for the matrix representation of the displacement
operator into Eq. (10.41), we obtain the QED-Bloch central equation

(ke + Gi | WPk + G’
2me 2M

Zvnfn’Ull:/J‘ eXP( 1G$n m/ n— nAk;i_'_n /2) <¢Z|D(an n/;m—m/ )|¢]>

U +& — By (10.58)

The equation above is the main result of this chapter and of QED-Bloch theory. The
QED-Bloch central equation provides a unified framework for the description of periodic
materials in the presence of homogeneous magnetic fields, coupled also to the quantized
electromagnetic field [11].
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10.3 Landau Polaritons

As a first application of the QED-Bloch framework we would like to consider the case where
we have a two-dimensional free electron gas in the presence of a homogeneous magnetic field
coupled to a quantized field originating from a cavity (see Fig. 10.3). So the system that we

are interested in is: 2D Landau levels inside a cavity. Such Landau levels systems confined
inside a cavity have been studied theoretically [10, 11] and experimentally [12, 13, 17]. In

T T TBext
N
A
i

Figure 10.3: Cartoon depiction of a 2D electron gas (material in black) confined inside
a cavity. The whole system is placed perpendicular to a classical homogeneous magnetic
field Bey-

the independent electron approximation, as we explained in the previous section, such a
system is described by the effective Hamiltonian introduced in Eq. (10.11). The effective
Hamiltonian for no periodic potential vey(r) = 0 reads as

2
hZ hw e hw hw 2
V2 +ihe, | u Py, ~V+ﬂ Uy —2 — yw, __pa_.
me me 2 me 2 au2

(10.59)

Hepp=—

The energy spectrum of this system can be directly obtained from the QED-Bloch central
equation (10.58) by simply taking the limit of no external potential which implies that the
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Fourier components of the potential are zero, V,,_n = 0. Further, since there is no external
potential the reciprocal lattice vectors have no role and have to be taken to be equal to
zero. This is done by simply taking n =m =1 = 0.
R’k* RPE2
2m 2M

Uk

)

Then, from the above equation it is clear that the eigenspectrum of the 2D Landau levels
coupled to the cavity is

k% h2k? 1
Fri=—2+4+—241hQ(i+-]. 10.
k, 2me+ o T <z+2) (10.60)
Further, the components of the U¥ of the QED-Bloch ansatz defined in Eq. (10.37) are
trivial and we find that the full set of eigenfuctions corresponding to the 2D Landau levels
in the cavity are

ik-ry hkfﬂ
Uy i(ry, v) = e, (v ﬁme) ) (10.61)
This exact analytic solution for the 2D Landau levels in the cavity was found in [11]. We
note that here we have kept the momentum k, just for generality, but for the pure 2D
case the momentum in the z direction is taken equal to zero k, = 0. The eigenfunctions
above are plane waves in the directions x,z and w because in these directions we have
translational invariance, as it is also shown in Fig. 10.2. The eigenfunctions in Eq. (10.61)
are functions of the combined polaritonic coordinates w and v defined in Eq. (10.16) and
describe quasi-particles formed between the Landau levels and the photons. Consequently,
they are interpreted as Landau polaritons. Such Landau polariton states have been studied
theoretically [10, 11] and have been observed experimentally [13, 12, 14].

To be more specific in [12] Landau polariton quasi-particle excitations were observed
for a 2D hole gas in strained Germanium with 2D density n?° = 1.3 x 10'2 cm~? confined
in a cavity with fundamental frequency we,, = 0.208 THz. In this setting the diamagnetic
frequency w, can be defined in terms of the 2D density and the cavity frequency weay =

2rc/L, as
e2n2chav (10 62)
W, = _— .
b 2mem*e

Using the parameters reported in [12] and the effective mass m* = 0.336 m,, the frequency
w, takes the value w, = 0.292 THz and reproduces the gap for B = 0 in [12]. Hav-
ing obtained the value for w, we can compute the Landau polariton excitations given by
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Eq. (10.60). Figure 10.4 shows the upper and lower Landau polariton excitations as a func-
tion of the magnetic field. Analyzing the asymptotic behavior of the lower polariton k2 /2 M
as a function of the magnetic field we find its highest allowed value to be w,/2 = 0.146 THz.
In this case the lower polariton does not reach the empty cavity frequency we., = 0.208
THz as depicted in Fig. 10.4. Our model reproduces the data reported in [12], in contrast
to the Hopfield model [10] which as discussed in [12], fails to account for the behavior of
the lower polariton. Finally, in the case of no cavity the Landau polariton spectrum of
Eq. (10.60) goes to the energy spectrum of the usual Landau levels because 2 — w, and
M — oc.

UP ()

0.8 ]
I We
0.6 L Weay (0.208 THz) i

LP (kn2/2M)

Frequency (THz)

0.2t 1
0 1 2 3 4

B (T)

Figure 10.4: Upper (red line) and lower (blue line) Landau polariton excitations given
by the energy spectrum (10.60) as a function of the strength of the magnetic field B
(T). The upper polariton (UP) asymptotically reaches the dispersion of the cyclotron
transition w. = eB/m* (orange dashed line). The lower polariton (LP) does not reach the
empty cavity frequency we,, and a polariton gap emerges in accordance to the experimental
findings in [12].

10.3.1 Landau Polaritons As a Screening Effect
The hybridization of the Landau levels due to the interaction with the cavity photons can

also be understood from more conventional condensed matter perspective, as a screening
of the external magnetic field. So let us see how this can be done.
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The spectrum of the Landau polaritons given by Eq. (10.60) is similar to the spectrum of
the Landau levels [71], but with the difference that it describes the combined electronic plus
photonic energy levels. Due to this crucial difference, in order to extract the information
about the electronic part of the energy, we need to subtract the photonic contribution.
The purely photonic part of the Hamiltonian is
~ hwy 0*  hw, o

H =
P 2 oz 2 ¢

(10.63)

To find the photonic contribution on the discrete part of the spectrum, we need to com-
pute the expectation value on the eigenstate ¢;(v) which is related to discrete part of the
spectrum. We note as we are interested in the purely discrete part, the momentum £k, is
taken equal to zero, k, = 0.

To do so, we need to write ﬁp in terms of the polaritonic coordinates. From the
definition of v and w in Eq. (10.16) we find the expression for u and 0/0u

o  Jhw, (m, 0 0 _[me Me
%‘Vzme<Maw+au) € U= S, (w M”)' (10.64)

Then, the part of Flp that depends only on the coordinate v, which is the relevant for the
states ¢;(v), is

i hw? 52 wp\ 4
P 4m, Ov? ¢ (

ﬁ> V2 + Ow, dy), (10.65)

where in the last step we used that m./M = 2w§ /2. Having the above expression for

H, we can now compute the expectation value &£ = <¢j|1ﬁlp|¢j> which consistutes the
photonic contribution to the discrete part of the Landau-polariton energy spectrum. After
some tedious algebra we find

g-m(i ) 5] o

Subtracting from the full spectrum the photonic part we obtain the purely electronic part
&; of the energy
1 1 rwpN2 1 fwy\4
g=n(i+s)1-5(8) -5(2) | 10.67
j <‘7 * 2> { o\a/) 2\0q (1067)
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By introducing the parameter g = w,/w., which describes the light-matter coupling in this
setting, the electronic energies take the form of Landau levels but with a screened magnetic

field
e heB(g) (. 1\ heBx(g) (. 1 .  243¢
& == <y+ 2) = itg) with x(9) = 20t ) (10.68)

where B(g) = Bx(g) is the screened magnetic field depending on the light-matter coupling
g, and x(g) is the response function describing this screening process.
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Figure 10.5: Depiction of the response function x(g) as a function of the light-matter
coupling g. As we see x(g) decreases monotonically as a function of g. The response
function describes the screening of the external magnetic field due to the light-matter
coupling.

Finally, we would like to mention that the modification of the Landau levels can also
be understood as a renormalization of the electron mass due to the light matter coupling
me(g) = me/x(g). This interpretation is analogous to the one in the case of the modifica-
tion of the Drude peak in section 6.3 and to the computation for the mass renormalization
we performed in chapter 7. In accordance with our previous results, the renormalized mass
also in this case increases as function of the the light-matter coupling, me(g) > me.
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10.4 2D Materials in Homogeneous Magnetic Fields
(No Quantized Field Limit)

The aim of this section is to apply the framework of QED-Bloch theory for the description
of two-dimensional materials in the presence only of a homogeneous magnetic field, with-
out any quantized field. This is the standard purely electronic problem and constitutes
the standard quantum Hall setting in which for example the famous TKNN (Thouless,
Kohmoto, Nightingale, and den Nijs) formula [162, 170] for the quantization of the Hall
conductance was derived, as well as the setting in which the fractal spectrum of the Hofs-
tadter butterfly was obtained [66].

In order to describe purely two-dimensional materials we need to project the QED-
Bloch central equation in (10.58) from three dimensions to two. For that purpose, we
simply eliminate the degrees of freedom associated with the z-direction in our QED-Bloch
ansatz and the external potential. This implies that the crystal momentum in the z-
direction and the Fourier index [, have both to be taken equal to zero, k, =1 = 0. Then
for Urlf and V,_n we have

U — U=*e and Vaow — Vi m-m- (10.69)

Then, the central equation in (10.58) takes the form

h*(k, + GY ,)?
Unioit ( m{’)+&—&mw+ (10.70)
D Vaewmem Uiy exp <_1an*m’:nfn'A?ﬁ+n')/z> (04l D{Otn )0 = 0.
n/,m/.j

Now comes the most crucial part for the description of the purely electronic problem,
namely to take the limit of no quantized field. The quantized vector potential A depends
on the diamagnetic shift frequency w, defined in Eq. (5.4). This is the frequency in which
the quantized field oscillates and in order to take the limit of no quantized field we have
to take the limit w, — 0 for all the parameters involved in our central equation.

First, we consider the limit w, — 0 for the mass parameter M defined in Eq. (10.18)
and we find that

lim M = oo, (10.71)

w—0

this implies that the kinetic term depending on k,, in the central equation vanishes and the
Fourier components of our polaritonic Bloch wave no longer depends on k,. Due to the
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vanishing of the w degree of freedom the index m in the Bloch wave becomes redundant
and no longer plays any role

kz,kw ko
Uty — Uk, (10.72)

n7m7j
Consequently, the central equation reduces to

Ui &= Bil+ 2 VorwmUlt; 50 (=iGh Al ) (61 D(@n-wm)I65) = 0.

!l
n7m7‘7

(10.73)

To obtain the result above we also relabelled the index —m’ — m/. Now what is left to be
done is to perform the w, — 0 limit for the rest of the parameters in the central equation
which depend on w,. By doing so we find

2Mme

lim Q@ =w, and lim pQ = (10.74)
wp—0 wp—0 We
2
lim G, . = \/_Gm/m_n/ and (10.75)
wp—0 ’ c
lim Ap_n! m! = h (—GI r— iGm/ n_n/) = Bn_n/ m/! - (1076)
wp—0 ’ 2MmeW, n-n ’ ’
Substituting all the above results and the definition for A’(“; )2 BlVED by Eq. (10.35) and
we have
1
Up [FM (@ + 5) - Ek] + (10.77)
—ih(ky + 2G% )Gt .
5 ViU e 2 ) DGl =0

/ ! 4
n.,m.,j

where the matrix f,_pn/ v is defined in Eq. (10.76). The central equation derived above
depends solely on electronic parameters like the electronic crystal momentum k., the mass
of the electron m, and the cyclotron frequency w. = eB/m, which is characteristic for
electrons in a uniform magnetic field [71]. As a consequence the above central equation
describes consistently the physics of two-dimensional periodic systems in the presence of a
perpendicular homogeneous magnetic field. From this equation we can compute the energy
bands for all values of the magnetic field because our approach is non-perturbative.

For completeness, we would also like to give the expression of the polaritonic Bloch
ansatz defined in Eq. (10.37) in the limit of no quantized field. The QED-Bloch ansatz
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depends on the polaritonic coordinates w and v defined in Eq. (10.16). Taking w, — 0 the
coordinate w vanishes while the coordinate v becomes v = —w.y. Thus, we find that the
polaritonic QED-Bloch ansatz in the limit of no quantized field is

(o) = e 3 Uty (<5 Al ) (10.75)
n,J

The above wavefunction corresponds to a correlated expansion between Bloch waves in the
x coordinate and Landau levels ¢, (—w—\;g — A,’ff) in the y coordinate. Such an expansion

has been used for the description of 2D materials in homogeneous magnetic fields in several
publications [180, 181, 182, 183] and central equations analogous to Eq. (10.77) have been
derived.

10.4.1 Harper Equation & Hofstadter Butterfly

Our aim now is to connect the central equation we derived in Eq. (10.77) which describes 2D
periodic solids in the presence of a classical homogeneous magnetic field, to the well-known
Harper equation [184] and the fractal spectrum of the Hofstadter butterfly [66].

In the seminal papers by Harper [184] and Hofstadter [66] the Harper equation and
the butterfly spectrum were derived for an orthogonal square lattice. For that purpose we
choose § = 7m/2 and a; = as = a. Moreover, to connect Eq. (10.77) to the the Harper
equation we will reduce our central equation (10.77) to the case where all electrons lie in
the lowest Landau level ¢ = 0. In the lowest Landau level and for an orthogonal square
lattice Eq. (10.77) simplifies to

m)c _.h k:l‘ + lGx / Gy / |Bn—n/,7n/‘2
Uke ( 5 —Ekz) + Z Vi e U exp< iA( m;:*") m ) e .
(10.79)
To obtain the above result we used that
. s

(0| D(Br—ntm )| P0) = € 2 (10.80)

and that for § = 7/2 the reciprocal lattice vector G, ,—n is
Gr—n =G . (10.81)
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The Harper equation was derived for a tight-binding model with the Peierls substitution
and next-neighbor hopping. Due to this we choose a cosine potential for the external
potential. Such a potential introduces only next-neighbor hopping in Fourier space, and
the Fourier components of the potential are Vi1 9 = V11 = Vp and all the other Fourier
components are zero. We note that V4 is the strength of periodic potential. Then, for this
simple periodic potential we have

hw, 181,02 18_1.0/
Uy (T - Ekx) F VU e e 4 Uk e 2+ (10.82)
—1 i ) 2 o = y e
b VU exp ( ih(ka + Gn>G1> ok e < ik, + Gn)G1> Y
mewc mewc

Further, we use the fact for a square lattice a; = as = a, and the norm of the four lowest
components of the S-matrix, defined in Eq. (10.76), are all equal

h(27T>2 7T(I)0

2 2 2 2

=|8_ = =|Bo_1|* = = : 10.83
1Brol” = [B-1.0|" = |Bos|” = |Bo,-1] o @ ( )
Also we make use of the expressions for the reciprocal lattice vectors G} = —GY |, = 27 /a

and G* = 27n/a, and we obtain

hew, - 2 ®, [ ak,
Uk ( 5 Ek) F Ve et {U,’;’il + Uk | 42U cos ( ch 0 (‘;ﬂ T n)ﬂ — 0.

(10.84)

In the last step we also introduced the magnetic flux quantum ®, = h/e and the magnetic
flux through the unit cell ® = Ba®. Moreover, in the work of Hofstadter [66] the fractal
spectrum appears not for the energy itself, E, but for the unitless scaled energy, £ = E/t,
divided by the constant hopping parameter t. Of course this does not make a difference
within the tight-binding model because the hopping parameter ¢ is a constant. On the
contrary for the minimally coupled Schrodinger equation (9.35), the magnetic field is part
of the covariant (physical) momentum of the electron. Thus, the kinetic energy of the
electrons naturally depends on the magnetic field and as a consequence the hopping (which
represents the kinetic energy in the tight-binding approach) should be a function of the
magnetic field. In our setting we define the flux-dependent hopping parameter ¢(®) as

—n®q

H(®) = Ve 2= (10.85)

and the unitless scaled energies as

e _ 1 Chw\ e (B, — hw./2)

, (10.86)
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and we find the following equation for the scaled dimensionless energies of the system

21, [ ak,
Ex, Uks = Ulz + Uk + 20U cos ( W(D 0 (C;W + n)) : (10.87)

The equation above is known as the Harper equation [184] and plotting the eigenenergies
of this equation we obtain the fractal spectrum of the Hofstadter butterfly [66], which is
depicted in Fig 10.6. However, there is one important difference. In the original Harper
equation the energy spectrum is a function of the relative magnetic flux ®/®, [184] and the
corresponding butterfly spectrum also appears as a function of the relative flux ®/®, [66].
In our case the energies are a function of the reciprocal relative flux ®,/® and the fractal
spectrum appears with respect to the reciprocal flux ®,/®. This fact, that starting from the
minimal-coupling Schrodinger Hamiltonian shows the Hofstadter butterfly as function of
the reciprocal flux ®y/®, and this fundamental difference to tight-binding models with the
Peierls phase, has been shown and discussed in several publications [180, 181, 182, 183].
In these works, to obtain the butterfly spectrum in the reciprocal flux, the correlated
expansion on Landau levels and Bloch waves given by Eq. (10.78) was performed. It is
worth to mention the precise words of Gregory Wannier on this important issue [172]

In the framework of the Peierls-Onsager method [tight-binding models with the Peierls phase]
it shows, within an assumed Bloch band, the allowed energies as function of the field. In
the Regensburg interpretation [minimal-coupling Hamiltonian with Landau-level Bloch wave
expansion] it shows, for an assumed periodic potential, the fine structure of a free electron
Landau level as a function of the reciprocal field. The first interpretation is easier, but only in
the second is the basic function space clearly defined. The model has the full complexity of the
general problem, but involves only one parameter which will be called ® [the magnetic flux].
We have now ample numerical results for the model. The figure appears as an infinite strip
periodic in the parameter ®. This is physically surprising because it implies that certain finite
magnetic fields are equivalent to either zero or infinite field. This periodicity feature should
not be taken too seriously in either interpretation. In the case of the Onsager interpretation
it has been shown that the method is correct to all powers of the field only if, in addition,
the band structure is allowed to vary parametrically as function of the field. By the time
® has reached 1 (an impossibly large field by today’s laboratory standards) such changes
are no doubt very drastic. In the Regensburg interpretation there could be some truth in
a periodic repetition of the fine structure with 1/H [H being the strength of the magnetic
field]. But it is not very likely that such a pattern is quantitatively the same as that for
strong fields. The method suppresses the inter-level matrix elements which are responsible
for the transformation of the free electron Landau levels into the Bloch band Landau levels.
This must involve a thorough scrambling of the levels at intermediate fields.

G. Wannier [172]
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Figure 10.6: Scaled dimensionless energies &, of the system, given by the Harper equa-
tion 10.87, as a function of the reciprocal magnetix flux ®q/®.

So what Gregory Wannier is pointing towards in this paragraph is the fact that it is highly
surprising for the energy spectrum to have a periodicity either as a function of ®/®, or
as a function of ®3/®. Because in the Schrédinger equation the magnetic field enters
via the minimal coupling and the Hamiltonian has a linear and a quadratic dependence
with respect to the magnetic field. Both periodic behaviors are an artefact. In the case
of the tight-binding models with the Peierls phase, this periodic behavior is an artefact
introduced by the way the magnetic field is coupled to the Bloch electrons, i.e., the Peierls
phase. In the case of the minimal-coupling Hamiltonian the periodicity is introduced due
to the redefinition (the scaling) of the energies in Eq. (10.86). This redefinition of the
energy spectrum cuts out the linear dependence of the energy of the lowest Landau level
w. = eB/m, and the exponential increase due to the flux dependent hopping parameter
t(®). To understand what is the actual dependence of the energy spectrum we plot below
the un-scaled dimensionful energies of our system given by Eq. (10.84).
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Unscaled Energy Spectrum
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Figure 10.7: Energy spectrum for an electron in a square lattice potential as function of
the relative magnetic flux ®/®, as it is given by Eq. (10.84). The potential strength of the
potential is Vy = 3eV while the lattice constant of the lattice a = 2A.

In Fig. 10.7 we see that for small fluxes we have the linear dispersion due to the
energy of the lowest Landau level. As the magnetic field increases the Landau levels starts
to split and gaps show up. Then, for ®/®, > 1/2 the fractal nature of the spectrum
shows up and the Hofstadter butterfly becomes clearly visible. The Hofstadter butterfly
however is not periodic, but it actually spreads out due to the flux-dependent hopping ¢(P)
parameter. Figure 10.7 reconciles the two fundamental properties of the minimal-coupling
Hamiltonian: (i) the energy has to increase as a function of the magnetic field and (ii) due
to the magnetic translation group a splitting of the energy bands for every fractional value
of the relative magnetic flux ®/®, = p/q needs to occur, which subsequently leads to the
formation of the fractal [166, 167, 168].

Dual Descriptions.—The question that finally arises is: why the minimal-coupling
Hamiltonian differs in such a fundamental way from the tight-binding model with the
Peierls phase?

In many cases these two descriptions for electrons in periodic structures coupled to
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electromagnetic fields are equivalent descriptions and match at least to some certain degree
of approximation. Typically this is true for slowly varying electromagnetic fields within
the unit cell of the solid. However, the problem with our particular system is that although
the magnetic field is constant the vector potential that actually couples to the electrons is
linear in space Ao = —e,By. This already makes the Peierls substitution questionable.

This fact was pointed out by Luttinger [185] in one of the first papers deriving the
tight-binding model with the Peierls phase, starting from the minimal-coupling Schrodinger
Hamiltonian. To derive this model, Luttinger had to explicitly drop a term from the Hamil-
tonian [185]. Eliminating this term breaks the actual correspondence/relation between the
minimal-coupling Hamiltonian and the tight-binding model with the Peierls phase.

However, this does not mean that the two descriptions are completely disconnected.
They both result into the Harper equation and the Hofstadter butterfly, with the difference
that in the one case it shows up as a function of the magnetic flux ®/®, while in the other as
a function of the reciprocal flux ®,/®. This means that the minimal-coupling Hamiltonian
and the tight-binding model with the Peierls phase are not equivalent but they are actually
dual. As we will see also in the next section this duality holds only in the lowest Landau
level. The duality between the two approaches and the steps to obtain the respective
Hofstadter butterflies is summarized in Fig. 10.8.
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Figure 10.8: Schematic illustration of the duality between the minimal-coupling Hamil-
tonian and the tight-binding model with the Peierls substitution. In both models the
Hofstadter butterfly emerges but in a dual fashion. Namely, in the one case as a function
of the reciprocal flux while in the other as a function of the flux.

10.4.2 Butterfly Spectra for All 2D Bravais Geometries

So far we have applied our QED-Bloch formalism to the case of a periodic solid with a
square lattice potential, with the electrons in the lowest Landau level. Our aim now is
to consider more complicated periodic structures and to investigate what happens beyond
the lowest Landau level. To do so, we will employ the central equation (10.77). In the 2D
plane there are only five distinct Bravais geometries [63]: (i) the oblique lattice, (ii) the
rectangular lattice, (iii) the centered rectangular lattice, (iv) the hexagonal lattice, and (v)
the square lattice. For the construction of the five fundamental Bravais lattices, we use the
simple cosine function and for all potentials we use the same potential strength V. The
five Bravais lattices are shown in the Fig. 10.9.
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Oblique Lattice

(a) Oblique potential for a; = 3A, (b) Rectangular potential for a; = 3A
ap = 2A, and angle 6 = /3. and as = 2A.

Rhombic (centered rectangular) Lattice
Hexagonal Lattice

(c) Centered rectangular potential with

0 — ar — 94 (d) Hexagonal potential with a; = ap = 2A.
1= a2 = 2A.

—1g
Square Lattice 10 ] (6.24eV)

(e) Square potential with a; = ay = 2A.

Figure 10.9: Depiction of all distinct 2D Bravais lattices. The potential strength for all
potentials is chosen to be V; = 3eV and all potentials are constructed using the cosine

function.
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Oblique Lattice Butterfly Spectra

Let us start first with the oblique lattice shown in Fig. 10.9a, which has the least symmetry.
First we compute the energy spectrum as a function of the magnetic flux in the case where
all the electrons in the 2D material lie in the lowest Landau level, which is shown below.
The Landau level spreads as a function of the flux and around one flux quantum the gaps
are clearly visible. Above ®/®; > 1 we see the typical Butterfly pattern emerge. In
Fig.10.10b we include three Landau levels. In this case we see that in the higher Landau
levels the fractal spectrum shows up for smaller values of the magnetic flux.

Energy Spectrum Lowest Landau Level Energy Spectrum Three Landau Levels

o5 10 s 20 25 30 35 a0 ©0.00 ©025 050 ©075 100 125 150 175 2.00

& /Dy DD
(a) Energy spectrum in the (b) Energy spectrum with
lowest Landau level. three Landau levels included.

Figure 10.10: Energy bands as a function of the relative magnetic flux ®/® for the oblique
lattice.

Rectangular Lattice Butterfly Spectra

Using again the central equation (10.77) we compute the energy bands for the rectangular
cosine potential shown in Fig. 10.9b, in the lowest Landau level and for the case where
we have three Landau levels occupied. In the lowest Landau level the spectrum is similar
to the one of the oblique lattice, while for the three Landau levels we see that the gaps
between the Landau levels are smaller.
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Figure 10.11: Energy bands as a function of the relative magnetic flux ®/®, for the
rectangular lattice.

Centered Rectangular Lattice Butterfly Spectra

We also compute the energy bands for the cosine rhombic (centered rectangular) potential
depicted in Fig. 10.9¢. In the lowest Landau level the energy bands look similar to the one
for the square lattice shown in Fig. 10.7 but with the butterfly pattern to be narrower than
the one in Fig. 10.7. We also consider the case of three Landau levels. The three Landau
levels here are very well separated, unlike the rectangular and the oblique lattices.
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Figure 10.12: Energy bands as a function of the relative magnetic flux ®/®, for the cosine

centered rectangular lattice.

Hexagonal Lattice Butterfly Spectra

Further, we compute the energy bands for the cosine hexagonal potential of Fig. 10.9d. In
the lowest Landau levels the energy spectrum exhibits a beautiful asymmetric self-similar
(fractal) pattern which is clearly distinct from the standard Hofstadter butterfly shown in
Fig. 10.7. Beyond the lowest Landau level we see in Fig. 10.13b that the second and the

2.0 25 3.0
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Ey leV]

20

Energy Spectrum Three Landau Levels

ey
&/ D

(b) Energy spectrum with
three Landau levels included.

third Landau level touch and influence each other.
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(a) Energy spectrum in
the lowest Landau level.

Figure 10.13: Energy bands as a function of the
hexagonal cosine lattice.

Square Lattice Butterfly Spectrum

Energy Spectrum Three Landau Levels
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(b) Energy specturm with
three Landau levels.

relative magnetic flux ®/®, for the

Finally, we compute the energy spectrum beyond the lowest Landau level for the cosine
square lattice potential depicted in Fig. 10.9e. Also for the square lattice the second and
the third Landau level influence each other. We would like to emphasize that beyond the
lowest Landau level there is no clear connection with respect to the tight-binding model

with the Peierls phase.
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Figure 10.14: Energy spectrum as a function of the relative magnetic flux for the square
cosine potential.

Concluding Remarks—Throughout this section we focused mainly in showing the but-
terfly spectra for Bravais lattices using the cosine function for the construction of the
potentials. However, we would like to emphasize that this does not mean that other type
of potentials, like Coulombic potentials, cannot be treated with the presented formalism.
Because the presented theory is constructed in real space every type of potential can be
treated without any problem by simply expanding the potential in a Fourier series. Fur-
thermore, non-Bravais lattice structures like the one of graphene can be treated easily
again by expanding the honeycomb potential of graphene in a Fourier series. Finally, we
note that Moire superlattices, on which current experimental tests of the Hofstadter spec-
trum are performed [67, 68, 73, 69], can also be treated consistently. These topics and
the modeling of these experiments are still under investigation and will be presented in a
forthcoming publication.

10.5 Fractal Polaritons: Polaritonic Hofstadter Butterfly

The aim of this last section is to further explore the framework of QED-Bloch theory,
by considering the effect of the quantized photon field on the fractal spectrum of the
Hofstadter butterfly. To do so, we will focus on a 2D periodic material confined inside a
cavity, placed perpendicular to a homogeneous magnetic field. In the case of a 2D material
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the QED-Bloch central equation (10.58) takes the form

h%(ky + G;g”m)2
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To obtain the above equation we eliminated the momentum in the z-direction k£, and the
index [ in the QED-Bloch ansatz (10.37) which is associated with the Fourier expansion
in the z direction. For simplicity we will consider a 2D square cosine potential as we did
also for the derivation of the Harper equation and we will consider the case where only the
lowest Landau polariton ¢g(v — A¥) is occupied.

In the case of the square cosine potential (see also Fig. 10.9¢) the angle between the
lattice vectors is # = 7/2, the two lattice constants are equal a; = a; = a and the non-
zero Fourier components of the potential are Vi, = Vo 11 = V. Further, we note that
for the square cosine potential holds Gy, = m,GY,/ V2Muw, and Gon =G/ V2w, see
for this Egs. (10.26) and (10.28). With these assumptions for the periodic potential, the
QED-Bloch central equation becomes
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Further, for = 7/2 and a; = as = a the a-matrix defined in Eq. (10.57) is
h w, —2m h W
— (— T2y = 20 j—<
Qpm = (—1) o) (Gn +i S Gm> o\ Zmo (n +i S m) : (10.90)

Using the above expression we find for the four components of the o matrix entering our
equation
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To obtain the above results we used the definition for p and € given in Egs. (10.18) and
(10.20). Moreover, we use the definitions for m,, M, Q, and A¥= given respectively in
Egs. (10.14), (10.18), (10.20) and (10.35) and we find for the quantity

my & 1 2Py [ ak,
———GYA = — 10.93
V2MQ T T 1+ w2/w? @\ 2 o (10.93)

Since everything is now expressed in terms of the dimensionless ratio w,/w. between the
two fundamental scales in the electron-photon system, we introduce the parameter g

“p

_ 10.94
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As we already saw in section 10.3.1, g defines the light-matter coupling between the Landau
levels and the cavity mode. After all these manipulations and having introduced the light-
matter coupling g we obtain
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where we defined the hopping-like functions
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which depend on the relative magnetic flux and the light-matter coupling. Finally, in
analogy to the scaling of the energies defined in Eq. (10.86) for the Harper equation, we
divide the previous equation by S(®, g)

S(®,9) =t(P,9) +t2(®, g) (10.97)
and we obtain
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Equation (10.98) is the polaritonic analogue of the Harper equation. In the limit of the
light-matter coupling to zero, g — 0, the polariton Harper equation (10.98) boils down
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to the Harper equation (10.87). This is true because the kinetic term depending on the
polaritonic momentum £k, goes to zero and the equation becomes completely independent
of k,, and as a consequence the Fourier index m can be dropped. This is a nice consistency
check of the polaritonic Harper equation.

However, there are several important differences to the standard Harper equation. First
of all, Eq. (10.98) does not describe Landau levels in a periodic potential but actually
Landau polaritons on a lattice. Further, with respect to the standard Harper equation
there is an additional degree of freedom k,, corresponding to the polaritonic Bloch wave
in the w direction. Most importantly, the energy spectrum of the polaritonic Harper-like
equation is not just a function of the relative magnetic flux ®/®q, but also a function of
the light-matter coupling constant g = w,/w..

This opens the possibility of not having a fractal/self-similar spectrum as a function
of the relative flux but also a fractal as a function of the light-matter coupling constant
g. To test the existence of this polaritonic fractal we plot the energy spectrum of our
system, coming from the polaritonic Harper equation (10.98), as function of the light-
matter coupling g for different values of the relative magnetic flux ®/®,.

First, we start with computing the spectrum for a small magnetic flux, ®/®; = 5x1073.
In figure 10.15 we clearly see on the left hand side of the figure a beautiful self-similar

Figure 10.15: Dimensionless scaled energy spectrum as a function of the light matter
coupling g = w,/w, for magnetic flux ratio ®/®y = 5x 1072 of a 2D square cosine potential
with lattice constant @ = 2A and potential strength V) = 3eV.
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butterfly pattern showing up as a function of the light-matter coupling g. The butterfly
pattern appears in the range of light-matter coupling 0 < g < 0.07. Then, the butterfly
desolves into discrete energy levels with internal oscillatory behavior. This is because the
light-matter interaction becomes strong and the cavity induced quantum fluctuations of
the electromagnetic field dominate and ruin the self-similar pattern.

We proceed by considering a much larger value for the magnetic flux, ®/®, = 0.1,
twenty times larger than the one considered previously, and we compute the respective
spectrum which is depicted in Fig. (10.16).

0.75 4

0.00 -

=0.25 -

E/S(®, g)
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—0.75 1

—1.00 4

0.0 0.1 0.2 0.3 0.4 .5 0.6
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Figure 10.16: Dimensionless energy spectrum as a function of the light-matter coupling
g = wp/w, with magnetic flux ®/®; = 0.1 for a 2D square cosine potential with lattice
constant a = 2A and potential strength Vy = 3eV.

As we see even for a twenty times larger magnetic flux the pattern remains exactly
the same with the one obtained in Fig (10.15) one, with the only change to be the range
within which the butterfly pattern shows up. In this case the self-similar pattern appears
in the range 0 < g < 0.35. This indicates some kind of approximate scaling symmetry in
the polariton Harper equation.

Lastly, we consider the case where the magnetic flux is equal to one flux quantum,
O/Py = 1.
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Figure 10.17: Dimensionless energy spectrum as a function of the light-matter coupling
g = wp/w, with magnetic flux ®/®, = 1, for a a 2D square cosine potential with lattice
constant @ = 2A and potential strength Vy = 3eV.

For such a magnetic flux we see that the fractal pattern appears for a very large range
of light-matter coupling. With respect to ¢ = 1 we see that left and right there is self-
similarity but clearly the pattern is different on the two sides of the plot.

From these computations of the energy spectrum for different magnetic fluxes and over
different regimes of light-matter interaction, we conclude that for 2D periodic materials
strongly coupled to the quantized cavity field and placed perpendicular to a uniform mag-
netic field there is not only a fractal spectrum emerging as a function of the magnetic
flux but there is also a novel self-similar spectrum showing up as a function of the light-
matter coupling g. This implies that fractal structures do not only appear due to the
magnetic field but also due to the quantized cavity field and the interaction of the Landau
polariton states with the periodic potential of the material. Thus, what we have presented
here introduces the novel concept of fractal polaritons [72]. To the best of our knowledge
such a phenomenon has not been reported before and we believe that it can be measured
by transport measurements on 2D Moiré materials under cavity confinement and in the
presence of a strong magnetic field. For the observation of the fractal polaritons Moiré ma-
terials are necessary in order to achieve a substantial fraction of the flux quantum [67, 68].
How exactly the polariton fractal can be observed for such systems will be the topic of an
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upcoming publication. Finally, we would like to comment that the polaritonic Hofstadter
butterfly it is not an exact fractal, but only an approximate one. This can be easily seen
from Figs. 10.15 and 10.16 where the self-similar pattern shows up only in the left hand
side of the figures, for small values of g. From a mathematical point of view this can be
understood from the fact that the QED-Bloch Hamiltonian is periodic under translations
in the full polaritonic configuration space. This is unlike the Harper equation which is
quasi-periodic. The quasi-periodicity of the Harper equation is related to the fact that the
Hofstadter butterfly is a Cantor set, and consequently a fractal, as it was proven by Avila
and Jitomirskaya [186].
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CHAPTER 11

Epilogue

We live on an island surrounded by a sea of ignorance. As our island of knowledge grows, so
does the shore of our ignorance.!

John A. Wheeler

11.1 Summary

Quantum electrodynamics and condensed matter physics have been long considered as dis-
tinct disciplines. However, this situation is rapidly changing with the progress in materials
science and the control of quantum matter with the use of electromagnetic fields. The
need of an extensive interchange between these two fields has become now crucial for the
explanation of recent experimental developments.

It is a great privilege to enter the field of cavity QED materials at the time where such
a tremendous progress is taking place and the need for the development of novel theoretical
approaches for the description of many-body condensed matter systems strongly coupled to
the photon field is more pressing than ever. Typically, it is in such times when paradigm
shifts occur and well established concepts and methods need to be re-invented and go
through a radical change [187].

In this thesis we tried, to the extent possible, to go into this direction and develop new
methods and construct new paradigmatic models for extended condensed matter systems
coupled to the photon field. The main principle that was explored and studied throughout

T would like to thank my friend Perseas Christodoulidis for bringing to my attention this quote by
John A. Wheeler.
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the thesis was translational invariance in the context of condensed matter systems strongly
coupled to the photon field. Translational invariance is one of the defining and most basic
properties of solid-state and condensed matter systems. Due to its fundamental nature
and importance it was necessary the fundamentals of QED to be understood and studied
thoroughly as well.

Fundamentals of Quantum FElectrodynamics—In the first part of the thesis and par-
ticularly in chapter 2 we showed how the Pauli-Fierz theory [57] can be obtained as the
non-relativistic limit of QED. Then, in chapter 3 we presented how the Pauli-Fierz the-
ory looks in the so called long-wavelength limit or dipole approximation, which is in most
cases employed in cavity QED. The main benefit of the dipole approximation is that the
photon field becomes spatially homogeneous. This simplifies the light-matter interaction
and preserves translational invariance in the electronic configuration space, which makes
it ideal for the description of solid-state systems coupled to the light field. In the dipole
approximation there is a unitarily equivalent form of the Pauli-Fierz Hamiltonian which
is known as the length gauge [48, 49, 188, 189, 113]. In the length gauge the light-matter
Hamiltonian takes a different form and a new interaction term arises known as the dipole
self-energy. The light-matter interaction and the dipole self-energy both break translational
invariance in the electronic configuration space. However, as translational invariance is a
physical property, it is preserved also in the length gauge, but now manifests itself in the
full electronic plus photonic (polaritonic) configuration space [48]. It is important to note
that translational invariance is not preserved if the dipole self-energy is omitted [48]. The
dipole self-energy in the recent years has been the source of an ongoing debate in the field
of cavity QED, as it has been claimed that this term can be safely neglected from the
length gauge Hamiltonian [44, 190, 92]. Despite these claims, the dipole self-energy as we
showed in chapter 3, is absolutely necessary for the stability of the Pauli-Fierz Hamiltonian
and without this term the Hamiltonian has no ground state as it was proven in [48]. In
addition, without the dipole self-energy, gauge invariance is broken, photonic observables
are not described correctly and the Maxwell’s equations in matter are not satisfied [48, 49].
For all these reasons the dipole self-energy cannot be discarded from the length gauge
Hamiltonian.

The Free Electron Gas in Cavity QFED.—In the second part of the thesis we focused
on the Sommerfeld model [62] of the free electron gas coupled to the quantized photon
field originating from a cavity. The Sommerfeld model is paradigmatic for condensed
matter physics and has been used for the development of several many-body theories
and models, like the jellium model [63, 110], the local density approximation in density
functional theory [191] and Landau’s Fermi liquid theory [124]. In chapter 4 we gave a
brief overview of the free electron gas and some of its basic properties, and in chapter 5
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we revisited the Sommerfeld model in cavity QED and we provided the exact analytic
solution of this many-electron system for a finite amount of modes (see also appendix B)
in the long-wavelength limit [58]. The main ingredient to accomplish this analytic solution
was the use of translational invariance and the fact that momentum is a good conserved
quantum number. Then, performing a Bogolyubov transformation and a coherent shift on
the photonic operators the exact solution was achieved. To the best of our knowledge, this
is the first exact analytic solution of such an extended macroscopic system and we hope
that it will serve as a new paradigm for the emerging field of condensed matter QED, and
for the exploration of collective and superradiant phenomena beyond the Dicke model [103].
Moreover, in chapter 5 we showed that the combined electron-photon ground state in the
thermodynamic limit is a Fermi liquid dressed with virtual photons [58]. Further, we
investigated the stability of this system and proved that without the diamagnetic A? term
the system becomes unstable because the light-matter coupling has no upper bound.

To make a connection to experimentally accessible properties of the free electron gas in
the cavity, in chapter 6 we performed linear response for the coupled electron-photon system
and we showed that the cavity field modifies the conductive properties of the electron gas
by introducing new resonances and suppressing the DC conductivity and the Drude peak
of the electron gas [58]. Finally, to go beyond the finite-mode approximation for the photon
field, in chapter 7 we constructed an effective field theory in the continuum. In this effective
field theory we found that the electron gets a many-body mass renormalization. Further,
we computed the zero-point energy in this effective field theory and we showed that it leads
to a macroscopic repulsive Casimir force due to the strong light-matter interaction. Also,
in this effective field theory due to the continuum of modes dissipation can be treated from
first principles without the need of an artificial broadening parameter [58].

Quantum Hall Systems in Cavity QFED.—In the third part of the thesis we focused
on another fundamental phenomenon of condensed matter physics, in which translational
symmetry is explicitly broken due to an external magnetic field, namely the quantum Hall
effect [70]. In chapter 8 we reviewed how the quantization of the Hall conductance can be
described in terms of non-interacting electrons in fully occupied Landau levels, as it was
done originally by Laughlin [126]. Then, in chapter 9 we gave a rigorous proof of Bloch’s
theorem for periodic materials [63] and a thorough presentation of the fundamental prob-
lems that arise for periodic materials in a homogeneous magnetic field due to the breaking
of translational symmetry. Although, Bloch’s theorem cannot be applied in this setting a
new symmetry group arises, the magnetic translation group [166, 167, 168]. Unfortunately,
the magnetic translation group does not provide a complete solution for the description of
periodic materials in homogeneous magnetic fields. Because it puts strict conditions on the
strength of the magnetic field but most importantly because no ansatz, analogous to the
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Bloch ansatz, has been constructed so far from eigenfunctions of the magnetic translation
operators.

In chapter 10, motivated by the observation that from a physical point of view, a
homogeneous magnetic field should not break translational symmetry, because the field
is the same from one point of space to another, we decided to revisit this problem in
the framework of non-relativistic QED. We showed that translational symmetry can be
restored in the enlarged electronic plus photonic configuration space, by including the
quantized photon field [11]. In this framework we can make use of Bloch’s theorem in
the enlarged space of electrons and photons, and this framework was named quantum
electrodynamical Bloch (QED-Bloch) theory. We further constructed a polaritonic Bloch
ansatz that allows for the description of periodic materials in homogeneous magnetic fields
but also in the presence of their quantum fluctuations. As a first application of QED-
Bloch theory we considered Landau levels coupled to the cavity field. This system we
solved analytically and we demonstrated that it describes hybrid quasi-particle excitations
between the Landau levels and the photon field, known as Landau polaritons [11], which
have also been observed experimentally [13, 12]. As a further application of QED-Bloch
theory we considered the case where we have a 2D periodic material confined in a cavity
and perpendicular to a homogeneous magnetic field. In this case we showed that fractal
polaritonic spectra emerge, as a function of the light-matter coupling [72]. This is a truely
novel phenomenon that, to the best of our knowledge, has not been reported before and we
believe can be measured by coupling such 2D systems in cavities. Finally, we showed that
in the limit of no quantized field, QED-Bloch theory recovers the Harper’s equation [184]
and the fractal spectrum of the Hofstadter butterfly and thus can be applied also to the
purely electronic problem, of periodic materials in strong magnetic fields.

11.2 Future Directions

With every piece of research performed a set of questions is settled to some degree of
satisfaction and certainty, but always an equal (if not larger) amount of questions arise
and new lines of research come within reach. Thus, we would like to conclude with some
open questions and potential next steps to be followed as a natural extension of this thesis.

Fermi Liquid Theory in QED

Landau’s Fermi liquid theory [71] is paradigmatic for many-body and condensed matter
physics and has been applied for the description of metals and liquid 3H,.. Its further
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extensions have enabled the understanding of superfluid *H, and superconductivity [125].
In Fermi liquid theory the Coulomb interaction and electron correlations are treated with
the use of field theoretic Green’s function methods. These methods are powerful and allow
for the description of correlated systems.

In the second part of the thesis, we showed that the electron-photon ground state of
the free electron gas in the cavity, is a Fermi liquid dressed with photons [58]. Further,
it was demonstrated that the cavity modifies the effective mass and the excitations of
the fermionic quasi-particles of the Fermi liquid [58]. These results pave the way for
the generalization of Fermi liquid theory in the framework of QED. This development
would be an important leap towards formulating a first-principles theory for correlated
electron systems strongly coupled to the quantized electromagnetic field. This would allow
to describe real materials in cavity QED, like metals, superconductors and Bose-Einstein
condensates. Lastly, we believe that such a theory will set a new paradigm for experimental
efforts towards unraveling novel correlated phases between quantum matter and light.

Superradiant Phases

In 1973 Hepp and Lieb [50] demonstrated that when a system of many two-level atoms
couples to the electromagnetic field it undergoes a so-called superradiant phase transition.
Since then there exists an ongoing debate and several no-go theorems have questioned the
existence of this phase transition [54]. More recently also other kind of superradiant phases
have been suggested like ferroelectric [40] or magnonic [192]. For the free electron gas in
cavity QED [58] we showed that for non-interacting electrons and dipolar electromagnetic
fields such a phase does not exist. However, the superradiant phase cannot be excluded for
interacting electrons or for non-dipolar fields. Thus, as a continuation of the work on the
free electron gas coupled to the cavity, it becomes highly interesting to investigate the role
of electron correlations and of electromagnetic fields beyond the dipole approximation for
the existence of the superradiant phase transition. Further, in the case that such a phase
cannot be reached in equilibrium, it is worthwhile to explore whether this phase transition
can be achieved by driving the system out of equilibrium with the use of external fields,
currents, or lasers.

Quantum Hall Effects Inside a Cavity

Two-dimensional electron systems at low temperatures when placed in a perpendicular
homogeneous magnetic field exhibit quantization of the Hall conductance. The Hall con-
ductance has been found to be either an integer or a fractional multiple of €?/h. These
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effects are known as the integer [70] and the fractional [74] quantum Hall effect respec-
tively, and in most cases are described with help of the Landau-level-picture. In the
third part of this thesis we studied two-dimensional Landau level systems under cavity-
confinement and we were able to show analytically that the coupling to the quantized
cavity field modifies the well-known Landau levels. In addition, we demonstrated that the
strong light-matter coupling leads to the formation of hybrid quasiparticle states called
Landau polaritons [11]. Recently, the study of integer and fractional quantum Hall sys-
tems in cavity QED has attracted experimental interest and the Landau polaritons have
been observed [193, 13, 14, 17, 16].

Our work on the Landau polaritons opens the possibility to study integer and fractional
quantum Hall systems strongly coupled to the quantized cavity field. Since the quantum
Hall effects in most cases are described with the use of the Landau-level-picture, we are
confident that our work can be used as the fundamental building block for the description
of quantum Hall systems inside a cavity. The main phenomena to be investigated in the
future, which are of current experimental interest [17, 16], are: (i) What is the effect of the
cavity confinement on the Hall conductance? Does it remain still quantized or the electron-
photon correlations modify this fundamental behavior? (ii) In the fractional regime, how
does the Laughlin wavefunction [75] and the incompressible properties of this quantum
fluid change due to the photon field? (iii) Does the photon field induce novel correlations
and many-body states?

Exploring these directions will advance and forward the field of cavity QED materials
both theoretically and experimentally. We hope and believe that following the above
research objectives will provide new insights on how to induce novel correlated states
between matter and photons. Finally, by exploiting these hybrid states, the modification
of material properties, like conduction or energy transfer, becomes possible and could
potentially lead to technological applications.
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APPENDIX A

Many-Body Hamiltonian without Dipole Self-Energy

In section 3.4 we proved for the simple case of one electron in a binding, Coulombic-type of
potential, coupled to a single mode of the photon field that the electron-photon system has
no ground-state if the dipole self-energy given by Eq. (3.16) is neglected from the length-
gauge Hamiltonian in Eq (3.14). The aim of this appendix is to generalize the latter proof
to the generic case where we have N electrons interacting via Coulomb forces, coupled to
M modes of the electromagnetic field in the length gauge, described by the Hamiltonian
H; given by Eq. (3.14).

To investigate the importance of the dipole self-energy we will follow the strategy of
section 3.4, namely we will drop the dipole self-energy, which subsequently leads to the
Hamiltonian

A . 12 N
H, = Hp — Ai - ext\Lls
L™ Edip 2m 47r602\r,—rj|+zv 1(xi)

=1
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where the bilinear interaction term between the photons and the charged particles is
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Then, we will compute the energy of a test wavefunction with respect to H’ and show that
the energy can be lowered indefinitely. For the electronic part of the trial wavefunction we
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will consider a Slater determinant, and for simplicity we will assume a fully spin-polarized
wavefunction such that we can separate the spin component of the wavefunction. Under
these choices we have

Fi(ry)  Fy(ry) -+ Fn(ri)
1| Bilre) F(rg) oo Fiv(ro)
U, (ry,..,ry) = — . : : A3
G T S —
Fi(ry) Fy(ry) -+ Fy(rw)
For every component of the Slater determinant a normalized mollifier is used
Nexp[—m] if |I‘j — ai\ <1
where  a;=[a+3(i—1)|w

where N is the normalization constant. The mollifiers are placed on a grid along an
arbitrary direction w as depicted in Fig. A.1. The mollifiers F;(r;) are non-zero within the
unit ball |r; —a;| < 1, and zero outside it. Their supports are disjoint, such that they have
no overlaps, and the vector a; is the center of each of these unit balls. It is important to
note that the position of mollifiers depends on an arbitrary parameter a. For the photonic
part we use

®7 ¢1(Per) + @2(Pr.)) (A.5)

where ¢, (pw.») are the normalized eigenfunctions of the corresponding harmonic oscillator
with respect to the coordinate p, . Thus, the full wavefunction is

\I/:\I/e(rl,...,rN)@)CI)p. (AG)
Due to the fact that (e Py, P v Pp) = 204, 0xn We have

M N
Vit U Vi ®) = > > (prea®@plper v ®p) (G - 1ol Gy -1 0e) (A7)

K,k AN 1,5=1

M N
= 2) ) (Ce1iTe|C - ryTe) < 00

KA 1,0=1
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Figure A.1: Schematic depiction of the localization of the electronic wavefunction W.. The
mollifiers are put on an equally spaced grid along the vector w such that there is no overlap
between them.

This means that the wavefunction ¥ is part of the domain of H; as well as H'. The
expression of the energy is

(U H|0) = (Wl T W) + (W Wel W) + (Wl Vie| W) + (@ Hp | @) + (U [Vine| V). (A8)

The kinetic energy of the electrons,

X n N )
<\Ije|Te|qje> = _% <\Ije|vz‘|\lle>
=1
R NN

— __ZH / PrpUo(ry, .., tn) V2, (ry, ..., ry),  (A.9)

i=1n=1 \rn—ai|<1

is translationally invariant and thus we can perform the translation r, — r, + aw. The
integration volume after this transformation becomes

r,—a)]| <1l—|r,—3(0—1w| < 1. (A.10)

As a consequence the result of the integral is a finite constant independent of the parameter
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(T T W) = —— ) H / Br,Uo(ry, ..., rn) V0 (ry, ... ry) = A (A11)

|rn—3(i—1)k|<1

After performing the same translation, the contribution of the Coulomb interaction be-
comes also independent of the parameter a

N N

(T W) => ] / ProWeo(r; — )|V (ry, ... ry)P =D < 00, (A.12)
<in=lL 3wl

Without loss of generality we choose the external potential to be negative such that

N
(T Verr| W) =Y (Telvew(r:)[Ue) = =V, where V> 0. (A.13)

i=1

The energy of the photons is

<¢p|HP|¢p>

l\')l»—t

M
® (1(Prn) + G2 (P ) [ Hp [0 (Prr ) + V2D )
TAN

M

= Y (Ei(k) + Ex(k)), (A.14)

K

where E, (k) = hw(k)(n + 1/2) are the eigenenergies of the harmonic oscillator. We note
that to obtain the result above we also summed over the two polarizations of each mode,
which are degenerate energetically. The contribution of the bilinear interaction between
the electrons and the photon modes is

M
<‘IJ|V;nt|\IJ> = - Z@plpn,ﬂ%ﬂ%mn,A : R|\I16>
K,

N M N
= =) ) el ®ylpenl®y) H / &r, 1| Ue(ry, .y Ty))?

i=1 KA n=1 en—a;|<1

N M N
- _ZZCM' H / dry, 1| Ue(ry, o) [P (A.15)

= =1
i=1 K,\ n Ien—a3<1
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M M
In equation (A.15) we used that ) (. (P ») = > Crx. We perform once more the

K, K,
translation r,, — r,, + aw and we have

R N M N
WVl ) = =SS Ger 1 / 1o (2 4+ aw)| U, (11, )

=1 rA =1 e o3 Dwi<1

_ —ZZCM H / Bry v Uo(rr, 1) (A.16)
=1 wA L —36—1wl<1
+ aw / Prp|We(ry, ..., ) 7. (A.17)
[rn—33G—1)w|<1
The two integrals above do not depend in the parameter a. The result of the first integral

is some finite constant and the result of the second integral is 1 because it is simply the
norm of the electronic wavefunction. As a consequence we obtain

(U|Vi| W) = —B — Zcm Zaw——B—aNZCM w. (A.18)

Then, by choosing w to be parallel to at least one of the coupling-strength polarization
vectors (. the contribution of the bilinear interaction will be proportional to —a. Finally,
by summing up all five contributions entering the Hamiltonian H’, we obtain the following
inequality for the energy of the system

M M
(U|H'|¥) = A+D- f/ﬁ%Z(El(n) + Ey(K)) = B=aN ) (er W<

K

M
< A+D+Z (Ei(K) + Ex(k)) = B—=aN Y Cun-wr~ —a.  (A.19)

Since the parameter a is arbitrary we can lower the energy indefinitely. This implies
that the Hamiltonian H  is unbounded from below and has no ground-state due to the
elimination of the dipole self-energy [48].
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APPENDIX B

Free Electron Gas Coupled to Many-Modes

In this appendix we are interested in the case of the free electron gas coupled to an arbitrary
finite amount of modes of the photon field. In chapter 5 we provided the analytic solution
for this system in the single-mode case. Here, we aim to generalize our solution to the many-
mode case and demonstrate that the mode-mode interactions to do not fundamentally
change the structure of the energy spectrum with respect to the single-mode case, and the
spectrum of the effective field theory that we constructed in chapter 7.

The Pauli-Fierz Hamiltonian for N non-interacting electrons coupled to the quantized
photon field is

N
B 1 _ ~\2 o 1
H = e jE:l <1th + eA) + ,{EA hw(k) {GL,AQN)\ + 5}

(B.1)

where the quantized A-field is considered in the long-wavelength limit or dipole approx-
imation. For the treatment of the many-mode case it is convenient to introduce for the
description of the annihilation and creation operators the displacement coordinates g x
and their conjugate momenta 0/0q,, » [48]

= ( +al ) & 2 ! ( !l )
% = — a/lﬁ‘, a = —1a —a .
q A \/§ A F.',,)\ 86‘[,@’)\ \/§ kA K;,A

(B.2)

Then, the quantized vector potential in terms of the displacement coordinates is [48]

A h 8)\(14',)
A=,/ < 2; N (B.3)
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Furthermore, the Hamiltonian after expanding the covariant kinetic energy and writing
the diamagnetic A? explicitly reads as

N

- h ieh hw(k) 0

i = L v Ly N v 2
> [ ma v 2 ()
hﬂ)Q 8)\<K,) cEN K/)

+ —r —————— Qe X - (B.4)
2 n,/;)\,)\’ UJ(I‘-‘;)W K’I)
y2as

The part depending purely on the photonic degrees of freedom can be separated into a part
being quadratic in the displacement coordinates qi, , and a part being bilinear g, g, and
we have

N .
- n* _, ieh . hw? ex(k) - ex(K)
H = E - Vi + EA . VJ:| + T E K’) dr 2k’ N

RER' ANV W(I{)W(

hw (k) 0” 2 %22
+ - + 1+ B.
2 ( g2 | e w(K) (B5)
K, )

In addition, we introduce a new set of scaled photonic coordinates u, ) = ury/A/w(K)
and the dressed frequencies &°(k) = w?(k) 4+ w?. Then, the Hamiltonian takes the form

N : -
N h? ieh , n* o2 (k)
i = G IRy W v " 2
]Z:: { QmeV] i Me V]] ! Z ( 2 Ouy, Ty e

K,

2
w
+ 710 Z €)\<I‘4‘,)-€)\/(I€/)u&)\un/7x. (B6)

In terms of the new set of coordinates the quantized field is

A 1
A= 1/60—‘/;@(5)%@7,\. (B.7)

For simplicity we introduce the enlarged “4-tuple” variable o = (k, \) = (K, Ky, K2, A) and
everything takes a much more compact form

N . M M
. h? ieh - h? 0? 1
H = ——V2 _A . V - ur ~ Wa «

]Z:; { 2me " Me j] 2 a=1 oug, i 2 a%:I Pt

where Wog = 03005 + wilas. (B.8)

194



The matrix &,4 is zero for a = B, £, = 0, while for a # § this matrix is defined as the
inner product of the polarization vectors £,53 = €, - €3.

0 for a=p
Eop = (B.9)
€qn-€p for a#p

For the matrix W it holds that it is real and symmetric and consequently can be brought
into a diagonal form with the use of an orthogonal matrix U

ZU W.sUsg = Q2005 (B.10)

where Q2 are the eigenvalues of the matrix W,. Further, as the matrix U is orthogonal,
it means that is is also invertible, with its inverse U~! being equal to its transpose UT.
With the use of the matrix U we can define the normal coordinates z, and the canonical
momenta 0/0z, [92]

0 0
By = E Ua,‘/ua & % = E Uav%. (Bll)
o v @ @

It is important to mention that the above coordinates and momenta are independent
because they satisfy canonical commutation relations [92].

0o 0 0
[ZQ,Z,Y] = [8—%,8—%1 =0 and |ia—za,2»y‘| = (sa'y- <B12)

The Hamiltonian in terms of the new coordinates and momenta is [92]

N M
- B2 _,  ieh . ot @,
=2 o VA 2 <_7a_z3 +52) win A= Z%

(B.13)
The new polarization vectors €, are defined as €, = > _,€,Uqy. As it was explained
also in section 5.1 the free electron gas coupled to the quantized modes in the dipole
approximation, is translationally invariant. As a consequence the wavefunctions of the
electronic part are given by a Slater determinant ®x constructed out of plane waves, as
defined in Eq. (5.13). Applying H on &k we obtain

. N R N N - ch
Hx = [%Zkﬁz (-Fom+ 54708 K)
ej_ ¥

Me Eov

(B.14)

dk, where g =
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By performing a square completion, the part of the Hamiltonian depending on z, can be
written as the sum of a set of displaced harmonic oscillators with frequencies (2,

. 2oL, L e @ g&, - K\* (3, - K)?
H‘DK:[zm Sy (Gt (2Tt ) - )|
¢ j=1 y=1 i i !
(B.15)

The eigenfunctions of the part of the Hamiltonian depending on the coordizates z, are
Hermite functions [84] with argument z, — ge, - K/Q2

ge, - K
H,, (z,y — 62 ) (B.16)
v
and eigenergies
1 .
E,, =, | ny + 5 with n, €N V. (B.17)

Then, the complete set of eigenfunctions of the electron-photon system is

A 7, K
ok [ [ Ho, (2 — o) (B.18)
y=1

~

and we find that the energy spectrum of the free electron gas coupled to an arbitrary
amount of photon modes with the mode-mode interactions included is

Z gs;m - Z R ( > (B.19)

From the above result we conclude that the structure of the energy spectrum of the free
electron gas in the many-mode case, and with the mode-mode interactions included, is
the same with the one in the effective quantum field theory in Eq. (7.1) and that the
mode-mode interactions do not modify fundamentally the energy spectrum.
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