
Search for diboson resonances in
the all jets final state with CMS at
√

s = 13 TeV and pixel sensors
development for HL-LHC

Dissertation zur Erlangung des Doktorgrades an der Fakultät für Mathematik,
Informatik und Naturwissenschaften Fachbereich Physik der Universität Hamburg

vorgelegt von
Irene ZOI

Hamburg 2021



Gutachter/innen der Dissertation: Dr. Andreas Hinzmann
Prof. Dr. Erika Garutti

Zusammensetzung der Prüfungskommission: Prof. Dr. Elisabetta Gallo
Prof. Dr. Erika Garutti

Dr. Andreas Hinzmann
Prof. Dr. Dieter Horns

Dr. Kai Schmidt-Hoberg

Vorsitzende/r der Prüfungskommission: Prof. Dr. Dieter Horns

Datum der Disputation: 21.10.2021

Vorsitzender Fach-Promotionsausschusses PHYSIK: Prof. Dr. Wolfgang Hansen

Leiter des Fachbereichs PHYSIK: Prof. Dr. Günter H. W. Sigl

Dekan der Fakultät MIN: Prof. Dr. Heinrich Graener



Eidesstattliche Versicherung / Declaration on oath

Hiermit versichere ich an Eides statt, die vorliegende Dissertationsschrift selbst
verfasst und keine anderen als die angegebenen Hilfsmittel und Quellen benutzt zu
haben. Die eingereichte schriftliche Fassung entspricht der auf dem elektronischen
Speichermedium. Die Dissertation wurde in der vorgelegten oder einer ähnlichen
Form nicht schon einmal in einem früheren Promotionsverfahren angenommen oder
als ungenügend beurteilt.

Hamburg, den 15.08.2021

Unterschrift der Doktorandin





“Due bene, tre meglio, quattro male, e cinque peggio.”

Proverbio Toscano



Abstract

This thesis presents the first combined search for new massive resonances decaying
to either to two vector bosons or to one Higgs and one vector boson, in the all jets
final state. Additionally, it provides a characterization of the spatial resolution before
and after irradiation of prototype small pitch sensors for the upgrade of the CMS
pixel detector at the high-luminosity LHC.

Many theoretical models addressing the shortcomings of the standard model
(SM), the best and yet incomplete description of elementary particles and their in-
teractions, predict the existence of new particles with masses at the TeV scale. This
thesis presents a search for such particles, which could be produced at the LHC. The
adopted approach allows probing a range of such hypotentical SM extensions, in
a single search and with excellent sensitivity. The analysis targets resonances with
masses between 1.3 and 6 TeV decaying to pairs of bosons (WW, WZ, ZZ, WH and
ZH), where the vector bosons decay hadronically and the Higgs boson decays into
a pair of bottom quarks. Multiple signal production modes are investigated and,
in the WH and ZH all-jets channels, vector-boson fusion (VBF) is considered for
the first time. The analysis is performed on proton-proton (pp) collision data corre-
sponding to an integrated luminosity of 138 fb−1 recorded with the CMS experiment
at the LHC at a centre-of-mass energy of 13 TeV. Because the considered resonances
have large mass, the decay products of each boson are expected to be collimated
into one single large radius jet. The signal extraction and data-driven background
estimation methods are based on a three-dimensional maximum likelihood fit to the
distributions of the reconstructed invariant mass of the two final state jets as well
as the mass of the two jets, taking advantage of the signal’s resonant behaviour in
these three observables. This approach was developed originally in searches for res-
onances decaying to two vector bosons, and has been extended for the first time in
this work to WH and ZH decay modes. The analysis makes use of novel machine-
learning-based algorithms to distinguish jets initiated by W/Z bosons or containing
b-quark pairs from jets produced in SM background processes. The analysis ap-
proach is flexible and sensitivity is demonstrated to 16 signal hypotheses taking into
account the various production and decay modes. Moreover, since the resonances
can decay into multiple combinations of boson pairs, 10 such combinations are as
well considered to achieve the best sensitivity. The analysis establishes a up to an
order of magnitude improvement on limits on signal production cross section with
respect to previous searches. In a bulk graviton model, spin-0 radions produced
through gluon-gluon fusion are excluded with masses of up to 2.7 TeV, while spin-
2 gravitons are excluded for masses below 1.4 TeV. When considering production
exclusively through VBF, upper limits on the production cross section are set from
3 fb for a resonance mass of 1.3 TeV to 0.1 fb at 6 TeV for the Radion→ VV. Fur-
thermore, limits on the production cross section of VBF produced Gκ̃=0.5

bulk combining
all hadronic WW and ZZ final states are set for the first time, from 4 fb for a reso-
nance mass of 1.3 TeV to 0.2 fb at 6 TeV. In the context of the heavy vector triplet
model, spin-1 W′ and Z′ bosons produced through quark-antiquark annihilation are
excluded up to 4.8 TeV, the highest mass exclusion limit to date. In addition, for res-
onances produced through VBF, limits on the production cross section are set from
7–10 fb at 1.3 TeV to 0.3–0.4 fb at 6 TeV, for the first time in the WH channel, for the
first time in the all-jets final states and for the first time combining VV and VH decay
modes.

This thesis also shows, through simulation studies, how searches for such parti-
cles will greatly benefit from the high-luminosity LHC (HL-LHC) era. A factor of 2



improvement in signal efficiency and cross section limits are expected thanks to the
increased granularity of the upgraded tracker that will be used for operation at the
HL-LHC. Moreover, the HL-LHC will deliver up to 4000 fb−1 of data, enabling a test
of the existence of massive resonances with cross sections ≈20 times smaller than
the ones probed in this thesis.

A finer segmentation of the detectors improves the spatial resolution, the pre-
cision of the measurement of a particle position. However, during operation at
the HL-LHC, the number of pp interactions in the same bunch crossing will be
five times higher than in the last LHC data taking period. The detectors will re-
ceive a high radiation dose, which causes a degradation of their performance. The
pixel detector, the system closest to the interaction point, will face the most chal-
lenging conditions. This thesis presents a detailed study of the spatial resolution
of prototype planar silicon pixel sensors for operation at the HL-LHC, comparing
the performance before and after irradiation. The prototypes are characterized by
a 100×25 µm2 pitch, six times smaller than the one currently in use in the CMS ex-
periment. A dedicated setup composed of three parallel planes of sensors is used
to perform precise measurements in the shorter pitch direction. The measurements
were performed in the DESY II test beam facility with a 5 GeV electron beam. A
sensor irradiated with neutrons to φeq = 3.6 × 1015 cm−2, more than 70% of the full
lifetime fluence of the second barrel layer, two sensors irradiated with protons to
φeq = 2.1 × 1015 cm−2, corresponding to the full lifetime fluence of the third layer,
and several non-irradiated sensors were tested in this study. The thesis presents a
review of the different quantities adopted in literature to define the spatial resolu-
tion and introduces a new variable. The measurements were repeated for different
beam incidence angles to determine the angle providing the best resolution. A spa-
tial resolution of 2.4 ± 0.1 µm (4.1 ± 0.1 µm) was found at the optimal angle for a
non-irradiated (proton-irradiated) sensor when correcting for multiple scattering.
The results show that the tested sensors are suitable candidates for high precision
measurements at the HL-LHC.



Zusammenfassung

Diese Arbeit stellt die erste kombinierte Suche nach neuen schweren Resonanzen,
die in zwei Vektorbosonen oder ein Higgs- und ein Vektorboson zerfallen und einen
Endzustand mit zwei Jets bilden, vor. Ausserdem wird die Charakterisierung der
Ortsauflösung von hochauflösenden Sensoren vor und nach der Bestrahlung präsen-
stiert. Diese Sensoren sind Prototypen für den neuen CMS Pixeldetektors für den
HL-LHC. Der HL-LHC ist das Upgrade des LHC mit dem höhere Luminositäten
erreicht werden sollen.

Das Standardmodell (SM) ist die beste und dennoch unvollständige Beschrei-
bung der Elementarteilchen und ihrer Wechselwirkungen. Viele theoretische Mod-
elle, die sich mit den ungeklärten Fragen des Standardmodells befassen, sagen die
Existenz neuer Teilchen im TeV-Bereich voraus. Die in dieser Arbeit vorgestellte
Analyse ist eine Suche nach solchen Teilchen, die am LHC erzeugt werden kön-
nten. Die gewählte Methode erlaubt es, mehrere SM-Erweiterungen in einer einzi-
gen Suche und mit ausgezeichneter Sensitivität zu testen. Es werden Resonanzen
mit Massen zwischen 1.3 und 6 TeV untersucht, die in Bosonenpaare (WW, WZ,
ZZ, WH und ZH) zerfallen, wobei die Vektorbosonen hadronisch zerfallen und das
Higgsboson in ein Bottom-Quark-Paar zerfällt. Es werden mehrere Produktion-
sprozesse für Resonanzen untersucht und in den hadronischen WH- und ZH-Zerfalls-
kanälen zum ersten Mal die Vektor-Bosonen-Fusion (VBF) betrachtet. Die Analyse
wird basiert auf Proton-Proton (pp)-Kollisionsdaten, die einer integrierten Lumi-
nosität von 138 fb−1 entsprechen und mit dem CMS Experiment am LHC bei einer
Schwerpunktsenergie von 13 TeV aufgezeichnet wurden. Da sich die Suche auf
schwere Resonanzen konzentriert, wird erwartet, dass die Zerfallsprodukte jedes
Bosons in einem einzigen Jet, mit großem Radius, kollimiert sind. Die Methode zur
Signalextraktion und datengetriebenen Untergrundabschätzung basiert auf einem
drei-dimensionalen Maximum-Likelihood-Fit der Massen der beiden Jets im Endzu-
stand und der invarianten Masse der beiden Jets, wobei das resonante Verhalten
des Signals in allen drei Observablen genutzt wird. Diese Methode wurde noch
nie auf WH- und ZH-Zerfallskanäle angewendet. Die Analyse nutzt neuartige, auf
maschinellem Lernen basierende Algorithmen, um Jets, die durch die Hadronisierung
verschiedene Bosonen enstehen, vom SM-Untergrund zu unterscheiden. Dank der
flexiblen Methode werden Ausschlussgrenzen für 16 Signalhypothesen ermittelt,
wobei die verschiedenen Produktions- und Zerfallskanäle der Resonanzen berück-
sichtigt werden. Da die Resonanzen unterschiedliche Zerfallskanäle, d.h. unter-
schiedliche Kombinationen aus Bosonenpaaren, haben, werden ausserdem Auss-
chlussgrenzen auf die Kombination unterschiedlicher Zerfallskanäle gesetzt und die
bestmögliche Sensitivität bei der Suche nach einer bestimmt Resonanz zu erreichen.
Die Ausschlussgrenzen auf den Produktionswirkungsquerschnitt werden um bis zu
einer Größenordnung im Vergleich zu bestehenden Suchen verbessert. In einem
Bulk-Graviton-Modell werden Radionen mit Spin-0, die durch Gluon-Gluon-Fusion
erzeugt werden, bis zu einer Masse von 2.7 TeV ausgeschlossen, während Gravito-
nen mit Spin-2 mit Massen unter 1.4 TeV ausgeschlossen werden. Für den VBF-
Produktionskanal werden Obergrenzen für den Produktionswirkungsquerschnitt
von 3 fb für eine Resonanzmasse von 1.3 TeV bis 0.1 fb bei 6 TeV für das Radion→
VV gesetzt. Darüber hinaus werden erstmals Grenzwerte für den Produktions-
wirkungsquerschnitt auf Gκ̃=0.5

bulk , welches im VBF Kanal erzeugt wird, gesetzt, in
dem alle hadronischen WW- und ZZ-Zerfallskanäle berücksichtigt werden. Die
Grenzwerte reichen von 4 fb für eine Resonanzmasse von 1.3 TeV bis 0.2 fb bei



6 TeV. Im Rahmen eines schweren Vektortriplettmodells werden Spin-1 W′- und Z′-
Bosonen, die durch Quark-Antiquark-Annihilation erzeugt werden, bis zu 4.8 TeV
ausgeschlossen, die bisher beste Massenausschlussgrenze. Darüber hinaus werden
für Resonanzen, die durch VBF erzeugt werden, Grenzen für den Produktionsquer-
schnitt zwischen 7–10 fb bei 1.3 TeV und 0.3–0.4 fb bei 6 TeV gesetzt, zum ersten Mal
im WH-Kanal, zum ersten Mal bei All-Jet-Endzuständen und zum ersten Mal bei
der Kombination von VV- und VH-Zerfallskanälen.

In dieser Arbeit wird auch anhand von Simulationsstudien gezeigt, wie die Suche
nach solchen Teilchen von der Ära des LHC mit hoher Luminosität (HL-LHC) stark
profitieren wird. Es wird erwartet, dass die Signaleffizienz und die Grenzwerte für
den Produktioinswirkungsquerschnitt dank der feineren Segmentierung des ver-
besserten Trackers, der für den Betrieb des HL-LHC verwendet wird, doppelt so
hoch sein werden. Darüber hinaus wird der HL-LHC bis zu 4000 fb−1 an Daten
liefern, die es ermöglichen, die Existenz massiver Resonanzen mit Wirkungsquer-
schnitten zu testen, die ≈20 mal kleiner sind als die in dieser Arbeit untersuchten.

Eine feinere Segmentierung der Detektoren verbessert die Ortsauflösung, d. h.
die Genauigkeit der Messung einer Teilchenposition. Während des Betriebs am HL-
LHC wird jedoch die Anzahl der pp-Interaktionen während einer Strahlkreuzung
fünfmal höher sein als in der letzten LHC-Datenerfassungsperiode, und die De-
tektoren werden einer hoher Strahlungsdosis ausgesetzt sein, was zu einer Beein-
trächtigung ihrer Leistungsfähigkeit führt. Der Pixeldetektor, das den Interaktio-
nen am nächsten liegende System, wird den schwierigsten Bedingungen ausgesetzt
sein. In dieser Arbeit wird die Ortsauflösung von Prototypen planarer Silizium-
Pixelsensoren für den Betrieb am HL-LHC detailliert untersucht und die Leistung
vor und nach der Bestrahlung verglichen. Die Prototypen zeichnen sich durch eine
Pixelgröße von 100×25 µm2 aus, die sechsmal kleiner ist als die, die derzeit im
CMS Experiment verwendet wird. Es wird ein Aufbau aus drei parallelen Ebe-
nen mit Sensoren benutzt um präzise Messungen in die Richtung des kleineren
Pixeldurchmessers durchzuführen. Die Messungen wurden in der DESY II Test-
strahlanlage mit einem 5 GeV Elektronenstrahl durchgeführt. Bei den getesteten
bestrahlten Sensoren handelt es sich um einen Sensor, der mit Neutronen bis zu φeq

= 3.6 × 1015 cm−2 bestrahlt wurde, und um zwei Sensoren, die mit Protonen bis zu
φeq = 2.1 × 1015 cm−2 bestrahlt wurden, was mehr als 70% der Bestrahlung während
der erwarteten Lebensdauer in der zweiten Barrelschicht bzw. dem vollen Lebens-
dauerfluenz der dritten Schicht entspricht. Die Arbeit gibt einen Überblick über die
verschiedenen in der Literatur verwendeten Größen zur Definition der Ortsauflö-
sung und führt eine neue Variable ein. Die Messungen wurden für verschiedene
Einfallswinkel des Strahls wiederholt, um den Winkel mit der besten Auflösung
zu ermitteln. Eine Ortsauflösung von 2.4 ± 0.1 µm (4.1 ± 0.1 µm) wurde für einen
nicht bestrahlten (protonenbestrahlten) Sensor, unter dem optimalen Winkel und
nach Korrektur von Mehrfachstreuungseffekten, gefunden. Die Ergebnisse zeigen,
dass die getesteten Sensoren geeignete Kandidaten für hochpräzise Messungen am
HL-LHC sind.
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1

1 | Introduction

The Standard Model (SM) of particle physics is the best-to-date description of the
known elementary particles and their interactions. Since the early developments of
the theory in the ’60, the SM has successfully explained experimental observation
and proposed precise predictions for phenomena to be observed. Experiments at
lepton and hadron colliders validated the theory up to the TeV scale. The discovery
of the Higgs boson in 2012 by the ATLAS [1] and CMS [2] Collaborations confirmed
the existence of the last particle predicted by the SM. Despite the long list of suc-
cesses, the theory has shortcomings. It fails to accommodate gravity, one of the four
fundamental forces, in its framework. The SM does not include particles able to de-
scribe dark matter, nor does it explain the significant different strength of the weak
and gravitational interactions. This latter flaw, the hierarchy problem, concerns the
unexplained fact that the massive bosons of the SM are significantly lighter than
the Planck mass, the mass beyond which particles would need a quantum theory of
gravity to be described. The existence of this unjustified large scale separation un-
dermines the natuaraleness of the theory. Therefore, several SM extensions attempt
at reabsorbing the observed hierarchy. Two well known proposed solutions are the
bulk scenario of the Randall-Sundrum (RS) model [3–6] and the composite Higgs
model [7, 8]. The first introduces a new, warped, extra dimension that swallows
up the difference in scales and explains the strength of the gravitational interaction.
Two new particles are predicted by this model, the spin-2 bulk graviton and the
spin-0 radion. Instead, the second removes the hierarchy by considering the Higgs
as a composite particle, whose constituents are kept together by an unknown inter-
action mediated by new spin-1 resonances, similar to the SM weak gauge bosons.
The common characteristic of these scenarios is the existence of massive resonances
in the TeV range, whose presence can thus be probed at the Large Hadron Collider
(LHC).

This thesis describes a search for such new particles. The method used is easily
generalizable to test different possible production mechanisms and decay channels
of the resonances. Therefore, with just one framework, many different models can
be investigated. The search presented in this thesis focuses on resonances decay-
ing to either two massive vector bosons (W or Z) or to one Higgs and one vector
boson, channels that have a high branching fraction in several of the models under
study. Since these bosons decay into quark-antiquark pairs in most cases, this anal-
ysis considers the all-hadronic final state, where both bosons decay into two quarks,
which hadronize in the detector, producing a collimated spray of particles, called jet.
For resonances with masses in the TeV range, the decay products of the bosons are
merged into one single jet, and the analysis is performed in a boosted regime. Jet sub-
structure observables are therefore used to distinguish boson originated jets from
the large QCD multijet standard model background. The analysis looks for a reso-
nant peak in the boson-jet masses and in the invariant mass of the two jets system,
on top of a smoothly falling background dominated by QCD multijet events. The



2 Chapter 1. Introduction

background estimation and signal extraction procedures use a multi-dimensional
maximum likelihood fit, first used in Ref. [9] to search for resonances decaying to
two vector bosons. This approach increased the sensitivity of the analysis by up
to 30% relative to previous methods. While Ref. [9] proved the method’s validity,
this analysis applies it to final states with a Higgs and a vector boson for the first
time. Furthermore, newly developed algorithms analyzing the jet inner structure to
identify boson originated jets and improving the signal identification efficiency have
been adopted and validated. In particular, methods for the recognition of the Higgs
decay into two b quarks have been introduced. Also, the new resonances can be pro-
duced through different mechanisms, illustrated in Fig 1.1. Quark-antiquark annihi-
lation (left) and gluon-gluon fusion (middle) have higher production cross sections
than vector boson fusion (right). However, the latter process is still significant and is
the only production mode available in some of the theoretical scenarios. This analy-
sis features categories dedicated to identifying resonances produced through vector
boson fusion, characterized by two extra jets in the final state. Overall, the search
probes sixteen different signal hypotheses with the data collected by the CMS exper-
iment during the 2016–2018 data taking period, corresponding to a total integrated
luminosity of 138 fb−1. The existence of resonances with a cross section up to 60%
lower than the previous version of this analysis is tested and the sensitivity to such
new particles is extended by up to an order of magnitude compared to the previous
most recent results.

V 0

q

q̄

<latexit sha1_base64="Uv9WGvMqi/E191oBA15rsXa/w2c=">AAADb3icbVLbattAFJTtXhz15rQPfSgUUTs0CcZIKiF9KYT2pY8pNE7AMma1PpKX7EXZXZmaZT80H9AP6Be0K0VtfOmCYDQzZ3YZTlpQonQY3rbanQcPHz3u7vlPnj57/qK3/3KsRCkxXGBBhbxKkQJKOFxooilcFRIQSylcptdfKv1yCVIRwb/rVQFThnJOMoKRdtRsvyWTFHLCTcayjFCwJoMVzyUqFtZPFLhAnuuFSUpOGmzN6PQEM5tQJHPwg+A+oZ47todRPDw5corTHEsh04bEQxLZf5wk+UIbEQ/FGmmKBeJaMFsJyy0tA8nck22VtIw2wkwqlOBDilKgnwbj9wNrnGMZ3ztqyQxuBtX4Dp2kSJobW4lN6sG6KlyBVb8m0fBDG20rp4h3nNqx9XwCfL5Wh//3vy7Y92e9fjgK6xPsgqgBfa8557Pez2QucMmAa0yRUpMoLPTUIKkJrhKTUkGB8DXKYeIgRwzU1NTLYYMDx8yDTEj3cR3U7PqEQUypFUudkyG9UNtaRf5Pm5Q6+zg1hBelBo7vLspKGmgRVJsWzIkErOnKAYQlcW8N8AJJhLXbx41bqpVjhXW9RNst7IJxPIo+jOJvYf/sc9NQ13vjvfMOvcg79c68r965d+Hh1m3rd7vb3mv/6rzuvO0Ed9Z2q5l55W2cztEfiy8TQA==</latexit>

G

g

g

<latexit sha1_base64="m94U4oESZlI5fQi4fiahIUo1YJ4=">AAADaHicbVLLjtMwFHVaHkN5dWCBEJto2pEGVFVJ0GjYII1gActBYh5SU1WOe5NYdezIdgqV5Z9kxwew4QtY4mQC08dcydLxOfceW0c3KRlVOgh+ep3unbv37u896D189PjJ0/7+swslKkngnAgm5FWCFTDK4VxTzeCqlICLhMFlsvhY65dLkIoK/lWvSpgWOOM0pQRrR832vUWcQEa5SYs0pQysSWHFM4nL3PZiBc6QZzo3ccVpi60ZnxyTwsYMywx6vn/j0My9sUdhNDp+7RSnOZZBqg2NRjS0/zlJs1wbEY3EGmnKHHMtClsLyy0tY5XgtvZZhhtW5hvNMrYaMZwAe//JGqcvoxu94c0wG7rh8Ha67T5c42PhYqtTNbGG79poa4f1v3Y6tWMb2xj4fC2E3r97E2uvrll/EIyDpvxdELZggNo6m/V/xXNBqgK4JgwrNQmDUk8NlpqS2jSuFJSYLHAGEwc5LkBNTbMV1j90zNxPhXSHa79h1ycMLpRaFYnrLLDO1bZWk7dpk0qn76aG8rLSwMn1Q2nFfC38esX8OZVANFs5gImk7q8+ybHERLtF3Hil3rWitC6XcDuFXXARjcO34+hLMDj90Ca0h16hA3SEQnSCTtFndIbOEfF+eH86XqfT+d3td190X163drx25jnaqO7BX9N7D6Q=</latexit>

V

V

q0

q

G

<latexit sha1_base64="boMre8ZlnB2LF7eRAsYVmdSp4lo=">AAADsnicbVLbbtNAEHVsLsVcmsIjPFgkFQVZkZ0QNS+VqvIAEjwUiaQVcRStN2Nn1fWu2V0HhZU/i4/hA/gP1klobh3J0tlz5syMxhPnlEgVBH9qtnPv/oOHB4/cx0+ePjusHz0fSF4IDH3MKRfXMZJACYO+IorCdS4AZTGFq/jmQ6VfzUBIwtk3Nc9hlKGUkYRgpAw1Pqr9jmJICdNJliSEQqkTmLNUoHxaupEEU5ClaqqjgpEVLnXrtIuzMqJIpOB63rrCwveuPOn53bdGON5Xwm7g94JKND7DU0iUJqFPOqV3SwqSTpXmoc/bPu+Ut7yZTWRm7LJyzIwc3ql1/Fln25dPEVM8K7UxzTaERAD8gnVezCVnPkUx0LPmoLlELUkmcFYNavymdtu03qj9k6QpnRvJzNpe8wurbv5oVgPt028qPtzlP5Z6WSMCNtlYm/v/vfhFruuO642gFSzC2wfhCjSsVVyO63+jCcdFBkxhiqQchkGuRhoJRXBVMiok5AjfoBSGBjKUgRzpxX2V3rFhJl7ChfmY8hbspkOjTMp5FpvMDKmp3NUq8i5tWKikN9KE5YUChpeNkoJ6invVsXoTIgArOjcAYUHMrB6eIoGwMie91aW62iwvzV7C3S3sg0G7FXZa7a9B4/xitaED66X12jqxQuvUOrc+WZdW38L2K/vC/mx/cd473x3k4GWqXVt5Xlhb4dB/LccmHQ==</latexit>

FIGURE 1.1: Feynman diagrams of the new resonances production modes. From left to
right: quark-antiquark annihilation, gluon-gluon fusion and vector boson fusion.

The data collected by the CMS Collaboration will more than double by the end
of the next data-taking period, and up to 4000 fb−1 are expected after the running
period of the upgraded LHC machine at the high luminosity phase (HL-LHC) [10],
enabling unique research possibilities. At the HL-LHC, resonances with even higher
masses and lower production cross sections can be probed thanks to a larger dataset
and a center-of-mass energy increased from 13 to 14 TeV. In this latter operation
stage, the number of proton-proton interactions in the same bunch crossing (pileup)
will be five times higher than in the 2016–2018 data taking period. The majority of
these interactions are soft, thus not contributing to the hard process relevant for SM
or new physics studies. However, the presence of additional particles can degrade
the detectors’ performance and consequently the quality of the measurements. Ma-
jor upgrades of the CMS sub-systems are planned and being implemented to col-
lect high-quality data at the HL-LHC. The most challenging conditions are expected
close to the collision point, where the particle density and the radiation level are
highest. Here is located the tracker detector that, thanks to its fine segmentation, is
used to reconstruct the trajectories and momenta of charged particles. Jet substruc-
ture observables and, for instance, techniques employed in identifying b-initiated
jets, like the ones used in the analysis described above, rely heavily on the tracker’s
ability to reconstruct tracks even inside jets. The CMS experiment will feature an
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upgraded tracker with increased granularity for operation at the HL-LHC to ensure
excellent tracking in a high pileup environment. A simulation study is presented
in this thesis showing how the finely segmented tracker will further improve the
reconstruction of charged particles with high momenta, increasing the sensitivity of
searches like the one described above. The study has been performed in the context
of the Technical Design Report of the upgraded tracker detector [11].

To ensure that the foreseen improvements in the tracks reconstruction are met, a
study of the performance of prototypes sensors for the future pixel detector upgrade
has been carried out. The silicon pixel detector constitutes the innermost component
of the CMS tracker system, characterized by a fine 2D segmentation to accurately
measure the position of incoming particles in high rate and radiation environments.
The size of the detector segmentation determines the precision (resolution) of the
measurement of the particle’s position. The pixel cells of the upgraded detector will
be six times smaller than in the current one. The spatial resolution improves with a
decreased pixel size, but it degrades with radiation damage. This thesis features a
study of the resolution of prototype planar sensors for the upgraded detector, com-
paring the performance before and after irradiation. A 100×25 µm2 pitch character-
izes the prototypes, and the measurements are performed along the shortest dimen-
sion. The study has been performed in the DESY II test beam facility with a 5 GeV
electron beam. A setup composed of three parallel planes of sensors reduces the
material in the beam, compared to the use of external tracking devices, and allows
the measurement of irradiated sensors, despite the additional cooling equipment.
The quantity defining the sensor’s resolution has been investigated and the effect of
different track selection requirements, e.g. a different threshold, has been studied.
The measurements have been repeated for different beam incidence angles, and the
multiple scattering contribution has been assessed.

The thesis consists of two parts. The first describes the search for new heavy
resonances performed with the data already collected by the CMS experiment. The
standard model, its shortcomings and the considered extensions are illustrated in
Chapter 2. The status of diboson resonance searches is also presented. Then, Chap-
ter 3 describes the CMS detector, with a particular focus on the tracking system to
compare it with the upgraded one. It covers also the validation of a method used
to include effects of radiation damage in the simulation of the current pixel detector.
In Chapter 4, the description of proton-proton collision is provided, with details of
the event simulation and reconstruction. For the relevance in this thesis, Chapter 5
is dedicated to jets reconstruction and jet substructure techniques. Subsequently,
Chapter 6 illustrates the strategy of the analysis presented in this thesis and the
optimization of the event selections. The signal and SM background modelling is
discussed in Chapter 7, where the multi-dimensional fit procedure is also detailed.
Finally, Chapters 8 and 9 present the results of the search and the conclusions, re-
spectively.

The second part presents the studies performed for the upgrade of the CMS de-
tector. In Chapter 10, the motivations for the high luminosity phase are provided
in terms of relevance for the physics research and detectors’ requirements. Chap-
ters 11 features simulation studies of the reconstruction performance of the up-
graded tracker. In Chapter 12, the properties of silicon sensors are illustrated, as well
as the effects of radiation damage and the characteristics of the prototypes studied
in this thesis. Existing spatial resolution measurements in literature are discussed
at the beginning of Chapter 13, followed by the description of the method adopted
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in this thesis. The results are presented in Chapter 14. Moreover, Appendix F sum-
marizes preliminary studies on planar and 3D sensor prototypes of a different R&D
campaign.

Finally, Chapter 15 provides a summary of all the above contributions.



5

Part I

Search for diboson resonances in
the all jets final state at

√

s= 13 TeV
with CMS





7

2 | The Standard Model and Be-
yond

The Standard Model (SM), developed in the relativistic quantum field theory frame-
work, is a mathematical model that describes all known elementary particles and
their interactions through three fundamental forces. The SM explains remarkably
experimental data and has made precise predictions since its early formulation in
the 1960s. In the first part of this chapter, based on [12–15], the basic concepts of the
SM are summarized. Despite being the to-date best description of the constituents of
matter and the forces acting among them, the SM still has open questions and short-
comings that will be briefly addressed in the second part of this chapter. Finally,
possible extensions of the model, relevant for the searches presented in this thesis,
are presented.

2.1 The Standard Model of Particle Physics

The Standard Model classifies the matter particles as fermions, spin 1/2 particles gov-
erned by the Pauli principle. Particles with integer spin, such as the mediators of the
electromagnetic, weak, and strong forces, are called bosons.

Fermions are further arranged in leptons and quarks, each of them additionally
divided in three generations with increasing masses. Each generation has two par-
ticles. Thus, a total of 12 different kinds of particles is categorized based on their
intrinsic properties, the quantum numbers: mass m, spin s, electromagnetic charge e,
weak isospin T3 and color charge C. Each particle has an antiparticle with same
mass but opposite charges. Quantum numbers define to which interactions a parti-
cle is subjected. A particle possessing electromagnetic charge interacts through the
electromagnetic force with other particles having electromagnetic charge. A similar
behaviour happens for the weak isospin and the color charge, corresponding to the
weak and the strong interactions, respectively.

2.1.1 Leptons

Each generation of leptons is composed by a particle with 1e electromagnetic charge
(electron e, muon µ or tau τ) and a corresponding neutral particle, the neutrino (νe,
νµ or ντ). Leptons are color neutral. Leptons with T3 = ± 1

2 are called left-handed

and appear in doublets
(

ℓ
νℓ

)

L
where to the charged lepton ℓ corresponds T3 = + 1

2

and νℓ has T3 = − 1
2 , with ℓ = e, µ or τ. If T3 = 0, the lepton is right-handed and

appears in singlets. Right-handed neutrinos have not yet been observed. Moreover,
neutrinos are the only fermions interacting only through the weak force.
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2.1.2 Quarks

Quarks couple to all three interactions described by the SM. They carry one of the
three color charges (blue, red or green). Like the leptons, they are also divided in left-
handed and right-handed based on their weak isospin. Again, left-handed (right-
handed) quarks appear in doublets (singlets). The doublets

(

u
d

)

L
,
(

c
s

)

L
,
(

t
b

)

L

are composed by an up-type quark (up u, charm c or top t) with electromagnetic
charge + 2

3 e and weak isospin T3 = + 1
2 and a down-type quark (down d, strange s

or bottom b) with electromagnetic charge − 1
3 e and weak isospin T3 = − 1

2 .

2.1.3 Bosons

The mediators of the fundamental forces are bosons with spin = 1. The weak inter-
action is mediated by the W± and the Z0 bosons with electromagnetic charge ±1
and 0, respectively. In this thesis the letter V is used to indicate either of the vector
bosons W or Z. The W has mass mW = 80.379 ± 0.012 GeV while the mass of the
Z boson is mZ = 91.1876 ± 0.0021 GeV [15]. The photon γ is the mediator of the
electromagnetic force and has zero electromagnetic charge. Gluons, mediators of
the strong interactions, are electromagnetically neutral. Differently from the other
mediators, gluons carry the charge representative of their interaction, color, and can
interact with themselves.

The Higgs H boson has spin = 0 and is electromagnetically neutral. It is not a
carrier of a fundamental force but through its field the other particles can gain mass.
It has a mass mH = 125.10 ± 0.14 GeV [15].

A graphical visualization of the SM particles and the interactions among them is
presented in Fig. 2.1.

The mathematical formulation of the SM as a quantum field theory requires the
SM Lagrangian LSM to satisfy a set of symmetries. First, LSM is invariant under
global transformation of the Poincaré group (rotations, Lorentz boosts, and space-
time translations). Moreover, LSM is required to be a local gauge invariant under the
symmetry group

SU(3)C � SU(2)L � U(1)Y (2.1)

where SU(3)C is the color gauge group describing the strong interaction, SU(2)L
represents the weak interaction and U(1)Y refers to the electromagnetic interaction,
with Y being the hypercharge.

In the first part of this thesis, natural units such that c = h̄ = 1 are adopted.

2.1.4 Electroweak interaction

The SU(2)L � U(1)Y subgroup describes the electroweak sector. The isospin T3 is the
charge of SU(2L) and Wi (i = 1, 2, 3) the gauge bosons. For U(1)Y the gauge boson is
B. The respective couplings are gW and gY.

As a consequence of the spontaneous symmetry breaking, described in Sec. 2.1.6,
SU(2)L � U(1)Y is broken down to U(1)em and the two electromagnetic and weak
forces with their respective mediators arise. Thus, below the unification energy, the
two forces behave differently with the weak interaction responsible for the radioac-
tive decays [17] and the electromagnetic interaction creating atomic and molecular
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FIGURE 2.1: Graphical visualization of the Standard Model. The (so far discovered)
foundamental matter particles, leptons and quarks, are shown in their variations in the
center of the figure. Symbols representing the different interactions are also provided. The
mediator of the interactions are shown on the right, while the properties of the Higgs boson
on the left. The symmetry breaking mechanism described in Sec. 2.1.6 is also illustrated.
Antimatter is not shown for semplicity. Taken from Ref. [16].

bindings. Before the symmetry breaking, the two interactions can be described in a
unified manner, first proposed in Refs. [18–21].

The physical mediators originated from the symmetry breaking are related to the
gauge boson by

W± =
W1 ∓ iW2√

2

Z =
gW

√

g2
W + g2

Y

W3 −
gY

√

g2
W + g2

Y

B (2.2)

γ =
gY

√

g2
W + g2

Y

W3 +
gW

√

g2
W + g2

Y

B.

The weak mixing angle θW between W3 and B is θW := tan−1(gY/gW) while the
fundamental unit of electric charge is

q :=
gW gY

√

g2
W + g2

Y

.

The W± bosons, responsible for the weak charged current, couple only to par-
ticles with T3 = ±1/2: left-handed fermions and right-handed anti-fermions. The
Z boson is responsible for the weak neutral current and couples to both left- and
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right-handed particles but with different coupling strengths. The photon, mediator
of the electromagnetic interaction, couples to charged particles.

Each generation of leptons has a lepton number such that Le is 1 for the e gen-
eration and zero for the µ and τ generation. Lµ and Lτ are similarly defined. The
weak force is the only interaction that allows the conversion of a charged lepton in its
corresponding neutrinos. Mixing among generations is not allowed by the conser-
vation of the lepton number. However, it has been observed that neutrinos oscillate
between different generations [22–24].

The interaction of quarks with the W± bosons allows mixing among generations
following the Cabibbo- Kobayashi-Maskawa (CKM) matrix [25, 26]:




|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|



 =





0.97370 ± 0.00014 0.2245 ± 0.0008 0.00382 ± 0.00024
0.221 ± 0.004 0.987 ± 0.011 0.0410 ± 0.0014

0.0080 ± 0.0003 0.0388 ± 0.0011 1.013 ± 0.030





(2.3)
where the values are obtained from Ref. [15]. The probability of quark i transforming
in quark j is given by |Vij|2, showing that generation changing processes are allowed
but suppressed.

2.1.5 Quantum Chromodynamics

SU(3)C is the gauge field theory of the strong interaction, involving coloured quarks
and gluons, and is therefore called Quantum Chromodynamics. Gluons also have a
color charge and can interact among themselves. The fact that the mediators carry
the charge characterizing the interaction is a peculiarity of QCD and has impor-
tant consequences on the strong coupling αs. The coupling strength is higher at large
distances, confining the quarks in colorless bounded states called hadrons. The top
quark, the most massive particle of the SM with mt = 172.76 ± 0.30 GeV [15], has a
short lifetime and decays before hadronizing. As a consequence of the hadronization
process, quarks and gluons result in a collimated spray of particles in the detectors,
called jet.

On the contrary, at higher energies/smaller distances, the interaction among
quarks is weaker and they become nearly free particles (asymptotic freedom).

2.1.6 The Higgs mechanism of symmetry breaking

As it was mentioned, the SM Lagrangian should be invariant after local gauge trans-
formations, requiring the gauge fields to be massless. While this is true for the pho-
tons and the gluons, W± and Z bosons are massive. A solution to this inconsistency
was proposed by Brout, Englert, and Higgs with the introduction of the spontaneus
electroweak symmetry breaking [27, 28].

The spontaneous symmetry breaking can happen, for instance, in a quantum system
described by a symmetric potential V(x) = V0

x4
0
(x2 − x2

0)
2 such as the one in Fig. 2.2,

which is invariant for x → −x. This potential is called “double well” because it has
two degenerate equal energy minima ±x0. Randomly choosing to expand around
one of the two for the description of the low energy states spontaneously breaks the
symmetry.
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x0−x0

V0

x

V(x)

FIGURE 2.2: “Double well” potential in 1 dimension. It presents a symmetry for x → −x
and two degenerate equal energy minima.

The quantum field theory equivalent is given by a complex spin-0 scalar field
φ(x) = φ1(x) + iφ2(x) with the potential

V(φ) = λ

(

|φ|2 − ν2

2

)2

. (2.4)

The potential is 0 when |φ| = ν√
2
, corresponding to the minimum ν√

2
also called vev,

the vacuum expectation value, because it is the state assumed by |φ| in the vacuum,
without injection of energy. To guarantee always non-negative energy, the quartic
coupling λ should be positive.

To ensure the breaking of the electroweak symmetry, the scalar field must couple
to the electroweak gauge bosons and thus be a weak isospin doublet with hyper-
charge Y=1. The simplest possibility is

~φ =

(

φ+

φ0

)

with φ+ and φ0 complex scalar fields, for a total of four degrees of freedom.
For the expansion around the vev, ~φ can be expressed as

~φ =

(

φ+

φ0

)

=







r1(x)√
2

ei
θ1(x)√

2ν

(

ν√
2
+ r2(x)√

2

)

ei
θ2(x)√

2ν







where r1, r2, θ1 and θ2 are scalar fields, with one degree of freedom. Eliminating
three of them with an appropriate SU(2)L � U(1)Y gauge transformation will give
three of the force-carrying bosons a mass. The transformed field is

φ(x) =
1√
2

(

0
ν + H(x)

)

(2.5)

where H(x) is a real scalar field called the Higgs boson.
To determine the masses of the mediator bosons, the field in the form of Eq. 2.5

is inserted in the Lagrangian describing its interaction with the electroweak force
obtaining the expressions introduced in Eq. 2.2 for the mediators. The masses of the

W and Z bosons are mW = gWν/2 and mZ =
ν
√

g2
W+g2

Y
2 , respectively. The photon is
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still massless and thus it has a manifest gauge symmetry, ensuring the electric charge
conservation. Inserting Eq. 2.5 in Eq. 2.4 the following expression for the potential is
obtained:

λν2H(x)2 + λνH(x)3 +
λ

4
H(x)4. (2.6)

The coefficient of the quadratic term describing the Higgs self-interaction gives the
Higgs mass mH =

√
2λν. While the vev can be obtained from other measurements,

λ was unconstrained, giving no indication of the size of the Higgs mass. The Higgs
boson was discovered in 2012 [1, 2] confirming the Higgs mechanism of symmetry
breaking.

As a consequence of the left-handed nature of the weak interaction, gauge in-
variant masses m f for the fermions originate from their couplings with the ~φ field
but are not directly predicted by the Higgs mechanism

m fi
=

1√
2

νyi

where yi is the Yukawa coupling.

2.2 Shortcomings of the model

Experimental data have outstandingly confirmed the prediction of the Standard
Model [29]. Nevertheless, there are still open questions and unexplained phenom-
ena whose description is not covered in the SM. The main shortcomings are summa-
rized here.

2.2.1 Gravity

While the SM successfully describes three of the four known fundamental interac-
tions, gravity has not been included yet. This is a consequence of the incompatibility
of general relativity with quantum mechanics. In a quantum field theory framework,
the gravitational attraction could originate from the exchange of virtual spin-2 gravi-
tons. Unfortunately, this approach is non-renormalizable, with divergences prevent-
ing meaningful physical predictions.

2.2.2 Dark Matter and Dark Energy

The particles described in the Standard Model only account for ≈5% of the energy
in the Universe. The measured orbital velocity of stars within galaxies [30] requires
the mass content within the orbital radius to be much higher than the one provided
by visible matter. Thus, it has been suggested the existence of so called dark matter,
weakly interacting with SM particles [31]. Additionally, to explain the accelerated
expansion of the Universe [32, 33], a new form of energy with negative pressure
must be formulated, dark energy. Dark matter and dark energy account for ≈26%
and 69% of the content of the Universe. So far the only evidence we have for these
contributions is through gravity and the search for the particle nature of dark matter
is still on going.
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2.2.3 Neutrino masses

In the standard model, neutrinos are predicted to be massless. The observation [22–
24] of neutrino flavour oscillations indicates that they have non-zero mass, con-
firmed by measurements [34], in contrast with the theoretical expectation.

2.2.4 The Baryon Asymmetry

The imbalance between matter and antimatter in the Universe [35–37] is not ex-
plained by the SM. The Big Bang model predicts the creation of an equal amount
of matter and antimatter. While some SM processes violate the CP symmetry, their
magnitude cannot explain the asymmetry observed today.

2.2.5 The Hierarchy Problem

The unexpectedly large difference between the mass of the V bosons and the Planck
mass MPl ,

mV

MPl=
√

h̄c/GNewton
≈ 10−17, is commonly referred as the hierarchy problem in

the mass scale of the weak and gravitational interactions [38, 39]. This unexplained
discrepancy is not a direct threat to the validity of the SM but reduces its solidity.

As illustrated in Sec. 2.1.6, the masses of the V bosons are a consequence of the
non-zero expectation value of the Higgs field 〈|φ|〉 = ν ≈246 GeV. The Higgs mass,
measured to be ≈ 125 GeV = mH =

√
2λν also depends on it and on the quartic

coupling λ. The quantum correction to the physical Higgs mass are

δm2
H

m2
H

∝

(

4m2
t

m2
H

− 2m2
W

m2
H

− m2
Z

m2
H

− 1

)

Λ
2

∝

(

Λ

500 GeV

)2

where Λ is the scale up to which the SM is valid. If Λ is of the order of MPl , large cor-
rections of the order of 1038 GeV must be added to obtain the measured Higgs mass,
requiring fine tuning cancellation of the diverging terms. This could be avoided if Λ

is of the order of the TeV, implying the existence of new particles with a mass of that
order of magnitude [40].

Models addressing this issue and describing these potential new phenomena are
addressed in the next section.

2.3 Extensions of the model

Several Beyond the Standard Model (BSM) theories propose (partial) solutions to the
SM shortcomings described in the previous section. Here two models addressing the
hierarchy problem are reviewed, namely the warped extra-dimension model and the
composite Higgs model. These models predict the existence of resonances that could
be observed at hadron collider experiments through searches as the one described
in this thesis.

2.3.1 Warped extra-dimension model

The Randall-Sundrum model [3, 4] suggests the existence of an additional compact
warped spatial dimension where gravity is allowed to propagate. This would justify
our weakened perception of the gravitational force.

This idea was first developed in the Arkani-Hamed, Dimopoulos and Dvali (ADD)
model [41] which supposes the existence of n extra compact spatial dimensions with
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radius R. The Planck mass MPl is then just an effective mass related to the (4 + n)-
dimensional Planck mass MPl(4+n) by M2

Pl/8π = MPl
2 ∼ Mn+2

Pl(4+n)R
n. Assuming

MPl(4+n) ∼ TeV, for n=1, R ∼ 108 m, as the Earth-Sun distance. This case is thus
excluded since the gravitational law is well tested on this scale. If n ≥ 2, R ∼ 10−4 m
is at the limit of experimental reach [42]. However, while this approach solves the
hierarchy problem of the SM, a new one is introduced between MPl(4+n) and the
compactification scale, where features smaller than the the size of the extra dimen-
sion can be observed.

The case of n=1 with compactification scale R ∼1/TeV has been recovered in the
Randall-Sundrum (RS) model [3, 4] with the introduction of a warped geometry in
a then 5-dimensional Anti-de Sitter (AdS) spacetime, in which the 4-D Minkowski
metric is multiplied by an exponential “warp” factor of the additional dimension.
The extra-dimension (bulk) is parametrized by ϕ ∈ [0, π] representing a segment
between two branes, localized at the end points, the Planck (ϕ = 0) and the TeV
(ϕ = π) brane. In the simplest version of the RS model (RS1), the SM particles
are localized on the latter, while gravity is relatively stronger on the first and prop-
agates in the bulk. Fields with a fundamental mass m0 in the bulk have a mass
m = e−krcπm0 in the TeV brane [3] with k of the order of MPl and rc the compact-
ification radius. The assumption that the Higgs field is localized on the TeV brane
implies the same suppression relation for the vev ν = e−krcπν0 with the warp factor
solving the hierarchy problem.

New particles originate from the quantum fluctuations of the classical solution
to the 5-D metric

ds2 = e−2kT(x)|ϕ|(ηµν + hµν(x))dxµdxν + T2(x)dϕ2,

with ηµν= diag(1;-1;-1;-1) the Minkowski metric. The zero modes hµν(x) correspond
to the massless gravitons, mediators of the gravitational interaction in the effective
field theory. From the tensor fluctuations T(x) of the 4-dimensional part of the met-
ric originate spin-2 excitations, the Kaluza-Klein (KK) graviton. The graviton exci-
tations are close to the TeV brane and could be produced at collider experiments.
A spin-0 field, the radion, rises from the scalar fluctuations around the 5th extra-
dimension.

An extension has been proposed, called the bulk scenario, in which the SM par-
ticles can propagate in the bulk of the extra-dimension, with the exception of the
Higgs boson to avoid the hierarchy problem [5, 6]. The SM fields, in this approach,
correspond to the zero modes of their corresponding 5-dimensional fields. Having
first and second generation fermion fields close to the Planck brane and the top and
V bosons near the TeV one, where the Higgs is confined, would explain the strength
of the observed Yukawa couplings.

The free parameters of the model are the mass of the first KK-graviton excitation
and the ratio k̃ = k/MPl that governs the total decay width. The decay width is
expected to be of the order of percent with respect to the mass and thus the narrow
width approximation holds, allowing to probe the resonance properties at the peak.

Since in the bulk model light quarks are close to the Planck brane but gluons
have a flat localization in the bulk, the KK-graviton production through gluon-gluon
fusion, shown in Fig. 2.3a, is favoured. Similarly, the decays to Higgs or top have
the highest branching ratio (BR). The wave function of the gauge bosons is mostly
flat in the bulk and falls sharply near the brane. Hence, the branching fraction of
decays into a pair of weak bosons is comparable to the one into Higgs and top.
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(B)

FIGURE 2.3: Feynman diagrams of Graviton and Radion production modes, on the left
gluon-gluon fusion and on the right Vector Boson Fusion.

Similarly, Vector Boson Fusion (VBF) production mode is also enabled (Fig. 2.3b).
The branching ratios of the different decay modes are showed in Fig. 2.4, while the
production cross section σ in Fig. 2.5.

2.3.2 Heavy Vector Triplet

Several theoretical models, such as composite Higgs [7, 8, 48] or sequential exten-
sions of the SM [49, 50], predict the existence of new spin-1 resonances in their at-
tempt to solve the hierarchy problem. In the composite Higgs scenario, for instance,
such bosons are the mediators of a new interaction holding the Higgs “partons” to-
gether. With the Higgs not being an elementary scalar any more, the hierarchy is
removed.

However, the models are characterized by different details and sets of free pa-
rameters to which experimental observation are not really sensitive to. Thus, the
Heavy Vector Triplet (HVT) [51] framework has been developed introducing an ef-
fective Lagrangian to provide a phenomenological description reproducing a large
class of these explicit models one. The validity of this simplified model is restricted
to on-shell quantities such as the σ×BR. Experimental data provide limits on σ×BR
that can be interpreted in the HVT context or in the explicit models.

As the framework name anticipates, a real vector field Va (a = 1, 2, 3) is introduced
in the adjoint representation of SU(2)L describing three new particles, which have
the following charge eigenstate fields

V± =
V1 ∓ iV2√

2
V0 = V3.

The three new heavy bosons, W ′ and Z′, mirror the SM vector bosons and thus are
almost degenerate in mass (MV ≈ M±,0).

The typical strength of a V ′ boson interaction with the SM W and Z bosons is
described by the coupling gV , which can vary from gV ∼ 1 in the weakly coupled
case to gV ∼ 4π in the strong limit. Two scaling factors, cH and cF, parametrize the
differences from the typical strength. The first one describes the interaction with the
Higgs and the SM vector bosons, especially the decays in bosonic channels, while
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FIGURE 2.4: Top: Graviton branching fractions. Top left: RS1 scenario. The symbol q
stands for the sum of light quarks (u, d, s, c, b), while l represents the sum of the three fla-
vors of leptons (e, µ, τ) or neutrinos. Top right: Bulk scenario comparing two hypothesis
of fermion embedding. The branching ratios are independent of the k parameter. Bottom:
Radion branching fractions to bosons and fermions. The dashed lines stand for RS1 sce-
nario, while the solid ones for the bulk scenario, when kl = krcπ = 35. Taken from Ref. [43].

the latter regulates the interaction with fermions and is thus responsible for both the
resonance production through Drell-Yan (DY) process (Fig. 2.6) and the fermionic
decays. For the interpretation of experimental results, the combinations gVcH and
g2/gVcF can be treated as fundamental parameters, where g is the is the gauge cou-
pling. In this framework the partial widths are

ΓV±→ f f̄ ′ ≃ 2ΓV0→ f f̄ ′ ≃ Nc[ f ]

(

g2

gVcF

)2
MV

48π

ΓV±→W±
L ZL

≃ ΓV0→W+
L W−

L
≃ g2

Vc2
H MV

192π

ΓV±→W±
L H ≃ ΓV0→ZL H ≃ g2

Vc2
H MV

192π
,

where Nc[ f ] is the number of colors and is equal to 3 for the di-quark and to 1 for
the di-lepton decays. The first equation describes the decays into two fermions and
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FIGURE 2.6: Feynman diagrams of V′ production through quark-quark annihilation, Drell-
Yan process.

controls also the DY production rate. The other two equations regulates the decays
into a pair of SM vector bosons (with longitudinal polarization) or a SM vector bo-
son and a Higgs boson. Decays like HH, γγ or Wγ are generally suppressed. The
production through VBF is also possible, relying on the validity of the effective W
approximation [52].

Two benchmark models are proposed in Ref. [51]. The model A mimics a scenario
with an extended gauge symmetry with an additional SU(2)′. In this scenario cH ∼
−g2/g2

V and cF ∼ 1. Hence, the decay into bosons is suppressed for high gV values.
In the model B the possibility for the Higgs to be a light state from an underlying

strong dynamics, like in composite Higgs models, is represented with cH ∼ cF ∼ 1.
In this case the decay into bosons is not suppressed.

An additional scenario in which the resonances are produced exclusively through
VBF, the HVT model C, is obtained with cH = gV = 1 and cF = 0.

Figure 2.7 shows the production cross section in the model B and model C sce-
narios (top) as well as the decay branching ratios for W ′ and Z′ (bottom).

For the narrow width approximation to hold, gV ≤ 7 is required, as in the cases
considered in this thesis.
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FIGURE 2.7: Top left: Cross sections for the DY production of the neutral and charged res-
onances as a function of the resonance mass in HVT model B. Top right: Cross sections for
the VBF production of the neutral and charged resonances as a function of the resonance
mass in HVT model C. The cross sections are calculated for a center-of-mass energy of
13 TeV. Bottom: Branching ratios for the decay of the W ′ (left) and Z′ (right) resonance in
two SM bosons or fermions. Obtained from Refs. [53, 54].

2.4 Diboson searches

A large variety of SM extensions, like the ones presented in the previous section,
predicts the existence of new spin-0, spin-1 and spin-2 resonances, which could have
large couplings to gauge bosons. The ATLAS and CMS collaborations have been
performing searches for such particles since the early days of the LHC. They have
included many different final states (VV, VH, HH, γγ, ...) while developing new
analysis techniques. The recent reviews in Refs. [55, 56] cover a broad set of these
results.

The following contains a summary of the latest results of searches for massive
resonances decaying into VV and VH channels, also studied in this thesis. The VV
and VH channels, as it was described in the previous section, are the preferred de-
cay modes for the new particles in several SM extensions, providing the best sen-
sitivity. The HH and γγ decays are suppressed, for instance, in the HVT model
B. As Fig. 2.8 (left) shows, the VV and VH channels set more stringent constraints
on the parameters of the HVT models in certain phase space regions, compared to
fermionic final states.
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FIGURE 2.8: Left: Observed exclusion limits on the couplings of heavy vector resonances to
fermions and SM vector bosons and the Higgs boson for the statistical combination (solid
lines) of the dilepton (dotted lines) and diboson channels (dashed lines). Three resonance
masses hypotheses (3.0, 4.0, and 4.5 TeV) are considered. The hatched bands indicate the
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where the resonance widths (ΓV′ ) are predicted to be larger than the average experimental
resolution (5%). Right: Observed and expected 95% CL upper limits on cross sections as a
function of the HVT triplet mass for the combination of all channels in the HVT model B.
The inner green and outer yellow bands represent the ± 1 and ± 2 standard deviation
variations on the expected limit. The solid curve surrounded by the shaded area shows
the cross sections predicted by HVT model B and its uncertainty. Taken from Ref. [53].

At the time of writing, experiments have observed no evidence for such particles.
Thus results are presented as exclusion limits on the mass or cross section of the
resonances.

The experimental signature of the VV and VH channels consists of two back-to-
back, highly energetic bosons.

Hadronic decays of the W and Z bosons into two quarks have the largest branch-
ing ratio, while for the Higgs the decay into two b-quarks is favored. Searches con-
ducted in all-hadronic final states benefit from the high branching fraction but have
to deal with a significantly high background from QCD multijet events. In Fig. 2.8
(right) the sensitivity of different all-hadronic and semi-leptonic final states can be
compared, with the all-hadronic final states being among the most sensitive ones,
especially for resonances above ≈1.5 TeV. An overview of the most recent VV all
hadronic searches performed at a center-of-mass energy of 13 TeV by the CMS col-
laboration is presented in Ref. [57]. Especially relevant is the result obtained in [9],
which is the most stringent limit in the above mentioned channel, despite using
almost a half of the statistics used in the latest correspective ATLAS search [58].
The analysis presented in [9] achieves such a high sensitivity thanks to a multi-
dimensional fit approach which is adopted also in this thesis. While in Ref. [9] only
VV final states were covered, in this work the method is extended to VH hadronic
final states and VBF production mode. The latest all-hadronic CMS search for reso-
nances decaying to a vector boson and a Higgs boson is presented in Ref. [59] and is
based on 35.9 fb−1 collected data, while the analougus ATLAS analysis is performed
with 139 fb−1 [60].

Searches are carried out also in the semi-leptonic final state, in which only one of
the bosons decays into quarks and the other decays leptonically, allowing to reduce
the SM background and explore lower regions of the possible resonance mass range.
Both collaborations have performed searches in the VV final state, Z(νν̄)V(qq̄) [61,
62], W(ℓν)V(qq̄) [61, 63] and Z(ℓℓ)V(qq̄) [61], placing some of the most stringent
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limits. CMS has also covered the V(lep)H(had) final state [63, 64] with a 138 fb−1

dataset, while ATLAS has a result [65] with 36 fb−1.
In the simplified models of the HVT framework, the masses of the new heavy

bosons are nearly degenerate, thus the sensitivity of the single analysis can be im-
proved by simultaneously searching for same mass Z′ and W ′. Additionally, the
detector resolution does not allow to fully resolve the SM W/Z peaks and thus
searches targeting different bosonic decay channels can also be combined to increase
the sensitivity. The latest combinations from the ATLAS and CMS collaborations
with ≈36 fb−1 achieved similar results [53, 66]. Figure 2.8 (right) shows the upper
limits on the cross section of a Z′ or W ′ as a function of the HVT triplet mass for a
combination of VV and VH all-hadronic and semi-leptonic channels.

The most stringent lower limits on the mass of the signal hypotheses described
in Sec. 2.3 are summarized in Table 2.1.

Model Expected Observed
limit (TeV) limit (TeV) Ref.

Radion gg WW 3.1 3.1 [63]
Radion VBF WW - - [61, 63]
Radion gg ZZ 2.5 3.0 [62]
Radion VBF ZZ - - [61]
Radion gg VV 2.9 3.2 [61]
Radion VBF VV - - [61]
HVT model B W ′ WZ / WH 4 / 3.8 4.3 / 4 [61]/[63]
HVT model B Z′ WW / ZH 3.9 / 3.7 4 / 3.7 [63]/[64]
HVT model B V ′ VV / VH 3.5 / 3.1 3.8 / 2.50 and 2.76–3.30 [58]/ [59]
HVT model B V ′ VV+VH 4.2 4.5 [53]
HVT model C W ′ WZ / WH - / - / [61, 63] /
HVT model C Z′ WW / ZH - / - - / - [61, 63] / [64]
HVT model C V ′ VV/ VH / /
HVT model C V ′ VV+VH
Gbulk κ̃ = 0.5 gg WW 1.7 1.8 [63]
Gbulk κ̃ = 0.5 VBF WW - - [63]
Gbulk κ̃ = 0.5 gg ZZ 1.1 1.2 [62]
Gbulk κ̃ = 0.5 VBF ZZ - - [62]
Gbulk κ̃ = 0.5 gg VV 1.1 0.85 [53]
Gbulk κ̃ = 0.5 VBF VV

TABLE 2.1: Summary of the lower limits on the mass of the signal hypotheses described in
Sec. 2.3. They are also all considered in this thesis. The symbol - indicates that no limit has
been placed despite (at least) one search has been performed; if more than one search has
been executed, the most sensitive in terms of cross section are reported. If no analysis has
been carried out in one of the channels, the channel is left empty.
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3 | Experimental setup

Many of the BSM phenomena introduced in Sec. 2.3 could manifest at high energy
scales. Reaching the TeV energy range in a controlled manner requires powerful
particles’ accelerator machines. The data analysed in the first part of this thesis are
produced in proton-proton collisions at the Large Hadron Collider (LHC) with a
center-of-mass energy of 13 TeV. They have been collected with the Compact Muon
Solenoid (CMS) experiment between 2016 and 2018 for a total integrated luminosity
of 138 fb−1.

In the first part of this chapter, the LHC complex and working principle are in-
troduced, then the CMS experiment is described.

In Sec. 3.3.3 studies performed to validate the introduction of radiation damage effects in
the detector simulation are presented. This work has been performed under the supervision
of Dr. Tatjana Šuša and Dr. Tamás Almos Vámi. The radiation damage contributions have
been estimated by Prof. Morris Swartz and the integration in the simulation framework has
been performed by Dr. Paul Schütze. The author of this thesis produced different simulation
samples to verify the correct implementation and functioning of the framework, performed
comparison with data and monitored the status of the collected data.

3.1 The Large Hadron Collider

The LHC [67, 68] is a hadron collider composed of superconducting accelerators,
covering a total circumference of 26.7 km. It is located ≈ 100 m underground at
the Conseil Européen pour la Recherche Nucléaire (CERN), between France and
Switzerland. It can accelerate and collide protons and heavy-ions; only the first
mode is relevant for this thesis and discussed in the following.

Powerful machines are required to accelerate such heavy particles and the LHC
is, in fact, only the final acceleration stage. Protons are extracted from hydrogen
atoms and inserted in a chain of linear and circular accelerators. They have an energy
of 450 GeV at the injection in the LHC. Here protons circulate in opposite directions
in two beampipes, kept in ultra-high vacuum conditions (10−10 to 10−11 mbar) to
prevent collisions with air molecules. The LHC is composed of alternating arcs and
straight sections. The arcs host the 1232 superconducting dipole magnets, which
bend the protons into the circular trajectory. They are made of niobium-titanium,
cooled at a temperature of 2 K to operate in superconducting mode, and reach a
8.33 T magnetic field. Quadrupole magnets, focusing and squeezing the beam, and
other higher-order magnets, are also located in the arcs. The radio-frequency (RF)
cavities, whose electromagnetic fields oscillate with a frequency of 400 MHz, accel-
erate the protons up to 6.5 TeV per beam, for a total center-of-mass energy of 13 TeV.
It is designed to ultimately reach 7 TeV per beam and, thus, a center-of-mass en-
ergy of 14 TeV. The LHC has four collision points where the main experiments are
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FIGURE 3.1: Distribution of the mean number of inelastic interactions per crossing (pileup)
in data for pp collisions in 2016 (dotted orange line), 2017 (dotted dashed light blue line),
2018 (dashed navy blue line), and integrated over 2016-2018 (solid grey line). A total in-
elastic pp collision cross section of 69.2 mb is chosen. The mean number of inelastic inter-
actions per bunch crossing is provided in the legend for each year. Taken from Ref. [81].

located: ATLAS (A Toroidal LHC ApparatuS) [69] and CMS (the Compact Muon
Solenoid) [70] are two general-purpose detectors used for a large variety of studies,
ALICE (A Large Ion Collider Experiment) [71] is specialized in heavy-ions physics
and LHCb (LHC beauty) [72] performs precision measurements of CP violation and
rare decays of B hadrons. Moreover, three other smaller experiments are also located
at the LHC: LHCf [73], MoEDAL [74] and TOTEM [75].

Together with the beam energy and the type of accelerated particle, the instan-
taneous luminosity Linst is one of the most important characteristic of a collider. It
describes the frequency of the interactions among the bunches in the beams: consid-
ering two Gaussian beams colliding head-on

Linst =
N1N2

4πσxσy
f Nb

where N1, N2 are the numbers of particles in each beam, f the revolution frequency,
Nb the number of bunches and σx (σy) the standard deviation of the beams Gaussian
profile in the x (y) transversal direction. Beam crossing angle and offset can then be
taken into account introducing corrective factors [76]. At the LHC, each bunch has
≈ 1011 protons and the maximum number of bunches per fill is 2808. The bunch di-
ameter is reduced down to 16 µm by the focusing magnets while the collisions have
a frequency of 40 MHz, i.e. they happen every 25 ns. The LHC instantaneous design
luminosity of 1034 s−1 cm−2 was exceeded in 2018. The mean number of interactions
per bunch crossing (pileup) is presented in Fig. 3.1.

If the cross section for a particular type of event is σ, the number of events N
occurring in a certain time t is given by N = σ

∫ t
0 Linstdt [77], where

∫

Linstdt, the
integrated luminosity, is the amount of collected data. CMS collected 36 fb−1 [78],
42 fb−1 [79] and 60 fb−1 [80] of data in 2016, 2017 and 2018, respectively, for a total
of 138 fb−1.
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FIGURE 3.2: Schematic views of the CMS experiment. Left: 3-dimensional expanded view
of the CMS experiment and front view of the experiment. The highlighted slice is enlarged
on the right. Right: Slice of the CMS apparatus with the main sub-systems. The different
particle interactions in the sub-detectors are also drawn. Adapted from Ref. [82].

3.2 The CMS experiment

The CMS detector is a multi-purpose apparatus [70] equipped with several sub-
systems to measure different particle types and their properties. The sub-systems
are arranged in an onion-like structure around the beam-pipe, as shown in Fig. 3.2.
The innermost part is occupied by the pixel and strip silicon trackers, surrounded
by the electromagnetic and hadronic calorimeters, all enclosed in a superconducting
solenoid. The muon chambers, the outermost component, are placed in the return
yoke of the magnet.

While a more detailed description of the tracking system is provided in Sec. 3.3,
below the key characteristics of the other sub-components are summarized.

In the following, the same coordinate system adopted by CMS is used. The ori-
gin is centred at the nominal collision point inside the experiment, the x-axis points
radially inward toward the LHC center, the y-axis points vertically upward, and the
z-axis is defined along the beam direction toward the Jura mountains. The polar
angle θ is measured from the z-axis and the pseudorapidity is defined as

η = − ln
(

tan
( θ

2

))

. (3.1)

The azimuthal angle φ is measured from the x-axis in the x-y plane, and r denotes
the radial coordinate in this plane. The momentum pT and energy ET transverse to
the beam direction are computed from the x and y components.

3.2.1 Electromagnetic colorimeter

The Electromagnetic Calorimeter (ECAL) [83] measures the energy deposition from
electromagnetic showers of photons and electrons. It is a hermetic and homoge-
neous calorimeter made of lead tungstate (PbWO4) crystals with coverage in pseu-
dorapidity up to |η| < 1.479 in the barrel region and 1.479 < |η| < 3 in the end-
caps. The crystals’ granularity is ≈ 0.0174 × 0.0174 in η-φ. The scintillation light
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is detected by Silicon Avalanche Photodiodes (APDs) in the barrel region and Vac-
uum PhotoTriodes (VPTs) in the endcap region. The detector thickness in radiation
lengths is greater than 25X0. One of the driving criteria in the ECAL design was the
capability to detect the H → γγ decay; thus a preshower system is installed in front
of the endcap for π0 → γγ rejection.

The energy resolution is given by

(σ

E

)2
=

(

S√
E

)2

+

(

N
E

)2

+ C2 =

(

2.8%√
E

)2

+

(

12%
E

)2

+ (0.3%)2

where S is the stochastic term from the shower development, N is the noise con-
tribution and C a constant term depending on the calibration. The reported values
refer to electrons’ energy resolution.

In 2017, the ECAL endcap region 2.5 < |η| < 3 was affected by high noise levels
induced by radiation damage and too low thresholds, mitigated at analysis level.

3.2.2 Hadronic colorimeter

The Hadron Calorimeter (HCAL) [84] measures the energy deposition of showers
initiated by hadrons and is thus a crucial component for studying processes in-
volving hadronic jets, as well as neutrinos or other signatures resulting in apparent
missing transverse energy. It is a brass/scintillator sampling calorimeter. The scin-
tillation light is converted by WaveLength-Shifting (WLS) fibres embedded in the
scintillator tiles and then channeled to photodetectors. This light is detected by Hy-
brid PhotoDiodes (HPDs) that can provide gain and operate in high axial magnetic
fields. The barrel and endcap regions cover up to |η| < 1.3 and 1.3 < |η| < 3, re-
spectively. An iron/quartz-fibre forward calorimeter extends the coverage up to a
pseudorapidity of 5.2. The Cherenkov light emitted in the quartz fibres is detected
by photomultipliers. The forward calorimeter ensures full geometric coverage for
the measurement of the transverse energy in the event. The granularity in η–φ is
0.087 × 0.087 and ≈ 0.17 × 0.17 for |η| < 1.6 and |η| ≥ 1.6, respectively. The
thickness in interaction lengths varies from 7 to 11 λI depending on η. The energy
resolution of the hadronic calorimeter is

(σ

E

)2
≈
(

a√
E

)2

+ b2,

where b = 5% and a depends on the region: 65% in the barrel, 85% in the endcaps,
and 100% in the forward region.

The HCAL endcap was upgraded in 2018 [85], substituting the HPDs with Silicon
PhotoMultipliers (SiPMs) and increasing the number of readout channels.

3.2.3 Superconducting solenoid

The magnet [86] provides the large bending power needed for a precise measure-
ment of the momentum of high-energy charged particles and thus played an im-
portant role in the design of the detector layout. In CMS, a 3.8 T magnetic field is
achieved by a superconducting niobium-titanium solenoid with a length of 12.9 m
and an inner diameter of 5.9 m to accommodate the tracker and the calorimeters in-
side. The magnetic field lines are closed by the return yoke located in the outer part
of CMS. The yoke is composed of 6 endcap disks and 5 barrel wheels for a total of
several ktons of magnetized iron blocks alternated to the muon chambers.
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3.2.4 Muon chambers

The Muon Spectrometer [87] is used to identify muons and assist the tracker in mea-
suring the momentum and charge of high-pT muons. At high momenta (≈ 1 TeV),
both detector parts together yield a momentum resolution of about 5%. It is com-
posed of three types of gaseous particle detectors covering different η ranges char-
acterized by a different strength of the magnetic field and muon flux:

• Drift Tube chambers (DTs) cover the barrel region |η| < 1.2 where a smaller
number of muons is expected and the magnetic field is less strong. They pro-
vide a spatial resolution of 100 µm in the r-φ plane and 150 µm in the longi-
tudinal z coordinate. The particle direction is measured with a precision of
1 mrad.

• Cathode Strip Chambers (CSCs) are placed in the endcap region 0.9 < |η| <
2.4, where the muon flux is larger. They are characterized by a resolution of
75–150 µm in the r-φ plane.

• Resistive Plate Chambers (RPCs) are placed in both the barrel and the end-
cap regiioins, at |η| < 1.6. With their fast response of 2–3 ns and a 1 ns time
resolution, the RPCs are used as an additional triggering system.

3.2.5 Trigger system

The trigger system is used to reduce the large amount of data (≈ 40 TB/s) produced
by the pp-collisions happening in the LHC, which cannot be entirely stored. A total
rate reduction of a factor ≈ 106 is achieved in two steps, the Level-1 (L1) Trigger [88]
and the High-Level Trigger (HLT) [89]. The L1 Trigger consists of custom-designed,
programmable electronics and uses coarsely segmented data from the calorimeters
and the muon system. The HLT is a software system with access to the read-out data
and can therefore perform complex calculations.

3.3 The Tracking system

The tracking system [90, 91] is used to precisely measure the charged particles’ trajec-
tories and reconstruct the primary interaction and the secondary vertices. Charged
hadrons constitute roughly two-thirds of the particles produced in pp-collisions;
thus their reconstruction plays a fundamental role in the physics program of the
experiment. Furthermore, the identification of secondary vertices is essential, for
instance, in the reconstruction and tagging of particle sprays originated from the
hadronization of the b-quark. The tracking system is the innermost detector, placed
around the interaction point where the intense particle flux causes severe radiation
damage. The tracking system must feature good position and momentum resolution
and high reconstruction efficiency to fulfil its purposes. Additionally, it must have a
high granularity to provide low occupancy per bunch crossing, the number of par-
ticles coming through a detector cell for each event, and has to be radiation hard.
Due to these requirements, the tracking system is completely made of silicon based
detectors with decreasing granularity from inside out, pixel sensors in the inner part
and strip sensors in the outer one. The two sub-detectors are divided into a barrel
part (|η| < 1.3) and an endcap part (1.3 < |η| < 2.5).

Promptly produced, isolated muons of pT > 0.9 GeV are reconstructed with
≈ 100% efficiency. In the central region, muons of pT = 100 GeV have resolutions
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of approximately 2.8% in pT, and 10 and 30 µm in transverse and longitudinal im-
pact parameters, respectively. Additionally, tracks with 1 < pT < 10 GeV have a
resolution in pT of ≈ 1.5%. The resolution in their transverse (longitudinal) im-
pact parameters improves from 90 µm (150 µm) at pT = 1 GeV to 25 µm (45 µm) at
pT = 10 GeV. For vertices with many tracks, characteristic of interesting events, the
achieved vertex position resolution is 10–12 µm in each of the three spatial dimen-
sions [92].

The properties of silicon detectors, relevant for the second part of this thesis, are
described in Chapter 12. In this section, the characteristics of the detectors employed
for the collection of the data analyzed in the first part of this thesis are summarized.

3.3.1 The strip detector

The silicon strip tracker has a surface of ≈ 198 m2, counting 15′148 modules for a
total of 24′244 sensors and 9.3 million strips. Due to the large extension, the working
conditions vary considerably over the strip detector volume, and different sensor
designs are required. The Tracker Inner Barrel (TIB) and Tracker Inner Disks (TID)
extend in radius between 20 and 55 cm. The former is composed of 4 layers, whilst
the latter has 3 disks at each end. The Tracker Outer Barrel (TOB) surrounds the
Inner Tracker and extends radially between 55 and 116 cm. It consists of 6 layers.
Finally, the Tracker Endcap (TEC) extends radially between 22.5 and 113.5 cm. Each
TEC is composed of 9 disks, carrying up to 7 rings of silicon microstrip detectors.

The strips are p+ implants in a n substrate, oriented along the z direction in the
barrel and along the r coordinate in the endcaps. In TIB and TID the sensors are
320 µm thick and 10 cm long. The strip pitches range from 80 to 120 µm. In the
outer sub-detectors, the strips are 25 cm long and have 97–183 µm pitch. The sensor
thickness is 320 µm and 500 µm for TID and TEC, respectively.

The microstrip detector provides a single hit spatial resolution measurement of
about 20–50 µm in the transverse plane and about 200–500 µm along the longitudinal
coordinate, depending on the number of fired strips and their pitch [92].

3.3.2 The pixel detector

The silicon pixel detector is the innermost part of the tracking system. It is located
around the beam pipe and, therefore, close to the interaction point. It consists of a
barrel part (BPIX) and two endcaps in the forward region (FPIX).

The pixels sensors are made in n-in-n technology consisting of n-implants in an
n-substrate, while the backside of the sensor is p-doped. They are 285 µm thick. The
pixel cell dimensions are 100×150 µm2, to achieve similar track resolution in both
r–φ and z directions.

The original pixel detector (Phase-0), conceived to cope with the LHC design lu-
minosity of 1034 cm−2 s−1, was installed already at the beginning of the first data tak-
ing in 2010. In 2016, the ageing of the detector caused by radiation damage resulted
in a reduced hit efficiency. Thus, an upgraded version of the pixel detector (Phase-
1) [93, 94] was installed during the Extended Year-End Technical Stop (EYETS) be-
tween the 2016 and 2017 data taking periods [95]. While the original detector had
three layers in the barrel and two in the endcaps, the upgraded system features one
additional pixel layer in the barrel region and one additional endcap disk per side.
The innermost layer and disks of the Phase-1 detector are located closer to the beam
pipe to improve the measurement of the interaction vertices. The performance is
additionally enhanced by the material budget reduction and the larger bandwidth
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FIGURE 3.3: Layout of the Phase-1 pixel detector installed during the Extended Year-End
Technical Stop between the 2016 and 2017 data taking periods compared to the original
detector layout used till the 2016 data-taking period included, in longitudinal view. Taken
from Ref. [98].

of the readout chips [96, 97]. A comparison between the original and upgraded ver-
sions of the pixel detector can be found in Fig. 3.3.

Together with the efficiency, the position resolution is the most important per-
formance parameter of the detector. The measured value of the position resolution
depends on the track angle and the radial position of the layer. In the Phase-0 (Phase-
1) BPIX detector, the fitted width of the residual distribution, i.e. the distribution of
the residual difference between the measured and the reconstracted track position,
is 13.27 (9.5) µm in the r–φ direction and 34.08 (22.2) µm in the z direction [99] ([98]).

3.3.3 Pixel radiation damage and simulation

During the 2016–2018 operation period, the LHC has exceeded its design luminosity.
On the one hand, this has allowed the experiments to collect more precious data. On
the other hand, it has already anticipated some of the challenges that the detectors
will face in the HL-LHC era (Sec. 10.3.1).

The distribution of the average pixel charge as a function of the production depth
of the charge carriers in the silicon substrate can be used to monitor the performance
of the detector. For a non-irradiated and depleted detector, the profile is expected
to be flat as the detector is fully efficient and all the created charge is collected, as
shown in Fig. 3.4 (left), featuring a newly installed pixel detector. Severe radiation
damage in the Phase-1 pixel detector alters its response, as presented in Fig. 3.4
(right). Here the detector has been operated for several months and the profile has
a slope, caused by a reduced charge collection for the charge carriers created away
from the collecting electrodes. This is due to the formation of trapping sites in the
silicon substrate, as explained in Sec. 12.5, where the effects of radiation damage are
illustrated.

In all the physics analyses performed by the CMS collaboration, data are care-
fully compared with simulation describing both the SM (or BSM) processes and
the detector behaviour. Thus, a realistic description of the detectors’ performance
should include the effects of radiation damage. However, such effects, described in
Sec. 12.5 for silicon sensors, are non-trivial, and the implementation must consider
the computing time needed to produce the simulation. In the CMS simulation frame-
work (see Sec. 4.2.2), the effects of radiation damage in the pixel detector have been
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FIGURE 3.4: Average pixel charge as a function of the depth of the charge carriers creation
in the silicon substrate for the four BPIX Phase-1 layers. On the left, the almost newly in-
stalled pixel detector presents a flat profile as the (fully depleted) detector is fully efficient,
while on the right, the detector, after several months of operation, shows a reduction of the
charge collection for the charge carriers created away from the collecting electrodes. Taken
from Ref. [100].

recently taken into account, employing the cluster charge reweighing (CCR) method.
This approach applies templates of previously simulated responses of a sensor to a
traversing particle under various conditions [101] to the charges generated in the
absence of radiation damage in the CMS simulation framework. Each template is
the average of multiple simulations of a particle traversing the sensor with a certain
angle and position within a pixel. The simulation is produced with the PIXELAV
software [102], which randomizes the charge carriers creation, their drift, and the
occurrence of delta electrons. A commercial semiconductor simulation code is used
to generate a full three dimensional electric field map and to take into account the
charge carrier trapping due to radiation damage, then provided to PIXELAV. The
initially induced charge qin of each pixel in a cluster is thus scaled with a weight
obtained from the template pixel charges at the same position inside the cluster. The
weight is calculated from the ratio of the template of an undamaged idealized sensor
with a uniform electric field (t0) and the template (tφ) of a physical sensor with an ir-
radiation dose φ. For any pixel, specified by its pixel coordinate (i,j) the re-weighted
charge qout is determined as [103, 104]

qout(i, j) =
tφ(i, j)

t0(i, j)
· qin(i, j).

The procedure has been successfully validated in this work and included in the
legacy simulation of the data-taking period 2016–2018. Reference distributions ob-
tained from tracks with a minimum pT of 3 GeV forming large clusters in the pixel
detector are shown in Fig. 3.5.

However, the templates have been derived for the average detector performance
in a certain data-taking year and do not reflect the changes of performance devel-
oped from the beginning to the end of the data-taking period, as shown in Fig. 3.6
for the year 2018. An effort is currently ongoing in the collaboration to take such
variations into account. Nevertheless, the results presented in Ref. [105] constitute
proof that the CCR approach can include radiation damage in the CMS simulation
without significantly affecting the computing time and that the templates can be
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FIGURE 3.5: The normalised average pixel charge as a function of the production depth in
the silicon substrate is shown for Layer 1 of the Barrel Pixel detector. It is compared to an
ideal simulation where no radiation damage is implemented and to a realistic simulation
where the pixel charge is re-weighted to take into account the radiation damage. On the
top, the Phase-0 detector is shown in 2016 after 29.4 fb−1, 4.2 fb−1, and 20.12 fb−1 of data
is collected in Run-1, 2015, and 2016, respectively. On the bottom left (right), the Phase-1
detector is shown in 2017 (2018) after 30.1 fb−1 of data is collected (after 45.0 fb−1 of data
is collected in 2017 and 31.2 fb−1 of data is collected in 2018). Published in Ref. [105].

tuned to reflect the behaviour observed in the detector. These improvements will be
especially relevant in the HL-LHC period, where the radiation damage is expected
to be more significant. Furthermore, templates validated with data obtained with
highly irradiated sensor from beam tests could be used to predict the performance
of the detector.
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FIGURE 3.6: Normalised average pixel charge as a function of the production depth in
the silicon substrate for Layer 1 of the Barrel Pixel detector in 2018. The gray band, rep-
resenting the data over the full 2018 data-taking period, is compared to the legacy 2018
simulation tuned on the average behaviour.
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4 | Event and object reconstruction
and simulation

To perform precise measurements of the SM properties, or to probe BSM theories,
data are carefully compared with theoretical predictions. The description of SM (or
BSM) processes is simulated from the probability distributions to obtain specific out-
comes from the pp-collisions. To properly compare data and theoretical models, the
detector effects must be taken into account. Also, particle signatures recorded in the
detectors must be interpreted and classified. This chapter first describes the physics
of proton-proton collisions (Sec. 4.1), then the event simulation is presented (Sec. 4.2)
and successively the event reconstruction is explained (Sec. 4.3). Last, techniques
used to mitigate pileup are reported. The analysis contained in this thesis studies
all-jets final states; thus, Chapter 5 is dedicated to jet reconstruction and methods to
exploit jet substructure.

4.1 Physics of proton-proton collisions

A description of the proton composed of partons is necessary to characterise high-
energy pp-collisions. In the parton model [106], the parton distribution function (PDF)
is the probability distribution fi(x, µ2

F) that the parton i, either a quark or a gluon,
carries the fraction x of the proton’s momentum. The PDF depends on the factor-
ization scale µ2

F at which a hadron is being probed. Protons are composed of the
three valence quarks uud, the gluons (mediators of the strong force), and the sea quarks
(quark-antiquark pairs with smaller x).

The pp-interaction cross section σ(pp → X), for energies significantly larger
than the binding energy of the partons in the proton, can be calculated with the
factorization theorem [107] from the partonic cross sections σ̂ij→X as

σ(pp → X) = ∑
i,j

∫

dx1dx2 fi,p(x1, µ2
F) f j,p(x2, µ2

F)σ̂ij→X(ŝ, µ2
R, µ2

F, αs).

The sum runs over all possible initial-state partons i, j, with longitudinal momentum
fractions x1,2, giving rise to a final state X at a centre-of-mass energy of

√
ŝ =

√
x1x2s.

The partonic cross sections can be calculated in perturbation theory. The renormal-
ization scale µ2

R and the factorization scale µ2
F appear in the expressions of the σ̂ij→X

calculated from truncated expansions in the strong coupling constant αs. On the
contrary, PDFs cannot be predicted by perturbative QCD as they also contain the
low energy information of the scattering, which is non-perturbative. Proton’s PDFs
are obtained from fits to deep inelastic scattering data, pp̄- and pp-interactions, for
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FIGURE 4.1: PDFs f (x, µ2
F) multiplied by x at µ2

F = 10 GeV2 (left) and µ2
F = 104 GeV2 (right),

obtained in NNLO NNPDF3.1 global analysis [111].

a certain momentum fraction xi at an energy scale µ2
F. They are extrapolated at dif-

ferent scales using the DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) equa-
tions [108–110]. For the simulation used in this analysis the NNPDF3.1 PDFs [111],
shown in Fig. 4.1, and the previous version NNPDF3.0 [112] are used.

4.2 Event simulation

Due to the composite nature of the protons, the description of complete final states
at hadron colliders involves multi-particle calculations. The simulation of pseudo-
events in such a high-dimensional phase space can be achieved through Monte-
Carlo generators. It can be divided into several steps corresponding to the different
sub-processes (factorization), as shown in the schematic representation in Fig. 4.2.

The hard process indicates the parton interaction with the highest momentum
transfer. The hard cross section σ̂ij→X is determined in perturbation theory using nu-
merical methods. The calculation can be performed at tree-level, referred to as lead-
ing order (LO) in the strong coupling αs, or incorporating further gluons or quarks
emissions, referred to as next-to-leading (NLO) or next-to-NLO (NNLO) corrections.

Higher-order terms are approximated using parton showers, programs designed
to simulate the emission of additional soft and collinear partons. For a hard config-
uration with a parton of flavour i and cross section σ0, the cross section that the hard
configuration is accompanied by a parton j with momentum fraction z is [113]:

dσ ≈ σ0 ∑
partons,i

αs

2π

dθ2

θ2 dzPij(z), (4.1)

where θ is the opening angle between the partons and Pij(z) is a set of functions
describing the parton emission probability in the collinear approximation. Parton
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FIGURE 4.2: Schematic representation of a proton-proton collision, involving a quark-
gluon scattering that leads to a final state consisting of two muons originated from a Z
boson and a hard jet. Taken from Ref. [107].

shower algorithms repeat iteratively the parton splitting described in Eq. 4.1. The
cascade is stopped once the energy scale reaches the cut-off scale (≈ 1 GeV), where
the confinement of partons into hadrons begins. Soft and collinear divergences are
also taken into account. The first is due to the generation of many particles with very
low energies. However, such particles cannot be measured below a certain value
in the experiment. The collinear divergences are caused by collinear particles that
cannot be distinguished with the experimental finite resolution. Thus, introducing a
resolution parameter representing the scale below which the splitting is not resolved
removes the divergences.

A matching procedure is applied to avoid double counting of partons when inter-
facing the hard scatter matrix element with the parton showering algorithm [114].

Partons that do not directly concur in the hard process produce soft, non-perturba-
tive, secondary interactions, called underlying event (UE) and are simulated using
phenomenological models tuned to the data [115].

At the scale where quarks and gluons cannot be considered free any more, the
hadronization process, where partons form color-neutral hadrons, is reproduced through
non-perturbative phenomenological models. The two main hadronization approaches
are the string [116, 117] and cluster [118] ones. The former assumes that quark-
antiquark pairs are subject to a linear potential (string) and when the energy stored
in the string is larger than that of a quark-antiquark pair, a new pair is produced
and the string fragments. Thus, the string algorithm transforms partonic systems
directly into hadrons, while the other approach employs an intermediate stage of
cluster objects. Both methods have free parameters that can be tuned to better repro-
duce the data.

Finally, extra pp-inelastic interactions are added to take into account the addi-
tional particle production due to pileup.
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4.2.1 MC generators

Several MC generators are available for the matrix element calculation, such as
MADGRAPH5_aMC@NLO [119] and POWHEG [120]. Others are multi-purpose gener-
ators that can be interfaced with the event generators for the showering and hadroniza-
tion processes or used for the full chain of processes, as, for instance, PYTHIA [121]
or HERWIG++ [122]. MADGRAPH5_aMC@NLO can be used to calculate LO matrix
elements and NLO QCD corrections of SM processes, in association with parton-
shower matching. Interfaced with additional packages, it provides also BSM pro-
cesses generation. POWHEG provides the hardest process with NLO accuracy, while
softer ones are calculated at LO precision. PYTHIA generates the matrix element
at LO accuracy. Thus, it is often interfaced with NLO generators to provide the
(pT-ordered) parton showering step, the hadronization (with string model) and the
underlying event’s modelling. HERWIG++ uses a different (angular) ordering in the
parton showering step and the hadronization is described with the cluster model.

Appendix A provides a complete description of simulated and data samples
used for the analysis described in Chapters 6–8. More details on the corrections
applied to LO simulations to take into account NLO effects can also be found in
Appendix A. Here the generators used for the main samples are listed:

• BSM signals are generated at LO of MADGRAPH5_aMC@NLO versions 2.4.2
and 2.6.0 matched with PYTHIA versions 8.205 and 8.230, for 2016 and 2017-
2018 detector conditions, respectively. The NNPDF 3.0 and 3.1 LO PDFs are
used together with the CUETP8M1 [123] and CP5 [124] underlying event tunes
in PYTHIA for 2016 and 2017-2018 conditions, respectively. The cross section of
the signal samples is computed at NLO with MADGRAPH5_aMC@NLO with
PDF4LHC15_100 [112, 125–129].

• QCD multijet production is generated with three different configurations

– PYTHIA standalone

– the LO mode of MADGRAPH5_aMC@NLO [130] matched and showered
with PYTHIA

– HERWIG++ 2.7.1 [122] with the CUETHS1 tune [123].

• Top quark pair production, as well as single top and boson pair production,
are modelled at NLO with POWHEG [131] and showered with PYTHIA. To cal-
culate systematic uncertainties related to the vector boson tagging efficiency,
two additional simulated samples of top quark pair production at LO are used:
one generated with MADGRAPH5_aMC@NLO and interfaced with PYTHIA, and
the second one generated and showered with PYTHIA.

• W+jets and Z+jets production are simulated with the LO mode of
MADGRAPH5_aMC@NLO matched and showered with PYTHIA. The NNPDF 3.1 [111]
PDFs are employed for simulated V+jets events with the 2017-2018 data taking
conditions for the 2016-2018 data analysis.

The background samples use the same underlying event tunes listed for the sig-
nal samples. Two corrections dependent on the transverse momentum (pT) [132,
133] are applied to the V+jets backgrounds to correct the pT-distribution of the vec-
tor bosons computed at LO in QCD to the one predicted at NLO in QCD, and to
account for electroweak effects at high pT.
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FIGURE 4.3: Schematic view of the particle-flow concept: Signals from different sub-
detectors are combined to construct objects that represent individual particles with defined
types. Taken from Ref. [137].

4.2.2 CMS detector simulation

Finally, MC generators are interfaced with the GEANT4 toolkit [134, 135] to carry out
a detailed simulation of the CMS detector. The GEANT4 software takes as input the
particles simulated by the MC generators, calculates their trajectories and the inter-
action with the different CMS sub-systems, whose accurate description is also given
to the software. The description includes the detectors’ geometries and materials
and information on the status of the sub-systems.

Furthermore, a weight is applied to simulated events such that their pileup dis-
tribution matches the data distribution, estimated from the total inelastic cross sec-
tion and the instantaneous luminosity.

4.3 Particle-Flow event reconstruction

The event reconstruction consists of identifying the final state particles originating
in the pp-collision from their characteristic signatures in the different sub-detectors.
The CMS Collaboration adopts the Particle-Flow (PF) [136] reconstruction approach.
Figure 4.3 schematically illustrates the PF concept, where information obtained from
different elements is combined to classify the final state particles and objects, and
precisely measure their kinematic properties. Each particle produces several PF el-
ements in the various CMS sub-detectors, which are then connected by a link algo-
rithm to form PF blocks. Finally, particles are reconstructed in sequence from the list
of blocks, starting from muons which can be more easily identified. Then electrons,
photons, and charged and neutral hadrons are classified. At last, jets are formed
from PF candidates.

Below, the event reconstruction’s steps are described, more details are provided
for the elements relevant for the studies presented in this thesis.

4.3.1 PF elements

4.3.1.1 Reconstruction of tracks and vertices

Tracks are reconstructed from hits of charged particles in the pixel and strip tracker [92].
Hits are obtained clustering signals above specified thresholds (local reconstruction).
To improve the position estimation of the hits in the pixel detector, the observed
distribution of the cluster charge is compared to template distributions taking into
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account the radiation effects, estimated with the approach introduced in Sec. 3.3.3.
The subsequent step of the track reconstruction procedure consists of the translation
between the local coordinate system of the hits and the global coordinate system of
the track, taking into account discrepancies between the assumed and actual loca-
tion and surface deformation of detector elements as found through the alignment
process [138, 139].

To obtain a high track-finding efficiency while limiting the reconstruction of
fake tracks, an iterative tracking procedure is employed. The CMS tracking algo-
rithm [140], called Combinatorial Track Finder (CTF), is an adaptation of the Kalman
filter [141] to allow pattern recognition and track fitting to occur in the same frame-
work. Track finding is performed in multiple stages, repeated at each iteration:

• Seed generation from 2 or 3 hits compatible with a charged-particle trajectory

• Kalman filter based track finding to extrapolate the seed trajectories along the
expected flight path of a charged particle and to search for additional hits

• Track-fitting module to provide the best possible estimate of the parameters of
each trajectory

• Track selection setting quality flags and discarding tracks that fail specific re-
quirements.

The first iterations target high-pT tracks, which are easier to reconstruct and can then
be removed to reduce the combinatorial of the following steps, that features more
complex and time-consuming seeding, filtering, and tracking algorithms. The aver-
age track-reconstruction efficiency for promptly-produced charged particles with pT
> 0.9 GeV is 94% (85%) for |η| < 0.9 (0.9 < |η| < 2.5). The inefficiency is caused
mainly by hadrons that undergo nuclear interactions in the tracker material. For
isolated muons, the corresponding efficiencies are ≈ 100% [92].

Figure 4.4 shows the reconstruction efficiency and misreconstruction rate for
charged hadrons in a sample of simulated QCD multijet events as a function of the
reconstructed track pT. Charged hadrons that are not reconstructed in the tracker
can be detected as neutral hadron by the calorimeters, with degraded energy resolu-
tion and biased direction due to the bending of their trajectory in the magnetic field.
Charged hadrons contribute two-thirds of a jet’s energy; thus, increasing the track-
ing efficiency is essential. While iterative tracking largely improves the performance
of the track reconstruction algorithm, the tracking efficiency at high-pT remains lim-
ited. Nevertheless, good jet energy and angular resolutions are guaranteed by the
calorimeters. Charged hadrons reconstruction at high-pT will be considerably im-
proved in the Phase-2 Upgrade of the CMS tracker, as described in the studies pre-
sented in Chapter 11.

Reconstructed tracks are used for the reconstruction of the primary vertices [142]
of all the pp-interactions in one event, identifying the hard scatter and the pileup
collisions. First tracks consistent with being produced in the primary interaction re-
gion are identified. Then tracks are clustered depending on their z-coordinates at
their point of closest approach to the centre of the beam spot, allowing the recon-
struction of any number of pp-interactions in the same LHC bunch crossing. The
coordinates of candidate vertices containing at least two tracks are then obtained
using an adaptive vertex fitter [143]. The primary vertex reconstruction efficiency is
extremely high independently of the number of tracks associated with the vertex,
≈ 100% and 98% for vertices with more than two tracks and with only two tracks,
respectively. Instead, the resolution in the vertex coordinates strongly depends on
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FIGURE 4.4: Efficiency (left) and misreconstruction rate (right) of the global combinatorial
track finder (black squares); and of the iterative tracking method (green triangles: prompt
iterations based on seeds with at least one hit in the pixel detector; red circles: all iterations,
including those with displaced seeds), as a function of the track pT, for charged hadrons
in multijet events without pileup interactions. Only tracks with |η| < 2.5 are considered
in the efficiency and misreconstruction rate determination. The efficiency is displayed for
tracks originating from within 3.5 cm of the beam axis and ±30 cm of the nominal centre
of the CMS detector along the beam axis. Taken from Ref. [136].

the number of associated tracks and on the tracks’ average pT. For vertices with
many tracks, a position resolution between 10–20 µm is achieved [92]. The recon-
structed vertex with the largest value of summed physics-object p2

T is taken to be
the primary pp interaction vertex (leading vertex, LV, in the following). The physics
objects are the track jets, clustered using the anti-kT algorithm [144, 145] jet finding
algorithm (see Sec. 5.1) with the tracks assigned to the vertex as inputs, and the as-
sociated missing transverse momentum, taken as the negative vector sum of the pT
of those track jets. The other vertices are referred to as pileup (PU) vertices.

4.3.1.2 Energy reconstruction

The energy reconstruction in the ECAL and HCAL calorimeters is performed through
clustering algorithms serving multiple purposes:

• Detection and measurement of the energy and the direction of stable neutral
particles (photons and neutral hadrons)

• Distinguish the neutral particles’ energy deposits from the charged hadrons
ones

• Reconstruct and identify electrons and all accompanying bremsstrahlung pho-
tons

• Assist the energy measurement of charged hadrons with low-quality or high-
pT tracks.

Clustering is performed separately in each sub-detector. Cells with energy depo-
sition above a specified threshold and higher than the depositions in neighbouring
cells are considered as clusters seeds. Topological clusters are then formed by ag-
gregating surrounding cells with significant energy depositions to the cluster seed.
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Clusters within a topological cluster are identified with an expectation-maximization
algorithm based on the Gaussian-mixture model. The Gaussian-mixture model affirms
that the energy deposits in the individual cells of a topological cluster are gener-
ated by Gaussian energy deposits from a number of particles equal to the number
of seeds. With the iterative expectation-maximization algorithm, the positions and
energies of the Gaussian functions are taken as cluster parameters.

Finally, calibrations derived from high statistic simulations are applied to the
clusters to compensate the response to hadrons and energy losses due, for instance,
to non-active detector material. The ECAL calibration is based on photons, while
for HCAL neutral kaons are used. Both calibrations are probed with studies with
particle data and their combination is used to model energy and η-dependent non-
linearities in HCAL.

4.3.2 Link algorithm

Once the PF elements from different sub-detectors are reconstructed, the link algo-
rithm pairs them to form PF blocks. The linking procedure is restricted to the nearest
neighbours in the (η,φ) plane to limit the computing time.

Tracks are extrapolated from their last measured hit in the tracker to the calorime-
ters. A link is created if the extrapolated position is within the cluster area. If more
links can be formed, only the one with the smallest distance between the extrapo-
lated track and the cluster position is kept. Similarly, links can also be established be-
tween ECAL and HCAL clusters or between ECAL and preshower clusters. A com-
mon secondary vertex can be used to connect charged-particle tracks for nuclear-
interaction reconstruction. Lastly, a track in the tracker can be connected with the
reconstructed elements in the muon detector.

4.3.3 Particle reconstruction

The PF blocks are then used to identify particle candidates.
Muon candidates are identified and reconstructed first, and their corresponding

PF elements are removed from the PF blocks list. Different criteria are enforced for
standalone and non-isolated muons.

Next, electrons and isolated photons are processed. For the first also the energy
of bremsstrahlung photons is collected. Different selections are applied for electron
candidates found in the barrel or in the endcaps. Photons are reconstructed with the
ECAL clusters only and photons’ conversion in e+e− pairs in the tracker material is
also considered. Then, the used tracks and clusters are masked for the subsequent
processing step.

Last, hadrons from jet fragmentation and hadronization are identified. Together
with neutral and charged hadrons, also non-isolated photons from the π0 decay
or, more rarely, muons from early charged hadrons decays can be reconstructed in
this step. Neutral hadrons and photons are identified from calorimeter clusters not
linked with any tracks. The classification of the clusters in one or the other particle
type depends if they are located in the tracker acceptance region or not, to obtain the
best jet energy reconstruction:

• For |η| < 2.5 (tracker acceptance region) ECAL clusters are turned into pho-
tons and HCAL clusters are turned into neutral hadrons, since in hadronic jets
25% of the energy is carried by photons and neutral hadrons deposit only 3%
of the jet energy in the ECAL.
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• For |η| > 2.5 charged and neutral hadrons cannot be distinguished. Since both
hadron types leave ≈ 25% of their energy in the ECAL, ECAL clusters linked
to a given HCAL cluster are assumed to arise from the same hadron shower,
while only ECAL clusters without such a link are classified as photons.

The energy of each identified particle is also estimated accordingly with the above
classification. The remaining HCAL clusters of the PF block are linked to the remain-
ing tracks, which can be linked to still unused ECAL clusters. Then, the calibrated
calorimetric energy is determined. Finally, the particle content is determined by
comparing the sum of the track momenta and the calibrated calorimetric energy:

• If the calibrated calorimetric energy is larger than the sum of the track mo-
menta, the excess may be interpreted as the presence of photons and neutral
hadrons.

• If the calibrated calorimetric energy is compatible with the sum of the track
momenta, no neutral particle is identified, and the charged-hadron momenta
are redefined combining the tracker and the calorimeters information. This
aggregation allows the precise energy determination when the track parame-
ters are measured with degraded resolutions and ensures a smooth transition
between the low- and the high-energy regime, dominated by the tracker mea-
surements and the calorimetric measurements, respectively.

• If the calibrated calorimetric energy is significantly smaller than the sum of
the track momenta, a search for muons is performed, with looser identification
criteria.

Jets are then reconstructed starting by the PF candidates in the event. The jet re-
construction and the identification of different jet types is especially relevant for the
analyses presented in this thesis and is thus described in the next Chapter (Chap-
ter 5). The following section introduces different pileup mitigation techniques that
can be applied before the jet reconstruction is performed.

4.4 Pileup mitigation techniques

As already introduced, the multiple pp-interactions happening at each bunch cross-
ing are referred to as pileup (PU). In particular, this is the in-time pileup, indicating
the additional pp-collisions occurring within the same bunch-crossing as the pri-
mary hard interaction and thus producing extra tracks and energy deposits. The
pp-collisions happening in the previous or subsequent bunch crossing can also con-
tribute energy deposits to the same time window as the primary hard interaction
because of the finite signal decay time of the ECAL and HCAL detectors (out-of-time
pileup). These additional deposits can contaminate the reconstructed jets, degrad-
ing the jet observables evaluation and affecting the jet inner structure. The identifi-
cation of highly boosted heavy resonances, performed in the analysis presented in
this thesis, relies significantly on jets and jets’ substructure observables. Advanced
techniques to mitigate the effect of pileup are thus necessary.

The CMS Collaboration has been developing pileup removal algorithms well
before the beginning of Run-2 [146] and is constantly improving the techniques to
adapt them to the continuously increasing LHC luminosity.

This section describes the Charged-Hadron Subtraction (CHS) and the PileUp
Per Particle Identification (PUPPI) algorithms, the two most commonly used pileup
suppression approaches adopted in the CMS Collaboration, both employed in the
performed analyses.
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4.4.1 Charged-hadron subtraction

The charged-hadron subtraction (CHS) [136, 146] method, as the name suggests,
excludes the charged hadrons associated with PU vertices from the jet clustering
procedure. The removal is possible thanks to the tracking information associated to
charged hadrons. However, neutral particles and all reconstructed particles outside
the tracker acceptance cannot be associated with one of the reconstructed primary
vertices with this technique. Nonetheless, thanks to the uniformity of the pT density
of pileup interactions in the (η, φ) plane, the average pT contributions expected from
pileup can be subtracted, applying event-by-event jet-area-based correction [147–
149] to the jet four-momenta to remove the remaining energy due to neutral particles
originating from PU vertices.

4.4.2 Pileup per particle identification

The pileup per particle identification (PUPPI) [81, 150, 151] algorithm is used to
remove pileup, identified through global information from the event and local in-
formation at the particle level. It associates a weight to each particle. Such weight is
used to rescale the four-momentum of the particle, correcting at the same time the
jet kinematic variables and the jet shape in an observable-independent way.

For charged particles, the PUPPI weight is assigned based on tracking informa-
tion. The weights range from 0 (particles most likely coming from PU vertices) to 1
(particles coming from the hard scatter). A weight of 1 is assigned also to charged
particles not associated with any vertex if their distance of closest approach to the
LV along the z axis is smaller than 0.3 cm; a weight of 0 is applied in all other scenar-
ios. A discriminating variable (α) is used to assign weights to the neutral particles.
Within the CMS Collaboration, α is defined as follows [81]:

αi = log ∑
j 6=i, ∆Rij<R0

(

pTj

∆Rij

)2{
for |ηi| < 2.5, j are charged particles from LV,
for |ηi| > 2.5, j are all kinds of reconstructed particles,

where i refers to the particle in question, j are other particles, pTj is the transverse

momentum of particle j in GeV, and ∆Rij =
√

(∆ηij)
2 + (∆φij)

2 is the distance be-
tween the particles i and j in the η–φ plane. The summation runs over the particles
j in the cone of particle i with a radius of R0 = 0.4. The α variable is designed to be
large for particles close to other particles originating from the LV or highly energetic
particles (outside the tracker acceptance region).

The expected PU distribution in an event is estimated from charged particles
assigned to PU vertices. In this way, the αi of each neutral particle can be compared,
with a signed χ2 approximation, with the median and RMS of the α distribution of
the charged PU particles to compute each neutral particle’s probability to arise from
the LV or a PU vertex. Finally, the pT weight wi of the i-th neutral particle is given by
the cumulative distribution function of the χ2 distribution evaluated at the χ2

i value.

4.4.3 Performance of the CHS and PUPPI algorithms

PUPPI achieves a stronger PU reduction, especially for events with more than 30 in-
teractions, approximately the mean number of inelastic interactions per bunch cross-
ing in the 2016–2018 data taking periods (Fig. 3.1 in Chapter 3).
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In general, the PUPPI algorithm provides the best performance for jet mass and
substructure observables, removing the PU dependence. Concerning jet-momentum
resolution and PU jet rejection, the preferred algorithm depends on the physics pro-
cess under study: the PUPPI algorithm provides a better jet momentum resolution
for jets with pT < 100 GeV, whereas CHS does so for pT > 100 GeV [81].

The analyses presented in this thesis take advantage of the different performance
of the presented PU suppression algorithms. Both are employed, depending on the
jet observable being studied or the physics processes from which the jets originate.
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5 | Jet reconstruction and jet sub-
structure

Jets are collimated streams of particles produced from the hadronization of quarks
and gluons. Within the CMS Collaboration, they are reconstructed from the PF can-
didates in the event using specific clustering algorithms described in Sec. 5.1. The
energy calibration procedure that jets undergo before being used in the analyses is
described in Sec. 5.2. The inner structure of jets provides valuable information on
the origin of the jets. Different substructure observables used to identify (tag) the
decay products of heavy objects are presented in Sec. 5.3.

In Sec. 5.3.4.1 jet substructure studies specific for the analysis described in Chapters 6–8
are presented. The decorrelation method applied to the jet identification algorithms has been
developed by Dr. Anna Benecke and the data to simulation corrections of the algorithm iden-
tification efficiency have been estimated by the algorithm developer Dr. Loukas Gouskos. The
author of this thesis, under the supervision of Dr. Andreas Hinzmann and in collaboration
with Dr. Clemens Lange and Dr. Jennifer Ngadiuba, has validated the decorrelation method
in the context of the analysis described in the next chapters.

5.1 Jet clustering

For the jets reconstruction, the studies performed in this thesis use sequential clus-
tering algorithms, designed to be infrared and collinear (IRC) safe, i.e. insensitive
to the emission of soft or collinear gluons. In the analyses presented in this thesis,
the anti-kT algorithm [144, 145] has been adopted. The algorithm starts from a list
of entities (particles or combinations of particles). It iteratively introduces two (pT-
dependent) distances to classify a list element as a jet or recombine it. The distances
dij between all possible elements pairs i and j and diB between entity i and the beam
B are defined as

dij = min(p2n
Ti , p2n

Tj)
∆R2

ij

R2

diB = p2n
Ti ,

where ∆R2
ij is the distance between i and j in the η-φ plane, and R is the jet radius pa-

rameter. The value of the integer n distinguishes the different sequential clustering
algorithms. The anti-kT is obtained for n= -1. Instead, the Cambridge-Aachen (CA)
algorithm [152] has n = 0.

At each iteration, the smallest dij and diB are compared. If dij < diB, the i and
j entities are combined in a new entity, that is added to the input list while i and j
are removed. Instead, if diB < dij, i is classified as jet and removed from the input
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FIGURE 5.1: Consecutive stages of JEC, for data and MC simulation. All corrections
marked with MC are derived from simulation studies, RC stands for random cone, and
MJB refers to the analysis of multijet events. Taken from Ref. [149].

list. The procedure is repeated until the list is empty. Given how the distances are
defined, hard particles are clustered first, and the jet area in the η–φ plane does not
depend on the soft particles.

The FASTJET package [145] is used to perform the anti-kT clustering described
above.

In this thesis, narrow and large jets are reconstructed with the standard CMS
radii R = 0.4 (referred to as AK4) and R = 0.8 (referred to as AK8), respectively.

5.2 Jet energy calibration

Jets are experimentally reconstructed objects that must be calibrated to correct their
energy scale. Jet energy corrections (JEC) are derived following the procedure de-
scribed in Ref. [149] and are used for the calibration of the jet energy scale (JES).
Figure 5.1 shows the factorized approach adopted by the CMS Collaboration, where
subsequent corrections accounting for different effects are applied in a fixed order.
The jets four-momenta are rescaled at each stage.

1. The pileup offset corrections are determined from simulation of di-jet events with
and without pileup on top. They are parametrized as a function of the jet area,
η, pT and average pT density per unit area. Furthermore, corrections for resid-
ual differences between data and simulation are derived with the random cone
(RC) method [153] from data collected using a random trigger in the presence
of a beam crossing (zero bias).

2. The simulated response corrections depend on the η and pT of the jet to take into
account the non-uniform detector response. Their estimation is based on the
measurement of the discrepancies between the reconstructed pT of the jet and
the true pT before simulating the interaction of the hadrons from the parton
shower with the detector (generator level pT).

3. Residual corrections account for minor differences in the jet response in data
and simulation. They are estimated from Z/γ+jet events and multi-jet events
as a function of η and pT and applied to the simulation.

4. An optional flavour-dependent correction, not used in this analysis, is extracted
from MC simulations.

The discrepancies between data and simulation regarding the jet pT resolution
are also considered applying additional smearing in simulation, referred as jet en-
ergy resolution (JER) corrections.
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FIGURE 5.2: Top left (right): W (Z) boson decay branching fractions, obtained from
Ref. [15]. Bottom: Higgs decay branching fractions as predicted in the SM, adapted from
Ref. [155].

JES and JER performances with the data collected by the CMS experiment in
2016–2018 can be found in Ref. [154].

5.3 Boosted objects identification with jet substructure tech-

niques

W and Z bosons (also referred as V bosons) decay mostly into pairs of fermions, as
shown in Fig. 5.2 (top), favouring more than two-thirds of the times the hadronic
decay into a quark-antiquark pair (67.4% and 69.9%, respectively [15]). The Higgs
boson decay branching fractions are presented in Fig. 5.2 (bottom): the preferred
channel is H →bb̄. Noticeably, the Z boson also decays to bb̄ in 15% of the hadronic
decays.
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The angular distance ∆Rqq̄ =
√

∆
2φqq̄ + ∆

2ηqq̄ between the two quarks resulting
from the decay of V or H bosons can be estimated as

∆Rqq̄ ≈ 2m
pT

, (5.1)

where m ≈ O(100 GeV) and pT are the boson mass and transverse momentum,
respectively. For low pT bosons, the two jets obtained from each of the final state
quarks are well separated. Instead, if a boson carries a high momentum (boosted
regime), the two jets are close to each other, merged into one single jet. For instance,
already for a W boson with pT of 400 GeV, the angular distance between quarks
is ≈ 0.4 and the corresponding jets cannot be resolved with a single AK4 jet. This
latter case happens, for instance, for bosons originating from heavy resonances, like
the ones studied in this thesis.

Therefore, jet substructure observables and dedicated algorithms are necessary
to identify the two subjets of boosted W-, Z- or H-jets and distinguish such jets from
quark or gluon initiated jets of QCD multijet background.

Large (AK8) jets are adopted in this thesis to reconstruct high pT jets. With such
a large area, contributions from underlying events or pileup could degrade or bias
the measurement of the substructure observables. The latter can be reduced with the
mitigation techniques described in Sec. 4.4. Grooming techniques are instead used
to reduce soft and wide-angle radiation and improve the jet mass resolution.

The techniques and variables employed in this thesis are discussed below. Vari-
ables, algorithms and sets of requirements on observables used to identify an object
are commonly called taggers.

5.3.1 Soft drop algorithm

The soft drop (SD) algorithm [156] is primarily used to reduce the jet contamination
from initial state radiation, underlying event and pileup. Before applying the algo-
rithm, the anti-kT jets are re-clustered with the CA approach, which has an angular-
ordered structure. The last step of the CA clustering is then reverted by splitting the
jet j in the j1 and j2 subjets.

The soft drop condition is defined as

min(pT1, pT2)

pT1 + pT2
> zcut

(

∆R12

R

)β

. (5.2)

It depends on the soft drop threshold zcut and the exponent β. If the subjets satisfy
the condition, j is the final soft drop jet. Otherwise, the procedure is repeated on the
subjet with the highest pT, while the other is removed. In this thesis, the parameters
are zcut = 0.1 and β = 0. The latter condition ensures soft and collinear safety when
evaluating the mass of the final SD jet [157]. The soft drop mass mSD is the invariant
mass of all constituents of the final SD jet.

The advantages of using the SD corrected jet mass instead of the raw jet mass
are shown in Fig. 5.3. Before (solid line) SD is applied, the W peak (blue) is large
and shifted to higher values than the expected boson mass. After SD is performed
(dotted line), the peak is narrower and centred at the W mass. Furthermore, the
separation between the W-jets and the q/g-jets is increased.

In this thesis the expressions jet mass, MSD, mSD, mjet and mjet
SD are used inter-

changeably to refer to the jet soft drop mass.
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FIGURE 5.3: The jet mass spectra for quark/gluon-jets (red) and W-jets (blue) before (solid
line) and after (dotted line) softdrop has been applied. Taken from Ref. [158].

5.3.2 N-subjettiness

As described above, jets originated from boosted V or H bosons consist of two
merged prongs, while q/g-jets are not expected to have such an inner structure.
The N-subjettiness τN variable [159] has been introduced to quantify how likely it is
for a reconstructed jet to be composed of N subjets. After N subjets are identified,
τN is calculated as

τN =
1
d0

∑
k

pT,k min{∆R1,k, ∆R2,k, · · · , ∆RN,k}, (5.3)

where k runs over the constituents of the jet and the distances ∆Ri,k are calculated
relative to the axis of the i-th subjet. The normalization factor d0, for a characteristic
jet radius R, is defined as

d0 = ∑
k

pT,kR. (5.4)

If all the constituents are aligned with the identified N subjets, τN ≈ 0 and the initial
jet is likely to have N (or fewer) subjets. If τN >> 0, a large energy fraction is not
aligned with the supposed N subjets and, thus, the jet has at least N + 1 subjets.
For the algorithm to properly work, the subjets must be properly chosen. While the
ideal choice would be to determine τN by minimizing all possible candidate subjet
directions, the subjet axis is instead chosen to force the exclusive-kT algorithm [160,
161] to cluster N subjets to limit the computing time.

For jets with two prongs (for instance, originated from a W boson), τ2 is close to
0, while τ1 approximately 1. On the contrary, for a q/g initiated jet τ1 ≈ 0. Thus,
the ratio τ21 = τ2/τ1 is commonly used to discriminate the discussed jet types. This
variable is used in the study presented in Chapter 11 and Fig. 11.3a shows an ap-
plication of τ21 to discriminate a signal from a heavy resonance against the QCD
multijet background.

5.3.3 Jets originating from b quarks

Jets originating from b quarks (b-jets) have specific characteristics that distinguish
them from jets initiated from lighter quarks or gluons. The b-jets identification is
relevant for many applications, from searches for new physics to many SM stud-
ies. For instance, the top quark decays to a b quark and W boson with ≈100% BR.
Furthermore, it allowed the observation of the H →bb̄ decay [162, 163].
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are displaced with respect to the primary interaction vertex (PV), and hence with a large
impact parameter (IP) value. Taken from Ref. [164].

B quark initiated jets contain B hadrons, which are characterized by a relatively
long lifetime of 1.5 ps. If the B hadron has a momentum sufficiently higher than its
mass (≈ 5 GeV), it can travel a distance of the order of few millimetres, from where it
is created in the primary vertex (PV) to its decay. This generates a secondary vertex
(SV) displaced from the PV. Figure 5.4 schematically illustrates the decay of a heavy
flavour jet, such as a b-jet. The (large) impact parameter (IP), the closest distance
from the primary vertex to a given track, is also shown. High granularity trackers,
as the one in use in the CMS experiment, are able to reconstruct the secondary ver-
tex. The information can then be used to develop dedicated techniques to identify b
quark initiated jets [164].

5.3.4 Jet tagging with machine-learning techniques

Efficient classification of heavy objects is essential for many SM and BSM analyses.
New taggers based on machine-learning (ML) techniques developed by the CMS
Collaboration [165] can considerably reduce the background rate without degrading
the signal efficiency compared to non-ML techniques. In the analysis presented in
Chapters 6–8, the DeepAK8 tagger [165] has been adopted to improve the signal-to-
background discrimination.

The DeepAK8 tagger is a multi-classifier that can differentiate hadronically de-
caying particles into five categories (W/Z/H/t/other) subdivided into the particles’
different decay channels (e.g. Z →qq̄, where q is a light quark, and Z →bb̄). The in-
puts to the algorithm are low-level variables (e.g. particle-flow candidates) to benefit
from the information made available by the high granularity of the detectors. They
are organized in two lists per jet:

• The particle list contains 100 jet constituent particles, ordered by decreasing
pT. For a better determination of the jet substructure, the measured properties
of the particles (pT, energy deposit, charge, the angular separation between
the particle and the jet axis or the subjet axes, etc.) are also provided to the
algorithm. For charged particles also track related quantities can be included.
Overall, 42 variables are considered for each particle.

• The secondary vertex list can feature up to 7 SVs, each described by 15 vari-
ables (SV kinematics observables, displacement, quality criteria, etc.). The two-
dimensional impact parameter significance is used to sort the list elements.
This list assists the heavy-flavour jet tagging.
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The DeepAK8 features a customized Deep Neural Network (DNN) architecture,
developed to handle the high number of inputs and their correlations. The DNN has
two steps. In the first step, each of the lists is given to a corresponding Convolutional
Neural Network (CNN) based on the ResNet model [166]. The CNNs have 14 and
10 layers for the particle list and the SV list, respectively. Each layer can provide
32–128 output channels. The two CNNs work in parallel to transform the inputs
and extract the helpful characteristics. The jets classification happens in the second
step, where a simple, fully connected network combines and processes the output
of the two CNNs. The second step consists of a single layer with 512 units. It is
followed by a ReLU activation function and a Dropout [167] layer of 20% drop rate.
The training is performed with a 50 million jets sample. The 80% of the sample is
used for the training itself, while the remaining 20% is reserved for the validation.
The signal and background samples are reweighted to obtain a uniform distribution
in pT to avoid biases in the training process.

The features extracted by the CNNs can be highly correlated with the jet mass.
As a consequence, the jet mass distribution of background jets selected with the
DeepAK8 tagger can be modified and look similar to the signal. Decorrelating the
tagger from the jet mass results in many advantages [168] and is of crucial impor-
tance for the analysis described in Chapters 6–8. The DeepAK8-MD (Mass Decorre-
lated) has been developed to provide a mass decorrelated tagger that preserves (as
possible) the discriminating power of the DeepAK8. It is based on an adversarial
training approach [169], and the signal and background samples are reweighted to
obtain flat pT and mSD distributions. The DeepAK8-MD is equipped with an addi-
tional mass prediction network to derive the jet mass from the features extracted by
the CNNs. This extra network has three fully connected layers of 256 units each and
a SELU activation function [170]. It is trained to predict the mSD of the background
jets to the closest 10 GeV value in the range 30–250 GeV by minimizing the cross-
entropy loss. An accurate mass prediction shows that the features obtained by the
CNNs are strongly correlated with the jet mass. The accuracy of the mass prediction
is then given as a penalty to the tagger algorithm. The mass prediction network is
trained for ten steps for each of the CNNs training stages to handle the updating
output of the CNNs.

The final output of the DNN is a score for each (sub)-category, used to select
specific decay channels.

In the analysis presented in Chapters 6–8 the W, Z and H decays of interest are
selected with the DeepAK8 scores listed below:

ZHbbvsQCD =
scoreZ→bb̄ + scoreH→bb̄

scoreZ→bb̄ + scoreH→bb̄ + ∑ scoreQCD
(5.5)

and

WvsQCD =
scoreW→qq̄ + scoreW→qc̄

scoreW→qq̄ + scoreW→qc̄ + ∑ scoreQCD
, (5.6)

where

∑ scoreQCD = scoreQCD→bb̄ + scoreQCD→cc̄ + scoreQCD→b + scoreQCD→c + scoreQCD→other.

The WvsQCD final score is used to select candidate W or Z bosons decaying to
two quarks while the ZHbbvsQCD combines the scores of Z →bb̄ and H →bb̄ to
increase the Z tagging efficiency.

In Fig. 5.5 the performance of the DeepAK8 taggers are shown for classes relevant
for this thesis. The Receiver Operating Characteristic (ROC) curves presenting the
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FIGURE 5.5: Top (bottom) left: Comparison of the identification algorithms for hadron-
ically decaying H (W) boson in terms of ROC curves. Top (bottom) right: Normalized
mSD distribution for QCD multijets background, inclusively and after selection by each H
(W) tagging algorithm. The working point chosen corresponds to a signal efficiency (ǫS)
of 50%. The error bars represent the statistical uncertainty in each specific bin, which is
related to the limited number of simulated events. Taken from Ref. [81].

misidentification rate as a function of the signal efficiency show how the DeepAK8-
MD, despite a loss in discriminating power with respect to the nominal version, still
has a superior behaviour compared to the other non-ML approaches shown, e.g.
τ21. Furthermore, the sculpting of the mSD distribution is considerably reduced with
respect to the DeepAK8.

5.3.4.1 2D decorrelation of the DeepAK8 taggers

The mSD spectrum of the QCD-like background in Fig. 5.3 is smoothly falling (above
≈ 20 GeV), while for the resonant signal the mSD distribution presents a peak. This
feature has been exploited to perform a bump hunt (also) in the jet mass distribution
in the analysis presented in Ref. [9], that pioneered the approach followed in this
thesis. In Ref. [9], a decorrelated version of the τ21 variable (τDDT

21 ) was adopted to
eliminate sculpting features that could be introduced in the mSD spectra from the
tagging requirements.

As it was illustrated in the previous section (Sec. 5.3.4), the DeepAK8 tagger
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FIGURE 5.6: 2D map derived for (left) the DeepAK8 ZHbbvsQCD tagger and (right) the
DeepAK8 WvsQCD tagger for a 5% misidentification rate for QCD multijet simulation.
Taken from Ref. [151].

has superior performance in terms of signal identification compared to non-ML ap-
proaches, including τDDT

21 . However, it introduces a significant shaping in the mSD
distribution. The DeepAK8-MD also introduces (small) features if compared to the
inclusive distribution.

A 2D-decorrelation method for the DeepAK8 developed in Ref. [151] makes such
taggers employable for the analysis presented in this thesis. In the 2D-decorrelation,
first introduced in Ref. [171] for an energy correlation function (NDDT

2 ), a three-
dimensional histogram of the variables ρ = log(m2

SD/p2
T), pT and tagger discrim-

inator is filled for the leading-pT jet. Afterwards, a map is generated showing the
discriminant requirement for a certain misidentification rate X% for each (ρ, pT) bin
in the three-dimensional histogram. Thus, the maps describe the requirement on the
discriminator for a X% misidentification rate.

The method has been applied on the DeepAK8 scores introduced in Eq. 5.5 and
5.6 for the ZHbbvsQCD and the WvsQCD tagger, respectively. Maps for a 5% misiden-
tification rate for QCD multijet simulation for such scores are shown in Fig. 5.6.

The decorrelation performance (mass sculpting) is evaluated in the difference of
the soft drop mass distribution of the leading-pT jet with and without a requirement
of the tagger. Fig. 5.7 (upper part) shows the mass sculpting of QCD multijet simula-
tion for the ZHbbvsQCD tagger for the DeepAK8-MD (left) and the DeepAK8 with
2D (map) decorrelation (right). The former method introduces a peak and a dip
in the mSD spectrum for certain requirements on the discriminator, while the latter
does not introduce such features, resulting in mass sculpting of less than 10% over
the whole mass range [151].

The maps in Fig. 5.6 present steep variations of the discriminant value for small
variations of jet ρ and pT. Therefore, discrepancies in the jet pT and/or jet mass be-
tween data and the MC simulation used to derive the maps may induce a significant
change in the discriminant value and hence considerably shape the distributions.
The assessment of the potential impact of this feature has been performed in a data
control region (CR) by comparing the differences in the jet mass distribution in two
different cases. The CR consists of events where one jet passes a tight requirement on
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the WvsQCD tagger and the other fails a loose one1. For the comparison, jets pass-
ing the same misidentification rate requirements are considered, in one case reading
the 2D map with the nominal jet pT and mass value and in the other case shifting the
value of the jet pT or mass of 1–2% from the nominal.

The shift in the jet mass value resulted in significant differences in the mjet distri-
bution in the data CR, as shown in Fig. 5.8 (left). Such differences are, instead, con-
siderably reduced if the maps are derived from the DeepAK8-MD tagger (Fig. 5.8,
right). Thus, for the analysis presented in this thesis, the 2D-decorrelated DeepAK8-
MD tagger is used. Maps obtained from the DeepAK8-MD tagger for a 5% misiden-
tification rate for QCD multijet simulation for the scores introduced above are shown
in Fig. 5.9. The variation of the tagging requirements in neighbouring bins are now

1The control region is defined in the CMS internal Ref. [173]
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FIGURE 5.9: 2D map derived for (left) the DeepAK8-MD ZHbbvsQCD tagger and (right)
the DeepAK8-MD WvsQCD tagger for a 5% misidentification rate for QCD multijet simu-
lation.

smoother than in Fig. 5.6. For completeness, Fig. 5.7 (lower part) shows the mass
sculpting of QCD multijet simulation for the ZHbbvsQCD tagger for the DeepAK8-
MD 2D-decorrelated.

The performance in terms of misidentification rate and signal efficiency is shown
in Fig. 5.10. The 2D decorrelation shows a loss of signal efficiency with respect to the
algorithm used to derive the maps. However, the loss is smaller than between the
DeepAK8 and its MD version. Furthermore, the adoption of the 2D-decorrelated
DeepAK8-MD is still advantageous compared to non-ML approaches.

In the context of the search described in the following chapters targeting res-
onances decaying to two boson where each of the bosons produce a large jet, jet
tagging requirements must be applied to both final state jets. Thus, it was verified
that the mass sculpting is still negligible even when applying a cut on the discrim-
inator of both leading-pT jets. In fact, the results presented in Fig. 5.7 have been
derived only for the first leading-pT jet in the event. In particular, Fig. 5.11 shows a
comparison of the dijet invariant mass and softdrop jet mass distribution with and
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without applying cuts on the discriminants for the QCD multijet PYTHIA8 simula-
tion sample. Even after applying tight requirements on the discriminant of both jets
the spectrum of these variables agrees with the inclusive spectrum within statistical
uncertainties. As it will be described in Chapter 7, this allows to derive QCD tem-
plates once without any tagger discriminant applied, i.e. once for all event categories
(see Sec. 6.3), with the advantage of better stability as the full MC statistics is used,
rather than the limited statistics after application of tight tagger requirements. Fur-
thermore, it has been verified that the maps generated with the PYTHIA8 simulation
maintain the same performance when applied to QCD multijet simulation generated
with MADGRAPH5_aMC@NLO interfaced with PYTHIA or HERWIG++.

5.3.4.2 Measurement of the data to simulation corrections

Possible differences in tagging efficiencies between data and simulation are taken
into account by the jet tagging efficiency scale factors (SFs), applied as a correction
to the the simulated samples. The SFs are determined as the ratio of the efficiency in
data over the efficiency in simulation. The 2D-decorrelated DeepAK8-MD SFs have
been estimated together with the systematic uncertainties on the measurement (e.g.
the used parton shower algorithm or the size of the simulated sample).

For different misidentification rates of the WvsQCD tagger defined in Eq. 5.6,
the W → qq̄ SFs are estimated using the same procedure described in Ref. [165]. The
efficiencies are measured with the tag-and-probe method illustrated in Ref. [174] in
a data sample enriched in semi-leptonic tt̄, where one of the t-quarks decays leptoni-
cally in the muon channel (tag), and the other provides a hadronic decay (probe). The
scale factor for misidentification of top quark jets are also measured. A maximum
likelihood fit to the mSD is performed simultaneously on the events that pass and fail
the requirement on the WvsQCD. In Fig. 5.12 an example of the mass distributions
used to derive the SFs is shown.

For the ZHbbvsQCD, the SFs are derived in data in a sample enriched in g → bb̄
as described in Ref. [176]. With the current available luminosity, it is not possible to
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FIGURE 5.11: Dijet invariant mass (top) and softdrop jet mass of the first leading jet (bot-
tom) distributions with and without applying cuts on the map-decorrelated DeepAK8-MD
WvsQCD (left) and ZHbbvsQCD (right) discriminants.

obtain a pure Z or H sample. Thus the calibration relies on the use of proxy jets that
have characteristics similar to the signal, e.g. by requiring a secondary vertex. The
approach ultimately relies on a template fit method of the CSV discriminator [164]
distribution to extract the fractions of different flavour jets (bb̄, cc̄ or udsg). The fit
is performed simultaneously on the pass and fail regions. In Fig. 5.13 an example of
the distributions used to derive the SFs is shown.

The applied SFs are summarized in Chapter 6, where the chosen taggers’ work-
ing points are described.



56 Chapter 5. Jet reconstruction and jet substructure

FIGURE 5.12: Fail (left) and pass (right) mSD distributions used to derive the WvsQCD SF
in the 2018 data taking year for a 10% misidentification rate for jets with 170 GeV < pT <
300 GeV. The lower panels show the ratio between the data (black markers) or the expecta-
tion from simulation before the fit (dashed line) and the post-fit distributions. Taken from
Ref. [175].

FIGURE 5.13: Fail (left) and pass (right) CSV distributions used to derive the ZHbbvsQCD
SF in the 2017 data taking year for a 2% misidentification rate for jets with pT above
600 GeV. The lower panels show the ratio between the data (black markers) or the ex-
pectation from simulation before the fit (dashed line) and the post-fit distributions. Taken
from Ref. [175].
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6 | Search strategy and event se-
lection

All the BSM models introduced in Sections 2.3.1–2.3.2 to solve the hierarchy problem
predict the existence of new (heavy) particles, with a high branching fraction for the
decay to two bosons in several scenarios. Searches for diboson resonances allow to
probe many different signal hypotheses at once, thus being a particularly sensitive
channel for potential discoveries.

Traditionally, to identify boson-initiated jets, the mSD of the jets is required to fall
in an interval around the mass of the considered bosons. Thus, searches considering
the WW/WZ/ZZ (also indicated as VV) decay modes are usually performed sepa-
rately from searches in the WH/ZH (referred as VH) or HH channel. The first step
of searches performed in the VV all hadronic final state consists of selecting two jets
with high transverse momentum pT. Then, the above mentioned requirement on the
mSD is introduced to discriminate the V boson-initiated jets from the QCD multijet
background, and constraints on τ21 (or similar substructure observables) are used
to identify jets with two prongs [158]. The invariant mass of the two jets (dijet mass
mjj) satisfying these selections is reconstructed as candidate resonance mass. The mjj
spectrum of the QCD multijet background is smoothly falling, while a BSM signal
would peak at the resonance mass. A bump hunt search in the mjj spectrum is thus
performed to probe the existence of the new particle.

As Fig. 5.3 shows, signal and QCD multijet background are, respectively, reso-
nant and smoothly falling also in the mSD distribution. The approach developed in
Ref. [9, 177, 178] takes advantage of these features to perform a three-dimensional
bump hunt in the mjj-mjet1-mjet2 plane, removing the range selection requirement on
the jet masses. In this way, the sensitivity to resonances decaying to a V pair in
the dijet final state is improved by up to 30% with respect to the 1-dimensional ap-
proach [9, 177, 178]. The search presented in Ref. [9, 177, 178], which demonstrated
the efficacy of the multidimensional approach, targeted only VV decay channels.
However, removing the mass categorization allows to simultaneously test for more
diboson decay modes such as VV, VH, HH or even containing more exotic particles
yet to be discovered. Additionally, it increases the signal detection efficiency, as up
to 20% of the reconstructed W, Z, or H bosons may fall outside the traditionally used
jet mass windows.

The analysis presented in this thesis extends the method developed in Ref. [9,
177, 178] to hadronic VV and VH final states. Furthermore, dedicated categories
have been introduced to increase the sensitivity to resonances produced through
Vector Boson Fusion (VBF) and final states with a Higgs boson. While the inclusion
of the HH final state would be straightforward, this channel has not been considered
here. The 138 fb−1 of data analyzed in this thesis have been collected by the CMS
Collaboration in 2016 (36 fb−1), 2017 (42 fb−1) and 2018 (60 fb−1).
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In this chapter, the analysis methodology and the criteria used to select the phase
space of interest are described. Chapter 7 illustrates the signal and background mod-
elling, including the related systematic uncertainties and the multidimensional fit
validation procedure. Finally, results are presented in Chapter 8. First, the anal-
ysis strategy is explained and the signal and background characteristic signatures
are described (Sec. 6.1). Section 6.2 presents the event reconstruction. In Sec. 6.3
the selections applied to jet substructure observables and the optimization of the
working points are described. Given the broad set of resonances decay channels
and production modes studied in this thesis, dedicated categories have been intro-
duced to maximize the sensitivity to the different signal hypotheses, also introduced
in Sec. 6.3.

The work presented in this chapter and in Chapters 7–8 has been developed by the au-
thor of this thesis under the supervision of Dr. Andreas Hinzmann, in collaboration with Dr.
Clemens Lange and Dr. Jennifer Ngadiuba. The author of this thesis is the principle analyzer
for this study, the analysis contact person and regularly reported in the CMS working group
meetings. In Chapter 6, the author performed all the presented studies, with the exception
of the contributions listed below. The procedure for the tagger decorrelation with 2D maps
has been developed by Dr. Anna Benecke, while the author of this work carried out the vali-
dation in the analysis framework, produced the final set of maps with the mass decorrelated
version of the chosen taggers and performed the optimization of the working points and the
event categorization. The trigger study presented in Sec. 6.2.1 has been performed by Dr.
Jennifer Ngadiuba and the author performed additional studies leading to the final choice of
the threshold requirement. The quality criteria for the identification of VBF jets in Table 6.5
where studied by Dr. Anna Benecke, while the requirements for the classification of ggF/DY
and VBF events were optimized by the author of this work.

6.1 Analysis strategy

The analysis aims to firstly discover the new resonances predicted by many BSM the-
ories and secondly set exclusion limits independent of the model, to test a large va-
riety of hypotheses. While the bulk graviton model (Sec. 2.3.1) and the HVT frame-
work (Sec. 2.3.2) are used to produce the signal samples and to set limits, the limits
provided are valid for all models predicting spin-0, spin-1 or spin-2 resonances cou-
pling to bosons. The search is performed under the assumption that the decay width
of the resonance is smaller than the detector resolution (narrow-width approximation),
allowing to factorize the resonance production cross section from the decay branch-
ing ratio.

The search targets heavy (1.3–6 TeV) resonances decaying to either two vector-
bosons (VV channel) or one Higgs and one vector boson (VH channel). The hadronic
decays of the bosons are considered, because they have the highest branching frac-
tion. The analysis is performed in a boosted regime, where the two quarks originated
from the decaying bosons are merged into a single jet, leading to dijet final states. Jet
substructure and b-tagging techniques are needed to identify the V- and H-jets.

The three-dimensional bump hunt concept is illustrated in Fig. 6.1, where the
mjet1-mjet2-mjj plane is shown. The orange peaks represents the resonant behaviour
of the signal being probed, and the red curve the smoothly falling QCD multijet
background.

Two high pT large radius jets satisfying some tagging requirements are combined
in a dijet system, from which the invariant mass mjj is calculated. In the 1D ap-
proach, the mjj distribution was then fitted with an analytical function modelling
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FIGURE 6.1: Schematic representation of the signal (orange) and QCD multijet background
(red) in the mjet1-mjet2-mjj plane.

the smoothly falling SM background. Instead, the method presented in this thesis
features a three-dimensional maximum likelihood fit to the mjet1-mjet2-mjj space. The
signal plus background contributions can be fitted simultaneously, with the back-
ground constrained by the regions of the jet mass where no signal is expected.

The removal of the mass categorization allows to simultaneously test different
bosonic final states, and the multi-dimensional approach has shown to significantly
increase the sensitivity of the search. However, the modelling of the SM back-
grounds presents several challenges. For instance, correlations present in the dijet
system kinematic between the jet masses and the reconstructed mjj must be taken
into account. Since the theoretical predictions of QCD multijet process and the
jet substructure modelling in simulation strongly depends on the showering and
hadronization models, a data-driven background estimation is employed.

While QCD multijet is the dominant background, other partially resonant pro-
cesses must be considered, especially V+jets and top pair production (tt̄). The latter
had a small contribution in the analysis presented in Ref. [9, 177, 178]. In contrast,
it is the second most relevant background in the analysis presented in this thesis
for the adoption of b-tagged enriched categories, necessary for identifying H →bb̄
decays, and different taggers used.

The mjj spectrum is smoothly falling for all SM backgrounds. The sub-dominant
backgrounds can present peaks in the mSD distribution at the W, Z or top quark
mass. However, fitting these real SM particles in the final state helps constrain the
uncertainties affecting both the signal and these partially resonant backgrounds.

Resonances produced through Vector Boson Fusion (VBF) can be identified by
the presence of two additional small cone jets. Signal events are divided into two
categories depending on the presence (VBF category) or absence (ggF/DY category)
of such extra jets.

In order to perform the data-driven background estimation, the background (and
signal) models contain nuisance parameters, whose values are obtained from the fit to
the data, i.e. histograms of the two jets masses and the dijet mass. The maximum
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likelihood method is used to measure the set of (nuisance) parameters that maxi-
mizes the probability of obtaining the analyzed dataset. To either declare the discov-
ery (or the exclusion) of the new particles, a likelihood ratio is used as test statistic,
described in the following.

6.1.1 Event topology

The predicted signal cross sections are several orders of magnitude smaller than
the cross sections of the SM processes. Dedicated requirements are chosen to reject
the background while maximizing the signal detection efficiency. The selections are
optimized based on the signal and background topology described below. The full
list of samples can be found in Appendix A, where also the cross sections of the
different processes are reported. A short description of the generators used for the
sample simulation was provided in Sec. 4.2.1.

6.1.1.1 Signals

The theoretical models predicting the signals were introduced in Sec. 2.3.1 and
Sec. 2.3.2 for the bulk scenario of the RS warped extra-dimension model and the
heavy vector triplet (HVT) framework, respectively. The first predicts spin-0 and
spin-2 resonances that can be produced through gluon-gluon fusion (ggF) and vec-
tor boson fusion (VBF). The latter predicts spin-1 resonances, whose production
modes are quark-antiquark annihilation (Drell-Yan, DY) and VBF. Figure 6.2 shows
the Feynman diagrams of the described signals. All simulated signal samples are
produced with a relative resonance width of 0.1%, in order to be within the validity
of the narrow-width approximation.

For processes produced through ggF and DY, no significant differences are ob-
served in the kinematic distributions of resonances with different spins. While the
mAK8

jj distributions will be shown in Sec. 6.2.4 comparing signal and background
samples, Fig. 6.3 shows the pT of the leading AK8 jet (left) and the ∆η of the two
AK8 boson-jets (right) for ggF/DY produced resonances with three different spins.
The η variable was introduced in Eq. 3.1. It depends on the boson scattering angle,
while it is independent of the scattering energy. ∆η ≈ 0 between the two boson-jets
indicates that they are back-to-back. On the contrary, signals produced through VBF
present polarization effects between the additional jets and the final state bosons,
resulting in different distributions depending on the resonance spin, as shown in
Fig. 6.4. In Fig. 6.5, pT (left) and η (right) distributions of the leading VBF (AK4)
jet are presented. The mAK4

jj and ∆ηAK4 of the two AK4 VBF-jets are shown later in
Fig. 6.14, compared to the background distribution.

While this analysis is not designed to distinguish signals with different spins,
it will be shown that the detection efficiency of VBF signals with different spins is
differently affected by the background rejection selections.

Overall, the analysis investigates 16 signal hypotheses with masses between 1.3
and 6 TeV, taking into account the resonances’ various production and decay modes,
as summarized in Table 6.1. The resonances can decay into multiple combinations
of boson pairs and, thus, the final results are interpreted also combining different
decay modes in Table 6.1 .
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FIGURE 6.2: Feynman diagrams summarizing the production and decay modes of the
considered signals. Top (middle): spin-1 resonances produced through quark-antiquark
annihilation (left) or vector boson fusion (right) and decaying to two vector bosons (one
Higgs and one vector boson) in the hadronic final state. Bottom: spin-2/0 resonances pro-
duced through gluon-gluon fusion (left) or vector boson funsion (right) in the VV hadronic
final state.

TABLE 6.1: Summary of the possible, and thus considered, signal hypotheses.

Resonance decay channel
WW WZ ZZ WH ZH

Spin-0 ggF/VBF Radion - ggF/VBF Radion - -
Spin-1 DY/VBF Z′ DY/VBF W ′ - DY/VBF W ′ DY/VBF Z′

Spin-2 ggF/VBF Gbulk - ggF/VBF Gbulk - -
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FIGURE 6.3: The pT of the leading jet (left) and the ∆η of the two jets (right) is shown for
ggF/DY produced resonances with three different spins, spin-0 (top), spin-1 (middle) and
spin-2 (bottom).
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FIGURE 6.4: The pT of the leading jet (left) and the ∆η of the two jets (right) is shown
for VBF produced resonances with three different spins, spin-0 (top), spin-1 (middle) and
spin-2 (bottom).
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FIGURE 6.5: The pT (left) and the η (right) distribution of the leading VBF jet are shown
for VBF produced resonances with three different spins, spin-0 (top), spin-1 (middle) and
spin-2 (bottom).
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6.1.1.2 SM backgrounds

The relevant SM backgrounds are listed below, in order of importance for the analy-
sis:

• QCD multijet describes all processes that produce two or more jets in the fi-
nal state. It presents a smoothly falling spectrum in both the mass spectrum
of the jets and in the invariant mass distribution of the reconstructed dijet sys-
tem. Selected LO Feynman diagrams contributing to this process are shown in
Fig. 6.6.

• Top pair production (tt̄). The diagrams illustrating the tt̄ production are shown
in Fig. 6.7 (top). The top quark decays almost exclusively into a b-quark and a
W boson. With the addition of b-tagging requirements to select the H →bb̄ de-
cay, this process is the second most relevant background. In the hadronic top
decay, i.e. t→bW →bqq̄, the final state has three quarks that can be merged
in different combinations depending on the top pT, as was shown in Eq. 5.1.
Thus, the top-originating reconstructed jets present a resonant behaviour with
a peak at the top mass or at the W mass or can be non-resonant. The fraction
of the different contributions depends on the top pT, and it is parametrized
accordingly. When considering both top-quarks in the event (see Fig. 6.7 bot-
tom), six different contributions are possible, shown in Fig. 6.8. The dijet mass
spectrum of the tt̄ system is smoothly falling.

• V+jets events consist of a real V boson and a QCD-like jet. While the cross sec-
tion of this process is small compared to QCD or tt̄ backgrounds, the V-tagging
requirements enhance the contribution from this background. The real boson
in the event appears as a resonance in one of the two jet masses. It is used to
constrain major systematic uncertainties affecting both signal and background,
such as the tagging efficiency and the jet mass resolution. Relevant production
diagrams for this contributions are shown in Fig. 6.9.

• Single top and (SM) WW production contribute less than 1.5% and 0.5%, re-
spectively, in the analysis phase space and are included as a part of the tt̄ back-
ground model. The graphs illustrating the production mechanism of these
backgrounds are presented in Fig. 6.10. Given the small production cross sec-
tion, contributions from (SM) WZ, ZZ, WH and ZH processes in the analysis
phase-space are well covered by the resonant background normalization un-
certainties and thus these backgrounds are not included.
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FIGURE 6.6: Selected LO Feynman diagrams contributing to the QCD multijet back-
ground.
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FIGURE 6.7: Top: LO Feynman diagrams contributing to the tt̄ background. Bottom: Top
quark pair decaying into the all-hadronic final state.

6.2 Event selection and reconstruction

In this section, the event selection criteria applied to ensure high-quality data sample
and event reconstruction are summarized. Preselection requirements to reduce the
SM background contributions based on the event topology described in Sec. 6.1.1
are also introduced. Section 6.3 describes the full list of requirements.

6.2.1 Trigger selections

Given the high rate of QCD multijet production, high pT thresholds are applied on
jets at the trigger stage to reduce the number of events to a recordable level. There-
fore, typically mjj above ≈ 1 TeV are accessible after trigger requirements, and the
analysis is performed in a boosted regime.

In this analysis, the online event selection is based on the jet with the highest
pT in the event, the sum of the pT of all jets in the event (HT), and jet mass based
triggers. Jet mass triggers pose additional requirements on the trimmed1 [179] jet
mass. For the three years of data taking, different online thresholds for unprescaled
triggers have been used, with higher ones for the later periods.

HT-triggers are applied on a collection of anti-kT jets with radius parameter R =
0.4 (AK4), while mass and pT triggers on AK8. The jet mass trigger requires the
trimmed jet mass to be higher than 30–50 GeV and the event HT to be above a certain

1Trimming reclusters jets from subjets passing a certain threshold in pT.
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FIGURE 6.8: The six different possibility of reconstructed jets in the tt̄ hadronic decay. In
the hadronic top decay (t→bW →bqq̄), the final state has three quarks that can be merged
in three different combinations depending on the top pT. The fraction of the different
contributions depends on the top pT. When considering both top-quarks in the event, six
different contributions are possible. For the non-resonant contribution, the case in which
only one quark is included in the chosen jet is possible and considered in the analysis, but
not drawn.
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FIGURE 6.9: LO Feynman diagrams contributing to the W+jet background. Similar pro-
cesses for the Z+jet production are also considered in this analysis.

threshold. The introduction of the trimmed jet mass trigger allows lowering the jet
pT threshold, thus decreasing the analysis mjj threshold.

A summary of the triggers for the three years is presented in Tables 6.2–6.3.
The analysis threshold is set by the trigger turn-on point (where the combination

of all triggers are > 99% efficient). The trigger turn-on is evaluated in a muon en-
riched dataset separately for the three years, using the HLT_Mu50 and HLT_IsoMu27

paths as reference triggers. For these measurements all the analysis preselections
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FIGURE 6.10: LO Feynman diagrams contributing to the single top (top) and WW (bottom)
backgrounds.

TABLE 6.2: Jet pT and HT based triggers used to collect data online during the three data-
taking years.

Period HT trigger jet pT trigger

2016 Runs B–G HLT_PFHT800 HLT_PFJet450HLT_PFHT650_WideJetMJJ900DEtaJJ1p5

2016 Runs H HLT_PFHT900 HLT_PFJet450
HLT_PFHT650_WideJetMJJ900DEtaJJ1p5 HLT_AK8PFJet450

2017 Run B HLT_PFHT1050 HLT_AK8PFJet500
2017 Runs C–D HLT_PFHT1050 HLT_AK8PFJet500
2017 Runs E–F HLT_PFHT1050 HLT_AK8PFJet500
2018 Runs A–D HLT_PFHT1050 HLT_AK8PFJet500

described in Sec. 6.2.3 are applied. The trigger efficiency as a function of the dijet in-
variant mass using a combination of all triggers (left), and as a function of the jet soft
drop mass for triggers based only on the jet mass (right) are shown in Figure 6.11 for
the three years.

The trimming-based triggers were not available in the first 2017 data-taking pe-
riod (corresponding to 4.8 fb−1), causing the dataset to not fully reach the trigger
plateau. The corresponding turn-on curves excluding 2017 Run B are also shown in
Figure 6.11. With the jet substructure triggers not being part of the menu for part
of 2017 data-taking period, and due to the higher online thresholds to handle the
higher data rate, the trigger threshold in 2017 is significantly higher than in 2016.
During the 2018 data-taking, the triggers thresholds were kept the same as in the
later periods of 2017, however, since jet substructure triggers were online for the
whole period the efficiency is slightly higher than in 2017. The combination of all
triggers are > 99% efficient above a dijet invariant mass of 992 GeV, 1226 GeV, and
1131 GeV, for the 2016, 2017, and 2018 dataset, respectively. In order to minimize
trigger turn-on effects, the threshold is set to the first mjj bin used in the previous
version of this analysis [9] where the 99% efficiency turn on point is achieved for all
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TABLE 6.3: Jet mass triggers used to collect data online during the three data-taking years.

Period HT + jet mass jet pT + jet mass

2016 Runs B–G HLT_AK8PFHT700_TrimR0p1PT0p03Mass50 HLT_AK8PFJet360_TrimMass30
2016 Runs H HLT_AK8PFHT700_TrimR0p1PT0p03Mass50 HLT_AK8PFJet360_TrimMass30
2017 Run B – –
2017 Runs C–D HLT_AK8PFHT750_TrimMass50 HLT_AK8PFJet360_TrimMass30
2017 Runs E–F HLT_AK8PFHT800_TrimMass50 HLT_AK8PFJet400_TrimMass30
2018 Runs A–D HLT_AK8PFHT800_TrimMass50 HLT_AK8PFJet400_TrimMass30
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FIGURE 6.11: Left: trigger efficiency as a function of the dijet invariant mass using a com-
bination of all analysis triggers. Right: trigger efficiency as a function of the jet softdrop
mass for triggers requiring an online trimmed mass of at least 30 or 50 GeV.

three datasets, which is found to be at 1246 GeV.
During the 2016 and 2017 data taking, the CMS L1 trigger was affected by a

slowly increasing shift of the reconstructed cluster time in the ECAL, predominantly
at high η and more probable for higher pT jets. This led to a loss of a fraction of
events in the trigger, as these clusters could be assigned to the wrong LHC bunch
crossing (“trigger prefiring”) [180]. As this effect is not present in simulation, sim-
ulated events are reweighted to account for this inefficiency: the event weight is
calculated from the probability of each AK4 jet (or photon) to cause the prefiring.
A dedicated uncertainty estimates the effect of the weights on the signal yields, de-
scribed in Sec. 7.3.

6.2.2 Noise filters and vertex selection

Instrumental effects such as anomalous signals in HCAL or energy deposits in ECAL
can result in events in which the missing transverse energy (Emiss

T , the imbalance of
energy measured in the transverse direction) is misreconstructed. To remove such
events, additional selection criteria are applied to each jet [181].

Additionally, events must contain at least one primary vertex reconstructed within
a 24 cm window along the beam axis, with a transverse distance from the nominal
pp interaction region of less than 2 cm [182]. In the presence of more than one ver-
tex passing these requirements, the reconstructed vertex with the largest value of
summed physics-object p2

T is taken to be the primary pp interaction vertex.

6.2.3 Event reconstruction and preselection

Event reconstruction is based on the particle flow (PF) algorithm [183] described in
Sec. 4.3, which reconstructs and identifies individual particles with information from
the various elements of the CMS detector. Jets are reconstructed from PF particles,
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|η| < 2.4 2016 2017 2018
Neutral Hadron Fraction < 0.90 < 0.90 < 0.90

Neutral EM Fraction < 0.90 < 0.90 < 0.90
Number of Constituents > 1 > 1 > 1

Charged Hadron Fraction > 0 > 0 > 0
Charged Multiplicity > 0 > 0 > 0
Charged EM Fraction < 0.99 – –

TABLE 6.4: Jet ID criteria per year applied to AK8 CHS jets with |η| < 2.4.

using the anti-kT jet clustering algorithm [144], illustrated in Sec. 5.1. Two different
distance parameters are used. For the boson reconstruction, jets with R = 0.8 (AK8
jets) are used. For the VBF jets, where no substructure is expected, R = 0.4 (AK4
jets) is chosen.

Different pileup mitigation techniques are used in the analysis. As illustrated
in Sec. 4.4.3, the PUPPI algorithm provides the best performance for jet mass and
substructure observables. Therefore jet substructure observables, such as mSD, are
reconstructed from jet clustered after the PUPPI algorithm has been applied to the
event. However, it was also shown that for high pT jets, the CHS algorithm achieves
a better momentum resolution. A similar effect has been observed also in the mjj
spectrum, where the CHS method obtains a ≈ 10% better resolution [177, 178].
Therefore, CHS jets are used for the event reconstruction and jet substructure ob-
servables are then obtained from the PUPPI softdrop jet matched to the ungroomed
AK8 CHS jet with the smallest angular separation ∆R. All AK8 jets are further re-
quired to satisfy the quality requirements provided in Ref. [81] and listed in Tab 6.4
for the three different data-taking periods.

VBF jets present a softer pT spectrum and are usually located in the forward re-
gion of the detector. Therefore, it is non-trivial to distinguish them from pileup jets.
Furthermore, higher noise level were present in the region 2.5 < |η| < 3 of the
ECAL (Sec. 3.2.1) in 2017. This effect, shown in Fig. 6.12, is mitigated when PUPPI
is used. Thus, PUPPI AK4 jets are used to reconstruct the VBF jets and partially
remove the effect. Jet energy calibration uncertainties are also larger in that pseudo-
rapidity region to cover the remaining part of the issue. Moreover, the noise only
affects the number of jets identified as VBF jets but does not change the mjj-mjet1-
mjet2 distribution. Given the importance that the AK4/VBF jets have in this analysis
and the challenges arising in the discrimination of such jets from pileup jets, the rec-
ommended quality criteria have been adapted to increase the detection efficiency of
such jets as summarized in Table 6.5.

The energy of the reconstructed jets is corrected for detector non-linearities in pT
and η using the standard jet energy corrections and the four-momentum of jets is
smeared in simulation so that the jet pT resolution matches the one observed in data.
The jet energy correction procedures are described in Sec. 5.2.

Events are then selected by requiring at least two AK8 jets with pT > 200 GeV
and |η| < 2.4. The two jets with the highest pT in the event are selected as potential
boson candidates.

The events analyzed in this search must not overlap with the ones used in com-
plementary searches in the semi-or all-leptonic decay channels to allow the future
combination of the results. Therefore, events are rejected if at least one of the two
jets has an angular separation ∆R smaller than 0.8 from any electron or muon in
the event. Leptons used for this veto need to have a pT greater than 35(30)GeV, an
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FIGURE 6.12: η distribution of the two pT-leading AK4 jet of 2017 data with the ECAL
noise problem between 2.5 < |η| < 3.

absolute pseudorapidity smaller than 2.5 (2.4), and pass quality criteria that were op-
timized for high-momentum electrons (muons). In particular, these working points
have been chosen to match the selections used in the search for high-mass WV/WH
diboson resonances decaying in the semi-leptonic channel [63].

The two AK8 jets are further required to have a separation of |∆ηAK8| < 1.3 in
order to considerably reduce the QCD multijet background. This selection has been
implemented also for consistency with the previous searches for VV resonances [9,
158, 177, 178], which did not consider the VBF production mode of the resonances.
Figure 6.13 compares the |∆ηAK8| distribution of the QCD background with different
signal hypotheses, showing that this requirement is not optimized for VBF produced
resonances. The η distribution of the high pT jets of VBF produced resonances is
strongly influenced by the particle spin, as shown in Fig. 6.4. As a consequence of the
|∆ηAK8| < 1.3 requirement, a loss of signal efficiency is observed for VBF produced
spin-2 and, especially, spin-1 resonances. However, the QCD multijet background is
significantly reduced by this requirement.

Additionally, the two AK8 jets must have an invariant mass mjj > 1246 GeV in or-
der to be on the trigger efficiency plateau (see Section 6.2.1). Moreover, it is required
that the two AK8 jets in the event have a soft drop mass in the range 55 GeV <
mSD < 215 GeV as further discussed in Sec. 6.3. Finally, a loose requirement of
ρ = ln((mAK8

jet )2/p2
T) < −1.8 is applied in order to veto events in which the jet

mass is high, but the jet pT is low. In these cases the cone size of ∆R = 0.8 is too
small to contain the full jet, affecting both the jet mass resolution and the qq̄ tagging
efficiency, which is not well modelled in simulation.

A summary of the preselections applied to AK8 jets is as follows:

• PF jet Tight ID applied

• Jet η < 2.4

• Jet pT > 200 GeV

• |∆ηjj| < 1.3

• mjj > 1246 GeV

• 55 GeV < mSD < 215 GeV
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TABLE 6.5: Jet ID criteria applied to AK4 PUPPI jets.

2016
|η| < 2.4 |η| < 2.7 2.7 < |η| < 3 3 < |η| < 5

Charged Hadron Fraction > 0 – – –
Charged Multiplicity > 0 – – –

Neutral Hadron Fraction < 0.90 < 0.90 < 0.9999 > 0.02
Neutral EM Fraction < 0.90 < 0.90 – < 0.90

Number of Constituents > 1 > 1 – –
2017

|η| < 2.4 |η| < 2.7 2.7 < |η| < 3 3 < |η| < 5
Charged Hadron Fraction > 0 – – –

Charged Multiplicity > 0 – – –
Neutral Hadron Fraction < 0.90 < 0.90 < 0.9999 > 0.02

Neutral EM Fraction < 0.90 < 0.90 – < 0.90
Number of Constituents > 1 > 1 – –

2018
|η| < 2.6 2.6 < |η| < 2.7 2.7 < |η| < 3 3 < |η| < 5

Charged Hadron Fraction > 0 – – –
Charged Multiplicity > 0 – – –

Neutral Hadron Fraction < 0.9 < 0.9 < 0.9999 > 0.02
Neutral EM Fraction < 0.9 < 0.99 – < 0.9

Number of Constituents > 1 – – –

• ρ = ln((mAK8
jet )2/p2

T) < −1.8.

Additional requirements are needed to select the VBF production mode. Since
VBF (AK4) jets are expected to be in the forward region, η up to 5 are considered.
VBF jets are required to have pT > 30 GeV to take into account the softer pT spec-
trum. If more than two such candidates are present in the event, the two jets with
the highest pT are selected. The selected leading AK4 jets will not be considered in
the following if they have an overlap with AK8 jets in a radius ∆R < 1.2.

Additional selections are then implemented to reduce the QCD multijet back-
ground based on the event topology: the two AK4 jets must have a separation of
|∆ηVBF| > 4.5 and their invariant mass mVBF

jj is required to be above 800 GeV. Fig-
ure 6.14 shows the ∆ηVBF and mVBF

jj distributions before the above mentioned re-
quirements are applied. The red lines indicate the cut values, chosen to maximize
the signal-to-background ratio and achieve the best sensitivity. The selection opti-
mization was performed by the author of this thesis in the context of a 1-D search
based on Ref. [158] with the 2016 dataset and is described in the CMS internal note
in Ref. [184] .

Events not passing the additional VBF selections are included in the ggF/DY
dataset forming two orthogonal event samples.

6.2.4 Data to simulation comparison

This section presents comparisons of data and simulation for the relevant kinematic
distributions and jet tagging observables after the ggF/DY and VBF channel selec-
tions described in the previous section are applied. For the former case, signals
produced through quark-antiquark annihilation (W′ and Z′ signals) or gluon fusion
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(Gbulk) are also shown, while for the latter case the signals produced through vec-
tor boson fusion are overlaid. In all the plots, the signals are scaled by an arbitrary
number for visibility. The data corresponding to the sum of the three 2016, 2017, and
2018 datasets is compared to the sum of the three sets of MC samples, each weighted
by the corresponding integrated luminosity. The contributions from minor back-
grounds such as V+jets processes and tt̄ processes are scaled to their SM expectation.
Given the large uncertainties on the modelling of the QCD multijet background and
strong dependence on the generators, the MC simulation of this process is scaled to
the data, after the expected events from minor backgrounds have been subtracted.
Overall a good agreement between data and simulation is observed, especially in the
variables used for the final fit (the mSD of the two jets and the dijet invariant mass).
The VBF sample has less events compared to the ggD/DY one. For the QCD mul-
tijet simulation, the three generators (PYTHIA, MADGRAPH5_aMC@NLO interfaced
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with PYTHIA and HERWIG++) introduced in Sec. 4.2.1 are shown. Differences in their
distributions are observed. The first and second leading jets have similar distribu-
tions, thus only the ones for the jet with the highest pT are shown, unless otherwise
specified.

6.2.4.1 Kinematics observables

Figure 6.15 shows the transverse momentum pT (top), the pseudorapidity η (middle)
and the azimuthal angle φ (bottom) of one of the two pT-leading selected AK8 CHS
jets in the event in the ggF/DY (left) and VBF (right) channel.
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FIGURE 6.15: Transverse momentum pT (top), pseudorapidity η (middle) and azimuthal
angle φ of on of the pT-leading selected AK8 CHS jets in the event in the ggF/DY (left) and
VBF (right) channel. For the QCD multijet simulation, several alternative predictions are
shown. The simulation is rescaled as described in the text. The ratio plots show the fraction
of data over QCD multijet simulation for PYTHIA (black marker), MADGRAPH5_aMC@NLO
interfaced with PYTHIA (dashed line) and HERWIG++ (dotted line).
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FIGURE 6.16: The invariant mass (top) and |∆ηjj| (bottom) for the two selected AK8 CHS
jets in the event in the ggF/DY (left) and VBF (right) channel. For the QCD multijet simu-
lation, several alternative predictions are shown. The simulation is rescaled as described in
the text. The ratio plots show the fraction of data over QCD multijet simulation for PYTHIA
(black marker), MADGRAPH5_aMC@NLO interfaced with PYTHIA (dashed line) and HER-
WIG++ (dotted line).

Figure 6.16 (top) shows the invariant mass (mjj for the multi-dimensional fit) for
the selected AK8 CHS jets in the event in the ggF/DY (left) and VBF (right) channel.
A good agreement between data and simulation is observed. Figure 6.16 (bottom)
shows the |∆ηjj| distribution. Figure 6.17 shows the relevant distributions character-
izing the kinematics of the VBF jets, where the simulation does not describe the data
to a perfect agreement. However, these variables are not used as observables in the
fitting procedure and the observed disagreement does not constitute a limitation to
the analysis.
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FIGURE 6.17: Distributions of the invariant mass of the two forward AK4 PUPPI jets (top
left), first leading jet pT (top right), η (bottom left), and φ (bottom right) of the two forward
AK4 PUPPI jets after VBF preselections are applied. For the QCD multijet simulation, sev-
eral alternative predictions are shown. The simulation is rescaled as described in the text.
The ratio plots show the fraction of data over QCD multijet simulation for PYTHIA (black
marker), MADGRAPH5_aMC@NLO interfaced with PYTHIA (dashed line) and HERWIG++
(dotted line).
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FIGURE 6.18: Softdrop mass of the two selected AK8 PUPPI jets in the event after the
ggF/DY (left) and VBF (right) preselections are applied. For the QCD multijet simulation,
several alternative predictions are shown. The simulation is rescaled as described in the
text. The ratio plots show the fraction of data over QCD multijet simulation for PYTHIA
(black marker), MADGRAPH5_aMC@NLO interfaced with PYTHIA (dashed line) and HER-
WIG++ (dotted line).

6.2.5 Jet substructure and tagging observables

In Fig. 6.18 the softdrop mass distribution of the two selected AK8 PUPPI jets in the
event after the ggF/DY (left) and VBF (right) preselections are applied. The signal
softdrop mass distribution peaks nicely around the boson mass, while the multi-
jets background spectrum is peaked at lower softdrop masses. A good agreement
between data and simulation is observed.

Figure 6.19 shows the scores of the DeepAK8-MD WvsQCD (top) and DeepAK8-
MD ZHbbvsQCD (bottom) tagger, respectively. The PYTHIA and MADGRAPH5_aMC@NLO

interfaced with PYTHIA simulations show a reasonable agreement to the data, while
HERWIG++ better reproduces the data spectra. However, these variables are not used
as observables in the fitting procedure.
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FIGURE 6.19: Distributions of the mass-decorrelated DeepAK8 WvsQCD (top) and ZHb-
bvsQCD (bottom) score of one of the two leading-pT selected AK8 PUPPI jets in the event
after the ggF/DY (left) and VBF (right) preselections are applied. For the QCD multi-
jet simulation, several alternative predictions are shown. The simulation is rescaled as
described in the text. The ratio plots show the fraction of data over QCD multijet simula-
tion for PYTHIA (black marker), MADGRAPH5_aMC@NLO interfaced with PYTHIA (dashed
line) and HERWIG++ (dotted line). For the QCD multijet simulation, several alternative
predictions are shown. The simulation is rescaled as described in the text. The ratio plots
show the fraction of data over QCD multijet simulation for PYTHIA (black marker), MAD-
GRAPH5_aMC@NLO interfaced with PYTHIA (dashed line) and HERWIG++ (dotted line).



80 Chapter 6. Search strategy and event selection

6.3 Jet substructure selections and event categorization

Jet substructure selections take advantage of the different inner characteristics of sig-
nal and background jets to increase the first and reduce the latter. In particular, for
this analysis, the selections are used to identify boosted W, Z and Higgs jet candi-
dates. The soft drop algorithm introduced in Sec. 5.3.1 is applied to the selected
AK8 PUPPI jets. The mSD distribution was shown in Fig. 6.18. The softdrop-jet mass
is required to be between 55 and 215 GeV, to include the W/Z/H/top mass while
excluding QCD multijet events with softer mSD spectrum.

The previous CMS search in this channel [9, 177, 178] employed a decorrelated
version of the N-subjettiness ratio τ21 (τDDT

21 ) to further enhance the analysis sensitiv-
ity to final states with boosted W/Z jets. While repeating the same jet tagging strat-
egy followed in the past provides a solid starting point, it was shown in Sec. 5.3.4
that the CMS Collaboration developed and commissioned the novel and more per-
formant DeepAK8 [165] jet tagging algorithm based on machine learning methods.
The DeepAK8 is a multiclass classifier able to discriminate a variety of boosted signal
jets (W, Z, H, top quarks) against QCD jets. Furthermore, it has been demonstrated
(Sec. 5.3.4.1) that applying the 2D-decorrelation method to the mass-decorrelated
version of the DeepAK8 tagger (DeepAK8-MD) prevents the sculpting of the mSD
and mjj distributions. Hence, in the analysis presented in this thesis, the perfor-
mance of the 2D decorrelated DeepAK8-MD (referred as 2D- or "map-decorrelated"
DeepAK8-MD) has been validated in terms of decorrelation of the relevant quanti-
ties and discriminating power. In particular, the WvsQCD (defined in Eq. 5.6) and
the ZHbbvsQCD (defined in Eq. 5.5) have been adopted to identify W/Z bosons
decaying to two light quarks and Z/H bosons decaying to a pair of b quarks, re-
spectively. For the WvsQCD (ZHbbvsQCD) 5%, 10% and 20% (2%, 5% and 10%)
QCD misidentification rates are considered. The maps used in the working points
optimization process (i.e. corresponding to the different misidentification rates) are
shown in Fig. 6.20 for the WvsQCD (top) and the ZHbbvsQCD (bottom) taggers,
respectively.

6.3.1 Optimization of the event categories

Two main categories are introduced:

VV: enriched in WW, WZ and ZZ final states

VH: enriched in WH and ZH final states.

It has to be noted that the VH category, to maximize the efficiency of the Z(bb̄)H(bb̄)
final state, may also pick up events from HH resonances although not optimized
for that and hence not as sensitive as the dedicated search. The WvsQCD tagger is
used to identify W/Z bosons decaying to two light quarks (Vqq-tag or V-tag in the
following) and the ZHbbvsQCD tagger is employed for the identification of Z/H
bosons decaying to a pair of b quarks (ZHbb-tag or H-tag in the following).

To find suitable working points, the approach of defining “high-purity” (HP)
and “low purity” (LP) categories, similar to those applied in Refs. [9, 177, 178], has
been adopted. The high-purity category maximizes the expected signal significance,
while low-purity categories pick up a larger number of background events, allowing
to constrain the background uncertainties. Moreover, LP categories still have a sig-
nificant signal efficiency, making them the most sensitive at the highest resonances
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FIGURE 6.20: Decorrelation maps derived with QCD PYTHIA8 for DeepAK8-MD WvsQCD
(top) tagger for the 5%, 10% and 20% QCD misidentification rates ZHbbvsQCD (bottom)
tagger for the 2%, 5% and 10% QCD misidentification rates considered in the analysis
optimization.

masses, where the background is low. Each of the VV and VH categories is then di-
vided in sub-categories based on the number and type of HP/LP tagging. The five
tagging categories are illustrated in Table 6.6 and can be summarized as follows:

• VH HPHP: 1 Vqq-tagged jet (HP) + 1 ZHbb-tagged jet (HP) or 2 ZHbb-tagged
jets (HP)

• VH LPHP: 1 Vqq-tagged jet (LP) + 1 ZHbb-tagged jet (HP) or 1 ZHbb-tagged
jet (LP) + 1 ZHbb-tagged jet (HP)

• VH HPLP: 1 Vqq-tagged jet (HP) + 1 ZHbb-tagged jet (LP)

• VV HPHP: 2 Vqq-tagged jets (HP)

• VV HPLP: 1 Vqq-tagged jet (HP) + 1 Vqq-tagged jet (LP).

Since the V and H jet taggers use different classifiers, they do not necessarily lead
to orthogonality between the VH and VV categories, not allowing a straightforward
combination. In previous analyses, either only one jet tagging algorithm was used
to define the categories (as τDDT

21 in Refs. [9, 177, 178], where H jet tagging is not
considered), or disjoint jet mass windows were applied to distinguish a V tagged
from a H tagged jet (as in the latest all hadronic VH results from the CMS Colla-
booration [185]). Hence, in this analysis a prioritization of the categories is needed
to ensure orthogonality. Two different prioritization schemes have been studied. In
the first scheme (scheme 1) all the VH categories are prioritized over the VV cate-
gories, i.e. an event falls in one of the two orthogonal VV categories only if it did not
fall in one of the VH orthogonal categories. In the second scheme (scheme 2), the
higher purity categories with two HP-tagged jets are first checked with priority on
the VH ones over the VV ones, as follows:

VH HPHP → VV HPHP → VH LPHP → VH HPLP → VV HPLP (6.1)
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TABLE 6.6: Two VV and three VH categories, for a total of five tagging categories, are
introduced based on the number and type of high purity tagging.

jet1\jet2 V(qq) HP  V(qq) LP ZH(bb) HP ZH(bb) LP

V(qq) HP ● VV HPHP ■ VV HPLP ✪ VH HPHP ◇ VH HPLP

V(qq) LP ■ VV HPLP ❏ VH LPHP

ZH(bb) HP ✪ VH HPHP ❏ VH LPHP ✪ VH HPHP ❏ VH LPHP

ZH(bb) LP ◇ VH HPLP ❏ VH LPHP

In this order, an event falls in the next category if it did not fall in the previous one.
To optimize the choice of tagger working points and prioritization schemes, the

Gbulk → WW and the Z′ → ZH signals have been chosen as reference, having differ-
ent final states and covering all the possible bosons in the decay. The optimization
is carried out for the ggF/DY samples and applied also to the VBF ones.

The choice of map-decorrelated DeepAK8-MD discriminants working points has
been performed by comparing their performance with the performance of τDDT

21 and
the DeepDoubleB [164] (which makes use of substructure, lifetime and vertex infor-
mation to probe if a large radius jet contains two b-jets) in terms of both sensitivity
and jet mass and pT (or mjj) decorrelation. The sensitivity has been estimated with
the Punzi significance [186] defined as

sP =
ǫs(t)

√

a/2 + B(t)

where ǫs is the signal efficiency with respect to an applied tagging requirement t.
The background rate B is evaluate in a 15% window around the signal mass and
also depends on the tagging requirement t. In this test, the number of standard
deviations of a Gaussian distribution corresponding to the chosen confidence level
of the search (a) is set to 2. Figure 6.21 shows the Punzi’s significance for three
reference resonance mass points for the Gbulk → WW (top) and Z′ → ZH (bottom)
signals in the VV HPHP (left) and VH HPHP (right) categories.

Different markers and colors correspond to the different jet tagging algorithms,
working points and category prioritization schemes described above. For the DeepAK8
algorithms two possible scenarios are investigated. In both cases 5% (10%) misiden-
tification rate is chosen for the HP (LP) working point of the WvsQCD tagger and
10% for the LP working point of the ZHbbvsQCD tagger. For the HP working point
of the ZHbbvsQCD tagger 2% (blue squares) and 5% (red circles) misidentification
rates are considered. The combination of τDDT

21 and DeepDoubleB is indicated by
the green triangles. For the τDDT

21 the same working points optimized in Refs. [9,
177, 178] are considered. The performance of the DeepDoubleB in comparison to the
DeepAK8 algorithms was shown in Fig. 5.5. For this study the tight (T) and medium
(M1) [164] working points are used for HP and LP tagging, respectively. Concern-
ing the category prioritization, the first scheme (scheme1 and dashed lines in the
distributions) always performs worse than the corresponding variant (scheme 2 and
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FIGURE 6.21: Punzi significance as a function of the dijet invariant mass, for Gbulk → WW
(top) and Z′ → ZH (bottom) in the VV HPHP (left) and VH HPHP (right) categories.
Dashed lines and empty markers correspond to VH categories prioritized over the VV
categories (scheme 1), while solid lines and filled markers refer to the second scheme de-
scribed in Eq. 6.1. Markers of different colors and shape refer to different tagger choices,
with the working points described in the text.

solid lines in the distributions) in the VV HPHP category (the most sensitive for VV
signals), while it does not affect the sensitivity of the VH HPHP category. Thus, the
second scheme is adopted in the following.

For the Gbulk → WW, the DeepAK8 discriminants perform better than catego-
rization using the combination of τDDT

21 and DeepDoubleB in both the VV HPHP and
VH HPHP categories. A tighter cut on the ZHbbvsQCD HP working point largely
improves the sensitivity of the VV HPHP category without decreasing the sensi-
tivity of the VH HPHP category. For the Z′ → ZH, the combination of τDDT

21 and
DeepDoubleB performs better than the DeepAK8 discriminants in the VV HPHP
category while in the VH HPHP the DeepAK8 discriminants and a tighter cut on
the ZHbbvsQCD HP is the one providing the best sensitivity. Since the Punzi’s sig-
nificance in the VV HPHP category for this signal is several order of magnitude
smaller than the one in the VH HPHP, this latter category is the one driving the sen-
sitivity to the Z′ → ZH signal. Therefore the chosen taggers/working points are
WvsQCD at 5% misidentification rate and ZHbbvsQCD at 2% misidentification rate
for HP tagged jets. It has to be noted that this optimization step was performed with
the map-decorrelated DeepAK8 (i.e. the non mass decorrelated version) as at this
stage it was not yet known that such maps would results in sculpting of the data
distributions, discussed in Sec. 5.3.4.1. However, the conclusions from the Punzi’s
significance optimization reported above are not affected by the choice of a different
map-decorrelated tagger. In fact, the background rates that enter the denominator
of the Punzi’s significance are fixed by construction, as maps are derived for fixed
background rates independently on which version of the DeepAK8 discriminant is
used. At the same time it is true that the MD version of the DeepAK8 tagger is
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less performant in terms of signal efficiencies. This was shown in Fig. 5.10 which
compares the ROC curves for both MD and nominal DeepAK8 tagger together with
the performance of the 2D decorrelation at the fixed misidentification rates of 2, 5,
and 10% when using the nominal (red stars) and the MD (black dots) version of the
DeepAK8 tagger to derive the map. This degradation in efficiency would only result
in a global rescaling of the Punzi’s significance towards lower values as the signal
efficiency enters the numerator. Hence, the optimization studies have not been re-
peated and it was assumed that the same conclusions hold using maps derived from
the DeepAK8-MD as well. However, it was found that the signal efficiency obtained
using the deepAK8-MD tagger decreases more than for the nominal deepAK8 tag-
ger for resonance masses above ≈5 TeV. To partially recover the drop in efficiency a
looser misidentification rate of 20% has been introduced for the LP working point of
the WvsQCD tagger. Once the full analysis procedure was in place and the tagging
efficiency corrections became available, the performance in terms of sensitivity of the
chosen working points has been validated comparing the expected limits obtained
with the above mentioned combinations of working points.The final configuration
of working points for the map-decorrelated DeepAK8-MD taggers used in the fol-
lowing is reported in Table 6.7.

TABLE 6.7: Optimized map-decorrelated DeepAK8-MD jet tagging working points de-
fined at a fixed misidentification rate.

HP LP
V-tagging (WvsQCD) 5% 5–20%
H/Z-tagging (ZHbbvsQCD) 2% 2–10%

6.3.2 Event yield corrections for jet substructure selections

Jet tagging efficiency scale factors (SF) taking into account differences in tagging
efficiencies between data and simulation for the map-decorrelated DeepAK8-MD
taggers are estimated with the procedures described in Sec. 5.3.4.2. The applied SFs
are summarized in Table 6.8 for the working points in Table 6.7. For WvsQCD the
SFs are measured from jets with 400 GeV < pT < 800 GeV. The SFs for the HP
working point in 2017/2018 are significantly lower due to the different underlying
event tune used in simulation. Top mistagging SFs are reported in Table 6.9. The
ZHbbvsQCD SFs are measured from jets with pT > 600 GeV.

TABLE 6.8: Scale factors for the 2D-decorrelated DeepAK8-MD W- and H-taggers.

WvsQCD HP (5%) LP (5–20%)
2016 1.287+0.197

−0.147 1.098+0.101
−0.098

2017 0.823+0.059
−0.059 1.185+0.094

−0.091
2018 0.757+0.057

−0.052 1.064+0.073
−0.072

ZHbbvsQCD HP(2%) LP (2–10%)
2016 1.049+0.038

−0.040 0.981+0.023
−0.026

2017 0.998+0.035
−0.035 1.066+0.027

−0.046
2018 1.079+0.099

−0.092 1.053+0.063
−0.069

Given the mixture of V →qq̄ and Z/H →bb̄ tagging discriminants used in the
categorization, the tagging SFs are applied on an event by event basis keeping into
account both the MC-truth of the jet and how it has been tagged. A reconstructed
AK8 jet matched to a generator level V →qq̄ boson may still be tagged as a Z →bb̄
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TABLE 6.9: Scale factors for misidentification of merged top quark jets when applying the
2D-decorrelated DeepAK8-MD W-tagger.

WvsQCD HP (5 %) LP (5-20 %)
2016 0.949+0.065

−0.065 0.990+0.042
−0.041

2017 0.990+0.033
−0.032 1.050 +0.041

−0.041
2018 0.919 +0.029

−0.029 1.050+0.034
−0.033

or a H →bb̄ boson, or viceversa a reconstructed AK8 jet matched to a generator
level Z →bb̄ or a H →bb̄ can be tagged as a V →qq̄ boson, because of the different
algorithms used in the analysis. A SF is applied to all AK8 jets which match to a
V →qq̄, Z →bb̄ or H →bb̄. If the jet is tagged with the ZHbbvsQCD, the SFs of
the ZHbbvsQCD tagger are applied, while if the jet is tagged with the WvsQCD the
SFs of the WvsQCD tagger are applied. For AK8 jets originated from the decay of
a top, if the reconstructed jet is matched to a V →qq̄ but not to a generator level
top, SFs for either the WvsQCD or the ZHbbvsQCD are also applied based on which
tagger discriminant they pass. SFs to take into account top quarks misidentified as
W bosons are applied to reconstructed jets matched to a generator level t → bqq̄.
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7 | Signal and background mod-
elling

In the multi-dimensional fit approach described in this thesis, signal and background
shapes are parametrized in three dimensions, namely the mSD of the leading-pT large
radius jets (mjet1 and mjet2) and their dijet invariant mass mjj.

The three-dimensional approach takes advantage of the fact that the signals are
resonant in all three dimensions of the mjet1-mjet2-mjj plane.

The probability density functions (pdfs) for signal and background processes
used in the fit to data are derived from full simulation, considering also the detector
conditions. Thus, a separated sample is employed for each of the three years to take
into account the different data taking conditions. While the detector components
and conditions varied across the 3 years of data taking, the detector performance
relevant to this analysis was very similar. The samples are then added together with
weights corresponding to the relative luminosity of the year. The modelling proce-
dures benefit from the obtained large sample.

Since the two leading-pT jets in the event are randomly labelled, all distributions
for the first and second leading-pT jet are the same except for statistical fluctuations.

The chapter describes pdfs derivation for signal and background simulation and
the final fit procedure to the data. It is structured in the following way: first, the sig-
nal model is described in Sec. 7.1; then, the modelling of the different background
contributions is illustrated in Sec. 7.2; in Sec. 7.3 the systematic uncertainties are
discussed; finally, the maximum likelihood fit method and the fit validation are ex-
plained in Sec. 7.4 and Sec. 7.5, respectively. The results are presented and discussed
in Chapter 8.

The work presented in this chapter has been developed by the author of this thesis under
the supervision of Dr. Andreas Hinzmann, in collaboration with Dr. Clemens Lange and
Dr. Jennifer Ngadiuba. Dr. Daniela Schäfer contributed to the modelling of the VH signals
and Dr. Thea K. Årrestad to the modelling of the tt̄ jet mass distribution. The modelling of
the tt̄ background was developed in collaboration with Dr. Daniela Schäfer and Dr. Jennifer
Ngadiuba. Dr. Jennifer Ngadiuba assisted in the modelling of the dijet mass distribution of
the partially resonant backgrounds and carried out the estimation of part of the systematic
uncertainties affecting the signal. The signal PDF uncertainties were estimated by Dr. Gerrit
van Onsem, who performed also the goodness-of-fit and bias tests. The author of this thesis
contributed to all of the above and integrated the various contribution in the main analysis
framework, carried out the combination of the datasets, performed all the stages of the signal
and background modelling, including the implementation of the systematic uncertainties,
and validated the three-dimensional fitting procedure.
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FIGURE 7.1: Jet mass (left) and dijet mass (right) distributions for a Gbulk → WW with
MX= 5.5 TeV. The fit with a double sided Crystal Ball (dCB) function is also shown.

7.1 Signal modelling

In order to use the new multi-dimensional fit method, the signal has to be parametrized
in three dimensions. Two slightly different approaches are used for resonances de-
caying to WW/ZZ and decay channels with two different bosons. The modelling of
the WW/ZZ signals uses the same approach described in Ref. [9, 177, 178]. Because
of the simple confined peak structure of the signal in all three dimensions, in the
WW/ZZ case, the signal pdf is defined as a product of the shape of the resonance
mass and the jet masses:

Psig,VV(mjj, mjet1, mjet2|θ
s
(MX)) = PVV(mjj|θ

s
1(MX)) Pj1(mjet1|θ

s
2(MX)) Pj2(mjet2|θ

s
3(MX)).

(7.1)
Here, the shapes for mjj, mjet1 and mjet2 denoted as PVV, Pj1 and Pj2, respectively,
are parametrized with double-sided Crystal Ball (dCB) functions [187] for each sig-
nal mass MX. The dCB function has a Gaussian core (described by the mean and
width/sigma parameters) with power-tails on each side (each described by two pa-
rameters commonly referred as N and α). The parameters θ

s
= (θ

s
1, θ

s
2, θ

s
3) denote the

free parameters of each of the dCB functions. For the VV channel, given the resonant
and consequently localized distributions of the signal processes in all considered
mass dimensions, the mjj and mjet distributions can be considered as uncorrelated
and these distributions can therefore be fitted separately from each other. The jet
mass distributions of jet1 and jet2 are combined, which is possible due to the use of
the random sorting, to attain a high statistics sample and fit this combined distri-
bution once – ensuring that Pj1 = Pj2. An example fit for one signal mass point is
shown in Fig. 7.1.

For the VH and WZ channels, correlations between the mjet and mjj distributions
can no longer be completely neglected because of the larger spread of the mjet distri-
bution, where now contributions from different bosons must be taken into account.
Instead of the ansatz given in Eq. 7.1, the following model is used for the VH chan-
nel:

Psig,VH(mjj, mjet1, mjet2|θ
s
(MX)) =

0.5 ·
(

PVH(mjj|θ
s
1(MX), mjet1, mjet2) PH(mjet1|θ

s
2(MX)) PV(mjet2|θ

s
3(MX))

)

+0.5 ·
(

PVH(mjj|θ
s
1(MX), mjet1, mjet2) PV(mjet1|θ

s
3(MX)) PH(mjet2|θ

s
2(MX))

)

.

(7.2)
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The pdf for the WZ channel is obtained with the substitution V → W and H → Z in
Eq. 7.2. In this case, the probability distribution of the dijet invariant mass
PVH(mjj|θ

s
1(MX), mjet1, mjet2) gets a dependence on the two jet masses, due to the

larger jet mass spread of VH and WZ signals. This is modelled by scaling the mean
and width of the dCB fitted to mjj depending on the two jet masses mjet1 and mjet2.
The scaling factors are derived by fitting the mjj spectrum with a dCB function in
four bins of the jet masses, and then fitting with a two dimensional polynomial the
relative difference in mean and width with respect to the mjj distribution obtained
when one jet has a mass confined in a small window around the V boson and the
other jet has a mass confined in a small window around the H boson. The same
mass window is used for both jets in the WZ case. This shift in mean and width of
the signal mjj with the two jet masses has only a small dependence on the resonance
mass MX, and therefore it is calculated by averaging all simulated signal mass points
to obtain a larger sample. The 3D signal modelling is shown in Fig. 7.2 for ggF/DY
produced W′ → WH, Z′ → ZH and W′ → WZ signals. The respective VBF signals
are shown in Fig. B.1 in Appendix B.1. The jet masses are modelled separately for the
two bosons by fitting the distributions of AK8 jets matched to generator level V or H
bosons with a dCB centered at the corresponding boson mass to obtain the pdfs PH
and PV in Eq. 7.2. An example fit for one signal mass point is shown in Fig. 7.3. The
final signal pdf is then the sum of two contributions: one where the first jet is an H
boson and the second a V boson, and one where this is reversed. Both contributions
are added with a factor of 0.5 due to the random labelling of jets in the event.

It has been verified with signal simulation that the signal shapes in all mass di-
mensions are affected only marginally by applying tagging requirements. Therefore,
the shapes for all categories are derived once, after the preselections for AK8 jets de-
scribed in Sec. 6.2 are applied, and are subsequently used in all categories. This
approach is beneficial since some tagging categories contain a very small amount
of simulated signal events, as explained in the following, which makes a stable fit
challenging.

In order to parametrize signals with arbitrary resonance masses MX, the param-
eters of the dCB functions are interpolated as a function of MX. The interpolation
is obtained with a spline, linear or parabolic function to ensure smooth and stable
shapes for each interpolated variable at each mass point. Figure 7.4 shows the mean
(left) and sigma (right) of the signal mjj (top) and mjet (bottom) distributions as a
function of MX, as they are obtained from the mean and width of the dCB function
fitted to the spectrum of ggF/DY produced resonances. The other dCB fit parame-
ters and parameters for VBF produced signals can be found in Appendix B.1.

The jet mass mean is stable as a function of the resonance mass, while the width
increases with MX. In general the jet mass width of W bosons is around 7–8 GeV,
the jet mass distribution of a Z boson shows widths around 9–10 GeV and the Higgs
boson has a larger width of ≈ 12–14 GeV. The WZ final state has a larger width com-
pared to WW or ZZ as the W and Z peaks cannot be resolved. The measured width
difference between W and Z bosons, relative to their masses, is due to the higher
production rate of B-mesons in Z decays that can decay semileptonically, eventually
producing neutrinos, resulting in a larger tail of the distribution to low jet masses
and a consequent decrease in resolution.

The signal shapes resulting from the interpolation between the sampled mass
points are shown in Fig. 7.5 for the mjj (left), and the mjet1 (right) distributions. The
distribution for mjet2 is omitted since it is identical to mjet1, because of the random jet
labelling.
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FIGURE 7.2: Two-dimensional dependence of the mean (left) and width (right) of the dijet
invariant mass distribution on the two jet masses for the W′ → WH (top), Z′ → ZH
(middle), and W′ → WZ signal (bottom). The Z-axis shows the relative difference in mean
or width with respect to the mjj distribution obtained with jet masses confined in windows
around the relevant boson mass and in the case where no jet mass selections are applied.

Finally, for each mass point MX and each jet tagging category, the signal effi-
ciency, defined as the total signal yield after passing all analysis selections divided
by the number of generated events, is also interpolated as a function of MX in order
to extract signal yields for arbitrary resonance masses. The interpolation is obtained
with a polynomial function. Figure 7.6 (Fig. 7.7) shows on top the two (VBF) high
purity categories, while on the bottom the total signal efficiency is presented. Over-
all, ggF/DY produced signals have a higher efficiency (12-26%) than VBF produced
signals (2-18%). Signals with bb̄ decays in the final states have higher signal effi-
ciencies due to the prioritization of VH categories over VV ones. For such signals,
the VH HPHP category contains 40-60% of the signal, while for the other signals
10-40% of the signal is contained in the VH HPHP category and 15-40% in the VV
HPHP. The VH LPHP, VH HPLP, VV HPLP categories contain 5-40% of the signal
depending on resonance type and mass. While a similar behaviour is observed also
for VBF produced signals, here spin effects changing kinematic distributions used
for the event selection are more relevant and spin-0 (spin-1) signals have the highest
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FIGURE 7.3: Jet mass (top) and dijet mass (bottom) distributions for a Z′ → ZH with
MX = 2.5 TeV. The fit with a double sided Crystal Ball (dCB) function is also shown. On
the top left (right), the jet mass distrtibution for the jet matched to a generator level V (H)
boson is presented.

(lowest) efficiency. The VBF categories contain 25-40% of the VBF signals and less
than 5% of the ggF/DY signals.

Both signal shapes and efficiencies are obtained by adding the three year simu-
lation campaigns with weights corresponding to the relative luminosity of the year.
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performed while for mjet a spline is used.
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FIGURE 7.5: The final mjj (left) and mjet1 (right) signal shapes extracted from the
parametrization of the fitted dCB parameters. The same shapes are used for all tagging
categories. The jet mass distributions are shown for a range of resonance masses between
1.3 and 6 TeV for one of the two jets in the event fitted without applying category selec-
tions. Since the jets are labeled randomly, the jet mass distributions for the second jet are
the same and not shown here. The distributions for a Gbulk and Z′ decaying to VV have
the same shapes as those for the Radion signal and are therefore not visible. Different
transparencies of a color represent different resonance masses as indicated on the left part.
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FIGURE 7.6: Signal efficiency as a function of MX after all selection are applied, on the
top left in the ggF/DY VH HPHP category and on the right in the ggF/DY VV HPHP
category. The polynomial fit is also shown as a solid line. The bottom plot shows the total
signal efficiency considering all 10 categories. Here the line has the only purpose to guide
the eyes. The various ggF or DY produced signal models are shown.
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FIGURE 7.7: Signal efficiency as a function of MX after all selection are applied, on the
top left in the VBF VH HPHP category and on the right in the VBF VV HPHP category.
The polynomial fit is also shown as a solid line. The bottom plot shows the total signal
efficiency considering all 10 categories. Here the line has the only purpose to guide the
eyes. The various VBF produced signal models are shown.
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7.2 Background modelling

Standard Model backgrounds are also modelled in three dimensions. As introduced
in Sec. 6.1.1.2, the contributions, from the most to the least abundant, are QCD mul-
tijet, top pair (tt̄) and W/Z+jets production. Minor contributions come from single
top and diboson production, included in the tt̄ description in the following. Given
the large number of categories and the different tagging requirements in each of
them, the background composition in each tagging category is different, as shown
in Table 7.1. Furthermore, the VBF categories have a limited amount of statistics.
Therefore, background shapes are constrained in the ggF/DY region and for each
VBF category the templates derived from the respective ggF/DY tagging category
are used. The ability of shapes derived in the ggF/DY region to reproduce the dis-
tributions in the VBF category has been checked in simulation.

TABLE 7.1: Expected background yields in each category from simulation before the fit to
data is performed. The QCD yield has been rescaled by a factor 1.8 to match the data.

Background Total QCD tt̄ W+jets Z+jets
VH HPHP VBF 404 240 155 5 4
VV HPHP VBF 250 188 48 10 4
VH LPHP VBF 1073 872 182 9 10
VH HPLP VBF 729 583 131 10 5
VV HPLP VBF 1071 976 47 35 13
VH HPHP DY/gg 17732 9941 7181 343 267
VV HPHP DY/gg 11909 8661 2309 701 238
VH LPHP DY/gg 43408 33829 8406 534 639
VH HPLP DY/gg 32326 25208 5853 899 366
VV HPLP DY/gg 52525 47064 2367 2297 797

7.2.1 Modelling of the QCD multijet background

The QCD multijet background is estimated in a data driven way as the modelling
strongly depends on which generator is chosen for the process simulation and has
large uncertainties. However, simulation is used to derive QCD background shapes,
including free parameters to allow the model to adapt to the data distribution in the
final multidimensional fit.

The QCD multijet background presents a complex three-dimensional spectrum
where the mass observables are correlated with each other. The use of three-dimensional
binned template shapes takes into account these features. The same procedure de-
scribed in Refs. [9, 177, 178] is used to ensure smooth shapes without empty bins.
The following fit range and binning are used for the three axes: mjet1/mjet2 is fitted
from 55 to 215 GeV using 2 GeV bins. mjj is fitted from 1246 to 7600 GeV. The lower
bound is chosen to avoid complications in the fitting procedure due to trigger turn-
on effects, where sensitivity would also be affected by the reduced trigger efficiency
(Sec. 6.2.1); the upper bound is chosen considering the highest dijet invariant mass
found in the data, 5.6 TeV in the VV HPLP category. For mjj, a binning corresponding
to the actual dijet mass resolution of the order of ≈5% is implemented:
1246, 1313, 1383, 1455, 1530, 1607, 1687, 1770, 1856, 1945, 2037, 2132, 2231, 2332, 2438,
2546, 2659, 2775, 2895, 3019, 3147, 3279, 3416, 3558, 3704, 3854, 4010, 4171, 4337, 4509,
4686, 4869, 5058, 5253, 5455, 5663, 5877, 6099.
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The conditional product

PQCD(mjj, mjet1, mjet2|θ̄QCD) = Pjj(mjj|θQCD
1 )

× Pcond,1(mjet1|mjj, θQCD
2 )× Pcond,2(mjet2|mjj, θQCD

3 )
(7.3)

describes the three-dimensional mjj-mjet1-mjet2 plane, where Pcond,1 and Pcond,2 are
two dimensional templates containing different jet mass shapes in intervals of mjj.
Due to the random jet sorting, the templates Pcond,1 and Pcond,2 are essentially the
same, except for statistical fluctuations, and the choice to generate two templates
is purely technical. Pjj is a one-dimensional template, describing the dijet invariant
mass spectrum. The parameters θ̄QCD = (θQCD

1 , θQCD
2 , θQCD

3 ) are the free parameters
of the background fit, included as nuisance parameters in the multi-dimensional
fitting and limit setting procedure, as explained in Sec. 7.4.

The probability density in Eq. 7.3 requires the computation of the conditional
two-dimensional shapes of mjet1 and mjet2 given mjj and one-dimensional shape of
the mjj distribution. Similarly to VH signals, the correlations between mjet and mjj
have to be modeled for the QCD multijet background.

The background model is built starting from simulation and encodes sufficient
nuisance parameters into the fit to allow the shape to adapt itself to the data. A
forward-folding approach ensures smooth shapes without empty bins, despite the
large phase space and the limited number of available simulated events. In this
method, instead of filling a histogram with reconstructed events, the relevant quan-
tities of each event are calculated on generator level. The full jet clustering also hap-
pens on generator level particles. The generator quantities of each simulated event
are then smeared with a Gaussian distribution (kernel), parametrizing the mass scale
and resolution due to detector effects, resulting in smoothed histograms of recon-
structed quantities. The mass scale and resolution are parametrized using the ratio
of mreco

jet /mgen
jet (and similarly mreco

jj /mgen
jj ) as a function of the generated transverse

momentum of the jet. Since a random labeling of the two jets in the event is used,
only one such parametrization is derived. The final scale and resolution used in
the smearing of each event is derived by fitting a Gaussian function to the histogram
containing mreco

jet /mgen
jet for different intervals of the generated jet pT. Figure 7.8 shows

the fit to mreco
jet /mgen

jet (left) and mreco
jj /mgen

jj (right) for an arbitrary bin. The Gaussian
mean yields the mass scale and the Gaussian width the mass resolution.

The dijet mass and soft drop jet mass scale and resolution as a function of the
generator-level jet pT are shown in Fig. 7.9. The three different data-taking years and
their combination (Run2) weighted by luminosity are shown. No particular differ-
ences are observed among years. Therefore, the mjj and mjet resolution parametriza-
tion and the QCD background templates are derived by adding the three year simu-
lation campaigns with weights corresponding to the relative luminosity of the year.

For each MC event in the two (one)-dimensional mjj-mjet (mjj) space, a 2D (1D)
Gaussian kernel is built starting from generator level quantities. In the case of the
mjj-mjet space, the derived mass scale and resolution are used to populate the con-
ditional 2D histogram as follows. For each generated event i a 2D Gaussian kernel
K((mjet, mjj), mgen

jet,i , mgen
jj,i , pgen

T,i ) is calculated and used to fill a 2D histogram (template)
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FIGURE 7.8: Fit to mreco
jet /mgen

jet (left) and mreco
jj /mgen

jj (right) with a Gaussian function in
the 742–770 GeV and 636–660 GeV, respectively, generator-level jet pT bin in the nominal
PYTHIA8 sample. The mass resolution is taken as the width of the fitted Gaussian, while
the Gaussian mean yields the mass scale.

at the (mjet, mjj) bin. The 2D Gaussian kernel is defined as

K((mjet, mjj), mgen
jet,i , mgen

jj,i , pgen
T,i ) =

ωi√
2πRmjj

· Rmjet

· exp

(

− 1
2

(mjj − Smjj
· mgen

jj,i

Rmjj
· mgen

jj,i

)2

− 1
2

(mjet − Smjet
· mgen

jet,i

Rmjet
· mgen

jet,i

)2
)

,

(7.4)

where Smjet
= Smjet

(pgen
T,i ) and Rmjet

= Rmjet
(pgen

T,i ) are the scale and the resolution

derived in the previous step for the jet mass, Smjj
= Smjj

(pgen
T,i ) and Rmjj

= Rmjj
(pgen

T,i )

are the scale and the resolution for the dijet mass, and ωi is the event weight. This
procedure is performed separately for mjet1 and mjet2.

To build the one-dimensional template for the dijet invariant mass the same pro-
cedure is performed with a one-dimensional Gaussian kernel depending only on
mjj.

As shown in Fig. 5.11, applying tagging requirements does not change the shape
of the inclusive mass distributions. Therefore, the templates are derived from the
inclusive distributions to benefit from all the available statistics. To remove residual
bias due to generator events residing at the corners of the phase space, the inclusive
templates constructed as above are fitted to the MC samples of a certain category. In
this way, dedicated templates are derived for each category to be used as input to
the final fit performed through vertical morphing, where alternative shapes are also
included as shape systematic uncertainties, as described in Section 7.3. Example
templates are shown in Fig. 7.10.

As a first validation of the templates generation, Fig. 7.11 shows a comparison of
the three-dimensional pdf to simulated events projected on mjj, mjet1 and mjet2; the
QCD PYTHIA8 samples, used for the nominal templates, are shown for the two high
purity categories, VH HPHP (top) and VV HPHP (bottom). The other categories and
distributions obtained from different MC generators to be used as alternative shapes
in the final fit (see Section 7.3) can be found in Appendix B.2. Good agreement



98 Chapter 7. Signal and background modelling

1000 2000 3000 4000 5000
 [GeV]

T
Gen p

0

0.05

0.1

0.15

 r
e
s
o
lu

ti
o
n

jj
M

2016

2017

2018

Run2

13 TeV

Simulation

1000 2000 3000 4000 5000
 [GeV]

T
Gen p

0

0.05

0.1

0.15

 r
e
s
o
lu

ti
o
n

je
t

M

2016

2017

2018

Run2

13 TeV

Simulation

1000 2000 3000 4000 5000
 [GeV]

T
Gen p

0.9

0.95

1

1.05

1.1

 s
c
a
le

jj
M

2016

2017

2018

Run2

13 TeV

Simulation

1000 2000 3000 4000 5000
 [GeV]

T
Gen p

0.9

0.95

1

1.05

1.1

 s
c
a
le

je
t

M

2016

2017

2018

Run2

13 TeV

Simulation

FIGURE 7.9: Resolution (top) and scale (bottom) for mjj (left) and the mjet (right) as a func-
tion of generator-level jet pT derived from nominal PYTHIA8 sample. The three different
data taking years as well as their combination weighted by luminosity are shown.

between templates derived from generator level quantities and the reconstructed
event from simulation is observed. For each VBF category, the templates derived
from the respective ggF/DY tagging category are used. The ggF/DY templates of a
certain category fitted to the MC sample of the respective VBF category are shown
in Sec. B.2.2 of Appendix B.2.

7.2.2 Modelling of the partially resonant backgrounds

In addition to the main background from QCD multijet processes, there are a few
subdominant backgrounds to consider, namely top pair production (tt̄) and W/Z+jets
processes containing one real merged V jet and at least one additional jet, together
called V+jets. The tt̄ background can also contain jets from real merged vector
bosons or real merged top quarks.

In this analysis the adoption of the DeepAK8 tagger and the addition of the
Z/H→bb̄ tagging categories changed the background composition significantly, com-
pared to the previous version of this analysis focused on VV decay modes only [9,
177, 178]. In particular, the tt̄ component, almost negligible before, now constitutes
an overall 20% of the background (40% in the VH HPHP category). Therefore, while
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FIGURE 7.10: The left (middle) histogram shows the conditional mjet1 (mjet2) pdf for a
given interval in mjj for the main QCD multijet background processes. Since the two jets in
the event receive random labels these distributions are essentially the same barring effects
from statistical fluctuations. On the right, the one-dimensional mjj templates derived from
the forward-folding procedure compared to reconstructed events taken from a simulated
sample for the QCD multijet background. The green and red lines show alternative shapes
derived by varying the mjj spectrum proportional to mjj or to 1/mjj.
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FIGURE 7.11: Comparison between simulation (markers) and templates derived from gen-
erator level quantities (lines) for the nominal QCD PYTHIA8 sample for the VH HPHP (top)
and VV HPHP (bottom) category. The templates are shown for mjet1 (left), mjet2 (middle)
and mjj (right). In the mjj distribution, the jet mass selections reported in the legend are ap-
plied to both jets. In the mjet1 and mjet2 distributions, the shown mjj slices cover the whole
phase space. This is not the case in the mjj distribution where many more different combi-
nations should be shown. However, slices covering the most relevant jet mass ranges are
presented. Template and simulation distributions corresponding to the various mjj, mjet1
and mjet2 intervals are rescaled for visualization purpose.

similar modelling as in Ref [9, 177, 178] has been used for V+jets, a new full separate
modelling of tt̄ is introduced.

The treatment of these processes is fundamentally different from that of the main
QCD multijet background since these events contain a real merged vector boson
or top quark jet, leading to a peak around the W/Z boson or top quark mass for
the two jet mass dimensions. The dijet invariant mass has a monotonically falling
distribution similar to QCD multijet processes.

For tt̄, several contributions have to be considered as different jet mass and dijet
invariant mass shapes are observed depending on which fractions of the jets have
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merged top quarks, merged W bosons or not merged decay products. All the dif-
ferent contributions are separately modelled as described in the following. Single
top and WW contributions to the SM background are modelled together with the
different tt̄ contributions described in the following.

7.2.2.1 tt̄ modelling

The Standard Model tt̄ background at high energies consists of several contribu-
tions, summarized in Fig. 6.8, resulting in different jet mass and dijet invariant mass
shapes. Different tt̄ contributions have different shapes and contribute in different
amounts in the various categories, thus all the different contributions and tagging
categories are modelled separately. The contributions are separated in simulation
by matching the final state AK8 jets with generator level W bosons or top quarks. If
the jet cannot be matched to a generator level W boson or top quark, it is labelled as
“non-resonant”.

The pdfs for each of the six contributions are built in the following way

PTT

(

mjet1, mjet2, mjj|θ̄
)

= PTT
jj (mjj|θ̄1) PT,1(mjet1|θ̄2(mjj)) PT,2(mjet2|θ̄3(mjj)) (7.5)

PWW

(

mjet1, mjet2, mjj|θ̄
)

= PWW
jj (mjj|θ̄1) PW,1(mjet1|θ̄2(mjj)) PW,2(mjet2|θ̄3(mjj))

PnonRes

(

mjet1, mjet2, mjj|θ̄
)

= PnonRes
jj (mjj|θ̄1) PnonRes,1(mjet1|θ̄2(mjj)) PnonRes,2(mjet2|θ̄3(mjj))

PTnonRes

(

mjet1, mjet2, mjj|θ̄
)

= 0.5
(

PTnonRes
jj (mjj|θ̄1) PnonRes,1(mjet1|θ̄2(mjj)) PT,2(mjet2|θ̄3(mjj))

)

+ 0.5
(

PTnonRes
jj (mjj|θ̄1(mjj)) PT,1(mjet2|θ̄2(mjj)) Pnonres,2(mjet1|θ̄3(mjj))

)

PWnonRes

(

mjet1, mjet2, mjj|θ̄
)

= 0.5
(

PWnonRes
jj (mjj|θ̄1) PnonRes,1(mjet1|θ̄2(mjj)) PW,2(mjet2|θ̄3(mjj))

)

+ 0.5
(

PWnonRes
jj (mjj|θ̄1(mjj)) PW,1(mjet2|θ̄2(mjj)) Pnonres,2(mjet1|θ̄3(mjj))

)

PWT

(

mjet1, mjet2, mjj|θ̄
)

= 0.5
(

PWT
jj (mjj|θ̄1) PT,1(mjet1|θ̄2(mjj)) PW,2(mjet2|θ̄3(mjj))

)

+ 0.5
(

PWT
jj (mjj|θ̄1(mjj)) PW,1(mjet2|θ̄2(mjj)) PT,2(mjet1|θ̄3(mjj))

)

,

where T (W) stands for merged top quark (W boson) and “nonRes” for the resolved
hadronic top decay. Merged top quark (W boson) means that the particle decay
product are reconstructed in a single jet with the mass corresponding to the parti-
cle mass. In the resolved hadronic top decay the top or W decay products are not
merged in a single jet and the jet considered in the final state does not have a charac-
teristic mass, and thus it is referred in the following as “non-resonant” component,
despite the top quark still being a resonance. The parameters θ̄ are the free parame-
ters of the background fit.

In the following, first, the jet mass modelling is described, which is initially done
inclusively with respect to the six components. Then the procedure used to obtain
the mjj templates is illustrated. Finally, the 3D pdf is built. An additional fit to
the simulation is required to obtain the correct normalization of the six different tt̄
components described above.

Jet mass modelling Two resonant contributions are present in the jet mass, one
peak at ≈ 80 GeV due to merged fully-hadronic W boson decays and a second peak
at ≈ 170 GeV due to merged hadronic decays of the top quark. In addition to these,
there is also a non-resonant component coming from non-merged top or W bosons.
The separation between quarks is related to the mass and transverse momentum
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FIGURE 7.12: Fit to the inclusive (all bins of mjj, top) and in increasing mjj bins (bottom,
from left to right: 1246–1404 GeV, 1404–1563 GeV, 1563–1722 GeV and 1722–7600 GeV jet
mass distributions for the tt̄ background in the VH HPHP.

of the decaying particle, as described in Eq 5.1. Therefore, with a W boson trans-
verse momentum greater than 200 GeV [165], the two quarks from the W decay are
merged into a single AK8 jet. With a top quark momentum greater than 450 GeV,
the three quarks from the top quark decay become merged into an AK8 jet. With
the increase of the top transverse momentum, the relative fraction of merged top
quarks to merged W bosons rises. Due to the relationship between jet pT and di-
jet invariant mass, the normalization of the resonant jet mass peaks depends on mjj
and needs to be modelled conditionally. A correlation between non-resonant and
resonant components as a function of mjj is also observed. The three (top, W, non-
resonant) components are modelled separately. Thanks to the random sorting, mjet1
and mjet2 are added together to increase the sample size and, therefore, improve the
stability of the fit. The VH HPHP category is used in the following to explain the
modelling procedure. Distributions for the other categories can be found in Ap-
pendix B.3. In the VV categories, the top and W contributions are of similar size; in
the VH categories, the top contribution dominates.

A Gaussian function is used to fit each of the resonant components, while an
error function convolved with an exponential function (referred as ErfExp) is used
for the non-resonant part of the jet mass spectrum. The shape of each of the three
components is modelled as a function of mjj, with the initial fit parameters obtained
from the fit to the jet mass inclusive in mjj, shown in Fig. 7.12 (top), to benefit from
high statistics. Then the jet mass is sampled in bins of mjj. The distribution in each
bin is then fitted with the chosen pdf, i.e. the sum of the Erfexp with the two Gaus-
sian functions modelling the resonant contributions. These fits are shown in Fig 7.12
(bottom).

The fit parameters are then extracted in each mjj-bin, and a parametrization of
the fit parameter distributions as a function of dijet invariant mass is obtained. The
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FIGURE 7.13: The parametrization of the fitted parameters for the tt̄ background in the VH
HPHP category. The first two rows show the parameters of the non resonant component
while the second and third row show the mean and resolution for the W boson (left) and
top quark (right) peaks.

mjj-value for each bin is chosen to be the average mjj-value in that bin. The parameter
values in the highest fittable bin, at ≈ 1700 GeV, is used also at higher mjj values to
constrain the parametrization at high mjj. An mjj of ≈ 1700 GeV roughly corresponds
to a jet pT of 800–900 GeV, and thus to the regime where the top decay products are
merged in a single jet. At even higher mjj no significant changes in the shape are
expected and thus the same parameter values as estimated at mjj ≈ 1700 GeV can be
used. The parametrization of each fit parameter is shown in Fig. 7.13.

Finally, the validation is performed by refitting the tt̄ MC using the parametrised
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FIGURE 7.14: Closure test for the tt̄ background pdfs in the VH HPHP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrizations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).

shapes. Different distributions are generated to test the stability of the parametriza-
tion: 1) Each jet mass axis is fit separately (when doing the parametrization, the two
contributions were added); 2) The default jet mass binning is used (80 bins, whereas
for the parametrization a binning of 40 was used to increase the stability of the fit); 3)
The dijet invariant mass bins are different than those used for the parametrization.
The fitted jet mass distributions for mjet1 and mjet2 are shown in Figure 7.14. The
pdfs can generalize to distributions not yet seen and accurately describe the jet mass
dependence on mjj.

Dijet mass modelling The MC simulations of the minor backgrounds contain fewer
events than for the QCD multijet background. Therefore, a different approach is
developed for the mjj template building of the tt̄ and V+jets components to obtain
smooth templates with reduced sample size. The mjj distribution is fitted with a
three-parameters dijet function

dN
dm

=
P0(1 − m/s)P1

(m/s)P2
, (7.6)

where s is the center-of-mass energy and P0/1/2 are free parameters. The value as-
sumed by the fit function in each mjj bin is used to build the template histogram,
rather than the kernel-based template. Five alternative functions with 2, 4 and 5
parameters have also been tested and the chosen three-parameter function provides
the best χ2/Ndof, where Ndof is the number of degrees of freedom. The final 1D mjj
templates for the VH HPHP category are shown in Fig. 7.15, for the 6 tt̄ contribu-
tions, obtained by matching the jets with generator level W bosons or top quarks.
The other categories can be found in Appendix B.3. The fitting procedures allows
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FIGURE 7.15: Final one-dimensional mjj templates in the VH HPHP category. The simula-
tion is shown as black markers, the nominal shape derived from the fitting procedure can
be seen as red solid line, the alternative shape derived from varying the slope of the mjj
spectrum is shown as the blue dashed line. Top, from left to right: nonRes, WnonRes and
TnonRes; bottom from left to right: WT, WW, TT.

to carefully model the lower part of the mjj spectrum where these contributions are
more relevant. While some disagreement is observed in the high mjj tails, overall
the procedure leads to smooth templates also with a reduced number of simulated
events. Alternative dijet invariant mass shapes are also shown as derived using the
same method as for the nominal shape but fitting the mjj distribution without top pT
reweight corrections applied (see Sec. 7.3).

tt̄ 3D pdf The modelling of the mjet shape as a function of mjj is obtained above.
However, the relative fraction of the top/W/non-resonant components as a function
of mjj still has to be included. The final pdf is built summing the pdfs described in 7.5.
Then, this model is fit to the full tt̄ simulation, independently for each category, to
obtain the initial normalization values for each tt̄ contribution that will enter the final
fit to data. This intermediate step is necessary because the generator-level matching
procedure is not 100% efficient. The results of the fits are shown in Fig. 7.16 for the
VH HPHP category, while the other categories can be found in Appendix B.3.

7.2.2.2 V+jets

For V+jets processes, since the jets in this analysis are randomly sorted, each jet mass
distribution contains two contributions: the resonant part, with a real V-jet, shows
a clear peak around the V boson mass, and the non-resonant part, composed of jets
originating from a quark or a gluon, shows a distribution very similar to the one
seen for the QCD multijet background.
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FIGURE 7.16: Post fit to the tt̄ MC in the VH HPHP category.

The three-dimensional probability density function for the V+jets background is
built as a product of three one-dimensional pdfs as follows:

PV+jets

(

mjet1, mjet2, mjj|θ̄
)

= 0.5
(

Pjj(mjj|θ̄1) Pres(mjet1|θ̄2) Pnonres(mjet2|θ̄3)
)

+ 0.5
(

Pjj(mjj|θ̄1) Pres(mjet2|θ̄2) Pnonres(mjet1|θ̄3)
)

.
(7.7)

Pres (Pnonres) is the pdf describing the (non-)resonant contribution, while θ̄ are the fit
free parameters. Exhaustive testing [9, 177, 178] shows that correlations between mjet
and dijet invariant mass are small enough to be neglected in the modelling of these
backgrounds, i.e. the shape of the jet mass spectrum does not significantly depend
on the momentum of the jets. There is, however, a correlation between the two jet
masses. This correlation stems from the fact that if one of the two jets in the final
state originates from a real boson, the second is a quark or gluon jet. Both of these
jets have different distributions, which means that depending on the fraction of real
boson jets in mjet1 the fraction of such jets in mjet2 will change. For this reason, these
backgrounds are modelled as if there were two different contributions: one where
the first jet is resonant (Pres(mjet1|θ̄2)) and the second non-resonant (Pnonres(mjet2|θ̄3)),
and one where the second jet is resonant (Pres(mjet2|θ̄2)) and the first non-resonant
(Pnonres(mjet1|θ̄3)). These two contributions are added together with a fraction f =
0.5 for the random labeling of jets as in Eq. 7.7. The resonant events (described by
Pres) are separated from the non-resonant (Pnonres) ones by requiring that there is a
generated V boson in a cone of ∆R = 0.8 around the reconstructed merged jet. A
double-sided crystal-ball function, the same function used to model the signal mjet
shapes, is fitted to the resonant spectrum for W+jets and Z+jets separately. This
treatment allows to fully correlate the uncertainties on the mean and width of the
mjet distribution with the signal, since these uncertainties affect all jets originating
from real vector bosons in the same way. In Fig. 7.17 the final fit of the dCB function
to the resonant part of the W+jets (left) and Z+jets (right) spectrum, respectively,
is shown for the VV HPHP category, while the other categories can be found in
Appendix B.4.

The non-resonant part of the V+jets backgrounds is modelled using a simple
fit with a Gaussian function to the non-resonant part of the spectrum as shown in
Fig. 7.18 for the W+jets (left) and Z+jets (right) spectrum, respectively, for the VV
HPHP category, while the other categories can be found in Appendix B.4.

For the dijet invariant mass pdf Pjj, the same approach as for the tt̄ background is
used to obtain smooth templates with reduced sample size. The mjj distribution is fit-
ted with the three-parameters dijet function in Eq. 7.6. The final 1D mjj templates are
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FIGURE 7.17: The fit to the resonant part of the W+jets (left) and Z+jets (right) spectrum
(black markers) with a dCB function (black line) in the VV HPHP category.
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FIGURE 7.18: The fit to the non-resonant part of the W+jets (left) and Z+jets (right) spec-
trum (black markers) with a dCB function (red line) in the VV HPHP category.

shown in Fig. 7.19 compared to MC simulation, for W+jets (left) and Z+jets (right) in
the VV HPHP category. The other categories can be found in Appendix B.4. Alter-
native dijet invariant mass shapes are also shown, derived using the same method
(see Section 7.3). They are added to the final fit to accommodate mismodelling of the
mjj distribution, for example due to higher order QCD and electroweak corrections,
not considered in the MC simulation samples.
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FIGURE 7.19: Final one-dimensional mjj templates for the resonant W+jets (left) and Z+jets
(right) background compared to MC simulation for the VV HPHP category. The nomi-
nal shape derived from the fitting procedure can be seen as blue line, alternative shapes
derived from varying the slope of the mjj spectrum are shown in green and red.
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7.3 Systematic uncertainties

Systematic uncertainties affect both the yield and the distribution shapes of the back-
ground and signal models. This section discusses the systematic uncertainties con-
sidered in the analysis and included as nuisance parameters in the multidimensional
fit. Specific uncertainties are added to the description of the signal model only. The
nuisance parameters for each uncertainty source are profiled in the statistical inter-
pretation using log-normal constraints for normalization uncertainties and Gaussian
constraints for shape uncertainties.

While differences exist among the various signal hypothesis considered in the
analysis, the most limiting uncertainties are represented by the uncertainties related
to the estimation of the tagging efficiency, followed by the uncertainties in the res-
onance mass scale and resolution. Besides these, uncertainties in the prediction of
the resonant and non-resonant background normalizations also have a significant
impact.

First the normalization uncertainties are listed in Sec. 7.3.1, then the shape uncer-
tainties are presented in Sec. 7.3.2.

7.3.1 Normalization uncertainties

7.3.1.1 Signal normalization uncertainties

Several systematic uncertainties affect the determination of the signal yield, as well
as the sub-dominant processes. Here the uncertainties affecting the signal are listed.
Contributions such as luminosity uncertainty or the tagging efficiency are assumed
fully correlated with the partially resonant backgrounds.

• Jet tagging efficiency This uncertainty is evaluated for each category by vary-
ing up and down the correction factors (applied as described in Sec. 6.3.2) by
their measured uncertainty (Table 6.8) and taking the relative difference in sig-
nal yields. Two nuisance parameters are obtained per each year, one for the
H/Z→bb̄ and one for the V→qq̄ tagging, which are anti-correlated between
VH and VV categories and between HP and LP categories. Therefore, six nui-
sance parameters in total are added to the fit. The impact on the signal nor-
malization is estimated for each year. H-tagging uncertainties are of the order
of 5%–10%. V-tagging uncertainties are ≈ 15%, with a larger 30% uncertainty
observed in 2016 in the VV HPHP categories. However, such uncertainty is
then rescaled by a weight corresponding to the fraction of luminosity collected
in each year with respect to the total luminosity collected in 2016–2018.

• Extrapolation of jet tagging efficiency to higher pT: An additional uncer-
tainty arises from the extrapolation of the jet tagging efficiency scale factors
(see Sec. 5.3.4.2), which are measured in tt̄ or g →bb̄ events at relatively low
pT, towards higher transverse momenta. The extrapolation of a pT-dependent
uncertainty from the available scale factor measurement has too large statisti-
cal fluctuations to infer on the high pT behaviour. In the previous version of
this analysis a logarithmic dependence on the pT was found for the tagging
efficiency comparing the performance of the tagger on simulations obtained
with different generators. This approach cannot be used with the ML-based
taggers used in this thesis, as it would require to train again the DeepAK8.
However, the pT dependence 7% ln(pT/300 (GeV)) estimated in Refs. [9, 177,
178] was found to be as large or larger than a linear extrapolation to high pT
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of the tagging efficiency estimated with the DeepAK8-MD. Furthermore, this
analysis features a non-trivial combination of different V- and H-jet taggers
that must be considered. For this reason, this uncertainty is implemented in
a similar way as the nominal jet-tagging efficiency uncertainty. In particular,
two separate nuisance parameters are again considered for the V- and H-jet
tagging algorithms, anti-correlated among categories, as described above. As
uncertainty, a value that is 1.5 times larger than the nominal V/H-jet tagging
efficiency is introduced for the whole resonance mass range to simplify the
implementation. The chosen value yields an uncertainty as large as the one
provided by logarithmic extrapolation at high pT and larger at low pT, thus
well covering the extrapolation uncertainty in a conservative approach.

• Jet energy calibration uncertainties: As it was described is Sec. 5.2, energy
scale and resolution of reconstructed jets must be calibrated and uncertainties
are associated to such procedure. The effect on the signal yield is evaluated
separately for ggF/DY and VBF categories by varying up/down the central
JES and JER values. This variation is evaluated for a luminosity-weighted sum
of the three years simulation where the three years are varied together, ob-
taining one correlated uncertainty. It takes also into account the migration of
events from the ggF/DY category to the VBF one (and vice versa), due to the
requirement on the mjj of the AK4 jets, described in Sec. 6.2. In general, JER
uncertainties are lower than 1% in ggF/DY categories. In VBF categories, they
are less than 2% for VBF signals and of the order of 4–20% for ggF/DY pro-
duced signals. Similarly, JES uncertainties are less than 1% (≈ 5% ) for ggF/DY
(VBF) signals in ggF/DY categories. Larger uncertainties are observed in VBF
categories, ≈ 10% for VBF signals and up to 30% for spin-1 DY produced reso-
nances. It has to be noted that extra jets are not expected for ggF/DY produced
resonances, resulting in large uncertainties values in VBF categories, where a
small amount of such signal events falls.

• Luminosity: The integrated luminosity of the recorded data is measured by
the CMS Collaboration with an uncertainty of 1.6% [78–80] for the total 2016–
2018 combined dataset, correlated among all categories;

• PDF and factorization and renormalization scale uncertainties: Uncertain-
ties in the PDFs and of the choice of factorization and renormalization scales
affect the expected signal cross section and acceptance. They can be evalu-
ated by considering differences in the predicted kinematics of the resonance.
The (large) uncertainties on the cross section are highly model-dependent and
therefore not considered in the statistical analysis. Instead, an uncertainty on
the signal acceptance dependent on the resonance mass is evaluated for each
signal benchmark by reweighting the events according to the ≈ 100 available
PDF variations and calculating the standard deviation of the distribution of
acceptances corresponding to the variations. The relative variations for some
of the signal benchmarks are shown in Appendix C. For each signal bench-
mark, the function obtained by fitting the variations corresponding to the first
and last mass points with an exponential function is taken as MX-dependent
uncertainty, considering only the most sensitive category for each of the bench-
marks. With this approach, the exact variations are considered at the extreme
values of the probed masses, while a conservative value is taken in the inter-
mediate mass region. At the lowest MX the uncertainty are of the order of 1%
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or below while at the highest MX they are of the order of 5–10%. By consider-
ing only the most sensitive category, an overestimation of the uncertainties is
avoided in categories of very low signal statistics where large fluctuations are
expected due to the very small number of expected events.

• Pileup reweighting: As can be seen in Appendix A, data have a slightly dif-
ferent pileup profile than what was used to generate MC events. Therefore a
weight is applied to the simulation to match the number of pileup interactions
observed in data and an uncertainty is evaluated by shifting up and down the
minimum bias cross section by 4.6%. For each shift a new weight is calculated
and applied, obtaining up and down variations of the yields. These variations
are at most 1% for all signals independently of the generated mass and in both
VBF and ggF/DY categories. An exception is observed for ggF/DY signals in
the VBF category where variations are found to be at most 4%. This is due
to the fact that ggF/DY signals do not contain genuine forward jets and their
tagging might be mainly due to the presence of additional pileup jets. This
uncertainty is correlated among the years.

• L1 prefiring: During the 2016 and 2017 data taking, detector effects (see Sec. 6.2.1)
caused a loss of a fraction of events in the trigger. A weight is applied to sim-
ulated events to mimic this effect and an uncertainty is evaluated by varying
up/down the central event weight. Four nuisance parameters are included
in the fit such that the effect in 2016 is uncorrelated with the one in 2017 and
ggF/DY categories are uncorrelated from VBF ones. The largest measured un-
certainty of 1% is applied on both VBF and ggF/DY signals of all masses.

7.3.1.2 Background normalization uncertainties

In the final fit, the QCD multijet background is allowed to float within 50% of the
yield expected by the simulation of the SM process, independently in each category.
To account for potential deviations due to missing higher-order corrections as well
as significant mismodelling of the misidentification rate of the q/g jet [165], a flat
uncertainty of 50% is applied to the W+jets and Z+jets background yields separately
in each individual category. These normalization uncertainties are then constrained
through the final fit to data.

For tt̄, a cross section uncertainty of 6% is assigned from the sum in quadrature
of the scale uncertainty and the PDF+αS uncertainty on the cross section [188, 189]:

σtt̄ = 831.76 +19.77
−29.20 (scale) +35.06

−35.06 (PDF + αS).

This uncertainty is correlated among categories.
As for the signal, the V+jets and tt̄ resonant background normalizations are af-

fected by the uncertainties in jet tagging efficiency, derived with the same method
described above. H-tagging uncertainties are of the order of 1–5% for both V+jets
and tt̄ contributions (larger values are observed in tt̄ contributions with two reso-
nant W boson because of limited statistics), while V-tagging uncertainties can be
up to 15%. The tt̄ sub-contributions with at least one merged top quark jet, are also
affected in addition by the uncertainties in the top misidentification scale factors (be-
tween less than 1% to up to 10%). Uncertainties on the extrapolation of jet tagging
efficiency at high pT are also considered, with the same implementation described
for the signal.
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As for the signal, for V+jets and tt̄ four additional nuisance parameters are in-
cluded to take into account the uncertainty in the L1 prefiring in 2016 and 2017
and in ggF/DY and VBF categories, separately. Finally, the uncertainty due to PU
reweighting is evaluated with the same method as for the signal and it is found to be
0.1% for the ggF/DY categories and 2% for the VBF categories. Also for V+jets and
tt̄, two additional nuisance parameters are included to take into account the yield
variation due to JES and JER uncertainties, as for the signal. JES (JER) uncertain-
ties are of the order of 3–4% (less than 1%) in ggF categories and 20–27% (6–10%) in
VBF categories, with a similar behaviour as the one observed for ggF/DY produced
signals.

7.3.2 Shape uncertainties

The shape uncertainties discussed in the following either affect the shape of the sig-
nal or background processes. For the background processes, artificially large uncer-
tainties are presumed, due to the strong dependence on the simulation generators,
and constrained through the multi-dimensional fitting procedure.

7.3.3 Signal shape uncertainties

The jet energy scale and resolution uncertainties affect the mean or standard devia-
tion of the dCB function parametrizing the dijet invariant mass of the resonances. Jet
mass scale and resolution uncertainties have a similar effect on the jet mass spectra.

The impact of the JES and JER uncertainties is evaluated by reweighting the
transverse momentum of the event by up/down JES and JER variations [153]. The
uncertainty is evaluated for a luminosity-weighted sum of the three years MC where
the three years are varied together, obtaining one correlated uncertainty. For each
signal and mass the dijet invariant mass distribution is fitted with a double crys-
tal ball and the largest relative variations in the mean and sigma among signal and
mass points is taken as the uncertainty, obtaining 1.2% and 6% for the mean and σ,
respectively. A JER uncertainty of 1.2% is a representative value for high resonance
masses and conservative at low resonance masses. A JES uncertainty of 6% is repre-
sentative of the behaviour at the lower and higher mass points and conservative in
intermediate mass values.

Effects of groomed mass scale and resolution affect the mean and σ of the dou-
ble crystal ball used to fit the mjet shape. Furthermore, they are correlated among
categories and with the V boson and top quark jet peak in V+jets and tt̄. These un-
certainties were estimated simultaneously with the 2D-decorrelated DeepAK8-MD
WvsQCD scale factors and found to be 2% and 8% for the mean and σ, respectively.

Additionally, PDF, factorization and renormalization scale uncertainties affect
both the mjj and mjet shape. However, they were evaluated in Refs. [9, 177, 178] and
found mostly smaller than 1%. They are therefore negligible compared to the effects
from other uncertainty sources and not included in the fit.

7.3.4 Background shape uncertainties

7.3.4.1 QCD multijet background

Uncertainties in the QCD multijet background shape are included as alternative
pdfs, derived with the template-building method described in Sec. 7.2.1. Shape un-
certainties can simultaneously affect all three dimensions. In total 5 shape nuisance
parameters are introduced in addition to the nominal shape obtained from PYTHIA
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FIGURE 7.20: The QCD PYTHIA8 MC data and nominal template is shown together with
the five alternate shapes added to the fit as shape nuisance parameters for the VH HPHP
(top) and VV HPHP (bottom) categories.

MC simulation, for each tagging category. They cover the possible effects described
below:

• Two (up/down) alternate shapes obtained by simultaneously varying jet masses
and mjj by a quantity proportional to mjj and mjet accounts for variations of the
underlying transverse momentum spectrum.

• A variation of scale is taken into account with two alternate shapes obtained
by simultaneously varying up and down jet masses and mjj by a quantity pro-
portional to 1/mjj and 1/mjet.

• Differences in MC generation and modeling of parton shower are considered
by alternate shapes that simultaneously affect resonance mass and jet groomed
mass obtained using HERWIG++ and MADGRAPH+PYTHIA8 MC samples through
the procedure described in Sec. 7.2.1, for a total of four shapes (considering the
up/down variations for each generator).

• An additional shape takes into account mis-modeling of the extreme phase
space given by large jet masses and low mjj, where an inefficiency is expected
inducing a turn on in mjj. This effect was found in [9, 177, 178] hard to model
both in MC and in real data after studies in a control region. This additional
shape allow the nominal template to adjust the mis-modeling also in this part
of the phase space.

Those five shape uncertainties are assigned very large pre-fit values (allowed to float
within a sigma variation of the starting value), effectively allowing the simulation to
take any value to fit the data and thus obtain the data-driven estimation of the QCD
multijet background. The alternate shapes described above are shown in Figure 7.20
for high purity categories and in Appendix C for the lower purity categories.
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7.3.4.2 Partially resonant backgrounds

The resonant part of the mjet spectra are affected by the same uncertainties as the
signal, namely jet mass scale and resolution uncertainties, as described above. As-
suming these uncertainties as fully correlated between signal and the V+jets/tt̄ back-
grounds allows to constrain them, when fitting the W/Z boson and top peaks in the
jet mass spectrum in data.

Analogous to the treatment of the non-resonant QCD backgrounds, alternative
shapes obtained by varying the mjj spectrum are derived for the mjj templates of the
resonant V+jets backgrounds and added to the fit with separate nuisance parameters
for W+jets and Z+jets contributions. These nuisances account for variations in the jet
pT spectrum due to higher order corrections that are not included in the simulation.

In order to account for differences between the shapes of the measured and sim-
ulated top pT spectra, due to the absence of NNLO order in the simulation, a re-
weight is applied to the tt̄ MC samples using pT-dependent scale factors. For this
background, one alternative shape is introduced, where the NNLO top pT weights
are not included.

7.4 The 3D-fit

The signal extraction and background estimation procedures rely on a simultaneous
fit to the three-dimensional mjj-mjet1-mjet2 data distributions in the 10 event categories
of the signal region introduced in Sec. 6.3, five tagging categories for each of the two
resonance production categories (ggF/DY and VBF). During the fit, the background
normalizations and shapes vary within the uncertainties controlled by the nuisance
parameters described in the previous section.

The following description of the maximum likelihood fitting procedure is based
on Refs. [190, 191], where more details can be found.

The maximum likelihood method [191] is used to measure the set of nuisance
parameters that maximizes the probability of obtaining the analyzed dataset. The
dataset consists of the histograms of the kinematic variable of interest x, the mjj-mjet1-
mjet2 plane in this case. The expectation value of each bin nk is E[nk] = µsk + bk where
sk and bk are the mean number of entries in the k-th bin from signal and background,
respectively, and µ determines the strength of the signal process (µ = 0 corresponds
to the background-only hypothesis and µ = 1 is the nominal signal hypothesis). The
mean number of entries for the process p (with p = s, b) is given by

pk = ptot

∫

bin k
fp(x; θ̄p)dx (7.8)

with fp(x; θ̄p) the probability density function (pdf) of the variable x characterized
by the parameters θ̄p. The quantity ptot is the total mean number of events of the
process p. While btot, together with θ̄b and θ̄s, is a nuisance parameter of the fit, the
signal normalization stot is fixed to the value predicted by the nominal signal model.
The likelihood function is then build as the product of the (Poissonian) probabilities
P(µs + b) for all bins k:

L(µ, θ̄) = ∏
k

Pk(µsk + bk) = ∏
k

(µsk + bk)
nk

nk!
e−(µsk+bk). (7.9)
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By maximizing the likelihood function described in Eq. 7.9, it is possible to find
the set of parameters ˆ̄θ that gives the highest probability of obtaining the observed
dataset.

Considering a pdf f (x|m) described by a morphing parameter m, such pdf can
be sampled for different values mi of the morphing parameter, each representing a
known input template shape. This approach is followed in the pdfs characterizing
the background prediction, where alternative binned template shapes are derived,
corresponding to the mi morphing parameters above. While obtaining the real m
value is difficult, if at all possible, through template morphing [190], it is possible
to obtain smooth interpolations among the different templates. The predicted pdf
through template morning interpolation is

fpred(x|m) ≈
n−1

∑
i,j=0

(m − m0)
j(M−1)ij f (x|mi) (7.10)

where Mij = (mi − m0)j defines a n × n transformation matrix. The parameter m0 is
an arbitrary chosen reference value for the morphing parameter and n is the num-
ber of sampled templates (alternative shapes, in this analysis). The prediction is
then a weighted combination of the input templates f (x|mi). Thus, combining this
technique with the maximum likelihood calculation allows the adaptation of binned
predictions to a given data distribution.

Before probing the existence of new particles, the fitting procedure is validated
in different ways, described in the next section. In the final fit procedure the jet mass
binning has been reduced from a 2 GeV binning to a 4 GeV binning to reduce the
computing time and prevent other technical issues.

7.5 Fit validation

Several tests are performed to validate the multi-dimensional fitting procedure and
ensure that the model can reproduce the data and correctly measure signal events,
if present. The tests are initially performed in either data control regions, where no
signal is expected, or using simulated data. Analyses searching for new particles
are performed blind, i.e., while defining the analysis methods or selections, the kine-
matic regions where a new signal might be located are not considered. Once the full
procedure has been validated, the analysis is unblinded and the signal region or the
true data are fitted. This approach reduces the possibility to introduce unintentional
biases, eventually leading to false discoveries. The unblinded results are presented
in Chapter 8.

Two scenarios are tested: the one corresponding to the lack of signal contribu-
tion (background only) and the alternative scenario of the presence of a signal (sig-
nal+background).

Figure 7.21 shows the post-fit pull of each nuisance parameter for a Gbulk → WW
signal with a mass of 3 TeV, considering both scenarios. The pull is defined as the
difference between the post-fit θ and pre-fit θin nuisance parameter values divided
by the pre-fit uncertainty σθ . The observed large constraints are expected as a data-
driven background estimation is performed, and normalization and shape parame-
ters are effectively estimated during the fit. The nuisance parameters with the label
nonRes are affecting the QCD non-resonant background; the ones with a label Top
affects the top background; the ones with a label Wjets (Zjets) affects the W+jets
(Z+jets) background. For QCD background the PT (OPT) shape nuisance parameters
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FIGURE 7.21: Pull of each nuisance parameter for a background-only and a sig-
nal+background fit, where the signal is the ggF Gbulk → WW with a mass of 3 TeV.

are derived by simultaneously varying jet masses and mjj by a quantity proportional
to mjj (1/mjj) and mjet (1/mjet) as explained in Section 7.3.4.1. There is an additional
nuisance parameter for the non-resonant QCD background labelled as TurnOn which
takes into account a data/MC discrepancy at high-mjet and low mjj (Sec. 7.3.4.1). As
explained in Sec. 7.3.4.1, the non-resonant QCD background also has two additional
nuisance parameters that are associated to the shapes that can be obtained by the two
different generators and parton shower models (labelled as altshape). For both non-
resonant QCD and partially resonant V+jets or tt̄, the nuisance parameters with the
label norm affect the normalization of these backgrounds independently. The V+jets
background also has two more additional nuisance parameters (labelled as PT/OPT)
which are derived in a similar manner as for the QCD non-resonant background but
they affect only the mjj dimension. Finally, the nuisance parameters associated to the
top background shape are labelled as TOPPTZ and are derived by varying up/down
the top pt weight as described in Section 7.3.4.1. Other important uncertainties are
the ones related to the jet mass peak shape (scale and resolution), the V/H tagging
uncertainty, the top mistagging uncertainty, L1 prefiring, pileup, and jet energy scale
and resolution affecting both normalization of signal/background as well as signal
mjj shape.

To further assess the quality of the fit and ensure that the background model can
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FIGURE 7.22: Projections of data and post-fit distributions onto the mjet1 (left), mjet2 (mid-
dle), and mjj (right) dimensions for the VH HPHP (top) and VV HPHP (bottom) categories.

reproduce the data spectrum, a background-only fit is performed. The agreement is
verified in a data control region, defined by excluding events where the mass of both
jets is in the range 65–140 GeV where the signal is expected. The post-fit distributions
are shown in Fig. 7.22 for the two high purity categories. The other categories can
be found in Appendix C. A good agreement is observed in all the categories.

To probe that the model is accurate and able to describe a potential signal, bias
tests are performed with the injection of signals in simulated data. First, it is veri-
fied that if no signal is injected, no fake signal is detected. Then, a signal is injected
and the ability of the fit to measure the correct number of signal events is validated.
In both tests, for each toy experiment, generated from the background simulation
setting the nuisance parameter to their nominal value, a signal+background fit is
performed and the number of background and signal events is extracted from the
fit. The bias, defined as the difference between fitted and injected signal strength,
is divided by the uncertainty on the fitted signal strength to obtain the pull dis-
tribution. Ideally, the pull has a Gaussian distribution centred at zero (indicating
no bias) with unitary standard deviation (indicating a good estimation of the un-
certainty in the fitted signal strength). Figure 7.23 shows the pull distributions ob-
tained by injecting a Gbulk → WW signal in the toys, with a strength corresponding
to an expected significance of zero (left), two (middle) or five (right) standard devi-
ations. The denominator in the pull definition in these cases is such that the upper
or lower uncertainty in the signal strength is taken in the direction of the injected
signal strength value, to mitigate possible effects from non-parabolic likelihoods. In
most cases, no or small biases are observed, and the standard deviation of the Gaus-
sian, close to 1, indicates that the uncertainty in the fitted signal strength is correctly
estimated. A relatively small bias is observed for the lowest mass point (1.4 TeV),
up to about 30% of the uncertainty in the fitted signal strength for an injected signal
of five standard deviations. For the highest considered mass point, 3 TeV, where the
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background contribution is low, the pull distribution in the scenario where no sig-
nal is injected deviates from a Gaussian distribution. However, almost no pulls are
above 2, indicating that no fake signal is fitted.
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FIGURE 7.23: Pull distribution for toy experiments with a Gbulk → WW signal injected cor-
responding to an expected significance of zero (left), two (middle) or five (right) standard
deviations, for a signal mass of 1.4 TeV (top), 2 TeV (middle), and 3 TeV (bottom).
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8 | Results and interpretation

The results presented in this chapter are based on the event selection and reconstruc-
tion described in Chapter 6 and on the multidimensional background estimation and
signal extraction procedures described in Chapter 7.

Once the fit procedure has been thoroughly validated, the data are unblinded,
and the signal existence can be probed. First, distributions comparing data to the
outcome of the fitting procedure are presented in Sec. 8.1. The methods used to
perform the statistical interpretations are assessed in Sec. 8.2. Localized deviations
from the SM expectation are observed for some of the probed signal hypotheses.
However, once the “look elsewhere effect” is taken into account, as described in
Sec. 8.2.1, the results are statistically compatible with the SM expectation. Exclusion
limits are presented in Sec. 8.3. The results are summarized in Sec. 8.3.3. Finally, the
findings are discussed in Chapter 9.

The work presented in this chapter has been developed by the author of this thesis under
the supervision of Dr. Andreas Hinzmann, in collaboration with Dr. Clemens Lange and
Dr. Jennifer Ngadiuba. Dr. Gerrit van Onsem has performed the goodness-of-fit test and
the calculation of the test full CLs exclusion limits. All the other results, including the
fit projections, the asymptotic CLs exclusion limits and the significance estimation, were
obtained by the author of this thesis1.

8.1 Multidimensional fit results

The signal extraction and background estimation procedure is described in Sec. 7.4.
It relies on a simultaneous fit to the three-dimensional mjj-mjet1-mjet2 data distribu-
tions in the 10 event categories of the signal region introduced in Sec. 6.3, five tagging
categories for each of the two resonance production categories (ggF/DY and VBF).
During the fit, the background normalizations and shapes vary within the uncer-
tainties controlled by the nuisance parameters described in Sec. 8.2.

A goodness-of-fit (gof) test is used to verify how compatible the data are with a
hypothesis [192]. The p-value, i.e. the probability of obtaining a result as compatible
or less with the hypothesis as the one observed, evaluates the agreement level be-
tween the predicted (by the model) and the measured number of events in each bin
of the relevant distributions. Toy experiments are generated from the model in order
to obtain the distribution of a test statistic reflecting the level of agreement between
the observed and expected histograms. A likelihood ratio is used as test statistics t,

1Given the large amount of probed signals and long running time of the calculations, Dr. Jennifer
Ngadiuba helped in the submission of the final asymptotic CLs and significance calculations to reduce
the total running time. During the whole optimization and validation phase the author took care of it.
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FIGURE 8.1: Goodness-of-fit tests using background-only pseudodata, with the saturated
algorithm. The distribution of the test statistic t for the background-only toys is shown in
blue, and the value of the test statistic for data is shown in red.

as described in Ref [193]. The nominator is

L = ∏
j

1
√

2πσ2
j

e−(dj− f j)
2/(2σ2

j ), (8.1)

where dj ± σj is the j-th measured data point with RMS deviation σj and f j is the
model prediction. The saturated model is introduced to provide an alternative hy-
pothesis, i.e. a denominator to the ratio, where the model prediction is equal to the
data at every measured value. Figure 8.1 shows the distribution of the test statis-
tic t of the toys using the saturated algorithm. The signal strength is left floating
when fitting the toys so that the measure is independent of the presence or absence
of a signal. The value of the data t0 is indicated with a red dashed vertical line.
From the normalized toy distribution f (t) a p-value can be calculated, as the inte-
gral p =

∫ +inf
t=t0

f (t)dt. The measured p-value p = 0.35 indicates good compatibility
between data and the background-only model.

The mjet1, mjet2 and mjj spectra in data for the whole phase space and all the 10
event categories are shown in Figures 8.2 and 8.3 for the high purity and low pu-
rity tagging categories of the ggF/DY region and in 8.4 for all VBF categories. The
solid grey curves represent the results of the maximum likelihood fit to the data. The
lower panels show the corresponding pull distributions, quantifying the agreement
between the hypothesis of background only and the data. The resonant background
components are shown separately. A signal is superimposed onto all three projec-
tions corresponding to a signal yield as expected from the theoretical prediction and
the analysis selection efficiency, and scaled by the factor reported in the legend. The
background yields in the signal region extracted from the background-only fit, to-
gether with their post-fit uncertainties, are summarised in Table 8.1 and compared
with observations separately for all ten categories. The extracted cross sections of
the resonant backgrounds (tt̄ and V+jets) are compatible with the SM expectations
(see Table 7.1) within 1–2 standard deviation of the post-fit uncertainties in the ma-
jority of the categories. In the prefit distributions, the W peak in the VH categories is
underestimated and the fitting procedure, performing the data-driven background
estimation, compensates it, as shown in Figures 8.2–8.4 where a good agreement is
found.
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FIGURE 8.2: For the VH HPHP ggF/DY (top) and VV HPHP ggF/DY (bottom) categories:
comparison between the background fit and the data distributions of mjet1 (left), mjet2 (mid-
dle) and mjj (right). The background shape uncertainty is shown as a gray shaded band,
and the statistical uncertainties of the data are shown as vertical bars. An example of a
signal distribution is overlaid, where the number of expected events is scaled by the factor
reported in the legend. Shown below each mass plot is the corresponding pull distribution

(Data-fit)/σ, where σ =
√

σ2
data − σ2

fit for each bin to ensure a Gaussian pull-distribution,
as defined in Ref. [194].

TABLE 8.1: Observed yield and background yields extracted from the background-only fit
together with post-fit uncertainties.

Category Data Total QCD tt̄ W+jets Z+jets
VBF VH HPHP 331 335 ± 22 190 ± 19 138 ± 12 4 ± 2 3 ± 1
VBF VV HPHP 204 211 ± 15 159 ± 14 41 ± 3 8 ± 3 3 ± 1
VBF VH LPHP 847 838 ± 36 656 ± 33 162 ± 15 9 ± 4 11 ± 5
VBF VH HPLP 599 605 ± 28 481 ± 26 111 ± 10 8 ± 4 5 ± 2
VBF VV HPLP 890 897 ± 33 819 ± 31 42 ± 5 25 ± 9 11 ± 4

DY/gg VH HPHP 16366 16400 ± 340 9190 ± 220 6580 ± 200 360 ± 120 280 ± 100
DY/gg VV HPHP 12316 12310 ± 230 9540 ± 170 2030 ± 70 530 ± 110 200 ± 70
DY/gg VH LPHP 40666 40600 ± 570 31330 ± 380 7780 ± 240 760 ± 240 730 ± 250
DY/gg VH HPLP 33629 33690 ± 380 27580 ± 280 5210 ± 170 580 ± 150 320 ± 120
DY/gg VV HPLP 53807 53810 ± 450 49490 ± 340 2180 ± 90 1690 ± 240 450 ± 130
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FIGURE 8.3: For the VH LPHP ggF/DY (top), VH HPLP ggF/DY (middle), and VV HPLP
ggF/DY (bottom) categories: comparison between the background fit and the data distri-
butions of mjet1 (left), mjet2 (middle) and mjj (right). The background shape uncertainty is
shown as a gray shaded band, and the statistical uncertainties of the data are shown as ver-
tical bars. An example of a signal distribution is overlaid, where the number of expected
events is scaled by the factor reported in the legend. Shown below each mass plot is the
corresponding pull distribution.
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FIGURE 8.4: For, from top to bottom, the VH HPHP VBF, VV HPHP VBF, VH LPHP VBF,
VH HPLP VBF, and VV HPLP VBF categories: comparison between the background fit
and the data distributions of mjet1 (left), mjet2 (middle) and mjj (right). The background
shape uncertainty is shown as a gray shaded band, and the statistical uncertainties of the
data are shown as vertical bars. An example of a signal distribution is overlaid, where the
number of expected events is scaled by the factor reported in the legend. Shown below
each mass plot is the corresponding pull distribution.
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8.2 Statistical interpretation

Two hypotheses are compared: the null-hypothesis H0 corresponding to the lack of
signal contribution (background only, obtained for signal strength µ = 0) and the H1
hypothesis corresponding to the alternative scenario of the presence of a signal (sig-
nal+background).

A test statistic qµ is defined to compare the hypotheses in a quantitative and re-
producible way. First, the profile likelihood ratio λ(µ) is introduced as [191]

λ(µ) =
L(µ, ˆ̄θµ)

L(µ̂, ˆ̄θ)
(8.2)

from the likelihood in Eq. 7.9. The profile likelihood L(µ, ˆ̄θµ) is maximized for a cer-
tain µ, i.e. is the conditional maximum-likelihood (ML) estimator of θ̄. The term
profile likelihood refers to the procedure of refitting the nuisance parameters to max-
imize the likelihood for each possible value of the signal strength µ, the parameter
of interest. The denominator, instead, is the maximized (unconditional) likelihood
function, with µ̂ and ˆ̄θ the global maximum of the likelihood. The dependence on µ

reflects the loss of information due to systematic uncertainties. The test statistic [191]

qµ =

{

−2 ln λ(µ) for µ̂ ≤ µ

0 for µ̂ > µ
(8.3)

is especially suited for setting upper limits on the signal strength. Higher values
of qµ correspond to increasing incompatibility between the data and µ. Data with
µ̂ > µ do not represent less compatibility with µ than the data obtained, thus, setting
qµ = 0 for µ̂ > µ, they are not taken as part of the rejection region of the test. Given

a µ hypothesis, the test statistic value qobs
µ is measured on data and the nuisance pa-

rameters ˆ̄θobs
µ and ˆ̄θobs

0 are obtained for the signal+background and the background
only hypothesis, respectively. The nuisance parameters are then used to build the
probability density function of the test statistic for the signal+background and the
background only hypothesis. Such pdfs are used to estimate the p-values associated
to the two hypotheses

{

pµ = P(qµ ≥ qobs
µ |µs( ˆ̄θobs

µ ) + b( ˆ̄θobs
µ )) ≡ CLs+b

p0 = P(qµ ≥ qobs
µ |b( ˆ̄θobs

0 )) ≡ CLb
. (8.4)

Finally, the

CLs =
CLs+b

1 − CLb
(8.5)

quantity can be introduced to assess how well the two hypotheses can be separated.
If CLs is lower than the a-priori confidence level α, a model with signal strength µ′

is excluded at (1-α) confidence level (C.L.). As a convention in high energy physics,
the 95% C.L. observed upper limit on the theoretical model is set by extracting µ′ from
the equation CLs = 0.05. The expected upper limit is obtained from background only
pseudo experiments. For each of the experiments, the µ′ giving the 95% C.L. is cal-
culated. The expected 1σ and 2σ uncertainty bands are the intervals containing 68%
and 95% of toys distributed around µ′. Thus, expected limits can be used to estimate
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the sensitivity of the designed analysis independently from the statistical fluctua-
tions of the given data. However, the described method of calculating the expected
values requires an extensive use of computing power, therefore the asymptotic cal-
culation proposed in Ref. [191] is used in this analysis. The test statistic is replaced
by

qµ = −2 ln λ(µ) ≈ (µ − µ̂)2

σ2 +O(1/
√

N) (8.6)

where µ̂ follows a Gaussian distribution described by µ′ and σ. N represents the data
sample size and, thus, the term O(1/

√
N) can be neglected for large data samples

(N → ∞). Furthermore, the evaluation of σ is greatly simplified considering, instead
of a large amount of simulated experiment, the so-called Asimov data set, where all
statistical fluctuations are suppressed and the estimators for all parameters are re-
placed by their expectation values. The use of the asymptotic variables simplifies
the calculation of the upper limits. Upper limits with the full CLs calculation have
been evaluated for one signal hypothesis with masses of 3, 4 and 5 TeV and found
to be well within the 1σ uncertainty band of the asymptotic calculation. Thus, the
asymptotic approach provides a valid result also at dijet invariant masses of several
TeV, where the number of events is limited.

8.2.1 Quantifying an excess of events and the look elsewhere effect

A different test statistic can be introduced to probe whether an excess of events is
compatible with the discovery of a positive signal and thus with the rejection of the
background-only hypothesis corresponding to µ = 0. The test statistic [191]

q0 =

{

−2 ln λ(0) for µ̂ ≤ 0
0 for µ̂ > 0

(8.7)

is used for this purpose, where λ(0) is the likelihood ratio introduced in Eq. 8.2 for
µ = 0. With this definition, a disagreement between the data and the background-
only hypothesis is considered only if µ̂ = 0. If the event yield is above the back-
ground expectation, µ̂ increases and a larger incompatibility between the data and
the background only hypothesis is observed. A p-value p0 is introduced from the
observed value qobs

0 of q0:

p0 = P(q0 ≥ qobs
0 |b( ˆ̄θobs

0 )) =
∫ +∞

qobs
0

f (q0|0, ˆ̄θobs
0 )dq0, (8.8)

with f (q0|0, θ̂obs
0 ) the pdf of the statistic q0 under the assumption of the background-

only hypothesis. A hypothesis is excluded if its p-value is observed below a specified
threshold. In particle physics, the p-value is usually converted in significance Z. The
significance Z is defined such that a Gaussian distributed variable found Z standard
deviations above its mean has an upper-tail probability equal to p [191]

Z = Φ
−1(1 − p0), (8.9)

where Φ
−1 is the quantile of the standard Gaussian distribution. Conventionally, a

discovery is claimed if a significance of at least 5 standard deviations is found, while
Z = 3 is the threshold for an evidence.

In searches like the one described in this thesis, a “bump” hunt is performed,
i.e. the analysis looks for an excess of events in an unknown location of the phase
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space under study. Thus, the signal distribution depends on an unknown location
parameter, the resonance mass, while the background distribution is independent
of it. The p-value defined in Eq. 8.8 is the local p-value for a certain resonance mass
hypothesis. Since the resonance can appear anywhere in the probed mass range, the
search looks for the largest excess of events above the background. In case of an ex-
cess, the global significance is estimated from the local significance, correcting for the
so-called look elsewhere effect (LEE) [195], the probability to observe the same excess
anywhere in the whole mass range. The look elsewhere effect can be approximately
described in terms of trial factors, the ratio between the probability of observing the
excess at some fixed mass point, to the probability of observing it anywhere in the
range. In Ref. [195] it is shown that the trial factor (trial #) can be estimated as

trial # =
1
3

∆M

σM
Zlocal (8.10)

where ∆M is the probed resonance mass range and σM the mass resolution. The
global p-value can be roughly estimated as the product of the local p-value and the
trial #.

8.3 Test for signal and exclusion limits

8.3.1 Observed significance

The significance of local deviations from the standard model background has been
checked over the considered resonance mass range 1.3–6 TeV in 100 GeV intervals,
the average mass resolution, for all signal hypotheses. Relevant local p-value ex-
amples are shown in Fig. 8.5, while for all other probed signal hypotheses the p-
value can be found in Appendix D.1. For resonances decaying in the VH channel
(Fig. 8.5a) and for VBF produced resonances (Fig. 8.5b) the significance is below 2
standard deviations (2σ) for all considered mass points. Figure 8.5c shows the local
p-value in the VV channel where the two largest observed excesses, up to 3.6σ, are
reported: the local significance is above 3 standard deviations at 2.1 TeV and 2.5–
3 TeV. Various checks of the background estimation procedure have been performed
to investigate the observed features. Using a dijet fit function for the partially reso-
nant background with one parameter less than the one used in Eq. 7.6 would yield
better modeling of the tails of the mjj distribution, with a degraded description of
the bulk of the spectrum, and thus larger χ2/Ndof. The use of the fit function with
reduced number of parameters would change the significance at 2.1 and 2.7 TeV by
less than 0.5 standard deviations and of 1 standard deviation, respectively. Thus,
for both excesses, a local significance well above 2 standard deviations would still
be observed. Further tests have been carried out increasing the shape and normal-
ization uncertainties of the partially resonant backgrounds or increasing the number
of nuisance parameters describing the tt̄ components, yielding a local significance
always above 2σ at 2.1 TeV and above 3σ at 2.7 TeV.

Figure 8.6 presents an overview of the pulls between the data distribution and
the model prediction in signal enriched regions for all the analysis categories as a
function of the dijet invariant mass. The reported excesses can be seen in the upper
left plot, where the masses of both final state AK8 jets are required to be in the W and
Z bosons mass range. An under fluctuation of event is observed at 1.4 TeV in several
categories. A part from the reported features, a good agreement between data and
expectations is observed in the other regions.
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FIGURE 8.5: Local p-value distributions as a function of the resonance mass for the
DY/VBF W′ → WZ/H signal hypothesis. The red horizontal lines show the correspond-
ing significance.

Since excesses are observed, the global p-value should be calculated. A first es-
timation is obtained as the product of the local p-value and the trial #, defined in
Eq. 8.10. For this analysis trial # corresponds to 169.2, yielding a global significance
of ≈2.3 standard deviations. A more precise calculation of the global p-value was
obtained using background-only toy experiments and performing a likelihood scan,
as described in the CMS internal Ref. [196]. Also in this case, a global significance of
2.3 standard deviations is found.

Thus, the results are statistically compatible with the SM expectation.

8.3.2 Observed exclusion limits

Exclusion limits are set on narrow resonances decaying to two vector bosons or one
Higgs and one vector boson. The CLs prescription evaluated using the asymptotic
approximation, as described in Sec. 8.2, is performed to set 95% C.L. upper limits on
the production cross section times branching fraction of BSM resonances.
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FIGURE 8.6: Pull distribution (Data-fit)/σstat. Three projections of the three dimensional
phase space are shown in regions enriched in signal from (upper left) DY/gg VV (65 <
mjet1 < 105, 65 < mjet2 < 105), (upper right) DY/gg VH (65 < mjet1/2 < 105, 110 <
mjet2/1 < 140) and (lower) VBF VV/VH (65 < mjet1 < 140, 65 < mjet2 < 140). Post-
fit systematic uncertainties are indicated by the shaded bands. Exemplary signal points
normalized to the theoretical prediction for the signal production cross section are shown
using full and dashed lines.

A total of 16 different signal hypotheses (as listed in Table 6.1) is tested with
the three-dimensional fitting approach described in this thesis. The fit is performed
in the mjj-mjet1-mjet2 plane. Both VV and VH decay modes are covered, as well as
different resonance production modes. Furthermore, limits combining VV and VH
decay channels of a spin-1 resonance are set. The limits are interpreted in the context
of the bulk graviton and radion model (see Sec. 2.3.1) and the HVT model B and C
scenarios (see Sec. 2.3.2).

In the following, the observed limits for the different scenarios are compared
with the expected cross sections from theoretical calculations. Here the limits com-
bining different decay modes are shown, while limits separated for the 16 different
signal hypotheses can be found in Appendix D. The results are finally summarized
in Sec. 8.3.3.

Figure 8.7 shows the resulting 95% C.L. observed and expected exclusion limits
on the signal cross section as a function of the resonance mass for a Radion→ VV
(top) and a Gbulk → VV (bottom) signals combining WW and ZZ decay modes.
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FIGURE 8.7: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for a Radion→ VV (top) and a Gbulk → VV (bottom). On the
left the ggF production mode is shown, while on the right the VBF one is presented.

For the ggF production modes, the excesses reported above are visible, while for
the VBF production mode no excess is reported. For the ggF production mode, the
Radion→ VV (Gbulk → VV) can be excluded up to resonance masses of 2.7 TeV
(1.4 TeV). Concerning the VBF production mode, upper limits on the production
cross section are set in the range from 3 fb for a resonance mass of 1.3 TeV to 0.1 fb
at 6 TeV for the Radion→ VV and from 4 fb for a resonance mass of 1.3 TeV to 0.2 fb
at 6 TeV for the Gbulk → VV.

The resulting 95% C.L. observed and expected exclusion limits on the signal cross
section as a function of the resonance mass for spin-1 resonances combining differ-
ent final states are shown in Fig. 8.8. For spin-1 resonances, excesses are observed
only in the VV channel of the DY production mode, while for the VH channel or VBF
production mode no excess is reported. An under fluctuation is observed at 1.4 TeV
in the VH final state. For the DY production mode, resonances decaying to VV (VH)
final states can be excluded up to resonance masses of 4.5 TeV (4.2 TeV). Combining
the VV and VH final state, masses up to 4.8 TeV are excluded. For resonances pro-
duced through VBF, limits on the production cross section are set from 7–10 fb at 1.3
TeV to 0.3–0.4 fb at 6 TeV.
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FIGURE 8.8: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for V′ → WV (top), V′ → VH (middle) and V′ → VV + VH
combining V′ → WV and V′ → VH (bottom). On the left the DY production mode is
shown while on the right the VBF one is presented.
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8.3.3 Summary

Limits are set on 16 different signal hypotheses and 10 combined channels.
In Fig. 8.9 the results obtained with the method described in this thesis are com-

pared to the expected limits set in the previous version of this analysis [9, 177, 178]
using the same 78 fb−1 dataset collected in the 2016–2017 data taking period. For the
Gbulk → WW signal (left), this analysis performed with 78 fb−1 improves the sensi-
tivity of more than 30% at higher resonance masses with respect to Refs. [9, 177, 178]
thanks to the adoption of new ML-based taggers. A similar sensitivity is instead ob-
served below resonance masses of ≈2 TeV, for the increase in tt̄ background that is
now picked due to the different tagger choices and extended phase space. Consider-
ing the full 138 fb−1 dataset, up to 60% improvement in sensitivity is observed with
respect to Refs. [9, 177, 178]. On the right the Gbulk → ZZ signal is shown, where a
larger improvement is observed thanks to the adoption of a dedicated Z →bb̄ tagger.
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FIGURE 8.9: Expected 95% C.L. upper limits on the product of the production cross sec-
tion (σ) and the branching fraction B for a Gbulk → WW (left) and a Gbulk → ZZ (right)
signal with the method presented in this thesis using the same dataset (red solid line) of
the previous version of this analysis [9, 177, 178] (black dash-dotted line). The final limit
obtained when combining data collected in 2016–2018 is also shown (blue dashed line).

The presented analysis sets most stringent constraints on resonaces with masses
above 2–3 TeV in all the combined channels and in signals where a Z or a H boson are
considered in the final state. Table 8.2 summarizes the expected and observed lower
exclusion limits on the resonance mass. The symbol “-” means no mass exclusion
limit is set, but upper limits on the production cross section are established. Upper
limits on the cross section of Gbulk (κ̃ = 0.52) produced through VBF combining WW
and ZZ are set for the first time, as well as for VBF produced spin-1 resonances in
the WH final state and combining different channels. The mass exclusion limit on
Gbulk → VV is extended by 500 GeV with respect to the combination of different
VV, VH, and HH decay channels using the 2016 data set. The mass exclusion limit
on V′ → VH is extended by almost 1 TeV compared to the previous result from the
CMS collaboration based on 36 fb−1.

2In Ref. [61] limits on VBF produced Gbulk are set for κ̃ = 1. For this value of κ̃ a mass dependent
width is considered and the resulting signal model cannot be compared to the narrow width approxi-
mation allowed by κ̃ = 0.5 used in this thesis.
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Model
Expected limit (TeV) Observed limit (TeV)

In literature This analysis In literature This analysis
Radion ggF WW 3.1 [63] 3.2 3.1 [63] 1.3–1.98 and 2.15–2.46
Radion VBF WW - [61, 63] - -[61, 63] -
Radion ggF ZZ 2.5[62] 2.5 3.0 [62] 1.84
Radion VBF ZZ - [61] - - [61] -
Radion ggF VV 2.9 [61] 3.42 3.2 [61] 2.66
Radion VBF VV - [61] - - [61] -
HVT model B W ′ WZ / WH 4[61] / 3.8[63] 4.29/4.27 4.3[61] / 4 [63] 4.37/ 4.06
HVT model B Z′ WW / ZH 3.9 [63] / 3.7[64] 3.8/3.83 4 [63] / 3.7[64] 1.3–3.05 and 3.26–3.52 /3.91
HVT model B V ′ VV / VH 3.5 [58]/ 3.1[59] 4.49/4.48 3.8[58] / 2.50 and 2.76–3.30 [59] 4.5/4.21
HVT model B V ′ VV+VH 4.2 [53] 4.8 4.5 [53] 4.77
HVT model C W ′ WZ / WH - [61, 63] / -/- - [61, 63] / -/-
HVT model C Z′ WW / ZH - [61, 63] / - [64] -/- - [61, 63] / - [64] -/-
HVT model C V ′ VV/ VH / -/- / -/-
HVT model C V ′ VV+VH -/- -/-
Gbulk κ̃ = 0.5 ggF WW 1.7 [63] - 1.8 [63] 1.35
Gbulk κ̃ = 0.5 VBF WW -[63] - - [63] -
Gbulk κ̃ = 0.5 ggF ZZ 1.1 [62] - 1.2 [62] -
Gbulk κ̃ = 0.5 VBF ZZ -[62] - - [62] -
Gbulk κ̃ = 0.5 ggF VV 1.1 [53] 1.5 0.85 [53] 1.35
Gbulk κ̃ = 0.5 VBF VV - -

TABLE 8.2: Summary table comparing the lower limits on the mass of the signal hypotheses described in Sec. 2.3 already existing in literature and the ones
set in this thesis. The symbol - indicates that no mass exclusion limit has been placed despite (at least) one search has been performed, placing limits on the
production cross section; if more than one search has been executed, the most sensitive in terms of cross section are reported. If no analysis has been carried
out in one of the channels, the channel is left empty.
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The first part of this thesis presents a search for resonances with masses above
1.3 TeV decaying to WW, WZ, ZZ, WH and ZH hadronic final states for a total of
16 different signal hypotheses. The data-driven background estimation and signal
extraction procedures feature a maximum likelihood multidimensional fit to the mjj-
mjet1-mjet2 plane, taking advantage of the fact that the signal is resonant in all three
dimensions. This approach has been applied to VH final states for the first time in
this thesis. Each of the two final state bosons decays in a large radius jet, and the can-
didate resonance is reconstructed from the resulting dijet system. The study employs
machine learning based substructure techniques to distinguish jets produced in the
hadronization of single quarks or gluons from jets originating from vector bosons
or containing b-quark pairs. The analysis also targets different resonance produc-
tion modes, with the introduction of categories dedicated to identifying resonances
produced in association with two additional jets (vector boson fusion). This work
analyzes data corresponding to a total integrated luminosity of 138 fb−1 recorded by
the CMS detector at a centre-of-mass energy of 13 TeV.

The exclusion limits presented in this search are similar or more stringent with
respect to existing results. The framework where the analysis has been developed is
especially suited for the combinations of different decay channels, thus ten channel
combinations have been performed, for the first time or probing resonances with
cross sections up to an order of magnitude smaller than existing results.

In Fig. 9.1 the expected exclusion limits for a W′ → WH are taken as an example
to compare the results obtained here with other recent ones. The limit obtained
with the method presented in this thesis for a total integrated luminosity of 138 fb−1

(red solid line) is compared to the latest result from the CMS collaboration in the all
hadronic final state and a total integrated luminosity of 36 fb−1 (dot-dashed purple
line) [59]. The improvement in sensitivity is up to 40% larger than the one achievable
from only increasing the dataset, thanks to the multidimensional fitting method and
more performing tagging algorithms. Moreover, up to 70% improvement is obtained
with respect to results obtained by the ATLAS Collaboration in a similar search for
WH resonances decaying in the all hadronic final state [60] (solid purple line) on
the dataset recorded in 2016–2018 by the ATLAS detector. A recent result from the
CMS collaboration in the W(lep)H(had) final state for 138 fb−1 [63] is also shown
(dotted green line). While the semileptonic final state provides the best sensitivity at
lower resonance masses, above ≈ 1.8 TeV this thesis’s search achieves the best to date
expected limits. Moreover, since the search presented in this thesis is orthogonal by
construction to the search in Ref. [63], the two can be combined to obtain the best
sensitivity over the full mass range.

In 2022, the LHC Run-3 data taking period will start and 300 fb−1 of data will
be delivered to the experiments, allowing to probe whether the observed excesses
are statistical fluctuations or would, instead, become a significant deviation from
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FIGURE 9.1: Expected 95% C.L. upper limits on the product of the production cross section
(σ) and the branching fraction B for a W′ → WH with the method presented in this thesis
(red solid line) is compared to the latest result from the CMS collaboration for W′ → WH in
the all hadronic final state and a total integrated luminosity of 36 fb−1 (dot-dashed purple
line) [59], the combination of different WH final states and a total integrated luminosity
of 36 fb−1 (dot-dashed magenta line) [53], results obtained by the ATLAS Collaboration
in a similar search for WH resonances decaying in the all hadronic final state(solid purple
line) [60] and a recent result from the CMS collaboration in the W(lep)H(had) final state
(dotted green line) [63].

the SM expectation. For this purpose, a search optimized for resonances decaying
to two vector bosons could provide the best setup. Moreover, the larger dataset and
the possible rise of the center-of-mass energy to 14 TeV will increase the number of
events in the phase space corresponding to high resonance masses.

The approach described in this thesis has the advantage of avoiding the intro-
duction of jet mass categories allowing to look for several decay modes in a single
search, greatly simplifying their combination. The inclusion of HH decay mode is,
for instance, straightforward and, performing an optimization for such decay mode,
it can reach the sensitivity of dedicated searches. The fit to the whole jet mass spec-
trum enables also the possibility of looking for final states with top quarks or even
more exotic possibilities. The resonances could decay to non-SM particles with an
unknown mass. The approach described in this thesis could be generalized to probe
this scenario. The presented search was carried out under the assumption that the
new resonances’ width is smaller than the detector energy resolution. The described
approach could be further developed to consider also larger signal widths, resulting
in a broad resonance. These effects are predicted by an increasing number of the-
oretical models [197] and are especially relevant when considering non-SM decay
channels.

The use of machine learning taggers has greatly improved the sensitivity of the
presented search. However, a dedicated decorrelation method has been developed
and validated to employ them in this multidimensional fitting approach. New tag-
gers [198, 199] are now becoming available that could simplify this task or yield even
better performance.



Chapter 9. Discussion and Outlook 133

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 [TeV]
Bulk

GM

6−
10

5−
10

4−10

3−
10

2−10

1−10

 V
V

) 
[p

b
] 

 
→ 

B
u
lk

(V
B

F
 G

Β
 x

 
σ

95% CL exp. upper limits

)
-1

This analysis (138 fb

)
-1

Run3 projection (300 fb

)
-1

HL-LHC projection (3000 fb

=0.5k
~

VV) →
Bulk

 BR(G×
TH

σ

(13 TeV)Simulation

private work

FIGURE 9.2: Expected 95% C.L. upper limits on the product of the production cross section
(σ) and the branching fraction B for a VBF produced Gbulk → VV with the method pre-
sented in this thesis for a total integrated luminosity of 138 fb−1 (black solid line), rescaled
to a luminosity of 300 fb−1 expected at the end of the Run-3 data taking (blu dottted line)
and rescaled to 3000 fb−1, the minimum luminosity expected at the end of the HL-LHC
data taking (dashed brown line). For these projections no further improvements of the
analysis strategy and systematic uncertainties were assumed and the center-of-mass en-
ergy was kept at 13 TeV.

Furthermore, the LHC will be upgraded to increase the delivered luminosity,
High-Lumi LHC, and the experiments will collect up to 4000 fb−1 of data in this
phase at a centre-of-mass energy of 14 TeV. At such energies, the production cross
section of a 3 TeV (6 TeV) graviton is 1.5 (2.5) times higher than at

√
s = 13 TeV [43].

Figure 9.2 shows a comparison of the analysis presented in this thesis to projections
obtained by rescaling the expected limits to the expected Run-3 and HL-LHC lumi-
nosities. No further improvements of the analysis strategy and systematic uncer-
tainties were assumed and the center-of-mass energy was kept at 13 TeV. However,
it shows that the large HL-LHC dataset will allow setting mass exclusion limits on
VBF produced resonances.

As described in the second part of this thesis, the detectors will be upgraded to
operate at the HL-LHC. The tracker will feature a finer segmentation, allowing better
reconstruction of high momentum jets and thus increasing the ability to identify
resonances as the one probed in this search.

Moreover, searches for new physics have just started to study VBF produced res-
onances as they have to face several challenges. For instance, spin-dependent polar-
ization effects cause different kinematic distributions for different signal hypotheses
and the selection with a traditional cut based approach leads to inefficiencies for
some of them. Thus, while alternative strategies could be explored, a great benefit
will come from larger datasets. The characteristic signature of VBF produced res-
onances is the presence of additional jets in the forward part of the detector. An
essential aspect of the upgrade of the CMS detector for the HL-LHC period is the
improvement of that detector section. The tracker will cover an extended η region
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and several sub-detectors will feature an increased granularity, facilitating the iden-
tification of VBF jets.

While new BSM particles have not been discovered (yet), they may still exist at
the TeV scale, and the collected or soon available data must be carefully analyzed
to probe their existence and perform more precise standard model measurements.
New jet tagging algorithms are being developed and pileup mitigation techniques
are constantly being improved to increase the reach and the measurement precision
beyond the gain given by larger available datasets. Detector technologies are also
evolving to ensure high-quality data in future data taking periods. The second part
of this thesis is dedicated to the study of new sensors for the upgrade of the CMS
detector at HL-LHC.
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Part II

Upgrade of the tracking detector
for HL-LHC
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10 | HL-LHC and the upgrade of
the CMS detector

At the end of 2024, the LHC will complete its course, after having delivered ≈300 fb−1

of data to the CMS detector. Several major upgrades are planned for the High Lu-
minosity (HL) - LHC [10], extending the machine’s discovery potential, ensuring
another decade of operability and delivering a tenfold increase in the integrated lu-
minosity with respect to the current LHC design [200].

In Sec. 10.1, the most important research areas that could be explored at the HL-
LHC are explained, then the key aspects of the upgrade to the accelerator complex
are outlined (Sec. 10.2). In Sec. 10.3, the upgrade of the CMS detectors is described.
The upgrade of the tracker system is especially relevant for this part of the thesis
and thus more details are provided in Sec. 10.4.

10.1 Physics motivation

Observations made by experiments at the LHC have largely confirmed the predic-
tions of the SM over a dynamic energy range extending up to the energy of 13 TeV.
These early results have opened the way for future studies at the HL-LHC, which
will include several precision SM and flavour measurements, extensive searches for
new phenomena, and a determination of a myriad of Higgs boson properties [201,
202].

Several analysis efforts will profit from a decrease in statistical uncertainty ow-
ing to the 3000 fb−1 integrated luminosity expected at the HL-LHC. In particular,
searches for rare phenomena and new physics will directly increase their sensitivity
as a result of the larger dataset. Analyses whose sensitivity is limited by systematic
uncertainty will have the possibility to apply more stringent requirements which
lead to purer samples and larger signal-to-background ratios, driving sensitivity be-
yond the current limits. In the following, a brief overview of the primary objectives
of the HL-LHC physics programme is given.

10.1.1 Properties of the Higgs boson

After the discovery in 2012, our knowledge of the Higgs boson has increased and
several of the expected decay modes have been observed. The HL-LHC will pro-
duce 170 million Higgs bosons and 120 thousand Higgs boson pairs, extending the
foreseen LHC dataset by a factor 10, increasing the precision of the Higgs coupling
measurements.

So far, the Higgs boson would be the first fundamental scalar particle ever ob-
served. However, it remains possible that the discovered particle is composite rather
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(A) (B)

FIGURE 10.1: Left: Expected uncertainties on the coupling modifier parameters κi for the
combination of ATLAS and CMS extrapolations. For each measurement, the total uncer-
tainty is indicated by a grey box while the statistical, experimental and theory uncertainties
are indicated by a blue, green and red line respectively. Right: Minimum negative-log-
likelihood as a function of κλ, calculated by performing a conditional signal+background
fit to the background and SM signal. The coloured dashed lines correspond to the com-
bined ATLAS and CMS results by channel, and the black line to their combination. Both
taken from Ref. [203].

than fundamental and several SM extensions are predicting it (see Sec. 2.3.2). A com-
posite Higgs would result in a uniform decrease of all the Higgs couplings. To pin
down the true nature of the Higgs boson, a precise framework is used in measuring
the Higgs couplings, known as the κ-framework, where a set of κi factors linearly
modifies the couplings of the Higgs boson to SM particles (i). Namely, all κi are
equal to unity in the SM. As shown in Fig. 10.1a, percent level precisions on the
measurements of the main couplings are expected at the HL-LHC, which will give
evidence for the scalar or composite nature of the Higgs boson.

Of special importance is the Higgs self-coupling κλ. Measurements of this quan-
tity could indicate the shape of the Higgs potential around its minimum, allowing
the verification of the SM electroweak symmetry breaking. A scan of the likelihood
as a function of the κλ coupling is presented in Fig. 10.1b combining ATLAS and
CMS expectations. At the HL-LHC a second minimum of the likelihood would be
excluded at 99.4% C.L..

Complementary to precision measurements, direct searches for exotic decays of
the SM 125 GeV Higgs boson and of additional neutral or charged Higgs bosons
production will enhance the sensitivity to the BSM sector.

10.1.2 Standard Model

At the HL-LHC, thanks to the 3000 fb−1 data set, upgraded detectors and improve-
ments in the theoretical understanding, the SM will be probed with great precision
at the unprecedented center-of-mass energy of 14 TeV, extending the sensitivity to
possible anomalies [204].

In addition to the measurements of the Higgs self-coupling, the EW symmetry
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(A) (B)

FIGURE 10.2: Left: The top mass measurement uncertainty for different methods as a
function of integrated luminosity. Taken from Ref. [204]. Right: BR(B0

s → µ+µ−) vs.
BR(B0

d → µ+µ−) in the SM (black mark), and in sets of BSM models with FCNC interac-
tions consistent with current data (green points) and randomly generated (blue points).
The coloured contours show the expected 1 standard deviation HL-LHC sensitivity of AT-
LAS, CMS, and LHCb. Taken from Ref. [205].

breaking mechanism can be tested through measurements of pairs or triplets of vec-
tor bosons. With the HL-LHC statistics and the detector improvements in the for-
ward region (see Sec. 10.3), this sector will be fully accessible and the presence of
anomalous EW couplings could be observed.

The physics program will considerably benefit from enhanced sensitivity to the
high-energy tails of kinematic distributions, whose tests are not possible with the
existing facilities. These measurements are formulated in the Effective Field The-
ories (EFTs) framework, which adds dimension-6 operators to the SM Lagrangian,
parametrising BSM effects and how the SM processes are modified. Especially rele-
vant, the dimension-6 operators are foreseen to grow quadratically with energy, thus
quadratically enhancing a possible signal.

The top quark is the heaviest particle measured so far and has coupling to the
Higgs of the order of 1, differently to the other SM fermions. Its mass is of crucial
importance in particle physics for its central role in the stability of the SM vacuum
and in the EW precision tests. As visible in Fig. 10.2a, the uncertainty on the top
mass will be greatly reduced at the HL-LHC in several channels.

Since processes with flavour-changing neutral currents (FCNC) are forbidden at
tree level and heavily suppressed in higher orders, searches for top FCNC decays
such t → cγ, cZ, cg are typically statistically limited and would greatly benefit from
the enhanced HL-LHC dataset, possibly clarifying why the top Yukawa coupling is
the largest one or why there are large hierarchies in fermion masses.

10.1.3 Searches for new phenomena

The search for BSM phenomena is one of the crucial reasons to continue hadron
collider physics programs [206]. Many theoretical and phenomenological aspects,
for instance the hierarchy problem introduced in Sec. 2.3, suggest that new physics
is close to the EW scale and the absence of evidence so far may imply that new
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phenomena are more difficult to detect or that they are, surprisingly, not where we
expect them. New phenomena may manifest at slightly higher masses, with lower
couplings or more compressed spectra, at the edge of the discovery potential of the
LHC. The HL-LHC will cover a broad range of scenarios of BSM physics, setting
benchmarks to be used in a potential future machine.

For instance, the kinematic reach for supersymmetry (SUSY) searches will be
extended, improving the measurement for compressed SUSY spectra, theoretically
well motivated but barely covered by Run 2 analyses for their challenges. Such
scenarios and DM signatures with mono-jets, mono-photons and VBF production
will be studied at the HL-LHC with increased precision especially in the forward
region. The HL-LHC will also cover a considerable part of the phase space where
heavy resonances, suggested by the apparent flavour anomalies in B decays, could
be. The detector upgrades that will be discussed in Sec. 10.3 will also improve the
reach of searches for long lived particles. As an example, new fast timing detectors
will be able to detect displaced photon signatures arising from long lived particles
in the 0.1 < cτ < 300 cm range.

Furthermore, as it was already explained in Sec. 9, the analysis presented in the
first part of this thesis work will notably benefit from the data-taking at the HL-
LHC. A larger amount of statistics will increase the precision of the search and the
background templates derivation. The higher center-of-mass energy will also pop-
ulate the tails of the dijet mass distributions extending the reach of the search and
increase the resonances production cross section. Additionally, upgraded detectors
in the forward region will greatly improve the identification and reconstruction of
the VBF jets. Further improvements in the identification of boson originating jets are
presented in Chapter 11.

10.1.4 Flavour physics

The successful research program of the LHCb experiment has shown the potential
of the LHC for flavour physics. The B-physics capabilities will be further increased
by the LHCb, ATLAS and CMS upgrades, reaching unprecedented precisions and
new flavour observables [205].

In the SM, different generations quarks are mixed by the weak charged-current
transitions, encoded in the Cabibbo-Kobayashi-Maskawa (CKM) matrix (Eq. 2.3),
whose elements must be measured experimentally. The relations among the ele-
ments, to assure the unitary nature of the CKM matrix and respect SM assumptions,
are often expressed graphically in the complex plane as the so-called unitarity trian-
gle. A powerful way to probe for virtual BSM effects, at mass scales complementary
or superior to those which can be directly searched for at the HL-LHC, consists in
overconstraining the apex of this triangle from tree- and loop-level quark mixing
processes. At the HL-LHC, experimental or theoretical systematics will not be any
more a limiting factor for a large variety of these tests.

One of the most sensitive probes for new physics is provided by the FCNC tran-
sitions b → s(d)ℓ+ℓ+. The combination of the ATLAS, CMS and LHCb results at
the HL-LHC will allow for a dramatically more precise measurements of these tran-
sitions, and shine a power light on various plausible new physics scenarios. Fig-
ure 10.2b shows the expected result of such measurements.
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FIGURE 10.3: Schedule of the LHC and HL-LHC operations. Taken from Ref. [207].

10.2 High Luminosity - LHC

To fully exploit the discovery potential of the LHC, the HL-LHC major upgrade
is planned in the 2020s, extending the machine operability by another decade and
increasing the luminosity by a factor of five beyond its design value.

The planned schedule for the HL-LHC is reported in Fig. 10.3.
The design targets of the HL-LHC are:

• peak luminosity of 5 × 1034 cm−2 s−1 with levelling

• integrated luminosity of 250 fb−1 / year (3000 fb−1 in ≈ 12 years)

• pileup in the CMS detector to up to 140.

An update of the long-term LHC schedule reduced the running time of the HL-
LHC. Nevertheless, since all equipment is being designed with a 50% margin, the
nominal goal of 250 fb−1 / year can be exceeded by pushing the HL-LHC targets to
the ultimate scenario of:

• peak luminosity of 7–7.5 × 1034 cm−2 s−1 with levelling

• integrated luminosity of 300–350 fb−1 / year (total 4000 fb−1)

• pileup in the CMS detector to up to 200.

Exceptional technological advances are needed to achieve these objectives: state-
of-the-art 11-12 T superconducting magnets, compact superconducting cavities with
precise phase control, new beam collimation technology and high-power supercon-
ducting links with almost zero energy dissipation.

These impressive peak luminosities will be achieved thanks to several improve-
ments, for instance to the quadrupole and dipole magnets, and to new radio-frequency
crab cavities. The new crab cavities are made of bulk niobium that will be cooled at
2 K to reach the super conducting regime. They have a dedicated shape to tilt the
proton bunches in each beam, maximising the overlap at the collision point: Each
proton of one bunch will pass through the full length of the opposite bunch, increas-
ing the collision probability.
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10.3 Phase-2 upgrade of the CMS detectors

Under the HL-LHC operating conditions event pileup and radiation dose will rise
substantially, becoming major challenges for the experiments. To work in such a
harsh environment, the detectors of the main LHC experiments will be upgraded.
In this section, details of the main challenges for the CMS detectors and key points of
the upgrade will be given. In Sec. 10.4 the upgrade of the tracking system is treated
in more detail.

The main purpose of the Phase-2 Upgrade is to maintain or improve the perfor-
mance of the CMS detector, granting excellent efficiency, resolution, and background
rejection for all physics objects [208].

10.3.1 Challenges at the HL-LHC

As the number of bunches in each proton beam is fixed, to achieve the impressive
target luminosity, the number of interactions in each bunch crossing is increased to
up to 200, which is ≈ 5 times higher than the average Run 2 PU presented in Fig. 3.1.
The majority of these interactions are soft, thus not contributing to the hard process
relevant for SM or new physics studies. The effect is instead to degrade the triggers
and the reconstruction. In the tracking detectors more hits may result in mismea-
sured or misidentified tracks. In the calorimeters, deposits from PU may add extra
energy to the measurements or may be associated to otherwise isolated leptons, de-
teriorating the sensitivity of the analyses.

The particles emerging from the collisions induce radioactivity in the detector
materials and readout electronics, causing radiation damage and potentially pro-
gressively degrading the detection performance: It is foreseen that in one single year
the dose delivered to the experiments by HL-LHC will be similar to the total dose
delivered by the LHC.

Fig. 10.4 presents an overview of the predicted absorbed dose by the different
CMS components after the full HL-LHC life time. The main source of radiation are
the particles produced in the pp-collisions, therefore detectors close to the interac-
tion point will receive the largest dose. Furthermore, detectors located close to the
beam-pipe, as in the forward region, will receive a considerable dose.

In the collisions different types of particles are produced. Charged particles,
mostly pions, interact through ionization with the detector material. Photons may
produce e+e− pair when interacting with the beam pipe or the tracking system,
or start electromagnetic cascades in the calorimeters. Particles backscattered from
the calorimeters or escaped from the cascades interact with other detector compo-
nents. Neutrons, for instance, scatter several times, producing more photons and
electrons and generating a relatively uniform background in the detector volume.
Sub-detectors are differently affected by radiation damage. The main impact on
calorimeters is the loss of transmission of scintillation light through the material,
reducing the signal of more than 90% in some cases. Radiation damage in silicon
tracking systems will be extensively discussed in Sec. 12.5.

10.3.2 The Phase-2 upgrade of the CMS sub-detectors

In order to maintain excellent performance at the HL-LHC, different changes are
planned for the Phase-2 upgrade of the CMS sub-detectors. For instance, tracker
and endcap calorimeters will be completely replaced while additional chambers will
be installed in the muon system. The key features of the sub-systems upgrade are
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FIGURE 10.4: Predicted absorbed dose in the CMS cavern after an integrated luminosity
of 3000 fb−1. Taken from Ref. [208].

summarised in the following, while a description of the various experiment’s com-
ponents and the introduction of the used acronyms is in Chapter 3.

10.3.2.1 Tracker

The tracker system is composed of an inner pixel detector and an outer strip detector.
Both systems will have an increased granularity in the Phase-2 upgrade.

• Inner Tracker The pixel size will be reduced by a factor 6 with respect to the
Phase-1 detector and the sensors will be thinner to improve the two track sep-
aration and the impact parameter resolution for better b-tagging and recon-
struction of τ hadronic decays in boosted jets. The system coverage will be
extended up to |η| < 4 to match the calorimeter coverage.

• Outer Tracker Higher granularity will be achieved by reducing the length of
the strips. The detector material budget will be also decreased to lower the
rate of γ-conversions and improve the pT resolution. The tracker will also
contribute to the L1 trigger, increasing the background rejection at the earlier
stage of the event selection process.

Details are provided in Sec. 10.4.

10.3.2.2 Calorimeters

Both the electromagnetic and the hadronic endcap calorimeters will be replaced by
the High Granularity Calorimeter (HGCAL) [209]. It will provide excellent three di-
mensional shower images thanks to the unprecedented transverse and longitudinal
segmentation. To withstand the foreseen total fluence of ≈ 1016 neq cm−2, silicon
sensors will be used as active material in the front sections. Plastic scintillator tiles
combined with Silicon Photo Multipliers (SiPM) will be employed in the rear part,
where the expected fluence is 8×1013 neq cm−2.

The electromagnetic section covers 25 X0 and one interaction length λ, while
the hadronic part 3.5 λ. The silicon cells size of the electromagnetic and of a large
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fraction of the hadronic calorimeters will be ≈ 0.5-1 cm2. Plastic scintillators with
≈ 4-30 cm2 segmentation will cover the remaining part of the hadron calorimeter.

Such high granularity will greatly benefit the reconstruction of physics objects
and the particle-flow calorimetry, allowing also pileup subtraction. A further ad-
vantage of the high density of the HGCAL is the lateral compactness of the particle
cascades allowing good two-shower separation.

The barrel calorimeters will be only partially replaced. The EB front-end elec-
tronics and HB off-detector electronics will be substituted while the EB photodetec-
tors and lead tungstate crystals and the HB absorber, active material and front-end
electronics will be retained [210].

10.3.2.3 MIP Timing Detector

The MIP Timing Detector (MTD) [211] will give timing information for MIPs with
30-40 ps resolution at the beginning of the HL-LHC operation, degrading slowly due
to radiation damage to 50-60 ps by the end of HL-LHC operations. It exploits the
fact that the individual interactions within the bunch crossing are distributed over
time, with an RMS of 180-200 ps, to assign charged tracks to the correct interaction
vertices. Tracks pointing roughly towards a reconstructed vertex but coming at the
wrong time can be eliminated from consideration as contributing to that particular
collision. The MTD consists of a timing layer placed between the tracker and the
barrel calorimeter (crystal scintillators read out with SiPMs ) and two disks in front
of the electromagnetic calorimeter endcap (silicon Low Gain Avalanche Detectors -
LGADs). The time of electromagnetic showers will also be determined to a precision
of 30-50 ps, above pT of a few GeV, in the upgraded calorimeters. Combining this
information with the MTD measurement, photons can be associated to the correct
charged particle vertex.

10.3.2.4 Muon system

The muon system consists of several subsystems to identify and measure muons at
the required precision and accuracy needed to fulfil the CMS physics program. To
maintain excellent performance at the LHC, the electronic of the existing DT, CSC,
and RPC detectors will be upgraded. Furthermore, four additional stations with
higher rate capability will maintain good L1 muon trigger acceptance in the forward
region [212].

Gas Electron Multiplier (GEM) chambers with good position resolution are placed
in a region where the magnetic field is still reasonably high to improve momentum
resolution for the standalone muon trigger and to improve the matching with tracks
in the global muon trigger. The two last stations will use low-resistivity RPC with
lower granularity but good timing resolution. GEM chambers have been already
successfully installed, representing the first completely installed Phase-2 detector
upgrade [213, 214].

10.3.2.5 Trigger

The high average 140-200 PU of the HL-LHC poses a serious challenge to the trigger
system, thus the Phase-2 upgrade of the L1 system utilizes technological advances
to enhance the physics selectivity already at the hardware level of the data acqui-
sition system [215, 216]. To profit from the extended coverage and increased gran-
ularity of the upgraded CMS detector, the latency of the system is extended from
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the current 3.4 µs (limited by the tracker readout) to 12.5 µs. This will provide suf-
ficient time for the hardware track reconstruction and matching of tracks to muons
and calorimeter information, for the first time at L1. Field Programmable Gate Ar-
rays (FPGA) coupled with high-speed optical links are used to retrieve the detector
data and provide the systems interconnections. Sophisticated algorithms, includ-
ing machine learning-based approaches, target the selection of specific final states,
maintaining the efficiency of the signal selection to the level of the Phase-1 perfor-
mance and significantly enhancing, or enabling, the selection of any possible new
phenomena that could lead to unconventional signatures.

10.4 Inner and Outer tracker upgrade

10.4.1 Limitations of the present tracker

The tracker system currently in operation in CMS has been described in Sec. 3.3. The
strip detector was designed to maintain high efficiency up to an instantaneous lu-
minosity of 1034 cm−2 s−1, an average PU of 20-30 and an integrated luminosity of
500 fb−1. Despite the fact that the instantaneous luminosity during Run 2 already ex-
ceeded the design value, the tracker showed very good performance. Nevertheless
degradation due to radiation damage is expected above 500 fb−1. The Phase-1 pixel
detector is already a replacement of the original one that had to be substituted due
to dynamic inefficiencies in the readout chip at high rates. Furthermore, the tracker
provides coverage only up to |η| < 2.4.

The main effects of radiation damage in the strip tracker are the increase of leak-
age current and full depletion voltage. While the former can be mitigated by the
lowering of the operating temperature, the latter is not reduced by it. The major
consequences of accumulating radiation dose in the pixel sensors are lower charge
collection efficiency and reduced Lorentz angle. The first causes the degradation of
the hit efficiency. The Lorentz angle ΘL is the angle between the drift velocities of the
charge carriers in a sensor with and without magnetic field applied. If electric field ~E
and magnetic field ~B are perpendicular, tan(ΘL) = µHB, with µH the Hall mobility.
The Lorentz angle determines the lateral drift of charges and its reduction results in
decreased charge sharing among adjacent pixels and deteriorated resolution.

As it is foreseen that above 1000 fb−1 the degradation of the detector performance
in terms of tracking, b-tagging and impact parameter resolution will be unaccept-
able, the tracker system will be replaced for operation at HL-LHC.

10.4.2 Requirements of the Phase-2 Tracker

The Phase-2 Tracker will be composed of two silicon based sub-systems. The Outer
Tracker (OT) will consist of strip and macro-pixels sensors, while the Inner Tracker
(IT) will be made of pixel sensors [11].

The leading requirements to the design of the tracker upgrade are listed below:

• Radiation hardness The tracker must be fully efficient up to the target inte-
grated luminosity of 3000 fb−1 with a 50% margin. While the design will grant
accessibility to the IT during ordinary shutdowns to exchange modules dam-
aged by radiation, no maintenance intervention is planned for the OT. The
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maximum expected fluence for the different tracker components is summa-
rized in Table 10.1, reaching a fluence of 2.3 × 1016 1 MeV neq cm−2 in the inner-
most regions of the IT. Variations along z are moderate as the particle fluence
depends primarily on r.

TABLE 10.1: Maximum expected fluence for selected detector regions or components of
the tracker. Values are for 3000 fb−1 of p p collisions at

√
s = 14 TeV assuming a total cross

section σpp of 80 mb. The given positions in r and z correspond to the location at which the
quoted maximum fluence levels for the respective region or component type are reached.
Adapted from Ref. [11].

Region or component Max. fluence [neq cm−2] r [mm] z [mm]
IT barrel layer 1 2.3 × 1016 30 0
IT barrel layer 2 5.0 × 1015 61 0
IT barrel layer 3 2.0 × 1015 104 0
IT barrel layer 4 1.5 × 1015 146 89

IT forward, ring 1 1.0 × 1016 51 252
OT PS modules 9.6 × 1014 218 129
OT 2S modules 3.0 × 1014 676 2644

• Increased granularity To ensure efficient tracking in a high pileup environ-
ment, the channel occupancy must be kept at around or below the per cent
level in the OT and the per mille level in the IT.

• Improved two-track separation Due to hit merging in the pixel detector, the
track finding performance in highly energetic jets of the present tracker is lim-
ited. Therefore, two-track separation needs to be improved for data taking
during high luminosity operation.

• Reduced material in the tracking volume As the amount of material impacts
the reconstruction in the tracker, the Phase-2 detector will be lighter.

• Robust pattern recognition The upgraded tracker is designed to enable fast
and efficient track finding, notably at the HLT.

• Contribution to the level-1 trigger In high pileup conditions selection algo-
rithms become inefficient and the choice of relevant physics events at the first
trigger stage becomes extremely challenging. To preserve and possibly en-
hance the performance in a wide spectrum of physics channels, tracking infor-
mation will be used in the L1 event selection.

• Extended tracking acceptance The upgraded tracking system will provide ef-
ficient tracking up to about |η| = 4 to improve the physics capabilities in the
forward region.

Fig. 10.5 shows one quarter of the Phase-2 tracker layout. The number of layers
has been optimized to ensure robust tracking:

• Unaffected performance if one layer is lost.

• Track finding at L1 trigger.

• Pixel based track seeding.

In the next sections details on the two sub-systems will be provided.
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FIGURE 10.5: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker
the green lines correspond to pixel modules made of two readout chips and the yellow
lines to pixel modules with four readout chips. In the Outer Tracker the blue and red lines
represent the macro-pixels and strip sensors, respectively. Taken from Ref. [11].

10.4.3 The Outer Tracker

The design of the Outer Tracker has been strongly driven by the necessity to con-
tribute to the L1 event selection. Thus, the OT has to self-select information at every
bunch crossing, relying on data being locally reduced by the front-end electronics.

This is accomplished by so called pT-modules, capable of rejecting signals from
particles below a certain pT threshold. The concept, illustrated in Fig. 10.6, is based
on the bending of charged particles in the transverse plane by the 3.8 T field of the
CMS solenoid, with angles depending on their pT. The modules consist of two
single-sided closely-spaced sensors read out by a common set of front-end ASICs.
The signals in the two sensors can therefore be correlated to select hit pairs (“stubs”)
compatible with particles above the chosen pT threshold. Selecting particles with
a minimum pT of ≈ 2 GeV, the data volume is reduced by an order of magnitude,
enabling the stubs transmission at 40 MHz.

For the approach to work, the strips of the top and bottom sensors of a module
are parallel to each other and parallel to the z axis in the barrel and nearly radial in
the endcaps. To be able to measure the z and r coordinates in the barrel and endcaps,
respectively, the pT-modules come in two variants:

• Pixel-Strip (PS) modules consist of a strip (PS-s) and a macro-pixel sensor (PS-
p). The strip and macro-pixel length is about 2.4 cm and 1.5 mm, respectively.
They are used for the three innermost layers of the OT.

• 2 strips (2S) modules are made of two strip sensors. The strips have a 5 cm
length. These modules are used in the outermost three layers, in the radial
region above 600 mm.

In the endcaps disks, the modules are arranged in ring structures, with the inter-
nal rings equipped with PS modules, while 2S modules are used at larger radii.

For this concept to work, both top and the bottom sensors of a module must
be connected to the readout electronics. To achieve a reliable connectivity, the two
halves of each module are read out independently. To avoid inefficiencies in recon-
structing stubs when particles cross the module near the centre with a large incident
angle, the first three barrel layers, where the PS modules are used, have an inno-
vative layout. The modules are progressively tilted to be nearly perpendicular to
incident particles over the entire barrel length, as visible in Fig. 10.5.
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FIGURE 10.6: Illustration of the pT-module concept. Correlation of signals in closely-
spaced sensors enables rejection of low-pT particles; the channels shown in green represent
the selection window to define an accepted stub. Taken from Ref. [11].

10.4.4 The Inner Tracker

For its location close to the interaction point, the Inner Tracker has to withstand the
most challenging environment: ionizing radiation dose of up to 1.2 Grad, a hadron
fluence of up to 2.3 × 1016 1 MeV neq cm−2 for 3000 fb−1, a pileup of 140 (or even 200),
and hit rates approaching 3 GHz cm−2 in the inner layers (for the ultimate scenario).
The Phase-2 Inner Tracker (IT) is designed to maintain or improve the tracking and
vertexing capabilities under such demanding conditions.

The IT increases the granularity by a factor 6 with respect to the present pixel
tracker to limit the occupancy to the per mille level and improve track separation
inside jets. The impact parameter resolution will also benefit from a reduced pitch.
High radiation tolerance is one of the key requirements. The IT will provide a large
forward acceptance and pileup mitigation in the calorimeters thanks to a geometrical
coverage up to |η| ≈ 4. To allow the potential replacement of inefficient parts, the
design grants a simple installation and removal of the detector. Additionally, it will
contribute to the real-time instantaneous luminosity measurement.

Good and relatively stable spatial resolution with respect to radiation damage
will be achieved by using n-in-p type silicon pixel sensors with a thickness of 150 µm,
segmented in cells of 100×25 µm2 (with the long side pointing along z in the barrel
and along r in the endcaps), or 50×50 µm2.

Readout chips will be realized in 65 nm CMOS technology to fit the pixel seg-
mentation. In addition, they will feature an architecture where a group of channels
(referred to as pixel region) shares digital electronics for buffering, control, and data
formatting. The RD53 collaboration [217], a joint ATLAS-CMS effort, is developing
such a pixel readout chip (PROC). The PROC active dimensions are 16.4× 22.0 mm2.
Two types of modules are foreseen, with two and four chips, arranged as one by
two, referred to as 1 × 2 and 2 × 2 modules, respectively.

The IT is composed by a 4 layer barrel section (Tracker Barrel Pixel Detector,
TBPX) and eight small forward double-disks (Tracker Forward Pixel Detector, TFPX)
plus four large endcap disks (Tracker Endcap Pixel Detector, TEPX) at each side
of the TBPX. In the TBPX, the pixel modules are arranged in “ladders”. They are
mounted staggered in radius to obtain an overlap in the r-φ direction. As the mod-
ules on a ladder do not overlap in z, gaps at η = 0 are prevented by having an
odd number of modules along z and splitting the barrel mechanics in z into slightly
asymmetric halfs. In TFPX and TEPX, the modules are arranged in concentric rings.
Each double-disc consists of two discs with overlaps in r and r-φ. Each disc is split
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FIGURE 10.7: Perspective view of one quarter of the Inner Tracker, showing the TBPX
ladders and TFPX and TEPX dees inside the supporting structures. The pixel modules are
shown as orange elements in TBPX and as green elements in TFPX and TBPX. The dees are
depicted as red and orange surfaces. Taken from Ref. [11].

into two D-shaped halves, referred to as “dees”. The TEPX will provide the required
luminosity measurement capability.

In addition to Fig. 10.5, a perspective view of the IT elements is shown in Fig. 10.7.
Planar pixel sensors are the baseline technology for the outer 3 of the 4 TBPX lay-

ers, where the irradiation level will reach a neutron equivalent fluence of 5 × 1015 cm−2,
while for the innermost TBPX layer and TFPX ring, 3D sensors are also considered.

In the following, first the pixel module concept is summarized, then an overview
of the sensor options under consideration is presented, followed by a description of
the read-out electronics.

A detailed characterization of the sensors studied for this thesis work will be
given in Sec. 12.6.

10.4.4.1 Pixel module

The Phase-2 pixel module, based on the Phase-0 and Phase-1 pixel detectors, is com-
posed of a pixel sensor, two or four read-out chips to which the sensors are bump-
bonded, a flex circuit (High-Density Interconnect - HDI), and a mechanical support.
The HDI printed circuit board is used to distribute data, commands and power to
and from the modules [218]. A layer of thermally conductive carbon foam connects
the CO2 cooling pipes to the module, removing the generated heat. The pixel chips
and sensors will be operated at a temperature of about −20 ◦C.

10.4.4.2 Pixel sensors

Pixel sensors optimized for the HL-LHC conditions will be produced on 6” n-in-p
wafers. The choice of the n-in-p presents several advantages. For instance, especially
relevant in a high radiation environment, collecting electrons, they can be operated
under-depleted. Additionally, they are manufactured with single-sided processing,
as opposed to n-in-n sensors, limiting the production costs. However, the choice of
an n-in-p bulk implies that the high voltage at the periphery of the sensor is close to
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the readout chip and spark protections through Parylene coating need to be intro-
duced.

While the sensor thickness in the present tracker is between 270 and 285 µm,
thinner sensors are preferred for Phase-2 because the initial advantage of a larger
signal in thicker sensors disappears when severe trapping is present at large flu-
ences. Furthermore, thinner sensors need smaller operational voltages and produce
less leakage current. Thus, the active thickness of the planar pixel sensors will be
150 µm.

The pixel area is reduced by a factor of six with respect to the present CMS
pixel detector. Two options are under consideration: 100×25 µm2 (with the long
side pointing along z in the barrel and along r in the endcaps), or 50×50 µm2.

By adopting the 100×25 µm2 variant, the impact parameter resolution in the xy-
plane is improved, as well as the pT resolution. Square pixels lead to a more precise
determination of the impact parameter along z. Nonetheless, the relative differences
on the track parameters resolution are typically small, with a trade-off between pri-
mary vertex discrimination and resolution on the impact parameter. However, the
50×50 µm2 option would result in long clusters at the edges of the barrel layers,
especially for the first layer, demanding more stringent requirements on the opera-
tional threshold of the chip and a larger bandwidth to read the data out. The rectan-
gular variant is currently considered as the preferred option.

The design of pixel sensors with such reduced cell size presents several chal-
lenges and the optimization must take the design rules of silicon sensor foundries
into account. Special attention is devoted to the pixel bias schemes to test sensors
before bump bonding. Several options are considered, such as punch through bias-
ing common to several adjacent pixels, individual bias dots or no biasing scheme at
all. The latter would require additional techniques to access all pixels during the test
of the sensor. Also for the pixel isolation, p-stop and p-spray alternatives are being
investigated.

Planar sensors are the baseline technology for the outer 3 of the 4 TBPX layers,
where the irradiation level will reach a neutron equivalent fluence of 5 × 1015 cm−2,
while for the innermost TBPX layer and TFPX ring, where fluences up to 2.3 × 1016 cm−2

and 1 × 1016 cm−2 are expected, respectively, 3D sensors are also considered.
In 3D sensors, columnar electrodes penetrate the bulk, decoupling the distance

between electrodes from the sensor thickness. Thus thicker sensors could be used
to generate a larger signal while maintaining small depletion voltages and efficient
charge collection. Thanks to smaller distances between electrodes, compared to pla-
nar sensors, the impact of charge carrier trapping at large fluences is reduced. There-
fore 3D sensors can achieve higher radiation hardness at a lower operating voltage,
decreasing the risk of edge sparking and lowering power consumption. This comes
with a more complex and expensive fabrication, relegating such sensors as an option
only for the pixel detector area with the highest radiation dose.

Several sensors from different R&D submissions are being tested at the time of
writing:

Planar – Hamamatsu Photonics (HPK)

– FBK

– L-Foundry

3D – FBK, Single sided DRIE process

– CNM.
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A detailed characterization of the HPK sensors studied for this thesis work are
given in Sec. 12.6. A preliminary study, now superseded by more recent publica-
tions, performed by the author of this thesis on FBK planar and 3D sensors is sum-
marized in Appendix F.

10.4.4.3 Readout electronics

The development of a custom radiation hard readout chip is a crucial component of
the IT readout system. It will be based on the Time over Threshold (ToT) method,
in which the measurement of the deposited charge is obtained from the time during
which the analogue pulse exceeds a certain threshold. The charge is digitized with 4
bits resolution. The detection threshold is required to be lower than 1200 electrons.

The readout chip will feature calibration pulse injection available for all pixels
and extensive monitoring features, for example for the chip temperature.

The readout chip is designed in high density 65 nm CMOS technology to match
the small pixel cells, the unprecedented hit rates of 3 GHz cm−2 and the data buffer-
ing required during the trigger latency. The minimal requirement in terms of radia-
tion tolerance is 500 Mrad, leading to the replacement of the inner barrel layer after
five years at full luminosity, while the ultimate goal is 1 Grad.
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11 | Performance of jet substruc-
ture

As described in Sec. 4.3, reconstructed high level objects are the basis for physics
analyses. Thus, it is crucial to test the performance of the upgraded detector on
reconstructing such objects. In this chapter, the focus will be on jets and their sub-
structure. First the simulation setup is introduced in Sec. 11.1, then the figures of
merit in the Phase-2 tracker are provided (Sec. 11.2). Finally, the performance of jet
reconstruction and the impact on discrimination of a chosen signal from the back-
ground are described in Sec. 11.3 and Sec. 11.4, respectively.

The work described in Sec. 11.3 and Sec. 11.4 has been performed by the author of this
thesis, under the supervision of Dr. Andreas Hinzmann. The simulated samples, described
in Sec. 11.1, were also produced by the author.

11.1 Simulation setup

Similarly as it was explained in Sec. 4.2, also for this study the MC generators are
interfaced with the GEANT4 Toolkit to carry out a detailed simulation of the CMS
detector, and the 3.8 T magnetic field taken into account by field maps. The sim-
ulation of the electronic response (digitization), the emulation of the level-1 trigger,
and the offline reconstruction of physics objects are performed as well, in the 200 PU
scenario.

The detector parameters are modified to match the ones of the Phase-2 detector.
In the Outer Tracker, the sensors are simulated with a thickness of 200 µm. The
strips in 2S and PS-s sensors have simulated dimensions of 90 µm × 50.25 mm and
100 µm × 23.13 mm, respectively. In the PS-p sensors the simulated pitch (lenght) is
100 µm (1446 µm). In the Inner Tracker the sensor thickness is set to 150 µm and the
100×25 µm2 pixel pitch variant is considered.

Furthermore, since digitized hits are created when the total charge associated
with a given channel exceeds a predefined threshold, such threshold has also been
implemented based on the knowledge of the future readout electronics available at
time the Phase-2 Tracker TDR [11] study was performed. For pixel modules, the
parameters have been chosen to reproduce the expectation of the RD53 chip [217].
Thus, the threshold is set to 1200 e− and a readout based on the Time over Thresh-
old method with 4 bit charge resolution is implemented. For the Outer Tracker the
threshold is 0.4 times the most probable charge from a minimum ionizing particle at
normal incidence to ensures a ≈ 99.5% efficiency while keeping the noise contribu-
tion at an almost negligible level.

The details of the simulation setup for the studies presented in Sec. 11.3 and
Sec. 11.4 are listed in Appendix E.
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11.2 Tracking performance

The track finding efficiency, the fake rate, and the resolution of the estimated track
parameters have been considered to evaluate the performance of the track recon-
struction. A reconstructed track is associated to a simulated particle if at least 75%
of its hits originate from this simulated particle. If a reconstructed track is not as-
sociated with any simulated particle, it is considered as a combination of unrelated
hits and designated as a fake track. The tracking efficiency is defined as the frac-
tion of charged particles associated to at least one reconstructed track, while the fake
rate is the fraction of fake tracks in the set of all reconstructed tracks. Efficiency and
fake rate not only depend on the algorithms and track selections used, which are not
fully adapted to the Phase-2 conditions yet, but also on the intrinsic tracker proper-
ties, such as its layout, its material budget, and the precision of its measurements,
providing a good estimation of the Phase-2 detector performance. For single muons
with a transverse momentum of 10 GeV, the efficiency is stable and close to 100% in
the entire pseudorapidity range. For tracks generated in tt events, passing a certain
set of quality requirements, the efficiency is around 90% in the central region while
the fake rate is lower than 4% in the entire pseudorapidity range [11].

The ability to reconstruct tracks inside jets is especially relevant for the studies
presented in Sec. 11.3. The tracking efficiency inside high momentum jets is shown
in Fig. 11.1a as a function of the distance between a simulated track and its nearest
neighbour ∆R. The performance of the Phase-1 and Phase-2 trackers are compared
in absence of pileup. The Phase-1 reconstruction employs a special algorithm to
split clusters and iteration to perform robust tracking in jet cores, which has not
been ported to the Phase-2 reconstruction yet. Nevertheless, thanks to the higher
granularity of the new detector, a significantly higher efficiency is visible for small
values of ∆R and further improvement is expected for large values of ∆R as well
after applying a dedicated tuning.

(A) (B)

FIGURE 11.1: Left: Tracking efficiency in cores of jets with 3 < pT < 3.5 TeV as a function
of the distance ∆R between a simulated track and its nearest neighbour, for the Phase-1
(black) and the Phase-2 (red) tracker, without pileup. Right: Resolution of the transverse
impact parameter as a function of the pseudorapidity for the Phase-1 (black dots) and the
upgraded (red triangles) tracker, using single isolated muons with a transverse momentum
of 10 GeV. Taken from Ref. [11].
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The transverse impact parameter d0 is one of the five observables used to fully
describe a particle trajectory, evaluated at the point of closest approach of the track
to the beam axis. The resolution of the track parameters is given by the RMS of the
residuals differences between the reconstructed and the simulated track parameters.
The resolution of the transverse impact parameter d0 as a function of the pseudo-
rapidity is shown in Fig. 11.1b for single muons with a 10 GeV pT. The transverse
impact parameter resolution in the Phase-2 detector is below 10 µm in the central
region, improved with respect to the Phase-1 detector, and ≈ 20 µm at the edge of
the acceptance region, where it cannot be measured with the present detector.

11.3 Jet substructure reconstruction

Jet substructure techniques, as the softdrop jet mass and the N-subjettiness intro-
duced in Sec. 5.3, are largely used to identify highly boosted W, Z, and Higgs bosons,
as well as top quarks. Such techniques take advantage from the particle flow ap-
proach (see Sec. 4.3 for details), profiting from the best possible momentum and
angular resolution for each particle, reconstructed from all sub-detectors.

The tracker provides important information for the PF algorithm. For hadroni-
cally decaying W bosons with 2 TeV pT, from Eq. 5.1, the maximum angular sepa-
ration between the qq-pair initiating the shower is 0.08 and the separation among
each particle created in the hadronization will be even smaller. Thus, in this case, the
high angular resolution demonstrated in Fig. 11.1a, is fundamental for identifying
the two quark-originated sub-jets.

The HL-LHC high number of pileup interactions constitutes a challenge for the
jet substructure reconstruction, which is addressed not only by adopting a high
granularity tracker but also employing algorithms capable of mitigating the con-
tamination from soft interactions. In the following the PUPPI technique, described
in Sec. 4.4, is adopted.

The increased center-of-mass energy achievable at the HL-LHC allows extend-
ing the mass reach of many searches, assuming the reconstruction holds in highly
boosted jets. Jet energy composition can be used to test the reconstruction of large
momentum jets as no relevant dependence from the object energy is expected from
MC simulations. During the hadronization process, pions, the lightest mesons in na-
ture, are created with the highest probability from the kinetic energy of the mother
parton. Pions come in three flavour, π

−, π
+ and π

0, and each of them has the same
probability to be produced. Each pion type carries ≈ 20% of the jet energy. This
implies that roughly 65% of the jet energy comes from pions. Charged pions have
a decay length bigger than 10 mm and are considered stable while neutral pions
decay instantly to photons. The nucleons and kaons carry about 15% each, with
the remaining 5% in fragmentation photons, light and strange baryons, leptons and
other particles [149].

The jet particle composition can be summarized as follows [149]:

• ≈ 60% charged particles

• ≈ 25% photons

• ≈ 15% neutral hadrons

• ≈ 1% neutrinos.
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FIGURE 11.2: Ratio between the reconstructed charged hadron energy fraction, CHFreco,
and the charged hadron energy fraction at generator particle level, CHFgen for simulated
events of pair production of boosted W boson jets with transverse momenta of 1 TeV (blue)
and 2 TeV (red). Solid (dashed) lines refer to Phase-2 (Phase-1) simulation. Published in
Ref. [11].

The reconstruction of charged particles makes large use of the tracker informa-
tion, therefore, by measuring the Charged Hadron energy Fraction (CHF) of a jet,
the performance of the upgraded tracker can be tested.

The ratio of CHF reconstructed from tracker and calorimeter information and
the corresponding fraction at generator particle level in shown in Fig. 11.2 for sim-
ulated events of pair production of boosted W boson jets with transverse momenta
of 1 TeV and 2 TeV. At such high jet momenta, also the particles inside the jets have
large momenta, small track curvature, and are as well very collimated. As it was al-
ready demonstrated in Fig. 11.1a, charged hadron reconstruction is degraded for the
Phase-1 tracker, resulting in a lower charge hadron energy fraction. The degrada-
tion is especially relevant for high momentum tracks, as shown in Fig. 4.4. Instead,
charge hadron reconstruction in jets remains efficient up to transverse momenta of
2 TeV for the Phase-2 tracker. This will allow for highly granular jet substructure
reconstruction even at higher momenta than achieved with the Phase-1 tracker, as
required by the operation at HL-LHC.

11.4 Signal discrimination

Once verified that the jet reconstruction with the Phase-2 tracker holds to even higher
momenta than with the Phase-1 detector, substructure techniques can be used to
identify particles and distinguish signals from QCD background.

The target signal used in this study is a Bulk Graviton G with a mass of 4 TeV.
It decays into two W bosons. This study considers the case where one W decays
hadronically into two quarks and the other one decays leptonically. The purpose
of this analysis is to understand how good the jet originated from the hadronically
decayed W boson, for a jet pT of about 2 TeV, can be distinguished from a QCD jet.

The variable used to discriminate the signal jets from the background is the N-
subjettiness ratio τ2/τ1, introduced in Sec. 5.3.2. τN is a jet shape observable which,
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given N subjet axes within a jet, sums the angular distances of jet constituents to
their nearest subjet axis, to quantify how likely a jet is to have N or more subjets.
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FIGURE 11.3: Left: N-subjettiness ratio τ2/τ1, for the QCD multijet background in green
and for a jet originated from W → qq in blue. Right: QCD quark and gluon jet back-
ground rejection as a function of boosted W boson jet identification efficiency with the
N-subjettiness ratio τ2/τ1. The performance of the Phase-1 and Phase-2 simulations is
compared. Published in Ref. [11].

The τ2/τ1 distribution for the signal and background described above is shown
in Fig. 11.3a. It is possible to see how signal and background distributions have
the peak position at lower and higher τ2/τ1 values, respectively. Thanks to the im-
proved jet reconstruction with the Phase-2 detector, significant gain is expected in
the identification of boosted objects with τ2/τ1 and can be observed in Fig. 11.3b.
Here, the ROC curves comparing the performance of the Phase-1 and the Phase-2
simulation are showed. For a typical background rejection rate of 70%, a 30% rela-
tive gain in efficiency for boosted W, Z and H bosons is expected for jets with a pT
of 2 TeV.

Additionally, in all-jets searches, for instance for G → WW → qqqq as pre-
sented in the first part of this thesis, where the relative gain is squared, a factor 1.7
better signal efficiency and cross section limits are expected at di-boson resonance
masses of 4 TeV.
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12 | Silicon sensors

In the first part of this chapter, the most relevant properties of Silicon for its ap-
plications in particle detectors are reviewed. Segmented silicon detectors allow the
reconstruction of the incoming particles position and are largely employed at col-
lider experiments like CMS. They provide the high resolution necessary for in jet
tracking, crucial, for instance, for the identification of b-quarks from Higgs decays.
Pileup and a high radiation environment constitute the main challenges for opera-
tion at the LHC. The most important causes and consequences of radiation damage
are also addressed.

In the second part, the sensors and the read-out chip used for the studies pre-
sented in this work are described.

This chapter’s purpose is to provide a summary of the working principles of
silicon detectors which are comprehensively addressed in literature [219–222]. Ad-
ditionally, radiation effects are extensively discussed in Ref. [223, 224]. A review of
resolution measurements is presented in Sec. 13.1.

12.1 Silicon properties as a semiconductor

Silicon (Si), a member of group IV in the periodic table, is a tetravalent-metalloid
crystalline solid and classified as a semiconductor. In crystals, the periodic lattice es-
tablishes allowed energy bands for electrons that exist within that solid. The valence
band is the lower energy band and corresponds to those electrons that are part of the
covalent bonding that constitute the inter-atomic forces within the crystal. The next
higher-lying band is called the conduction band. Electrons in this band are free to
migrate through the crystal and contribute to the material’s electrical conductivity.
Elements are classified as conductors, semiconductors, or insulators, depending on
the size of the energy gap that separates valence and conduction bands. For insu-
lators, the band-gap is usually larger than 5 eV, whereas, for semiconductors, the
band-gap is considerably less. Among the class of semiconductors, silicon has a
band-gap of 1.12 eV at 300 K.

Electrons follow the Pauli principle, and thus the occupancy of energy states is
described by the Fermi-Dirac distribution

f (E) =
1

e(E−EF)/kBT + 1
, (12.1)

where kB is the Boltzmann constant and T the temperature. The Fermi energy EF is
the highest possible energy of a fermion at T = 0 K. At E = EF exactly half of the
available levels are occupied. At low temperatures and in the absence of impurities,
the valence band is full, and the conduction band is empty. If a valence electron, nor-
mally part of a covalent bond, gains sufficient thermal energy, it can move across the
band-gap into the conduction band. The electron can thus leave the specific bonding



160 Chapter 12. Silicon sensors

site and drift throughout the crystal. The excitation process also leaves a vacancy,
called a hole, in the otherwise full valence band, representing a net positive charge
which can move in an applied electrical field; holes are treated like particles and
follow the Fermi-Dirac statistic. Electrons and holes are the fundamental charge car-
riers of a solid-state device. The concentrations of free electrons n in the conduction
band at the energy EC and holes p in the valence band at the energy EV are

n = NC exp
(

−EC − EF

kBT

)

(12.2)

and

p = NV exp
(

−EF − EV

kBT

)

, (12.3)

with NC and NV the effective density of states. In absence of electrically active
impurities, a semiconductor is called intrinsic and has a very low concentration
ni = n = p of free carriers and a high resistivity. In silicon, ni is 9.65 × 109 cm−3

at 300 K [225].
The insertion of impurities to the material creates additional energy levels in the

band-gap, altering the electron and hole carrier concentrations at thermal equilib-
rium and thus its conductivity. This process of replacing silicon atoms with impurity
elements is called doping.

The doped material can be of two types depending on the nature of the impuri-
ties. The addition of a group V element, e.g. Phosphorus or Arsenic, with one more
valence electron than the host silicon atoms, produces extra electrons charge carri-
ers. The extra-electron left out by the covalent bond has energy near the top of the
gap. The energy spacing between this energy level and the bottom of the conduction
band is sufficiently small to ensure that a significant fraction of electrons are excited.
The remaining doping atom becomes a positive ion. Elements like Phosphorus or
Arsenic are called donors because they provide extra conduction electrons. At room
temperature, all donor states are ionized, and the concentration of electrons equals
the concentration of donor atoms. This material is called “n-type” and electrons are
majority charge carriers.

On the contrary, by adding group III elements, e.g. Boron, an excess of holes is
obtained. The dopant atoms have one less valence electron than the host Silicon
atoms, leaving one covalent bond unsaturated where a vacancy similar to a hole
but with energy near the bottom of the gap is created. Since the energy difference
between this energy level and the top of the valence band is small, a large fraction
of thermal electrons will fill it, leaving a hole in their site of origin. This kind of
impurities are called acceptors as they catch electrons and the doped material is
called “p-type”, where holes are then majority charge carriers.

After their formation, electrons and holes take part in a random thermal motion
that results in their diffusion away from the point of origin, described by the Einstein
relationship

D =
kBT

e
µ. (12.4)

where D is the diffusion coefficient. Typical mobility µ values at 300 K are µn =
1350 cm2 V−1 s−1 for electrons and µp = 450 cm2 V−1 s−1 for holes, respectively [220].
If an electric field is applied, placing electrodes at the boundaries of the silicon vol-
ume, electrons and holes will tend to move in opposite directions. The motion is
a combination of a random thermal velocity and a net drift velocity parallel to the
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direction of the applied electric field. At low to moderate values of electric field in-
tensities, the drift velocity, for both electrons vn and holes vp, is proportional to the
applied field E according to vi = µiE (i = n, p). As a consequence of the different
mobility values, for the same electric field intensity, electrons are faster than holes.
At higher electric field intensities, the number of random collisions per unit time in-
creases and the drift velocity reaches saturation. While drifting, the charge carriers
are also diffusing.

The motion of either electrons or holes constitutes a current that will persist until
those carriers are collected at the electrodes. The total measured current I is the
sum of the two separate contributions. Therefore, given a semiconductor with bulk
thickness t and surface area A, the current that will flow when a voltage V is applied
across the thickness is

I = In + Ip = Ae(nvn + pvp) = Ae
V
t
(nµn + pµp).

The resistivity of a semiconductor is defined as

ρ =
1

e(nµn + pµp)
(12.5)

and it is an important parameter for silicon sensors as it relates the applied voltage
to the flowing current

ρ =
AV
It

. (12.6)

12.2 The p-n junction

The contact of two regions with different doping in the same crystal, one p-type and
the other n-type, forms a p-n junction. Regardless of the technological procedures
leading to the realization of this type of junction, it is a thin area of fast transition
from the p-doped region, rich in positive charge carriers, to the n region, doped with
donors and rich in negative charge carriers. Thus in the junction, a strong concentra-
tion gradient of charge carriers is present, which causes the motion of carriers from
regions of high concentration to regions of low concentration. As a consequence of
the diffusion of electrons from n-type material into p-type material, and vice versa,
holes from p-type to n-type material, the charge carriers recombine, forming a space-
charge region (SCR) depleted of free charge carriers. This depleted region extends
on the two sides of the junction. As a result, one side hosts electron acceptor sites
not compensated by free holes (p-type), and the other contains positively charged
empty donor sites not compensated by electrons (n-type). The accumulated space
charge creates an electric field that, at equilibrium (i.e. without any external voltage),
prevents further diffusion across the junction: a steady-state charge distribution is
established and is described by the mass action law

np = n2
i = NC NVe−

EC−EV
kBT . (12.7)

The region over which the charge imbalance exists is the depletion region, as
there are no free charge carriers. If the concentrations of donors on the n side and
acceptors on the p side are equal, the depletion region extends at equal distances to
both sides. If the donor concentration in the n-type material is much higher than
that of acceptor atoms in the p-type (p-n+ junction), the electron diffusing across the
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FIGURE 12.1: The diagrams display (a) a simple visualization of the atomic and charge
configuration, (b) the doping profile, (c) the mobile charge density, (d) the space charge
density and (e) the electrical field configuration. All states are depicting the equilibrium
state, without any external voltage applied. Taken from Ref. [219].

junction will tend to travel a greater distance into the p-type material before recombi-
nation with holes, so that the depletion region would extend farther into the p side.
In the opposite case (p+-n junction), vice versa, the depleted region would extend
farther into the n side. A schematic representation of the atomic and charge config-
uration, doping profile, mobile charge density, space charge density, and electrical
field configuration across the p-n junction is shown in Fig. 12.1

By equipping both the p and the n region of the junction with an electrical connec-
tion, a “two terminals electronic device” is obtained, called a junction diode whose
main feature is to have a highly non-linear current-voltage relation. If the diode is in
a state of thermodynamic equilibrium, i.e. has a uniform temperature and is not con-
nected to energy sources, the two terminals, supposed made of the same metal (e.g.
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FIGURE 12.2: Direct (left) and reverse (right) polarization of a p-n junction. On the top
(bottom) the electrical connections (potential distributions) are shown. Vj (black dashed
line) is the the junction potential built-in voltage in absence of a voltage source while the
red solid line represents the potential when the source is connected. Taken from Ref. [226].

copper), will be at the same electric potential. The electric potential of the diode,
the junction potential built-in voltage Vj, is of the order of a few millivolts and is
represented by the black dashed line in Fig. 12.2.

By connecting the diode junction to a voltage source VD, two cases are possible
depending on the sign of the applied voltage, illustrated in Fig. 12.2. On the left,
the voltage source, applying a positive voltage to the p side with respect to the n
side, constrains the potential barrier between the two regions to a lower value than
that corresponding to the junction potential Vj, causing the diffusion of holes from
the p region to the n region and of electrons in the opposite direction. These flows
correspond to a current IF (forward or direct current) in the direction indicated by
the arrow. This current increases exponentially with the increase of VD. In this
condition, the diode is in forward bias. On the right, the potential barrier is forced
to a higher value with respect to the Vj equilibrium potential, inducing a further
removal of electrons and holes from the transition region, extending it. The diode
is now in the reverse bias condition. In this configuration, only a weak current IR
(reverse or leakage current) flows, six to ten orders of magnitude lower than IF.
The reverse bias configuration is used to detect particles: By reducing the number
of charge carriers in the silicon, and expanding the depletion region, it allows the
detection of the e-h pairs generated by a particle passing through the material. The
interaction of particles with silicon is summarized in Sec. 12.3.

12.2.1 Reverse bias configuration

In the reverse bias configuration, the width of the depletion zone d, the electric field,
and the potential ϕ as a function of the applied voltage can be calculated by solving
the one-dimensional Poisson’s equation:

d2ϕ

dx2 = −̺(x)
ǫ

(12.8)



164 Chapter 12. Silicon sensors

where ǫ is the dielectric constant of the material and ̺ the charge density. For a p-n
junction with constant doping concentrations on both sides, the total width of the
depletion region is

d = xn + xp =

√

2ǫ

e

( 1
NA

+
1

ND

)

(V + Vj) (12.9)

where xn and xp are the depletion lengths on the n and p side with concentra-
tions ND and NA, respectively, V the externally applied voltage. For a p+-n junc-
tion (NA > 1018 cm−3, ND ∼ 1012 cm−3), the term 1/NA in Eq. 12.9 can be ne-
glected, meaning that the space charge region is extending much deeper into the
lower doped side of the junction. Furthermore, the built-in voltage is small com-
pared to typical operation voltages and can therefore be neglected. With these as-
sumptions

d ≃ xn ≃
√

2ǫ

e
1

ND
V. (12.10)

Many semiconductor detectors are operated with sufficient reverse bias voltage so
that the depletion region extends through the total thickness, creating a fully de-
pleted detector. This configuration is used since charges created in the space charge
region can be collected. In contrast, charges created in the non-depleted zone re-
combine with free majority carriers and are lost. The full depletion voltage Vdep is
obtained replacing d in Eq. 12.10 with the detector thickness t:

Vdep =
eN
2ǫ

t2 (12.11)

where N is the dopant concentration on the side of the junction that has lower
dopant level. The full depletion voltage is an essential parameter of the sensors.
If the applied bias exceeds the full depletion voltage, the device is said to be over-
depleted.

12.3 Interaction of particles with silicon

Silicon can be employed for the detection of different kinds of radiation, here focus
is given to the interaction of charged particles in the context of high energy physics.

When a charged particle passes through a material, e.g., a semiconductor, the
overall significant effect is the production through ionization of many electron-hole
pairs along its trajectory. The energy deposition always leads to the creation of equal
numbers of holes and electrons, whether the semiconductor is intrinsic or doped.
The number of pairs neh depends on the total energy loss Eloss and the average en-
ergy expended by the charged particle to produce one pair ε, so that

neh =
Eloss

ε
.

The average energy loss dE of a charged particle traversing a length dx in a medium
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(usually called the stopping power
〈

− dE
dx

〉

of the material) is described by the Bethe-
Bloch formula:

〈

− dE
dx

〉

= 4πNAr2
e mec

2ρz2 Z
A

1

β2

[1
2

ln
2mec

2β2γ2Wmax

I2 − β2 − δ(βγ)

2
− C

Z

]

(12.12)

where the absorber medium is described by

• I the mean excitation energy,

• Z the atomic number (Z=14 for Si),

• A the atomic mass,

• ρ the density (2.3296 g cm−3 for Si) ,

• δ the density effect correction,

• C the shell corrections

and the incident particle by

• z the charge of the incident particle,

• β = v/c, with v the incident particle velocity

• γ = (1 − β2)−
1
2 ,

• Wmax the maximum kinetic energy which can be imparted to a free electron in
a single collision.

Additionally the first factor in Eq. 12.12, K = 4πNAr2
e mec

2 = 0.307 MeV cm2 g−1,
contains the following fundamental constants:

• NA is the Avogadro’s number,

• re the classical electron radius,

• me the electron mass,

• c the speed of light.

Eq. 12.12 is valid if the mass m of the incident particle is m ≫ me.
Fig. 12.3 shows the stopping power as a function of βγ = p/Mc for positive

muons in copper over nine orders of magnitude in momentum. For the energy of
about ten MeV, the 1/β2 term in Eq. 12.12 is dominant, and the stopping power
decreases with increasing energy. At βγ ≈ 3, a broad minimum is reached. At
higher energies, the logarithmic term leads to a slow rise again, which is eventually
cancelled by the density correction. A particle with an energy loss in the minimum
of Eq. 12.12 is called a Minimum Ionizing Particle (MIP). All ionizing detectors are
based on this process. The sensor design must enable the detection of MIPs with a
significant signal/noise (S/N) ratio.

It is important to mention that the energy loss in a finite medium is subject to
statistical fluctuations. The number of collisions in a finite medium, as well as the
energy transfer per scattering, varies. The first effect can be described by a Poisson
distribution, while the latter is described by a function first deduced by Landau. The
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FIGURE 12.3: Mass stopping power (
〈

− dE
dx

〉

) for positive muons in copper as a function
of βγ = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in
kinetic energy). Solid curves indicate the total stopping power. Vertical bands indicate
boundaries between different approximations discussed in the text. Taken from Ref. [15].

Landau distribution of the charge spectra is shown in Fig. 12.4. In rarer cases, the
transferred energy is large, and the so called δ-electrons are created. They are respon-
sible for the long asymmetric tail towards high-charge deposits. The most probable
value (MPV) of energy transfer is significantly lower than the average value. For
silicon, the average energy used for the creation of one electron-hole pair is 3.6 eV,
about three times larger than the band-gap of 1.12 eV, because part of the deposited
energy is used for phonon creation. For a MIP, since

〈dE
dx

〉∣

∣

∣

min
= 1.664 MeV g−1 cm2,

the most probable number of electron-hole pairs generated in 1 µm of silicon is 76,
while the average is 108. This means that a MIP generates a signal of about 11000
electron-hole pairs in sensors of 150 µm thickness. In a volume of 1 × 1 × 0.15 cm3

of an intrinsic Silicon substrate at room temperature, there are about 2.25 × 108 free
charge carriers. The signal created by the 1.1× 104 electron-hole pairs generated by a
MIP is negligible in comparison. The free charge carriers must be reduced by several
orders of magnitude to detect the transit of the particle. This can be achieved by
cooling to very low temperatures or by depleting the silicon volume of free charge
carriers using p- and n-type silicon in a reverse-biased p-n junction configuration
described above and is the typical use of silicon as a particle detector.

If the incident particle is an electron, the assumption m ≫ me is not valid and
Eq. 12.12 must be modified accordingly, considering the scattering of two identi-
cal and undistinguishable particles. At low energies electrons and positrons pri-
marily lose energy by ionization. While ionization loss rates rise logarithmically
with energy, bremsstrahlung (photon emission by an electron accelerated in the nu-
cleus Coulomb field) losses rise nearly linearly, and dominates above a critical en-
ergy of a few tens of MeV in most materials. Nevertheless stopping powers for e−,
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FIGURE 12.4: A Landau distribution. The distribution displays ionized charge over noise
in 500 µm silicon from cosmic particles (≈ MIP) arriving at low incident angle in a 3.8 T
field. The distribution shows the difference between Mean Value (MV) and Most Probable
Value (MPV), also the fairly un-symmetric tail of the distribution from δ-electrons is visible.
Taken from Ref. [219].

e+, and heavy particles in silicon are similar: The minimum value for electrons is
1.50 MeVg−1 (at γ = 3.3); for positrons, 1.46 MeVg−1 (at γ = 3.7), and for muons,
1.66 MeVg−1 (at γ = 3.58) [15].

12.4 Silicon for planar pixel detectors

Silicon has many uses for radiation detection and is the ideal material for tracking
applications. This is due to its relatively low atomic number that results in a rela-
tively low energy loss of highly energetic particles (Eq. 12.12). The working principle
of silicon based detectors is illustrated in Fig. 12.5, where a charged particle traverses
the silicon material creating electron-hole pairs in the depleted volume that drift in-
side the lattice according to the applied electric field and are collected at the respec-
tive electrodes. The drift of the produced charges in the electric field creates the
electric signal used to detect the particle, which is already generated when the e-h
pairs start to move. The instantaneous current i is given by Ramo’s theorem [227]:

i = eEWv (12.13)

where v is the drift velocity and EW the weighting field, obtained by applying unit
potential to the electrode under consideration and zero potential to all others. The
weighting field of a pad detector, away from the device edges and assuming the
lateral dimensions of the collecting electrode ≫ the thickness, is a linear function of
the depth. Therefore, the induced charge is the same for any part in the drift path
and for e-h pairs created in the middle of the detector, both charge carriers induce
the same signal on one electrode.

One of the advantages of using silicon for tracking is the possibility to build
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FIGURE 12.5: Cross sectional view of a silicon detector traversed by a charged particle
creating electron-hole pairs in the depleted volume that drift inside the lattice according to
the applied electric field and are collected at the electrodes. Taken from Ref. [228].

highly granular detectors granting excellent position resolution. In fact, silicon sen-
sors can be segmented in order to achieve information on the particle position when
passing through the detector. To obtain unambiguous two-dimensional information,
a charge-sensitive detector must provide fine segmentation in both dimensions. The
detector electrodes can be segmented to form strips or pixels. In a strip detector,
only one spatial coordinate per layer is measured, therefore to obtain both coordi-
nates from the same detector, either both sides have to be segmented, or information
from multiple planes has to be combined together. Pixel detectors, in contrast, mea-
sure both spatial coordinates on the same side of the sensor so that segmentation is
necessary only on one side. In a segmented planar detector, the highly doped elec-
trodes are introduced by implantation or diffusion through a mask to form the strip
or pixel electrodes, each of them forming a p-n junction. In hybrid detectors, like the
ones used in the studies presented in this thesis, the produced silicon sensor has to
be connected to the readout chip. The readout chip has the size of the sensor with
the same channel pattern. It is is placed on top of the sensor, bump bonded to it.

Due to segmentation, the read-out electrodes dimensions are usually smaller
than the thickness and the weighting field differs from the pad detector case. In
pixel detectors the last part of the charges drift induces the majority of the signal and
charges drifting toward the read-out electrodes provide most of the signal while the
ones drifting toward the backplane do not contribute significantly.

Pixel detectors are able to simultaneously meet two fundamental requirements
of tracking at modern particle accelerators:

• The possibility of studying short-lived particles: Such particles decay after a
few picoseconds in daughter particles which have to be measured close to the
interaction point with an accuracy of ≈ 0.1 cτ 6 0.3 mm for a lifetime τ of 1 ps.

• The capability of coping with the increasing interaction rates and energies (and
therefore the number of particles produced per collision): accuracy is not the
sole relevant parameter. The many other particles produced in the collision
complicate the reconstruction and the ability to associate hits to the correct
track. Additionally, if the granularity is not fine enough, multiple particles
could end up in the same channel.

In HEP experiments, pixel detectors, as reported in Ref. [229], are used for:
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FIGURE 12.6: Signals in two adjacent pixels as function of the impact position x. Detector
with binary readout without charge sharing (a), with binary readout with charge sharing
(b), and with analog readout (c). Taken from Ref. [221].

• Pattern recognition and identification of particle tracks at large background
and pileup levels

• Measurement of primary and secondary vertices;

• Multi-track separation and vertex identification in the core of (boosted) jets;

• Momentum measurement of particles (together with other detectors, like strip
detectors);

• Measurement of specific ionization.

12.4.1 Spatial resolution

Among the many factors determining the spatial resolution of a pixel detector, such
as the read out mode or the reconstruction algorithm, the pixel pitch is the most
significant. In this section the theoretical expectation for the resolution given the
pitch size is described while a comparison of measurements obtained from pixel
sensors with different segmentations is presented in Sec. 13.1.

The three different configurations in Fig. 12.6 are explained in the following. In
all three cases a pixel pitch p is considered centred at the origin of the x axis. The
detector is hit by a uniform density of particles.

In Fig. 12.6 (a), the case of a detector with binary readout is shown. In this case
no charge sharing among pixels is considered and thus only particles hitting the de-
tector between ±p/2 trigger a signal in Pixel 0. With these assumptions, the average
difference between the real impact position and the measured impact position, cor-
responding to pixel center, is given by the square root of the variance of the uniform
distribution: σ = p/

√
12.

Examining the case in Fig. 12.6 (b), binary readout in presence of charge shar-
ing, particles hitting the detector in the area indicated by s generate signal in more
than one pixels. For the events in which two pixels show a signal from the same
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particle the expected resolution is s/
√

12 while if only one pixel is triggered σ =
(p − s)/

√
12. The resolution is thus improved by charge sharing. In the considered

binary readout examples, a pixel could have been only in two states: with or with-
out signal. In Fig. 12.6 (c) the analog readout is considered and pixels show a signal
proportional to the collected charge. In the region where more pixels are sharing
the signal, different algorithms can be used to reconstruct the particle impact point
while when the signal is present in only one pixel the resolution is still limited to
σ = (p − s)/

√
12. The group of pixels showing a signal from the same particle is

called cluster.
The center-of gravity (CoG) algorithm can be applied to reconstruct the position

xrec for any number of pixels in the cluster:

xrec =
∑ Qi · xi

∑ Qi
(12.14)

where Qi and xi are the signal and the center of the i-th pixel in the cluster, respec-
tively. Other reconstruction algorithms are mentioned in Chapter 13.

12.5 Radiation Damage

Silicon sensors are used to detect particles but the prolonged exposition to a source
of radiation can damage them. This is especially relevant for pixel detectors that
for their high granularity are placed in the innermost region of collider experiments,
exposed to high radiation fluences.

It is common practice to divide radiation-induced effects into surface and bulk
damage. The pixel modules will be affected by both surface damage, mostly caused
by Ionizing Energy Loss in the readout chip, and bulk damages, due to Non Ionizing
Energy Loss (NIEL) in the sensor substrate.

12.5.1 Bulk damage

Bulk damage is due to the interaction of incident particles with the silicon lattice
atoms. While particles traversing the detector most commonly ionize the material,
they also interact with the nuclei via electromagnetic and strong forces. Such interac-
tions are mostly not reversible: Atoms are displaced, and many kinds of defects can
originate. Figure 12.7 presents a diagram explaining the most common bulk damage
defect types that will be briefly described in the following.

To remove a silicon atom from the lattice, a 25 eV minimum recoil energy is
required [230], meaning an electron must have at least 260 keV of energy. At the
same time, the heavier protons and neutrons only need 190 eV.

The displacement of an atom of the semiconductor material from its normal lat-
tice site is generated by charged particles interacting with the lattice through the
Coulomb force, transferring small energy amounts and thus creating these short
distance defects. The vacancy left behind, together with the original atom now at
an interstitial position, constitute the Frenkel pair. The void becomes a trapping site
for usual charge carriers. These are called point defects to distinguish them from
more complex clusters of crystalline damage that are formed along the track of a
primary “knock-on” atom if sufficient energy is transferred (about 2 KeV). Typically,
electrons and protons, as they interact electromagnetically with the nucleus, cause
point defects, while neutrons, tend to create clusters. The different effects of charged
and neutral particles can be observed in Fig. 12.8.
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FIGURE 12.7: The figure shows a diagram of the most important typologies of atomic dis-
placements in the lattice after collision with traversing particles. As abbreviation, vacan-
cies are labelled V, interstitials I, di-vacancies V2. Impurities are labelled with their atomic
sign, their index defines their position as substitute or interstitial. Taken from Ref. [219].

FIGURE 12.8: Simulation of vacancy formation, produced by 10 MeV protons (left), 24 GeV
protons (middle) and 1 MeV neutrons (right). The plots are projections over 1 µm of depth
and correspond to a fluence of 1014 cm−2. Taken from Ref. [231].

The NIEL hypothesis allows to compare the damage caused by the different
types of particles with different energies by normalizing the radiation damage. The
NIEL is expressed by the displacement damage cross section D(E) defined by [223]

D(E) = ∑
i

σi(Ekin)
∫ ER,max

Ed

fi(Ekin, ER)P(ER) dER (12.15)

where the sum is over all the possible interactions. σi is the cross section of the
process i and fi(Ekin, ER) is the probability of having a collision of a particle with Ekin,
transferring a recoil energy ER. Ed is the minimum energy required for dislocation
damage (≈ 25 eV [224, 231]). Finally, P(ER) is the Lindhard partition function [224],
describing the fraction of energy going into silicon atom displacement. For instance,
P(ER) ∼ 50% for 10 MeV protons while P(ER) ∼ 42% for 24 GeV protons. Also
P(ER) ∼ 43% for 1 MeV neutrons [231].

As standard, the 1 MeV neutron equivalent fluence [neq/cm2] is used and ab-
breviated with Φeq. It corresponds to Dneutron(1MeV)/cm2 = 95 MeVmb/cm2. This
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convention allows to make comparison among radiation damage from different par-
ticles and different energies by using a numerical scale factor κ defined as the ratio
of the individual damage particle factor for a given energy and 1 MeV neutrons

κ =

∫

D(E)ϕ(E) dE
95 MeVmb Φ

=
Φeq

Φ
. (12.16)

Vacancies, interstitials, and complex clusters create new levels in the band gap of
a semiconductor and therefore change its elementary properties. The damage to the
lattice created by traversing particles and the following defects diffusion processes
must be considered to operate an irradiated sensor. Defects diffusion happens be-
cause interstitials and vacancies have high mobility at temperatures T > 150 K. As a
consequence, Frenkel pairs could recombine, and complex defects could appear. The
first phenomenon is short-range and therefore happens with a shorter time constant,
while the latter happens with a longer time constant. This temperature-dependent
process is called annealing and has a beneficial part that reduces the damage and a
degrading one, the reverse annealing part, whose effect is evident also for macro-
scopic sensor properties as an increase in depletion voltage and leakage current.
Beneficial annealing is a short-term process that mitigates the harmful effects of irra-
diation. Reverse annealing instead takes place for a longer time, further degrading
the silicon. As already mentioned, the formation of complex defects produces new
energy states in the band-gap, changing the electric properties of the material. There
are mainly three macroscopic manifestations of the defects in reverse biased silicon
detectors:

• increase of the leakage current

• changes in effective doping concentration and in full depletion voltage

• charge trapping.

12.5.1.1 Leakage current

The formation of mid-gap states facilitates the transition of electrons from the va-
lence to the conduction band leading to an increase of the leakage current in the
depletion region. Fig. 12.9 shows the linear dependence of the of leakage current I
from the fluence Φeq received by the silicon sensor. The current variation ∆I nor-
malized to the sensitive volume V is strictly proportional to the irradiation fluence
according to [232, 233]:

∆I
V

= αΦeq, (12.17)

where α, the current-related damage rate, is independent of material type and resis-
tivity. Thanks to the linear increase of the current over several orders of magnitude,
diodes can be used to determine the particle fluence by the increase of current.

The leakage current is also strongly dependent on the temperature T according
to:

I ∝ T2e−
Ea

2kBT (12.18)

where Ea is the activation energy (1.19–1.21 eV [234]). Thus, to keep the leakage
current low, irradiated detectors should be operated and stored at low temperatures.
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FIGURE 12.9: Fluence dependence of leakage current for silicon detectors produced by
various process technologies from different silicon materials. Taken from Ref. [223].

(A) (B)

FIGURE 12.10: Left: Change in the depletion voltage respectively the absolute effective
doping concentration as measured immediately after irradiationas a function of fluence.
Taken from Ref. [235]. Right: Annealing behaviour of the radiation induced charge in the
effective doping concentration ∆Ne f f at 60 ◦C for a fluence of 1.4 × 1013cm−2. Taken from
Ref. [223].

12.5.1.2 Effect on doping concentration and bias voltage

As a consequence of irradiation, the doping concentration of the sensor may vary.
For instance, donors could be removed and acceptor-like defects with a negative
space charge could be generated throughout the bulk, leading to variations in the
effective doping concentration Ne f f = |ND − NA|.

Figure 12.10a shows the fluence dependence of the effective doping concentra-
tion and the full depletion voltage. Starting with an n-doped material, the effective
doping concentration decreases until the number of donors and acceptors are equal
and a type-inversion occurs. At the inversion point, the effective doping concen-
tration is zero and silicon behaves as if it were intrinsic. With further irradiation,
the acceptors begin to dominate, and the bulk material is now effectively of p-type.
Following the sign inversion of the space charge, the p-n junction moves from the
p+side of the sensor to the n+side and the depletion zone grows from there.
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As it was shown in Eq. 12.11, the full depletion voltage depends on the dop-
ing concentration: following the changes of Ne f f in Fig. 12.10a, initially, the deple-
tion voltage decreases to theoretically zero at the inversion point, and then rises
again with the effective bulk doping concentration. Therefore, the bias voltage must
be adjusted during the irradiation process to ensure full depletion. The fluence at
which the inversion takes place depends on the initial doping concentration. For
instance, high-resistivity sensors have a low initial donor density and reach the in-
version point with less fluence than those of low resistivity.

Figure 12.10b displays a complex annealing behaviour, commonly described by
the Hamburg model [223, 236, 237]:

Ne f f = Ne f f ,Φ=0 − ∆Ne f f (Φ, Ta, t)

= Ne f f ,Φ=0 − [NC(Φ) + Na(Φ, Ta, t) + NY(Φ, Ta, t)]
(12.19)

where NC describes the fluence dependence of the effective doping, and the other
two terms describe the change of the effective doping after the irradiation and are
therefore also dependent on the storage temperature Ta and time t. After irradiation,
as shown in Fig. 12.10b, the effective doping concentration decreases to a minimum,
reached after about one week at room temperature (beneficial annealing), and slowly
increases afterwards (reverse annealing). In order to slow down this increase, irra-
diated detectors have to be kept cool also outside running periods.

12.5.1.3 Charge trapping effect

The additional energy levels caused by the crystal defects can be filled by carriers
produced by traversing particles. If these carriers are trapped for a time longer than
the collection time, they do not contribute to the signal and are lost, leading to a
degradation of the Charge Collection Efficiency (CCE). The CCE is defined as the
ratio of the total charge observed to the actual deposited charge. A high concentra-
tion of trapping centres also reduces the CCE. The trapping time τi (with i = n, p for
electrons and holes, respectively) characteristic of the trapping process related to the
defect type t is given by [238]

1
τi

= ci(1 − ft)Nt,

where ci is the capture coefficient, ft is the defect occupancy and Nt the defect con-
centration. Trapping can be reduced by collecting electrons instead of holes because
they have higher mobility, resulting in a higher velocity, and are thus less prone to
trapping. In addition, the charge collection efficiency can be partially restored by
applying a higher bias voltage. So, while the efficiency curve of non-irradiated de-
tectors reaches its plateau at the full depletion voltage, irradiated sensors need con-
siderable “over biasing” beyond this voltage. However, increasing the bias might
reduce the charge sharing between neighbouring pixels and thus reduce the accu-
racy of position measurements.

12.5.1.4 Surface Damage

The term surface damage summarizes all defects in the covering dielectrics, such
as the Silicon Dioxide and the Silicon-dielectric interface. Since the crystal structure
of SiO2 is highly irregular, displacement of single atoms due to irradiation does not
lead to macroscopic changes. Ionization in the oxide, however, is not fully reversible
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and can cause steady changes in the interface properties. One consequence is the
growth of a positive fixed oxide charge, which saturates after some kGy. This oxide
charge changes the electric field in the silicon bulk close to the surface and may lead
to an electric breakdown. A further effect of radiation is the generation of interface
states leading to a surface-generated current when the space charge region reaches
the surface.

12.6 Sensor prototypes

The sensors probed for this study [239] are planar n+p sensors with a p+ backside
implant produced by Hamamatsu Photonics K.K. (HPK) [240]. They have an ac-
tive thickness of 150 µm and a pixel size of 100×25 µm2; both p-stop and p-spray
technology were tested for the pixel isolation. The depletion voltage is 75 V. Sev-
eral design variants have been produced to identify the ones satisfying the Phase-2
requirements. More studies focusing on fundamental sensor properties like hit ef-
ficiency and signal-to-noise ratio have also been performed and the results are pre-
sented in Ref. [241–243].

All sensors used in this study have been bump-bonded to PSI ROC4Sens read-
out chips [244]. The ROC4Sens chip, developed at the Paul Scherrer Institute in
Switzerland based on the PSI46 chip [96] (IBM 250 nm), allows for detailed charge
collection studies due to its nonsparsified readout. The details of the ROC4Sens chip
are presented in Sec. 12.6.1.

Modules constituted of the sensor bump-bonded to the readout chip are glued
to a 1.56 mm thick Printed Circuit Board (PCB). To reduce the material, an open
window is present in the PCB behind non-irradiated sensors. For irradiated modules
instead, 50 µm of Copper are deposited on the back of the PCB to ensure the thermal
contact with the cooling elements.

The readout chip’s staggered 50×50 µm2 bump-bond pattern matches the de-
signs in Fig. 12.11, where five top views of 2 × 2 pixel cells of the designs used in
the resolution measurements presented in this study are shown. In Figures 12.11a
and 12.11b (12.11d and 12.11e) the variants have p-stop (p-spray) isolation. The de-
signs in Figs. 12.11b and 12.11e have structures intended to mimic the routing of the
RD53A [245] chip, the prototype for the final CMS readout chip (not covered in this
study, more studies with the RD53A demonstrator chip can be found in Ref. [243]).
The design in Fig. 12.11c features a common punch-through, to simultaneously bias
the 4 shown pixel cells.

The thin pixel sensors used in this work are produced with the two following
substrate options

• Physical thinned (FTH): A sensor with standard thickness is thinned to 150 µm;

• Si-Si direct bonded (FDB): A high resistivity float zone wafer and a low resistiv-
ity handle wafer are bonded together. The float zone (handle) wafer is thinned
down to an active thickness of 150 µm (50 µm), resulting in a total thickness of
200 µm.

Sensors with the five variants of Fig. 12.11 were used in groups of three sensors
to compose the Dreimaster, as described in the next chapters. Table 12.1 summarizes
the sensor combinations occurred in the studies presented in this thesis.

The proton irradiation to φeq = 2.1 × 1015 cm−2 was performed at the PS-IRRAD
Proton Facility at CERN [246] with a beam momentum of 24 GeV. The neutron ir-
radiation to φeq = 3.6 × 1015 cm−2 was performed in the TRIGA Mark II reactor in
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upstream reference DUT Irradiation downstream reference Resolution Measurement Runs (Optimal angle)
Nr. Design Nr. Design [φeq/1015 cm−2] Nr. Design [µm]
148 P-stop RD53A routing (FDB) 150 P-stop basic (FDB) 0 163 P-spray RD53A routing (FDB) 3.18 ± 0.02 “small" angle scan 2775-2781 (2779)
109 P-stop basic (FTH) 148 P-stop RD53A routing (FDB) 0 110 P-stop common punch-through (FTH) 3.23 ± 0.02 Angle scan 2735 - 2760 (2743)
148 P-stop RD53A routing (FDB) 146 P-spray basic (FDB) 0 163 P-spray RD53A routing (FDB) 3.22 ± 0.03 “small" angle scan 2769-2773 (2773)
148 P-stop RD53A routing (FDB) 163 P-spray RD53A routing (FDB) 0 150 P-stop basic (FDB) 3.26 ± 0.03 Momentum scan 2832 -2840 (2832)
148 P-stop RD53A routing (FDB) 120 P-stop basic (FTH) 2.1, proton 163 P-spray RD53A routing (FDB) 5.00 ± 0.02 Angle scan 2793-2817 (2801)
148 P-stop RD53A routing (FDB) 130 P-stop basic (FDB) 2.1, proton 109 P-stop basic (FTH) 5.6 ±0.1 Momentum scan 1800, 1810-1821 (1820)
148 P-stop RD53A routing (FDB) 194 P-stop basic (FDB) 3.6, neutron 150 P-stop basic (FDB) 5.00 ± 0.02 Angle and bias scans 3763-3839 (3839)

TABLE 12.1: The table lists the spatial resolution of the design variants described in Fig. 12.11 at the optimal angle for resolution. Each sensor is uniquely
identified by the listed number. The beam momentum was 5.6 GeV for all the measurements reported in the table. All non-irradiated sensors were operated
at 120 V. “Small" angle scan refers to an angle scan performed around the optimal angle for resolution, to identify it.
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(A) (B)

(C)

(D) (E)

FIGURE 12.11: Top views of 2× 2 pixel cells of the designs used for the resolution measure-
ments. The bump-bond pads (purple circles) are arranged in a staggered pattern matching
the ROC4Sens readout chip pattern. Red areas represent the p-stop, green dashed areas
are n+ implants and the purple dashed areas are made of metal. The orange squares iden-
tify the connection between the metal and the implant. The schemes in Fig. 12.11a and
Fig. 12.11d represent a basic design, with p-stop and p-spray isolations, respectively. The
designs Fig. 12.11b and Fig. 12.11e have structures intended to mimic the routing of the
RD53A chip, the prototype for the final CMS readout chip, with p-stop and p-spray isola-
tions, respectively. Fig. 12.11c has a common punch-through.

Ljubljana [247]. In both cases the readout chip was irradiated together with the sen-
sor to which it was bump-bonded.

To prevent annealing, the sensors are stored cold, except for irradiation, transport
and handling. To limit the leakage current during data taking, irradiated sensors
were cooled to ≈ −24 ◦C.

12.6.1 ROC4Sens readout chip

All sensors used in this study have been bump bonded to PSI ROC4Sens read-out
chips [244]. The ROC4Sens chip, developed at the Paul Scherrer Institute in Switzer-
land, allows for detailed studies of the sensor properties and of sensor irradiation
tests, thanks to its high radiation tolerance.

It covers an area of 7.848 mm × 9.778 mm and was designed in the same 250 nm
CMOS technology employed also for its predecessor, the PSI46 chip, which proved
a good radiation tolerance [248]. The pixel array comprises 155 pixels along the
short edge (columns) and 160 pixels along the long edge (rows), for a total of 24800
pixels. The ROC4Sens chip has a thickness of 700 µm. The pitch is 50 × 50 µm2 and
each pixel hosts an octagonal bump bond pad with a 15 µm width. The staggered
bump bond pads allows also sensors with a 100×25 µm2 pitch to be bump-bonded
to it. The main characteristics of the ROC4Sens chip are the absence of on-pixel zero-
suppression, to allow for unbiased studies of the charge collection on sensors, and
an analogue measurement of the pulse height. Moreover, it is equipped with a fast
pixel front end amplifier and a mechanism to inject calibration pulses.
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FIGURE 12.12: The ROC4Sens pixel readout scheme. The main elements that can be ob-
served are the signal pre-amplifier and shaper, the sample-and-hold capacitor and the shift
registers for the pixel selection. The place of injection of the calibration pulse is also shown.
Taken from Ref. [244].

As it is designed for sensor testing, it has no on-chip programming interface to
minimise the circuit blocks to be recalibrated after irradiation and a readout target-
ing a frame rate of 1 kHz to collect large event samples in beam tests. A schematic
drawing of the ROC4Sens pixel is presented in Fig. 12.12. On each pixel, the signal
is processed by a pre-amplifier and a shaper, ensuring a fast pulse shaping, neces-
sary for the conditions at the LHC. The full signal can be stored for readout in the
sample-and-hold (S & H) capacitor. The storage of a hit is triggered from outside the
chip and the trigger signal is distributed to all pixels simultaneously. Once a hit is
being stored, the pixel cannot accept new incoming hits.

Two separate Shift Registers (SR row and SR col) are employed to select the pixels
for read out and calibration.

All pixels of the same column are connected to the same column bus and ampli-
fier at the end of the column.

Vana and Vdig are the supply voltages of the analogue circuit and the digital
logic on each pixel, respectively. In idle, at the nominal voltage Vdig ≈ 2.2 V the
current consumption of the digital logic is 35 mA. For the nominal voltage Vana ≈
1.9 V, the current consumption of the analogue circuit is 150 mA, corresponding to
a current consumption of about 6 µA per pixel, evenly split between the shaper and
the pre-amplifier.
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13 | Spatial resolution measurements

Pixelated silicon detectors are state-of-the-art technology to achieve precise track-
ing and vertexing at collider experiments, designed to accurately measure the hit
position of incoming particles in high rate and radiation environments. In the last
decades, the pixel pitch has constantly been reduced to cope with the experiments’
needs of achieving higher position resolution and maintaining low pixel occupancy
per channel. Thus, when designing and testing sensor prototypes, their spatial reso-
lution is one of the key quantities to establish their suitability for the future employ-
ment in the target experiment. The sensor spatial resolution has not been uniquely
defined in literature and different techniques can be adopted for its measurement.
In Sec. 13.1 an overview of resolution measurements in literature is introduced and
the limiting factors to the precision of the position measurement in silicon sensors
are presented. Then, the method used in this thesis work is described in Sec. 13.2.
The optimization of the track selection criteria and the definition of spatial resolu-
tion is then discussed. Finally, the final choices applied to the results in Chapter 14
are summarized.

The content of this and the next chapter has been collected and adapted by the
author of this thesis to result in the public note in Ref. [249] and has been accepted
by the Nuclear Instruments and Methods in Physics Research (Section A).

The author of this work took part in the data taking, performed the presented data analysis
and the reported literature review. The work was performed under the supervision of Prof.
Dr. Erika Garutti, in collaboration with Dr. Andreas Hinzmann and Dr. Daniel Pitzl. Finn
Feindt developed the online acquisition software and some of the data corrections applied in
this work. Dr. Jörn Schwandt designed the sensors. Dr. Georg Steinbrück organized the
test beam periods. Dr. Aliakbar Ebrahimi, Finn Feindt, Prof. Dr. Erika Garutti, Dr. Paolo
Gunnellini, Caroline Niemeyer, Dr. Daniel Pitzl, Dr. Jörn Schwandt, Dr. Georg Steinbrück
and the author of this thesis contributed to the data taking. Prof Emer. Dr. Robert Klanner
contributed to the discussion about validity and limitations of the employed method.

13.1 Measurements in literature

The precision of the particle’s position measurement is determined by the segmen-
tation of the detector used. Figure 13.1 presents spatial resolution measurements
collected from a selection of the available literature performed using pixel detectors
of different designs and dimensions, ordered by decreasing pitch sizes. The beam
was perpendicular to the sensors for all measurements. It shows that reducing the
pixel size greatly improves the resolution, which in many cases is better than the
binary resolution of pitch /

√
12. Full markers refer to hybrid detectors, where the

pixel sensor is bump-bonded to a readout chip. This constitutes a limitation on the
dimension of the pixel size: each channel has to be individually connected through
bump-bonding to the corresponding channel of the readout chip. The reduction of
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FIGURE 13.1: Left: Selection of spatial resolution measurements from a selection of the
available literature performed using non-irradiated silicon pixel sensors of different de-
signs and dimensions. The measurements are ordered by decreasing pitch sizes. The
legend reports the bulk type, the thickness, the readout chip (when applicable), and the
residual width definition. When in a paper more measurements are available, e.g. dif-
ferent cluster sizes or algorithms used, the most simple and general one is reported here.
Full (empty) markers refer to measurements performed with hybrid (monolithic) detec-
tors. Black markers refer to hadronic high momentum beams, blue to low momentum
leptonic beams, and light blue to unknown beam conditions. The red star (circle) refers
to the measurement presented in this thesis (obtained on samples of the same submission
but different pitch). The solid black line is the binary resolution of pitch /

√
12. More de-

tails can be found in Table 13.1. Right: Same measurements, with the resolution divided
by the binary resolution (pitch /

√
12) to enhance the differences between measurements.

Published in Ref. [249].

the pixel cell area is therefore limited by the achievable logic density of the elec-
tronic needed to amplify, discriminate, and process the hit information [229]. The
65 nm CMOS technology achieved a pixel size of 50 × 50 µm2 in the readout chip,
allowing the realization of 50 × 50 µm2 and 100 × 25 µm2 sensor pixel cells, whose
area is six times smaller than the one used in the current CMS pixel detector [98].
The ultimate limit to the size reduction due to bump bonding is considered to be at
5-10 µm [250]. These challenges can be avoided by employing monolithic detectors
(empty markers in Fig. 13.1) that are able to allocate high density CMOS circuitry
in smaller pixel cells and therefore achieve an outstanding spatial resolution. The
radiation hardness of such devices has been recently improved [251].

Besides the size of the readout electronics, additional effects limit the reduction
of the pixel pitch and the consequent improvement of the spatial resolution. Pixel
pitches much smaller than the distance in which charges spread due to diffusion
(4–8 µm for typical 150–200 µm thickness) would result in excessive charge shar-
ing [229]. Furthermore, simulation studies [252] on 2 × 2 × 10 µm3 pixel cells show
that the resolution becomes worse than pitch /

√
12 as the probability of a minimum

ionizing particle traversing the pixel without any charge deposition is non-negligible
with such small pixels, reducing the cluster size. The hit position resolution is addi-
tionally limited to approximately 1 µm by the presence of delta electrons [253]. Sub-
micron precision is expected to be achieved, despite delta electrons, with stacked
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sensors [254, 255] in applications where multiple scattering in the detector material
does not affect the measurements.



18
2

C
h

ap
te

r
13

.
S

p
at

ia
l

re
so

lu
ti

o
n

m
ea

su
re

m
en

ts

Legend Ref. Pixel cell [µm2] Res. [µm] Def. Cluster size Sensor type Thickness [µm] Bias Voltage [V] Threshold [ke] S/N Hit Algorithm Unc. [µm] Beam TB Setup ROC T [◦C]
� [256] 100×150 50.2 Generalized error function all n+-in-n, planar 285 200 2.0 - CoG (‡) 0.08 (stat), 0.28 (syst) (*) DESY, e, 5.2 GeV EUDET, 3.4 µm [257] PSI46digV2.1-r 17
� [256] 100×150 32.7 Generalized error function all n+-in-n, planar 285 200 2.0 - CoG (‡) 0.09 (stat), 0.21 (syst) (*) DESY, e, 5.2 GeV EUDET, 3.4 µm [257] PSI46digV2.1-r 17
' [258] 25×100 ∼ 28.9 RMS 1 n-in-p, planar 150 50 1.5 - Pixel center - CERN, π, k and p, 120 GeV EUDET, 6.8µm [257] RD53A (LIN FE) -

[259] 100×150 26.5 Gauss all n-in-n, planar 285 150 2.4 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 8 µm PSI46digV2.1-r RT
$ [261] 100×150 22.9 RMS in ± 1/2 pitch all n-in-n, planar 285 150 ∼ 1.5 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 6 µm PSI46digV2.1-r RT

[262] 75×50 20 Reduced RMS, N=2 1 DEPFET 50 - - (⋄) ≈ 40 CoG +η - (§) EUDET/AIDA [263] - -

[262] 75×50 10.8 Reduced RMS, N=2 2 DEPFET 50 - - (⋄) ≈ 40 CoG +η - (§) EUDET/AIDA [263] - -

[264] 55×55 16 Gauss all n, 3D 285 10 1.52 - CoG+η 0.2 CERN (π 120 GeV ) (⊖) Timepix3 ASIC (ToT) RT-
© [265] 55×55 14 Gauss - n-on-p, planar 200 200 - - - - SPS, CERN (⊖) Timepix3 ASIC (ToT) -

[264] 55×55 10 Gauss all p+-on-n, planar 300 100 1.52 - CoG+η 0.1 CERN (π 120 GeV ) (⊖) Timepix3 ASIC (ToT) -

[264] 55×55 4.4 Gauss all p+-on-n, planar 300 10 1.52 - CoG+η 0.2 CERN (π 120 GeV ) (⊖) Timepix3 ASIC (ToT) -
N [243] 50×50 15 Generalized error function all n-in-p, planar 150 120 0.7 - CoG - DESY, e, 5.2 GeV EUDET, 3.4 µm [257] RD53A RT
� [266] 50×400 14 (�) RMS all n-in-n, planar (SSGb) 200 150 ∼ 3.0 - CoG 0.3 (stat) CERN, π, 180 GeV microstrip 3-5 µm FE-A/FE-B -9

[262] 75 or 50×50 12.8 Reduced RMS, N=2 1 DEPFET 50 - - (⋄) ≈ 40 CoG +η - (§) EUDET/AIDA [263] - -

[266] 50×400 12.7 (�) Gauss all n-in-n, planar (SSGb) 200 150 ∼ 3.0 - CoG 0.3 (stat) CERN, π, 180 GeV microstrip 3-5 µm FE-A/FE-B -9

[266] 50×400 12.1 (�) Gauss all n-in-n, planar (ST2) 280 150 ∼ 3.0 - CoG 0.3 (stat) CERN, π, 180 GeV microstrip 3-5 µm FE-A/FE-B -9

[266] 50×400 10.7 (�) Gauss all n-in-n, planar (ST1) 280 150 ∼ 3.0 - CoG 0.3 (stat) CERN, π, 180 GeV microstrip 3-5 µm FE-A/FE-B -9

[266] 50×400 10.5 (�) Gauss all n-in-n, planar (SSG) 280 150 ∼ 3.0 - CoG 0.3 (stat) CERN, π, 180 GeV microstrip 3-5 µm FE-A/FE-B -9
' [258] 50×50 ∼ 14.5 RMS 1 n-in-p, planar 100 50 1.0 - Pixel center - CERN, π, k and p, 120 GeV EUDET, 6.7µm [257] RD53A (LIN FE) -
a [242] 50×50 12.18 Reduced RMS, N=6 all n-in-p, planar 150 120 ∼ 0.4 100 CoG 0.04 (stat) DESY, e, 5.2 GeV EUDET [257] ROC4Sens RT
$ [261] 50×300 9.8 Gauss all n-in-n, planar 285 150 ∼ 1.5 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 6 µm PSI46digV2.1-r RT

[259] 50×300 8.9 Gauss all n-in-n, planar 285 150 2.4 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 8 µm PSI46digV2.1-r RT

[262] 75 or 50×50 5.7 Reduced RMS, N=2 2 DEPFET 50 - - (⋄) ≈ 40 CoG +η - (§) EUDET/AIDA [263] - -
f [267] 130×40 13 - - (⊘) - - - - - - - - ATLASpix_Simple -
f [268] 32×24 1.6 RMS 2×2 DEPFET 450 200 - 120 CoG +η 0.1 CERN, π, 120 GeV 6 sensors telescope - RT

[269] (>) 30×30 4.3 Gauss all SOI sensors 500 130 (•) ≈ 100 CoG 0.1 CERN, π, 120 GeV (⊖) - RT
⊠ [270] 30×30 2.7 Gauss all MimoTel 14 (⊙) - - - - - CERN, π, 120 GeV EUDET - RT

[271] 28×28 ∼ 6 RMS In range ± 20 µm all High-Resistivity CMOS - 6 0.05 (⊛) - CoG + η - CERN π, k and p, 120 GeV (⊖) Investigator chip -
△ [267] 25×25 8 - - High-Voltage CMOS C3PD 50 - - - - - - - - - -
$ [261] 25×600 7.7 Gauss all n-in-n, planar 285 150 ∼ 2.0 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 6 µm PSI46digV2.1-r RT
' [258] 25×100 ∼ 7.2 RMS 1 n-in-p, planar 150 50 1.5 - Pixel center - CERN, π, k and p, 120 GeV EUDET, 6.8µm [257] RD53A (LIN FE) -
H [272] 25×100 ∼ 6.2 Student-t all p DRIE column, 3D 130 30 0.9 - CoG - DESY, e, 5.2 GeV EUDET [257], 3.8-6.2 µm RD53A RT

[259] 25×600 5.8 Gauss all n-in-n, planar 285 150 2.4 - CoG - FNAL, p, 120 GeV Pixel telescope [260], ∼ 8 µm PSI46digV2.1-r RT
N [243] 25×100 5.8 Generalized error function all n-in-p, planar 150 120 1.0 - CoG - DESY, e, 5.2 GeV EUDET, 3.4 µm [257] RD53A RT
⋆ This thesis 25×100 5.61 Reduced RMS, N=6 all n-in-p, planar 150 120 ∼ 0.4 77 ± 6 CoG 0.03 (stat) DESY, e, 5.6 GeV Dreimaster ROC4Sens RT
▽ [273] 25×25 ∼ 5 - - CLICpix2 prototype 130 - - - - - - - (÷) -

[274] 24×24 4.2 - - DEPFET 450 200 - 110 CoG (†) 0.16 CERN, π, 180 GeV 5 sensors - -
f [268] 32×24 1.2 RMS 2×2 DEPFET 450 200 - 120 CoG +η 0.1 CERN, π, 120 GeV 6 sensors telescope - RT
♦ [275] 21×21 ∼ 3 Gauss - (⊳) 15 60-100 - 27 - - CERN SPS Eudet telescope 2.3 [257] - -
9 [276] 20×20 1.35 - 5×5 SOI 0.2 µm 500 - - 300 - - - - - -
f [268] 20×20 1 RMS 3×3 DEPFET 450 200 - 200 CoG +η 0.1 CERN, π, 120 GeV 6 sensors telescope - RT
⊠ [257] 18.4×18.4 ∼ 2-3 Gauss all (�) 50 - (#) - - 0.01 (stat), 0.08 (syst) DESY, e, 6 GeV EUDET DATURA [257] - 18

⊠ [277] 13.75×13.75 1.12 Gauss >1 SOI 0.2 µm 114±6 60 ($) (⋆) CoG+η 0.03 (stat+syst) CERN, π, 200 GeV 3 SOImager-2 sensors SOImager-2 RT
⊠ [270] 10×10 0.85 Gauss all Mimosa18 14 (⊙) - - - - - CERN, π, 120 GeV EUDET - RT
© [278] 8×8 0.6 Gauss - FPIX SOI 0.2 µm 400 70 - 310 CoG 0.01 FNAL, proton, 120 GeV 3 FPIX telescope - -

TABLE 13.1: Spatial resolution measurements at vertical incidence for non-irradiated silicon pixel sensors. When in a paper more measurements are available, e.g. different cluster sizes or algorithms used, the most simple and general one is reported here.

Bold in the pitch column highlights the direction of the measurement. The track fitting algorithm has been omitted as the procedures could not be shortly summarized in the table and we refer to the primary papers for this information.

(‡) Measurement using cluster skewness as parametrization are also described and improve the position resolution significantly; (*) For measurement at 27.1◦ . These measurements were not optimized for data taking at vertical incidence, but at specific incidence

angles matching the conditions of the target experiment; (§) CERN (π, 120 GeV) / DESY (e, 4 GeV); (⊖) Timepix3 Telescope, 2.3 µm [279]; (�) Telescope extrapolation uncertainty not subtracted; (>) Later publication [280] with generalization of the standard

η-correction adapted for arbitrary cluster sizes obtains 1.5 µm for the FZ-n wafer and about 3.0 µm for the Double SOI Czochralski type p wafer; (⊘) Monolithic High-Voltage CMOS; (†) Measurements with η corrections and laser calibration are also present. Spatial

resolution has been further improved, in a later publication 2D correction and energy split correction are added [281]; (•) Two Seed Method (TSM). (⊛) Analysis threshold, triggering threshold is 0.15 ke; (÷) 5-bit time-over-threshold (ToT); (⊳) n in p, High Voltage

CMOS; (�) AMS 350 nm CMOS technology; (#) Charge in a single pixel ≥ 6×noise; ($) Double Threshold method. (⋆) seed 5 + neighbour 3; (⋄) The seed pixel threshold is indicated as a multiple of the pixel noise, the threshold on the neighbouring pixels is 12

times the noise; (⊙) Active thickness. The total thickness is 700 µm. Published in Ref. [249].
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13.2 Spatial resolution measurement method

This part of the thesis work aims to characterize the position resolution along the
25 µm pitch of 100×25 µm2 pixel sensor candidates for the Inner Tracker (IT) Phase-
2 upgrade of the CMS detector. The sensors are introduced in Sec. 12.6.

13.2.1 Motivation

The spatial resolution benefits from a reduced pixel size but it deteriorates with ra-
diation damage. The pixel modules will be affected by both surface damage, mostly
caused by ionizing energy loss in the readout chip, and bulk damage, due to non-
ionizing energy loss in the sensor substrate. The creation of bulk defects changes
the sensor macroscopic properties and reduces the charge collection efficiency. To
choose suitable candidates for the Phase-2 upgrade, it is mandatory to evaluate the
performance of irradiated sensors. Since radiation damage varies for different parti-
cle types, both proton and neutron irradiation have been performed. The challenge
of these measurements is to provide high resolution tracking and, at the same time,
the possibility to operate the irradiated sensors at low temperature (≈ −30 ◦C) as in
the experiment.

The measurements have been performed in the DESY II test beam facility [282]
using an electron beam with momenta between 1 and 6 GeV, a constant absolute mo-
mentum spread σp of (158 ± 6) MeV over the full momentum range and divergence
dα = 1 mrad. The EUDET-type beam telescope [257] available at the facility has a re-
markable track resolution that allows measurements of the spatial resolution along
the 25 µm direction of non-irradiated sensors [243, 272]. When measuring the reso-
lution of irradiated sensors, the Detector Under Test (DUT) material increases due to
the additional cooling equipment. As a consequence, the effective track resolution is
degraded, especially when rotating the DUT to perform measurements at different
beam incidence angles. In the rotated DUT configuration the material increases and
a wider separation of the upstream and downstream telescope stations is required.
The approach presented in this thesis does not rely on an external reference tracking
detector and allows for the measurement of the spatial resolution along the 25 µm
pitch of non-irradiated and irradiated sensors. The setup can be rotated simulta-
neously with respect to the beam axis to perform measurements at different beam
incidence angles.

13.2.2 Experimental setup

Three parallel equidistant planes of sensors (referred to as Dreimaster1) have been
mounted along the beam axis, as shown in Fig. 13.2a. Figure 13.2b is a close up
on the Dreimaster, where the 20 mm spacing between planes, the adjustable common
turn angle and the 25 µm thick Kapton entrance window are visible. The metal tubes
allow the circulation of a coolant liquid from an ethanol-based chiller to control the
temperature of the irradiated DUTs. For thermal isolation and to prevent condensa-
tion, the plastic box can be closed, wrapped with ArmaFlex insulation and flushed
with dry air. The cooling and insulation elements are shown in Fig. 13.3.

The material in front of each sensor is minimized to reduce the effect of multiple
Coulomb scattering (MS) of the low energy electron beam as depicted in Fig. 13.4,
showing a sketch of the setup with the naming convention for the three planes. Thus,

1Dreimaster is the German word for three-master, a ship with three masts.
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(A) (B)

FIGURE 13.2: Left: Image of the Dreimaster in the DESY test beam area. The incoming beam
is indicated by the red arrow. Elements of the data taking setup described in Sec. 13.2.3 are
also indicated. Right: Close up on the Dreimaster. The three parallel equidistant planes of
sensors are visible. The beam entrance window and the adjustable common turn angle are
also indicated. Published in Ref. [249].

this method allows performing spatial resolution measurements with a pixel pitch
of 25 µm at different beam incidence angles and while cooling irradiated devices.

The two external planes serve as reference to reconstruct the tracks of the incom-
ing particles, while the central plane is the DUT.

In the following, the method adopted to perform the resolution measurements is
addressed. First, the data taking procedure is explained (Sec. 13.2.3), then the event
reconstruction and the alignment process (Sec. 13.2.4) are described. In Sec. 13.2.5
the spatial resolution is defined, and finally in Sec. 13.2.6 the offline analysis is pre-
sented. Definitions and applied selections are summarized in Sec. 13.2.7.

13.2.3 Data taking

The PSI ROC4Sens readout chip, to which the sensors are bump-bonded, allows for
data taking without zero suppression, making it a powerful tool for sensor stud-
ies. After receiving an external trigger, the analog signal of each pixel cell can be
stored. An event rate around 150 Hz is reached, limited by the USB2.0 connection
between the Digital Test Board (DTB) and the data acquisition computer. The DTB is
a dedicated FPGA board and features a digitizer with 12 bit resolution. To save disk
space, the digitized signals are stored for a 7×7 pixel cell region-of-interest, centred
around a pixel above threshold. Such seed threshold is defined for each pixel as 4
times the noise, given by the Root Mean Square (RMS) of the pixel response in the
absence of particles. This procedure is described in detail in Ref. [242]. The signal is
corrected for baseline oscillations (pedestal) by subtracting the average pulse-height
of the first and last pixel in the corresponding column of the region-of-interest. The
external trigger is provided for all the three sensors by scintillators upstream of the
Dreimaster. Each of the chips to which the sensors are bump-bonded is read-out
through a DTB that sends out a BUSY signal while the sensors’ analog signals are
read-out. To ensure data integrity, a new acquisition can start only when none of
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(A) (B)

FIGURE 13.3: Left: Image of the Dreimaster in the DESY test beam area. The incoming
beam is indicated by the red arrow. The middle plane is cooled through the circulation of
liquid from an ethanol-based chiller, as visible from the condensed air around the cooling
tube. The dry air tube is inserted in the dedicated entrance at the bottom of the device.
Right: The Dreimaster is fully closed and wrapped with ArmaFlex insulation.

the three DTBs is in BUSY state. For each configuration, 90k events were collected.
Higher statistics was achieved in specific cases.

13.2.4 Reconstruction and Alignment

The track reconstruction is performed in several steps. First, contiguous pixels with a
signal above the offline threshold (see Sec. 13.2.6) are clustered together. The cluster
charge is the sum of the charge collected by each pixel in the cluster. The cluster
position is determined with the Center-of-Gravity (CoG) method from the row and
column coordinates of the pixels in the cluster. The η-algorithm [283, 284] would
yield better performance especially for small incidence angles, while the head-tail
algorithm [285] improves the resolution at large incidence angles. For this work the
CoG method was chosen and used consistently for all the analyses. The absolute
results may therefore still be improved with optimized algorithms. Here emphasis
is given to the relative variation of the resolution after irradiation and as a function
of the pixel threshold around the optimal angle.

In Fig. 13.4, a sketch of the setup shows the naming convention for the three
planes that will be used in the following.

For the reconstruction of the tracks of the incoming particles, in each plane the
cluster local (row, column) coordinates are translated into the global (x, y) coordi-
nate system. The origin of the global coordinate system coincides with the center of
sensor B, with the x-axis defined along the 25 µm pitch:

x = row ∗ pitchx − lx/2
y = column ∗ pitchy − ly/2,

with pitchx = 25 µm, pitchy = 100 µm, and lx = 8 mm and ly = 7.8 mm being the
sensor’s dimensions.
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FIGURE 13.4: Sketch of the setup for the resolution measurements (not to scale). Three
parallel equidistant planes of sensors (Dreimaster) are mounted along the beam axis with
a 20 mm spacing between planes and an adjustable common turn angle. The two external
planes (A and C) are used as reference to reconstruct the tracks of the incoming particles,
while the central plane (B) is the DUT. The thin gray area represents the sensor, first ele-
ment to be encountered by the beam (red arrow) in each module, followed by the read-out
chip (black area) and the PCB support (green area). Published in Ref. [249].

FIGURE 13.5: Scheme of the alignment parameters (in red) between planes B (in blue) and
C (in black). The solid black line show the current position of C while the dashed line
show the ideal position of C once aligned with B. The parameters with respect to B and A
are similarly defined. In a), the alignment parameters f x

C and f y
C taking into account the

relative position in x and y of B and C are shown. In b), αC, parametrizing rotations around
the z axis, is indicated. In c), the correction γ accounting for rotation around the y-axis is
shown. Published in Ref. [249].

The global coordinate system takes into account also the differences between
the assumed and the actual location of the detectors, corrected through an iterative
alignment procedure. In the alignment procedure the three Dreimaster planes are as-
sumed to be parallel, the position of the central plane B is fixed and the two external
planes A and C are aligned with respect to B. The alignment parameters described
in the following are drawn in red in Fig. 13.5, where for clarity only planes B and C
are shown.

Four parameters ( f x
i , f y

i with i=A, C) take into account the relative position in x
and y of the central and external planes (Fig. 13.5, a)). The f x

i ( f y
i ) parameters are

obtained by measuring the residual difference between the x (y) coordinate in the i
and B plane. For the x coordinate, f x

i corresponds to the mean of the residual dis-
tribution extracted through a Gaussian fit while for the y coordinate the histogram
mean is used. A different method is used due to the different pitch size in the two di-
rections. In Fig. 13.6 the residual distributions from which the f x

C and f y
C parameters

are extracted are shown for a non-irradiated sensor at the optimal angle.
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FIGURE 13.6: Residual distributions from which the parameters f x
C (top) and f y

C (bottom)
are extracted. The distributions on the left (right) are the residuals at the beginning (end)
of the alignment procedure. The Gaussian fit on the x residuals is also shown.

The coordinates are updated as:

xi → xi − f x
i

yi → yi − f y
i .

Two parameters (αA and αC) allow for rotations around the beam axis z (Fig. 13.5,
b)). The αi parameters correspond to the slope of the linear function fitted to the
distribution of the residual difference of the x coordinate on the i and B planes (with
i=A, C) as a function of the yB coordinate. The fitting procedure is shown in Fig. 13.7.
The angular correction is applied through a rotation matrix as:

xi → xi cos(αi)− yi sin(αi)

yi → yi sin(αi)− yi cos(αi).
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FIGURE 13.7: Distribution of the residual difference of the x coordinate on the C and B
planes as a function of the yB coordinate. The red curve is the linear fit from which the
parameter αC is extracted. The distribution on the left (right) is at the beginning (end) of
the alignment procedure.

One additional parameter γ (Fig. 13.5, c)) is introduced once a preliminary align-
ment is in place to correct the x coordinate for rotations around the y-axis, initially
excluded by the assumption of parallel planes: xi → (1+ γ)xi, with i=A, C. Also the
γ parameter corresponds to the slope of a linear fit (Fig. 13.8). The fit is performed
on the distribution of dx3 = xB − (xA + xC)/2 as a function of the xB coordinate.

In Fig. 13.9 the values assumed by a selection of the alignment parameters at
each iteration are shown. The initial value of all parameters is zero. At the first
step only f x

i and f y
i are corrected (Fig. 13.9a). Subsequently, αi is taken into account

(Fig. 13.9c). Last, the γ correction is estimated and applied (Fig. 13.9d). Fig. 13.9b
shows the small adjustments of f x

i due to the corrections introduced by the angular
parameters.

Once all transformations and corrections are applied to the coordinates, the re-
sulting coordinate system is skewed and non-Cartesian.

The alignment procedure is repeated when sensors in the Dreimaster are exchanged
or when the beam incidence angle θ is varied, as this is achieved through mechanical
movements of the setup. Each time the procedure is iterated until the variation of
the alignment parameters with respect to the preceding iteration is stable and con-
sistent with zero, with sub-micron and sub-mrad precision for f x

i and f y
i and the

rotation parameters, respectively. In Sec. 13.2.6.1 the effect of different thresholds on
the alignment parameters is reported.

A problem related to the use of the CoG algorithm with threshold cuts can be
observed in Figs. 13.6d and 13.10. Since the resolution is measured along the x di-
rection, the explanation focuses on Fig. 13.10 and the cluster size. The cluster size,
here and in the following, is defined as the number of rows in a cluster. The residual

∆x = xB − xA + xC

2
(13.1)

distribution shown in Fig. 13.10 has a 2-peak structure for events with cluster size 1
in the central plane. The peaks are separated by pitchx/2 = 12.5 µm. They are due
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FIGURE 13.8: Distribution of the residual difference dx3 = xB − (xA + xC)/2 as a function
of the xB coordinate. The red curve is the linear fit from which the parameter γ is extracted.
The distribution on the left (right) is at the beginning (end) of the alignment procedure. At
xB ≈ 4 the edge of the sensor is reached and larger values of 〈dx3〉 are observed. Such
events do not affect the alignment procedure.

to events with cluster size 1 in all three sensor planes which are reconstructed at the
centres of the pixels independent of the particle position. If the angular divergence
of the beam and the distance between the sensors are small, a fraction of events will
have the same reconstructed position in all three sensors and peaks appear in the ∆x
distribution. If the reconstructed position in one of the outer planes differs by pitchx
and the position in the other outer plane remains the same, the prediction in the
central plane changes by pitchx/2, which explains the observed distance between
the peaks. The actual position of the two peaks in the ∆x distribution and their fre-
quency depends on the relative alignment of the pixels in the three sensor planes on
the micrometer scale. Therefore, the determination of the resolution has a signifi-
cant systematic uncertainty if the fraction of cluster size 1 events is large, which is
the case for small angles of the particles to the normal of the sensors. It is assumed
that for larger angles, in particular for the optimal angle, the effect of this correlation
on the reconstructed positions is negligible, as the number of 1 pixel clusters is re-
duced. In Fig. 13.11, residual distributions at larger angles are presented, showing a
single peak structure.

13.2.5 Spatial resolution definition

Clusters fulfilling the quality requirements described in Sec. 13.2.6 are used to re-
construct the tracks, defined as all possible combinations of straight lines linking a
cluster in the A plane with a cluster in the C plane.

Each track is then interpolated to the central plane, in order to measure the resid-
ual difference ∆x between the measured impact point on the DUT sensor and the
predicted impact point from the track reconstruction, defined in Eq. 13.1.

Fig. 13.12a shows example residual distributions after the requirements in Sec. 13.2.6
are applied.
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FIGURE 13.9: Values assumed by a selection of the alignment parameters at each step of
the alignment procedure. Top: f x

C, on the left for all iterations, on the right the zoom shows
the small adjustments of f x

i due to the corrections introduced by the angular parameters.
Bottom left: αC. Bottom right: γ.

Different methods have been used in literature (see Table 13.1) to estimate the
width of the residual distribution. The approaches can be divided in two main sub-
categories:

• The width is the σ of a (generalized) Gaussian function

• The width is the RMS (in a certain range) of the residual distribution.

In this thesis, a reduced RMS as described below is used as an estimator of the spa-
tial resolution due to non-Gaussian tails, for example because of delta electrons or
the clustering algorithm. The usual RMS calculation can result in overestimating the
width of the distribution due to the impact of the tails. Thus, the reduced RMS δ∆x
has been introduced to reduce the influence of the tails in the evaluation of the dis-
tribution width. The reduced RMS is obtained recursively excluding the tracks with
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FIGURE 13.10: Residuals, ∆x, for a non-irradiated sensor at vertical beam incidence angle.
Filled areas of different colors represent the stacked contribution of different size clusters.
Mean (µ), RMS, skewness (µ̃3) and kurtosis (µ̃4) combining all cluster sizes (legend) and
for the different cluster sizes (boxes) are also reported. Published in Ref. [249].
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FIGURE 13.11: Residuals, ∆x, for a non-irradiated sensor for the optimal (left) and a shal-
low beam incidence angle (right). Filled areas of different colors represent the stacked
contribution of different size clusters. Mean (µ), RMS, skewness (µ̃3) and kurtosis (µ̃4)
combining all cluster sizes (legend) and for the different cluster sizes (boxes) are also re-
ported. Published in Ref. [249].

|∆x| > N·RMS. The procedure is repeated until the RMS converges to a stable value
δ∆x. For the measurements described in this thesis the range was set to ±N·RMS
with N = 6 and ≈ 99% of the tracks satisfying the requirements in Sec. 13.2.6 have
been used in the evaluation of the spatial resolution.

Figure 13.12b shows again the residual distribution, this time with vertical lines
indicating the range where the RMS converges to the stable values reported in the
legend. The double peak structure at θ = 0◦ is due to the impact of single pixel
clusters, as shown in Fig. 13.10.

In Table 13.2 different methods of estimating the residuals distribution width are
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FIGURE 13.12: Residual ∆x distribution. Different lines refer to different incidence angles
θ. Left: A logarithmic scale is used to show the distribution tails. Right: Vertical lines
indicate the range in which the RMS converges to the stable values reported in the legend
and used to estimate the Dreimaster resolution. The legend also contains the mean µ of the
residual distribution and the fraction of tracks in the range indicated by the vertical lines.
Published in Ref. [249].

compared for a non-irradiated sample at the optimal angle. The same cluster quality
requirements described in Sec. 13.2.6 are applied. For the fit functions, the same
definitions as in Ref. [256] are employed. Two cases have been considered. In the
first one, the fit has been performed over the full residuals distribution (Fig. 13.13a).
Since the tails cannot be described by the fits, in the second case the fit has been
restricted to ± 3σ of the width obtained in the first case (Fig. 13.13b).

Depending on the method, the width varies by up to 25% (more than 1 µm) with
respect to the width definition adopted in this study, the reduced RMS δ∆x (± 6
RMS).

Measurement method Width [µm]
Gaussian 3.40 ± 0.02

Gaussian (± 3σ) 3.14 ± 0.02
Generalized Error Function 2.98 ± 0.03

Generalized Error Function (± 3σ) 3.13 ± 0.05
Student’s t 3.02 ± 0.02

Student’s t (± 3σ) 3.12 ± 0.03
RMS 4.86 ± 0.02

RMS (± pitch) 3.97 ± 0.02
RMS (± pitch/2) 3.60 ± 0.02

δ∆x (± 3 RMS) 3.41 ± 0.02
δ∆x (± 6 RMS) 3.96 ± 0.02

TABLE 13.2: Spatial resolution for a non-irradiated sensor for a beam incidence angle of
8.8◦. Different residual width definitions are compared. The range in which the width has
been estimated is specified in brackets. If nothing is specified the full range has been used.
Published in Ref. [249].
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FIGURE 13.13: Residual ∆x distribution fitted with a Gaussian function. Left: A logarith-
mic scale is used to show the distribution tails. Right: The fit has been restricted to ± 3σ of
the width obtained in the left case.
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method as a function of N. Different marker colors and styles refer to different flu-
ences. The vertical dashed line marks the value used throughout this work. Published
in Ref. [249].

In the reduced RMS method described in Sec 13.2.5, N=6 is chosen to maintain
a stable fraction of tracks used in the resolution estimation for different fluences
and beam incidence angles. Figure 13.14 shows the RMS and the number of tracks
entering its calculation as a function of N. For small N values, a smaller range is con-
sidered, leading to better resolution but a lower number of tracks used. Increasing N
both the estimated residual width and the number of tracks entering the estimation
converge to stable values.

The reduced RMS δ∆x of the residual distribution from measurements taken un-
der the same conditions yields the Dreimaster resolution, with the contribution of all
the three planes.

The Dreimaster method enables the measurement of the spatial resolution σx in
the plane of the central inclined sensor.

Under the assumptions that the positions determined in the three planes of the
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Dreimaster have the same resolution σ0
x and that they are uncorrelated, which how-

ever is not the case for small angles, σ0
x can be obtained from δ∆x:

σ0
x =

√

2
3

δ∆x. (13.2)

The assumption of same resolution in each plane is valid for three non-irradiated
sensors. The assumption of uncorrelated resolutions is valid for tracks formed by
hits reconstructed as center-of-gravity of a cluster having a size ≥ 2. This is, for
small angles, not the majority of the cases, as shown in Fig. 13.10. For a proper
treatment of clusters with size 1 a correction of the introduced bias should be applied
first, as presented for instance in Ref. [286]. In addition, only Gauss functions have
the property that the convolution of two Gauss functions is again a Gauss function.
However, the resolution function of a single sensor can be very different from a
Gauss function, as discussed above, and multiple scattering causes significant non-
Gaussian tails. Equation 13.2 is therefore not always correct and its applicability
should be carefully considered and verified against simulation.

When the central plane is irradiated a similar calculation can be used, consider-
ing the single hit uncertainty of the central plane as different from the one of the two
reference planes. The spatial resolution σφ

x is obtained from the following formula,
using for each setup configuration the resolution of the non-irradiated planes from
Eq. 13.2,

σφ
x =

√

δ2
∆x −

1
2

σ0
x

2
. (13.3)

It has to be noted that Equations 13.2–13.3 do not take into account the signif-
icant multiple scattering contribution, present at the beam momenta at which the
measurements are performed. MS contributions are addressed in the next chapter
(e.g. Eq. 14.2).

13.2.6 Cluster quality requirements

Only clusters fulfilling specific requirements are used in the track reconstruction.

13.2.6.1 Offline threshold

First of all, to reduce spurious hits from noise, an offline threshold is applied to all
pixels. A pixel is considered in the subsequent clustering step if its pulse-height
after pedestal subtraction is higher than the offline threshold. Such threshold has
been selected as the one providing the best performance in terms of resolution at the
optimal angle for charge sharing. Figure 13.15a shows the number of reconstructed
clusters and the average cluster size as a function of the offline threshold. A too
low offline threshold results in including noisy pixels in the clusters. In the extreme
case of no offline threshold applied, all pixels in the region-of-interest would form
a single large cluster, potentially connecting more “true” clusters originated from
different hits. Thus, at low thresholds very large clusters are observed and the total
amount of clusters is lower than at higher thresholds. On the contrary, if the offline
threshold is too high, the detection efficiency will be degraded. The thresholds are
expressed as a percentage of the MPV of the cluster charge distribution. The MPV
is obtained from the fit of a Landau function convolved with a Gaussian function to
the cluster charge distribution at the optimal angle for charge sharing.
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FIGURE 13.15: Left: Number of reconstructed clusters and average cluster size as a func-
tion of the offline threshold. The horizontal dashed line marks the expected cluster size
from charge sharing at the beam incidence angle at which the measurement was per-
formed. Right: Resolution and cluster size as a function of the offline threshold. Different
markers refer to different irradiations. For an easier comparison of the performance of sen-
sors with different irradiations, threshold percentages have been rounded. In both figures,
the vertical dashed lines show the offline thresholds used throughout this study. Published
in Ref. [249].

In the following, the word threshold will be used to refer to the offline threshold
for brevity.

To improve the precision of the position measurements, different thresholds were
applied depending on the type and level of irradiation to take into account the dif-
ferent amount of noise in the sensors: 6.6% for non-irradiated sensors, 12.7% for
proton-irradiated sensors at φeq = 2.1 × 1015 cm−2 and 9.5% for neutron-irradiated

sensors at φeq = 3.6 × 1015 cm−2. In Fig. 13.15b the impact of the applied threshold
on the resolution and the cluster size on sensors with different irradiations is shown.
The non-irradiated sensor module is the least affected by different thresholds, but
at higher thresholds a shift of the optimal angle towards higher values has been
observed. The proton-irradiated sensor is the one showing a larger degradation of
the resolution and increase in cluster size at low thresholds. The effect of apply-
ing the same threshold on all sensors despite the different irradiation level has been
checked. If a 6.6% threshold, preferred for the non-irradiated sensor, was applied
to the irradiated sensors the measurement would be affected by high noise level: at
such threshold the average cluster size of the proton-irradiated sensor is 25% higher
than expected from charge sharing. Raising the threshold to 12.7%, preferred for the
proton-irradiated sensor, while measuring the resolution of the non-irradiated sen-
sor would not affect the result at small beam incidence angles but would deteriorate
the resolution at shallow angles by ≈ 5%.

The effect on the alignment of applying different thresholds has been checked
for the proton-irradiated sensor module, whose resolution is the most affected by
the threshold cut, at the optimal angle. Figure 13.16 shows the values assumed by
a selection of the alignment parameters at each iteration. While the parameters as-
sume different values during the alignment procedure, depending on the applied
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FIGURE 13.16: Values assumed by a selection of the alignment parameters at each step of
the alignment procedure, different markers and lines refer to different thresholds. Top: f x

C,
on the left for all iterations, on the right the zoom shows the small adjustments of f x

i due
to the corrections introduced by the angular parameters. Bottom left: αC. Bottom right: γ.

threshold, they all converge to zero once the alignment is completed. The final val-
ues assumed by all the parameters for the three different thresholds are reported in
Table 13.3.

Online and offline thresholds are summarized in Table 13.4.
Figure 13.17 shows the cluster size distributions for a non-irradiated and a proton-

irradiated sensor at different beam incidence angles θ with the 6.6% and 12.7% thresh-
old applied, respectively. While in both cases the cluster size increases for increasing
angles as expected from charge sharing, the proton-irradiated sensor has a lower
average cluster size, due to the higher threshold.
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Parameter Offline Threshold [%]
6 12 20

fx
A [µm] 0.005± 0.1 0.006± 0.1 -0.001± 0.1

fy
A [µm] 7e-05± 0.5 0.0005± 0.5 -0.0003± 0.5

αA [mrad] -2e-06± 0.2 4e-06± 0.2 5e-06± 0.2
fx
C [µm] -0.0001± 0.1 0.0003± 0.1 0.0003± 0.1

fy
C [µm] -0.0004± 0.5 -0.0002± 0.5 0.0002± 0.5

αC [mrad] -9e-07± 0.2 2e-06± 0.2 -3e-06± 0.2
γ [mrad] -2.7e-05± 0.2 -0.00022± 0.2 2e-09± 0.09

TABLE 13.3: The table lists the final values assumed by all the alignment parameters for
three different thresholds for the alignment of the proton-irradiated sensor at the optimal
angle. The final variation is consistent with zero with submicron precision for all alignment
parameters.

Irradiation Average seed offline Thr. MPV
[φeq/1015 cm−2] pixel thr. [%] [%] [ADC counts]

0 7.5 6.6% 183
2.1, proton 20.2 12.7% 118

3.6, neutron 11.6 9.5% 159

TABLE 13.4: The table lists the online and the offline thresholds used in this analysis as
a percentage of the cluster charge MPV, for the fluences under study. The non-irradiated
sensor module was operated at a bias voltage of 120 V and room temperature. The irra-
diated sensor modules were measured at a bias voltage of 800 V and temperature of ≈
−24 ◦C. Published in Ref. [249].

13.2.6.2 Track requirements

For a non-irradiated sensor, typically one cluster per event is recorded in each plane.
In ≈5% of the events with at least one cluster, also a second (noise) hit is recorded.
The number of events with more than two hits is << 5%.

If the distance between any of the pixels in two different clusters is lower than
600 µm, only the cluster with the higher charge will be used in the track recon-
struction to eliminate remaining noise contributions. Furthermore, since more clus-
ters can be present outside the 600 µm radius, only the cluster with the smallest

dxy =
√

(xB − (xA + xC)/2)2 + (yB − (yA + yC)/2)2 is considered, as it is assumed
to originate from a real particle track.

Given the assumption in the alignment step of incoming particles parallel to the
z-axis, the following requirements are also applied:

|xA − xC|, |yA − yC| < dAC · 3 dα · 5 GeV/pbeam (13.4)

where dAC is the 40 mm distance between the A and C planes, the factor 3 is to
allow a 3σ tolerance on the beam divergence dα introduced above, 5 GeV /pbeam
takes into account the dependence of the beam divergence on the beam momentum,
normalized to 5 GeV. This restricts the analysis to straight tracks and reduces the
combinatorics in track seeding.
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FIGURE 13.17: Cluster size. Different line colors and styles refer to different beam inci-
dence angles θ. Left: non-irradiated sensor with a threshold at 6.6% of the cluster charge
MPV. Published in Ref. [249]. Right: proton-irradiated to φeq = 2.1 × 1015 cm−2 sensor with
a 12.7% threshold.

The following additional requirement

|yB − (yA + yC)/2| < 2 · pitchy/
√

12 (13.5)

is applied for consistency with [242], which presents resolution studies on 50×50 µm2

sensors of the same submission. It used to select tracks falling in a fiducial residual
region in the direction not considered in the resolution measurement.

13.2.6.3 Cluster charge requirements

To reduce the contribution of delta electrons on the resolution whilst maintaining
high statistics, hits above the 90% quantile of the cluster charge distribution are re-
jected on each of the three Dreimaster planes. This is illustrated in Fig. 13.18a where
cluster charge distributions for a non-irradiated sensor at different beam incidence
angles θ are shown. The vertical lines and arrows indicate the parts of the distribu-
tions that are kept. Similarly, Fig. 13.18b presents the cluster charge distributions for
sensors with different fluences at the optimal angle for resolution.

In Fig. 13.18c, the solid line shows the pixel charge of all clusters above thresholds
on the central Dreimaster plane. The dashed line indicates the pixel charge after hits
above the 90% quantile of the cluster charge distribution are removed from all three
Dreimaster planes.

Table 13.5 compares the spatial resolution excluding (“90% cut”) and not exclud-
ing (“No cut”) the clusters above the 90% quantile of the cluster charge distribution
on the central plane of the Dreimaster in the reduced RMS calculation. When the ad-
ditional requirement is not applied, the resolution is degraded by 10-20%, especially
at shallow incidence angle. The resolution at 0◦ for the non-irradiated sample, with
the “90% cut” applied, is the one quoted in Fig. 13.1.
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FIGURE 13.18: Top: Cluster charge of the DUT sensor. The vertical lines and arrows in-
dicate the parts of the distributions that are kept. Underflow and overflow bins are also
shown. Left: Non-irradiated sensor, different line colors and styles refer to different beam
incidence angles θ. Right: Sensors with different fluences, indicated by different line styles
and colors. The non-irradiated and proton-irradiated sensor are measured at θ = 8.8◦

and the neutron-irradiated one at θ = 12◦. Bottom: Pixel charge of all clusters above
threshold on the central Dreimaster plane. A threshold at 6.6% of the cluster charge MPV
is applied. The solid line shows all clusters above threshold. The dashed line indicates
the pixel charge after hits above the 90% quantile of the cluster charge distribution are
removed from all three planes. Published in Ref. [249].

The spatial resolution has also been measured in different ranges of the central
Dreimaster plane’s cluster charge distribution. The impact on the resolution once
again depends on the beam incidence angle. At shallow angles, the resolution is
more sensitive to requirements on the cluster charge as the incoming electrons are
traversing more material, therefore increasing both the MPV and the width of the
cluster charge distribution. The observed shift of the MPV is consistent with the
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Irradiation Spatial resolution [µm]

[φeq/1015 cm−2] 90% cut No cut
0◦ 8.8◦ 27.5◦ 0◦ 8.8◦ 27.5◦

0 5.51 3.23 6.14 6.3 4.05 7.6
2.1, proton 6.5 4.95 8.1 7.2 5.76 9.42

8◦ 12◦ 22◦ 8◦ 12◦ 22◦

3.6, neutron 5.6 5.0 6.6 6.5 5.9 7.2

TABLE 13.5: patial resolution for a non-irradiated sensor, a proton-irradiated (φeq =

2.1 × 1015 cm−2) sensor, and a neutron-irradiated (φeq = 3.6 × 1015 cm−2) sensor excluding
(“90% cut”) and not excluding (“No cut") the clusters above the 90% quantile of the cluster
charge distribution on the central plane of the Dreimaster. The resolution at 0◦ for the non-
irradiated sample, with the “90% cut” applied, is the one quoted in Fig. 13.1. Published in
Ref. [249].

expected energy deposition in the increased material traversed by the incoming par-
ticles at shallow incidence angles. In Fig. 13.19a the spatial resolution as a function
of each considered charge interval is shown for a shallow beam incidence angle. The
cluster charge distribution of the central Dreimaster plane is also shown as reference
(Fig. 13.19b). For both the non-irradiated and the proton irradiated sensors, the res-
olution has a minimum in the interval [MPV-σ, MPV+σ], where σ is the width of
the cluster charge distribution obtained from the fit of a Landau function convolved
with a Gaussian function. The cluster charge distribution for irradiated sensors is
narrower than for non-irradiated ones, reducing the effect on the resolution of re-
quiring a specific cluster charge interval.

13.2.7 Summary of applied cuts and resolution definition

In this section, the quality requirements as well as the resolution definition discussed
along the chapter are summarized. They are applied to the measurements presented
in Chapter 14.

• An offline threshold of 6.6%, 12.7% and 9.5% of the cluster charge MPV is ap-
plied to pixels of non-irradiated, proton-irradiated to φeq = 2.1 × 1015 cm−2,

and neutron-irradiated to φeq = 3.6 × 1015 cm−2 sensors, respectively

• If the distance among any of the pixels in two different clusters is lower than
600 µm, only the cluster with the higher charge is used in the track reconstruc-
tion

• The cluster with the smallest dxy =
√

(xB − (xA + xC)/2)2 + (yB − (yA + yC)/2)2

is used in the track reconstruction

• |xA − xC|, |yA − yC| < dAC · 3 dα · 5 GeV/pbeam

• |yB − (yA + yC)/2| < 2 · pitchy/
√

12

• Hits above the 90% quantile of the cluster charge distribution are rejected on
each of the three Dreimaster planes.

The width of the residual distribution

∆x = xB − xA + xC

2
(13.6)
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FIGURE 13.19: Left: spatial resolution for the central Dreimaster sensor in different clus-
ter charge intervals. Right: cluster charge distribution shown for reference, with verti-
cal lines highlighting the considered charge intervals. Black markers and lines refer to a
non-irradiated sensor and green markers and lines to a proton-irradiated sensor at φeq =

2.1 × 1015 cm−2. The lower cluster charge threshold is fixed as discussed in Sec. 13.2.6.1.
The intervals are defined as: 1 = [0, MPV-σ], 2 = [MPV-σ, MPV+σ], 3 = [MPV+σ, MPV+3σ],
4 = [MPV+3σ, MPV+5σ], 5 = ADC counts >MPV+5σ. Published in Ref. [249].

is estimated with the reduced RMS δ∆x, obtained from recursively evaluating the
RMS, after setting the range of the residual distribution to a multiple of the RMS
evaluated at the preceding step. The procedure is repeated until the RMS converges
to a stable value δ∆x. For the measurements described in this thesis the range was
set to ±N·RMS with N = 6.

Figure 13.20 shows the residual distributions for sensors at the three fluences
under study after all the quality requirements listed above are applied. Vertical lines
indicates the range in which the RMS converges to the stable value δ∆x.
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14 | Results and conclusions

The content of sections 14.1 and 14.2 has been collected and adapted by the author
of this thesis to result in the public note in Ref. [249] and has been submitted to the
Nuclear Instruments and Methods in Physics Research (Section A).

The author of this work took part in the data taking, performed the presented data analysis
and the reported literature review. The work was performed under the supervision of Prof.
Dr. Erika Garutti, in collaboration with Dr. Andreas Hinzmann and Dr. Daniel Pitzl. Finn
Feindt developed the online acquisition software and some of the data corrections applied in
this work. Dr. Jörn Schwandt designed the sensors. Dr. Georg Steinbrück organized the
test beam periods. Dr. Aliakbar Ebrahimi, Finn Feindt, Prof. Dr. Erika Garutti, Dr. Paolo
Gunnellini, Caroline Niemeyer, Dr. Daniel Pitzl, Dr. Jörn Schwandt, Dr. Georg Steinbrück
and the author of this thesis contributed to the data taking. Prof Emer. Dr. Robert Klanner
contributed to the discussion about validity and limitations of the employed method.

14.1 Results

In the previous chapter, the track quality requirements have been studied, analysing
their effect on both the resolution and the analyzed sample size. The quantity used
to measure the resolution, the reduced RMS, has been introduced. In the following,
the requirements and definitions summarized in Sec. 13.2.7 are applied.

The non-irradiated sensors were operated at a bias voltage of 120 V. Measure-
ments with different designs, listed in Table 12.1, are in agreement within uncertain-
ties and thus only results with the design shown in Fig. 12.11b as DUT are shown in
the following. All the irradiated sensors have the design shown in Fig. 12.11a and
were operated at a bias voltage of 800 V, if not stated otherwise.

14.1.1 Scan of different beam incidence angles

First, the spatial resolution as a function of the beam incidence angle is presented.
In realistic data-taking conditions in the CMS detector, not only particles originating
from pp-collisions cross the layers of the detector at different incidence angles but
the charge carriers produced in the sensors are subjected to the Lorentz force. This
force, generated by the 3.8 T magnet, deflects the charges drifting to the electrodes.
When tilting the sensors with respect to the beam axis, the generated charges spread
over multiple pixels, mimicking the effect of the Lorentz drift and of the different
inclination of the particles from pp-collisions. However, tilting the sensor is not
equivalent to the effect of a magnetic field. In the absence of a magnetic field, the
signal is independent of the depth where the charges are generated. On the contrary,
the Lorentz force caused by a magnetic field deviates the charges from the trajectory
they would follow if no magnetic field is present. Furthermore, the displacement is
wider for charges created far away from the collecting electrodes.
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FIGURE 14.1: Left: Spatial resolution and average cluster size as a function of the beam
incidence angle with respect to the normal to the sensors. Different markers refer to differ-
ent irradiations. The electron beam momentum at which the measurements were taken is
stated in the legend. The vertical (horizontal) dashed line marks the expected optimal an-
gle 9.5◦ given by arctan (pitchx/t) (the cluster size of two where the optimal resolution is
expected). Right: Spatial resolution as a function of the beam incidence angle with respect
to the normal to the sensors for the neutron-irradiated sensor. Different markers refer to
different bias voltages applied to the sensor. The curves have the only purpose to guide
the eyes. Published in Ref. [249].

In Fig. 14.1a the spatial resolution along the 25 µm pitch direction and the aver-
age cluster size are shown as a function of the beam incidence angle with respect
to the normal to the sensors (θ in Fig. 13.4) for sensors at the three different flu-
ences under study. The beam momentum was 5.6 GeV for the non-irradiated and the
proton-irradiated sensors. For the neutron-irradiated sensor module, measurements
for beam momenta of 5.2 GeV and 5.6 GeV are reported. Vertical error bars represent
the statistical Poisson uncertainties, horizontal error bars show the uncertainty on
the angle determination: ± 1◦ due to the mechanical precision of the rotating device
and its alignment in the mounting process, and a statistical uncertainty of ± 0.5◦.
Poisson uncertainties have been estimated as in Ref. [256].

The incidence angle at which a minimum in the spatial resolution (best resolution)
is achieved will be indicated as the optimal angle in the following. At such angle
the average cluster size is about 2. Within uncertainty, the optimal angle is consis-
tent with 9.5◦, given by arctan (pitchx/t), for both the non-irradiated and proton-
irradiated samples, with t the sensor thickness. The best resolution for the neutron-
irradiated sample corresponds to an angle of 12◦, with an average cluster size of
about 2. Differences between neutron and proton irradiated samples can be due to
different shapes of the electric fields in the sensors, providing a less uniform charge
collection in neutron-irradiated sensors [287, 288], and more severe ionising energy
loss to the readout chip for proton-irradiated modules. Nevertheless, the measured
spatial resolution at the respective optimal angle is the same. To further investigate
the dependence of the resolution on the beam angle for the neutron-irradiated sen-
sor, the measurement was repeated at lower bias voltages, as presented in Fig. 14.1b.
The curves have the only purpose to guide the eyes. The angle for optimal resolution
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increases and the spatial resolution degrades with decreasing bias voltage. Above
a bias voltage of 600 V both the resolution and the angle at which the minimum is
situated converge to stable values.

14.1.2 Scan of different beam momenta

At beam momenta of 5.2 GeV and 5.6 GeV, at which the measurements in Fig. 14.1
were performed, the multiple scattering contribution has a significant impact on the
resolution.

Charged particles traversing a medium are deflected by many small angle scat-
ters, mostly due to Coulomb scattering from the material nuclei [15]. The net dis-
tribution of the scattering angle Θ0 and the displacement caused by several small
angle scatters are Gaussian owing to the central limit theorem and the following
approximation [289] can be used:

Θ0 =
13.6MeV

βcp
z
√

x/X0

[

1 + 0.088 log
xz2

X0β2

]

(14.1)

where p, βc, and z are the momentum (in MeV/c), velocity, and charge number of
the incident particle, and x/X0 is the thickness of the scattering medium in radiation
lengths.

As Eq. 14.1 shows, the net scattering will be larger at lower beam momentum,
thus worsening the measurement of the spatial resolution.

To extrapolate the spatial resolution to infinite beam momentum, thus when the
MS contribution can be neglected, measurements at different beam momenta be-
tween 1 GeV and 6 GeV were performed. The spatial resolution squared as a func-
tion of the beam momentum squared is shown in Fig. 14.2, for a non-irradiated sam-
ple and a proton-irradiated sample at φeq = 2.1 × 1015 cm−2, operated at 120 V and
600 V respectively. The uncertainties on pbeam represent the absolute momentum
spread σp introduced in Sec. 13.2.

The function
σ2

x(pbeam) = σ2
extr + (σMS/pbeam)2 (14.2)

has been fitted to the data (solid lines), where σextr is the extrapolated resolution at
infinite beam momentum and σMS the contribution to the resolution due to multiple
scattering. σ2

x(pbeam) corresponds to σ0
x ( σφ

x ) defined in Eq. 13.2 (Eq. 13.3) in the
case of a non-irradiated (irradiated) central sensor. Equation 13.3 is valid if σ0

x and
σφ

x are obtained under the same conditions, thus to extract σφ
x (pbeam), σ0

x should be
measured at the same pbeam. Since σ0

x has been sampled in larger pbeam intervals
than σφ

x , a different procedure has been used to extract σφ
x : σ0

x is not directly obtained
from measurements but from the fit function in Eq. 14.2 at a given pbeam.

A spatial resolution of 2.4 ± 0.1 µm was found for the non-irradiated sensor at
the optimal angle when extrapolating to infinite beam momentum. For the proton-
irradiated sample the extrapolated spatial resolution is 4.1 ± 0.2 µm.

14.2 Conclusions

In this study spatial resolution measurements for planar n+p sensors with an active
thickness of 150 µm and a pixel size of 100×25 µm2 produced by Hamamatsu Pho-
tonics were presented for non-irradiated, proton-irradiated and neutron-irradiated
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sensors bump bonded to ROC4Sens analog readout-chips.
The measurements were performed in the DESY test beam with three parallel

layers of sensors, not relying on any external tracking detector. The material bud-
get in front and between each sensor is minimized to reduce the effects of multiple
Coulomb scattering of the low energy electron beam, allowing to perform spatial
resolution measurements with a pixel pitch of 25 µm at different beam incidence an-
gles and while cooling irradiated devices.

Track selections have been studied and a set of requirements to compare sen-
sors with different fluences has been identified. The effects on the spatial resolu-
tion of different thresholds and requirements on the cluster charge have also been
presented. A new observable to define the spatial resolution has been defined and
compared to methods used in literature.

Four different sensor designs are compared using non-irradiated samples and no
significant difference in the spatial resolution is found.

Beam incidence angles between 0◦ and 30◦ were investigated. The Center-of-
Gravity method with threshold cuts is used consistently for all the analysis to de-
termine the position of the beam particle, which causes uncertainties of the deter-
mination of the resolution at small angles. While the absolute results may still be
improved with optimized algorithms, here emphasis is given to the relative vari-
ation of resolution after irradiation and as a function of pixel threshold and beam
incidence angle.

The spatial resolution determined varies between 3 and 7 µm for the non-irradiated
sensor and between 5 and 8 µm for the irradiated sensors. The angle expected
for the optimal resolution of a non-irradiated detector is 9.5◦ = arctan (pitchx/t),
which agrees with the values observed for the non-irradiated sensor and the proton-
irradiated sensor at φeq = 2.1 × 1015 cm−2. For the neutron-irradiated sensor with

φeq = 3.6 × 1015 cm−2 the optimal resolution is observed at 12◦. Proton and neutron
irradiated sensors achieve similar spatial resolutions.

Measurements for the neutron-irradiated sensor at φeq = 3.6 × 1015 cm−2 were
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repeated at lower bias voltages, showing a deterioration of the position resolution
and a shift of the optimal angle to higher values. Above a bias voltage of 600 V both
the resolution and the optimal angle converge to stable values.

A spatial resolution of 2.4 ± 0.1 µm was found for a non-irradiated sensor at
the optimal angle when extrapolating to infinite beam momentum. For the proton-
irradiated sample the extrapolated spatial resolution is 4.1 ± 0.1 µm. Excellent res-
olution is therefore maintained up to the tested fluences of φeq = 2.1 × 1015 cm−2

and φeq = 3.6 × 1015 cm−2, which correspond to the lifetime fluence of layer 3 and
more than 70% of the lifetime fluence of layer 2 of the CMS Phase-2 Inner Tracker,
respectively.

The results presented in this thesis show that the tested sensors are suitable can-
didates for high precision measurements at the HL-LHC. Results in Refs. [241, 242]
show that the sensors also maintain a high hit efficiency after irradiation. The spatial
resolution for sensors with 50 µm pitch is presented in Refs. [241, 242]. The sensors
employed in this work and in Refs. [241, 242] are bump-bonded to an analog read-
out chip with 12 bit resolution to allow for detailed studies of the sensor properties.
The chip that will be used in the Phase-2 IT adopts a Time Over Threshold (ToT)
approach and has a 4 bit resolution. Sensors similar to the ones investigated in this
thesis are also being tested with such readout [243] to demonstrate their suitability
for the Phase-2 upgrade of the CMS experiment at the HL-LHC.

14.3 Outlook

The analysis presented above aims at a detailed study of the sensor properties, un-
derstanding the effect that parameters like the applied threshold have on the spatial
resolution. While the ROC4Sens analog readout chip with 12 bit resolution is suited
for such in-depth sensor studies, it does not reflect the read out type that will be
used in the upgraded detector. Thus, in the context of Phase-2, similar studies are
being repeated with a prototype of the final chip to evaluate the effect that the ToT
read out has on the resolution. Such measurements have been performed for non
irradiated sensors [243, 272] using standard telescopes for the track reconstruction
and measurements on irradiated modules are being carried out, with the challenges
described in Sec. 13.2.1, where the motivation for this study was described.

The experimental setup used for this work, which features a low material budget,
allows the measurement of the resolution of irradiated sensors, proving the valid-
ity of the method, but only fluences up to φeq = 3.6 × 1015 cm−2, which is below the
expected lifetime fluence of the Phase-2 IT, could be tested. The measurement of
sensors irradiated to higher fluences was prevented by the limited cooling possibil-
ity of the Dreimaster. Improving the thermal isolation of the devices, while keeping a
reasonably low material budget, would allow reaching lower temperatures and thus
testing sensors with higher fluences.

As it was introduced in Sec. 13.1, the spatial resolution of segmented detectors
strongly depends on the pitch size. For this work the smallest pitch among those
proposed for the detector upgrade was tested but more and eventually even smaller
pitch sizes could be probed with this setup, for instance for the Phase-3 upgrade of
the CMS IT which will feature even finer segmentation.

Concerning the method, the Center-of-Gravity algorithm with threshold cuts has
been adopted consistently for all the analysis to determine the position of the beam
particle, as emphasis is given to the relative variation of resolution after irradia-
tion and as a function of pixel threshold and beam incidence angle. The absolute
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measured resolution may still be improved with optimized algorithms, such as the
η-algorithm [283, 284] for small incidence angles and the head-tail algorithm [285]
at large incidence angles.

The measurement of non-irradiated sensors presented in this work are compared
to the simulation developed in Ref. [286]: The average cluster size agrees to better
than 0.1 and the spatial resolution agrees within 0.2 µm up to 25◦. While a limita-
tion of the CoG method in the position determination at small incidence angles was
described in Sec. 13.2.4, Ref. [286] presents a method to correct the position deter-
mination and a considerable improvement to the measured resolution is expected
when applying such corrections. The results in Ref. [286] validate the quality of the
data collected and suggest a method to increase the accuracy of the position mea-
surement with segmented detectors.
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15 | Summary

In this thesis, different aspects of the search for new physics have been presented,
from analyzing the data collected at the LHC to the validation of new techniques
and detector development for future applications.

Several theoretical models address the shortcomings of the standard model pre-
dicting the existence of new particles with masses of the order of the TeV that can
be produced at colliders. The analysis framework described in this thesis allows
one single search to probe many proposed extensions of the standard model and
can be further adapted to test even more exotic scenarios. Moreover, the method’s
flexibility permitted to perform the first combined search for heavy resonances de-
caying in hadronic WW, WZ, ZZ, WH and ZH final states, presented in this thesis.
Dedicated categories were introduced to distinguish resonances produced through
gluon-gluon fusion (ggF) and quark-antiquark annihilation (DY) from vector boson
fusion (VBF), characterized by two extra jets in the final state. The bosons produced
in the decay of these massive resonances have a high momentum. Thus, they de-
cay into two collimated quarks, and the sprays of particles produced in the quarks
hadronization are merged into a single large radius jet. Therefore, jet substructure
techniques are employed to identify jets originating from vector bosons or contain-
ing b-quark pairs from jets stemming from a single quark or gluon. Algorithms
based on machine learning (ML) techniques are used to achieve the highest discrim-
inating power. This study’s background estimation and signal extraction procedures
rely on a multidimensional maximum likelihood fit to the masses of the jets origi-
nating from the bosons and their combined dijet system. The signal is resonant in
the considered dimensions and a three-dimensional search for a bump on smoothly
falling backgrounds is performed. A decorrelation method has been validated to
prevent ML-based algorithms from introducing sculpting in the shape of the jet mass
used as observable in the fit.

The search presented in this thesis analyzed 138 fb−1 of pp-collisions data col-
lected by the CMS experiment in the 2016–2018 data taking periods at a centre-of-
mass energy of 13 TeV. While local excesses on the SM expectation have been ob-
served, their global significance in the broad analysis phase space does not indicate
a deviation from the SM. Exclusion limits are set on 16 different signal hypotheses
taking into account the resonances’ various production and decay modes. More-
over, since resonances can decay into multiple combinations of boson pairs, 10 such
combinations are considered to achieve the best sensitivity. The analysis establishes
a up to an order of magnitude improvement on limits on signal production cross
section with respect to previous searches. Spin-0 resonances produced through ggF
are excluded up to masses of 2.7 TeV. This search can exclude ggF produced spin-
2 resonances decaying hadronically for masses below 1.4 TeV, to which a previous
search based on 77 fb−1 was not sensitive to. Concerning the VBF production mode,
upper limits on the production cross section are set from 3 fb for a resonance mass of
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1.3 TeV to 0.1 fb at 6 TeV for the Radion→ VV. Furthermore, limits on the production
cross section of VBF produced Gκ̃=0.5

bulk → VV combining all hadronic WW and ZZ fi-
nal states are set for the first time, from 4 fb for a resonance mass of 1.3 TeV to 0.2 fb
at 6 TeV. DY produced spin-1 resonances are excluded up to 4.8 TeV combining VV
and VH channels, the best to date mass exclusion limits. In addition, for resonances
produced through VBF, limits on the production cross section are set from 7–10 fb at
1.3 TeV to 0.3–0.4 fb at 6 TeV, for the first time in the WH channel, for the first time
in the all-jets final states and for the first time combining VV and VH decay modes.

Searches for heavy resonances as the ones described above will significantly
benefit from the future data taking periods at the LHC, where datasets more than
10 times larger than those analyzed in this thesis will be collected at the increased
centre-of-mass energy of 14 TeV. Furthermore, upgrades of the CMS sub-detectors
are planned for the high-luminosity phase of the LHC. In this thesis, a simulation
study of the performance of the future tracker is described, conducted in the con-
text of the upgrade technical design report. It shows that the finer granularity of
the upgraded tracker improves the reconstruction of high momentum jets and leads
to better identification of hadronically decaying high momentum bosons. Further-
more, for 4 TeV signals like the ones described in the first part of this thesis, two
times better signal efficiency and cross section limits are predicted from such im-
provements, for typical analysis conditions.

A finer segmentation of the detectors improves the spatial resolution, the preci-
sion of the measurement of a particle position. However, during operation at the
HL-LHC, the number of pp interactions in the same bunch crossing could reach an
average of 200 and the detectors will receive a high radiation dose, which causes
a degradation of their performance. The pixel detector, the closest system to the
interaction point, will face the most challenging conditions.

However, radiation effects were relevant also for the pixel detectors used in the
2016–2018 data taking period and should be taken into account to precisely com-
pare the simulated event to the collected data, a crucial step in almost all performed
analyses. This thesis features the validation of a method introduced to include the
effect of radiation damage in the CMS simulation framework without significantly
increasing the computing time. A weight, obtained from an external setup, taking
into account the radiation effects is applied to the charges simulated in absence of
radiation damage. The implementation has been tested, and the obtained simulation
was compared to the recorded data, showing an improved agreement with respect
to the non-weighted simulation.

To operate in the HL-LHC conditions, a new generation of radiation tolerant, fine
pitch pixel sensors is being developed. In the second part of this thesis, a detailed
study of the spatial resolution of prototype planar silicon pixel sensors for operation
at the HL-LHC has been performed, comparing the performance before and after ir-
radiation. The prototypes are characterized by a 100×25 µm2 pitch, six times smaller
than the one currently in use in the CMS experiment, to ensure efficient tracking in a
high pileup environment and improve the two-track separation, even inside highly
energetic jets. To perform precise measurements in the shorter pitch direction, a
dedicated setup is used, composed of three parallel planes of sensors. The measure-
ments were performed in the DESY II test beam facility with a 5 GeV electron beam.
The setup minimizes the material between sensors to mitigate the contribution due
to multiple scattering while allowing the cooling of irradiated detectors. The tested
irradiated sensors are a sensor irradiated with neutrons to φeq = 3.6 × 1015 cm−2 and
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of two sensors irradiated with protons to φeq = 2.1 × 1015 cm−2, corresponding to
more than 70% of the full lifetime fluence of the second barrel layer and to the full
lifetime fluence of the third layer, respectively.

The thesis presents a review of the different quantities adopted in literature to
define the spatial resolution and introduces a new variable. The effect on the resolu-
tion of various track selection criteria has been assessed. The measurements were re-
peated for different beam incidence angles to determine the angle providing the best
resolution. The 9.5◦ angle expected for the optimal resolution of a non-irradiated
detector agrees with the values observed for non-irradiated and proton-irradiated
sensors. For the neutron-irradiated sensor the optimal resolution is observed at
12◦. Proton and neutron irradiated sensors achieve similar spatial resolutions. Fur-
thermore, the measurements at the optimal angle were repeated for different beam
momenta to extrapolate the resolution at infinite beam momentum, where the mul-
tiple scattering contribution can be neglected: a spatial resolution of 2.4 ± 0.1 µm
(4.1 ± 0.1 µm) was found for a non-irradiated (proton-irradiated) sensor. The results
presented in this thesis show that the tested sensors are suitable candidates for high
precision measurements at the HL-LHC.
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A | Simulated and data samples

The first step of the signal production was curated by the author of this thesis, with the help
of Dr. Anna Benecke for part of the production. The simulated samples, produced centrally
by the CMS Collaboration, need several level of post-processing before they can be used in the
multidimensional fit. The first processing part was done by the author of this thesis together
with Dr. Anna Benecke and Dr. Clemens Lange. While the author of the thesis and Dr. Anna
Benecke contributed to the software needed for the handling of the second processing part,
this was done by Dr. Jennifer Ngadiuba, that took care also of the NLO correction factors for
the V+jets simulation. Dr. Gerrit van Onsem took care of the rescaling of the 2017 and 2018
signal sample weights.

A.1 Signal samples

The complete list of signal samples used in this thesis can be found in Table A.1.
For each signal benchmark masses of 1.2, 1.4, 1.6, 1.8, 2.0, 2.5, 3.0, 3.5, 4, 4.5, 5.0, 5.5,
6.0 TeV have been generated with a number of events between 30k and 50k. The
campaigns and global tags used to produced the samples are reported in Table A.2
for each data-taking year.

The BSM models predicting the signals studied in this thesis are described in
Sec. 2.3. For the Bulk Graviton samples, a WED benchmark with k̃ = 0.5 is used,
while for the Radion the chosen benchmark model parameters are ΛR = 3 TeV and
kl = 35. For the W′ and Z′, the heavy vector triplet (HVT) framework is used to
assume different scenarios. In this framework the new heavy vector bosons, W′ and
Z′, couple to the Higgs and SM gauge bosons with the parameters cH and gV , and
to the fermions via the combination (g2/gV)cF, where cF is the fermion coupling
and g is the SM SU(2)L gauge coupling. The couplings are expected to be of order
unity in most models. Three benchmark models, denoted as models A, B, and C
are considered. In model A (gV = 1, cH = -0.556, cF= -1.316), the branching fractions
of decays to fermions and gauge bosons are comparable and the heavy resonances
decay predominantly to fermions, as is the case in some extensions of the SM gauge
group. In model B (gV = 3, cH = -0.976, cF = 1.024), the fermionic couplings are
suppressed, as in composite Higgs models. In model C (gV = 1, cH = 1, cF = 0), the
fermionic couplings are set to zero, so the resonances are produced only through
vector boson fusion (VBF) and decay exclusively to a pair of SM bosons.

Simulated events of these signals are generated at leading-order (LO) in quan-
tum chromodynamics (QCD) with MADGRAPH5_aMC@NLO version 2.4.2 and 2.6.0
and the MLM matching scheme [290], while the hadronization showering is sim-
ulated with PYTHIA version 8.226 for 2016 and 8.230 for 2017 and 2018. No ex-
tra jets are generated in any of the samples except for the VBF production mode
where the two forward jets are fully simulated. Table A.1 lists also the PDF sets
used for the 2016 sample production. For 2017 and 2018 the NNPDF3.1 NNLO
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(NNPDF31_nnlo_hessian_pdfas) set was used. For high resonance masses, the use
of this not positive definite pdf set may yield to a large fraction of negative (un-
physical) event weights. To avoid this issue, the 2017 and 2018 samples have been
rescaled to NNPDF30_lo_as_0130. This correction is achieved by multiplying the
generator event weight by the ratio of the weight corresponding to the LO PDF set
to the weight corresponding to the NNLO PDF set and is applied on an event-by-
event basis.

The CUETP8M1 [123] (CP5 [124]) underlying event tunes in Pythia8 for 2016
(2017 and 2018) conditions.

The NLO theoretical cross sections for the bulk graviton and radion produced
through gluon fusion are taken from [44] and [46], respectively. In the VBF pro-
duction mode the NLO theoretical cross sections are taken from [45] and [47], for
the bulk graviton and radion, respectively. These are all calculated with MAD-
GRAPH5_aMC@NLO interfaced to LHAPDF6; the PDF4LHC15_nlo_mc_pdfas set and
the four flavor scheme for the proton are used. The product of the predicted produc-
tion cross section and the branching ratio for the decay into two SM bosons for these
benchmarks are shown in Fig. 2.5 as a function of the resonance mass hypothesis.

The LO cross sections for the HVT model have been derived using the online
tools provided by the authors of the framework [51]. For completeness these are
shown for model B in Fig. 2.7 for the DY production mode and together with the
branching ratios for the decays of the resonance to two SM bosons. Cross sections
for the model C describing the VBF production mode are also shown in the same
figure. Actual numbers can be found in Ref. [53] for model A and B, and in Ref. [54]
for model C.

Sample name pdf set 2016
BulkGravToWW_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_BulkGravToWWinclusive_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
BulkGravToZZToZhadZhad_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_BulkGravToZZinclusive_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
WprimeToWZToWhadZhad_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_WprimeToWZinclusive_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
WprimeToWhToWhadhinc_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
VBF_WprimeToWhToWhadhinc_narrow_MX_13TeV-madgraph-pythia NNPDF30_lo_as_0130_nf_4
ZprimeToWW_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_ZprimeToWWinclusive_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
ZprimeToZhToZhadhinc_narrow_M-X_13TeV-madgraph-pythia8 NNPDF30_lo_as_0130_nf_4
VBF_ZprimeToZhToZhadhinc_narrow_MX_13TeV-madgraph-pythia NNPDF30_lo_as_0130
RadionToWW_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_RadionToWW_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130_nf_4
RadionToZZ_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130
VBF_RadionToZZ_narrow_M-X_13TeV-madgraph NNPDF30_lo_as_0130_nf_4

TABLE A.1: Signal samples and PDF sets used for this analysis.

Year Campaign

2016 RunIISummer16MiniAODv3
2017 RunIIFall17MiniAODv2
2018 RunIIAutumn18MiniAOD

TABLE A.2: MC campaigns and corresponding Global Tag used to simulate signal events
for the three data-taking years.
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A.2 Background samples

Simulated samples of the SM background processes are used to optimize the analysis
and provide flexible background templates. QCD multijet production is simulated
with three generator configurations:

1. PYTHIA8 standalone;

2. the LO mode of MADGRAPH5_aMC@NLO matched with PYTHIA8;

3. HERWIG++ 2.7.1 with tune CUETHS1 [123] for 2016, and HERWIG7 with tune
CH3 for 2017 and 2018.

Top quark pair production is modelled at NLO with POWHEG and showered with
PYTHIA. In order to account for differences between the shapes of the measured and
simulated top pT spectra, due to the absence of NNLO order in the simulation, a re-
weight is applied to the tt̄ MC samples using pT-dependent scale factors. For a given
event, the weight SF(pT) = e(α−βpT) derived in Ref. [188, 189] are applied, with the
nominal parameters α = 0.0615 and β = 0.0005.

W+jets and Z+jets production are simulated with the LO mode of MADGRAPH5_aMC@NLO

matched with PYTHIA. Following the same procedure as [291] and [292] these LO
simulation samples are reweighted using higher-order corrections separately corre-
sponding to NLO QCD and NLO EW terms. Scale factors corresponding to NLO EW
corrections are obtained from Ref. [293] and applied as a function of the generator-
level boson pT. As these scale factors are provided only up to a pT of 1.2 TeV, a fit
to the available data with an exponential function is performed to obtain a smooth
extrapolation up to higher pT.

Scale factors corresponding to NLO QCD corrections for W and Z production are
obtained comparing the central CMS samples produced in the "Fall17" campaign, in
which large LO and NLO samples are available. The scale factors are derived by
normalizing the distributions to their respective cross sections, and then dividing
them as SF = NLO/LO. The EWK and QCD NLO scale factors are shown in Fig. A.1.
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FIGURE A.1: EW (left) and QCD (right) NLO correction factors for W and Z production as
a function of the generator-level boson pT.

All samples are processed through a GEANT4-based simulation of the CMS de-
tector. To simulate the effect of additional proton-proton collisions within the same
or adjacent bunch crossings (pileup), additional inelastic events are generated using
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PYTHIA and superimposed on the hard-scattering events. The MC simulated events
are weighted to reproduce the distribution of the number of pileup interactions ob-
served in data. The campaigns are the same as for the signal samples reported in Ta-
ble A.2 for each data-taking year. The complete list of background samples used in
the analysis can be found in Tables A.3–A.5 for the three data-taking years together
with the corresponding cross sections. Cross sections for the HT and pT binned QCD
samples have been computed using the tools provided in Ref. [294]; the W/Z+jets
from Ref. [295]; the SM VV diboson from Ref. [296–298]; the SM VH from Ref. [299];
the single top from Ref. [300, 301]. The tt̄ cross sections are obtained multiplying the
inclusive NNLO cross section of 831.76 pb from Ref. [188, 189] by the filter efficiency
(0.0921 for TT_Mtt-700to1000 and 0.02474 for TT_Mtt-1000toInf).

A.2.1 Pileup Reweighting

As is shown in Fig. A.2, data has a slightly different pileup profile than what was
used to generate MC and therefore a weight is applied to the MC simulation to match
the number of primary vertices observed in data, separately for each period.The
minimum bias cross section of 69.2 mb is used for all datasets. As recommended, an
uncertainty of 4.6% on the minimum bias cross section is included as a systematic.
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FIGURE A.2: Pileup profile of data versus MC for the sum of the three data taking periods.
Due to the difference in these profiles, a reweighting scheme is used in order to match MC
to the number of primary vertices observed in data.

A.3 Dataset

This thesis is based on the data collected in 2016, 2017 and 2018, corresponding to an
integrated luminosity of 138 fb−1. The analysis has been performed with the CMSSW

10_2_X release. The data sample names are listed in Table A.6, where the corre-
sponding integrated luminosity are reported as calculated with all the runs certified
as “good” for all subsystems.
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Sample name Nevents Cross section [pb]
/QCD_Pt-15to7000_TuneCUETHS1_Flat_13TeV_herwigpp/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 9936496 –
/QCD_Pt_170to300_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 14796774 117276
/QCD_Pt_300to470_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 22470404 7823
/QCD_Pt_470to600_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 19566912 648.2
/QCD_Pt_600to800_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 32569319 186.9
/QCD_Pt_800to1000_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 19697092 32.293
/QCD_Pt_1000to1400_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 9846615 9.4183
/QCD_Pt_1400to1800_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 2873427 0.84265
/QCD_Pt_1800to2400_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 1982038 0.114943
/QCD_Pt_2400to3200_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 996130 0.00682981
/QCD_Pt_3200toInf_TuneCUETP8M1_13TeV_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 391735 0.000165445
/QCD_HT100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 82293477 27990000
/QCD_HT200to300_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 57580393 1712000
/QCD_HT300to500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 54552852 347700
/QCD_HT500to700_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 62622029 32100
/QCD_HT700to1000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 37233786 6831
/QCD_HT1000to1500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 15210939 1207
/QCD_HT1500to2000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 11839357 119.9
/QCD_HT2000toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 6019541 25.24
/TT_Mtt-700to1000_TuneCUETP8M2T4_13TeV-powheg-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 38591757 76.605
/TT_Mtt-1000toInf_TuneCUETP8M2T4_13TeV-powheg-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 24577608 20.578
/ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M2T4/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 998276 35.85
/ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M2T4/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 992024 35.85
/WW_TuneCUETP8M1_13TeV-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 7982180 118.7
/WWTo4Q_13TeV-powheg/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 1998400 53.94
/WZ_TuneCUETP8M1_13TeV-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 3997571 47.13
/ZZ_TuneCUETP8M1_13TeV-pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3*/MINIAODSIM 1988098 16.5
/ZZTo4Q_13TeV_amcatnloFXFX_madspin_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM 30636849 8.06
/WplusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 499597 0.840*0.5824*0.6741
/WminusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 499994 0.533*0.5824*0.6741
/ZH_HToBB_ZToQQ_M125_13TeV_powheg_pythia8/RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1/MINIAODSIM 499200 0.8839*0.5824*0.69911

TABLE A.3: List of 2016 background samples used in this analysis together with the corre-
sponding cross section.
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Sample name Nevents Cross section [pb]
/QCD_Pt-15to7000_TuneCH3_Flat_13TeV_herwig7/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 19286000 –
/QCD_Pt_170to300_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 56298920 117276
/QCD_Pt_300to470_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 111229780 7823
/QCD_Pt_470to600_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 55503028 648.2
/QCD_Pt_600to800_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 128548964 186.9
/QCD_Pt_800to1000_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 78116008 32.293
/QCD_Pt_1000to1400_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 35819814 9.4183
/QCD_Pt_1400to1800_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 11353270 0.84265
/QCD_Pt_1800to2400_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 2923941 0.114943
/QCD_Pt_2400to3200_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 1910526 0.00682981
/QCD_Pt_3200toInf_TuneCP5_13TeV_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 956837 0.000165445
/QCD_HT100to200_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14*/MINIAODSIM 171876686 27990000
/QCD_HT200to300_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2/MINIAODSIM 59427619 1712000
/QCD_HT300to500_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v1/MINIAODSIM 59569132 347700
/QCD_HT500to700_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 56207744 32100
/QCD_HT700to1000_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2/MINIAODSIM 46840955 6831
/QCD_HT1000to1500_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v1/MINIAODSIM 16882838 1207
/QCD_HT1500to2000_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 11634434 119.9
/QCD_HT2000toInf_TuneCP5_13TeV-madgraph-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 5941306 25.24
/WJetsToQQ_HT400to600_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 9738307 315.6
/WJetsToQQ_HT600to800_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 8798398 68.57
/WJetsToQQ_HT-800toInf_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 8081153 34.9
/ZJetsToQQ_HT400to600_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 10316727 145.4
/ZJetsToQQ_HT600to800_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 8882592 34.0
/ZJetsToQQ_HT-800toInf_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 7818660 18.67
/TT_Mtt-700to1000_TuneCP5_PSweights_13TeV-powheg-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext1-v4/MINIAODSIM 35495198 76.605
/TT_Mtt-1000toInf_TuneCP5_PSweights_13TeV-powheg-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext1-v1/MINIAODSIM 19153722 20.578
/ST_tW_antitop_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 7977430 35.85
/ST_tW_top_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 7794186 35.85
/WW_TuneCP5_13TeV-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2/MINIAODSIM 7765828 118.7
/WWTo4Q_NNPDF31_TuneCP5_13TeV-powheg-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v1/MINIAODSIM 2000000 53.94
/WZ_TuneCP5_13TeV-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 3928630 47.13
/ZZ_TuneCP5_13TeV-pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2/MINIAODSIM 1925931 16.5
/WplusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 504997 0.840*0.5824*0.6741
/WminusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 484662 0.533*0.5824*0.6741
/ZH_HToBB_ZToQQ_M125_13TeV_powheg_pythia8/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM 488450 0.8839*0.5824*0.69911

TABLE A.4: List of 2017 background samples used in this analysis together with the corre-
sponding cross section.
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Sample name Nevents Cross section [pb]
/QCD_Pt-15to7000_TuneCH3_Flat_13TeV_herwig7/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 19481000 –
/QCD_Pt_170to300_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 29710000 117276
/QCD_Pt_300to470_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 41744000 7823
/QCD_Pt_470to600_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15*/MINIAODSIM 42459973 648.2
/QCD_Pt_600to800_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 64061000 186.9
/QCD_Pt_800to1000_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2/MINIAODSIM 37598000 32.293
/QCD_Pt_1000to1400_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 18485000 9.4183
/QCD_Pt_1400to1800_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15*/MINIAODSIM 6928000 0.84265
/QCD_Pt_1800to2400_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15*/MINIAODSIM 4017800 0.114943
/QCD_Pt_2400to3200_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15*/MINIAODSIM 2394000 0.00682981
/QCD_Pt_3200toInf_TuneCP5_13TeV_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15*/MINIAODSIM 925000 0.000165445
/QCD_HT100to200_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 93972378 27990000
/QCD_HT200to300_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 54289442 1712000
/QCD_HT300to500_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 54661579 347700
/QCD_HT500to700_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 55152960 32100
/QCD_HT700to1000_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 48158738 6831
/QCD_HT1000to1500_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 15466225 1207
/QCD_HT1500to2000_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 10955087 119.9
/QCD_HT2000toInf_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 5475677 25.24
/WJetsToQQ_HT400to600_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 10071273 315.6
WJetsToQQ_HT600to800_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 15298056 68.57
/WJetsToQQ_HT-800toInf_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 14627242 34.9
/ZJetsToQQ_HT400to600_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 16704355 145.4
ZJetsToQQ_HT600to800_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 14642701 34.0
/ZJetsToQQ_HT-800toInf_qc19_4j_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 10561192 18.67
/TT_Mtt-700to1000_TuneCP5_13TeV-powheg-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 34823327 76.605
/TT_Mtt-1000toInf_TuneCP5_13TeV-powheg-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2/MINIAODSIM 22971051 20.578
/ST_tW_antitop_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v1/MINIAODSIM 7623000 35.85
/ST_tW_top_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v1/MINIAODSIM 9598000 35.85
/WW_TuneCP5_13TeV-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2/MINIAODSIM 7850000 118.7
/WWTo4Q_NNPDF31_TuneCP5_13TeV-powheg-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 3808800 53.94
/WZ_TuneCP5_13TeV-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v3/MINIAODSIM 3885000 47.13
/ZZ_TuneCP5_13TeV-pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2/MINIAODSIM 1979000 16.5
/WplusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 746195 0.840*0.5824*0.6741
/WminusH_HToBB_WToQQ_M125_13TeV_powheg_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 778619 0.533*0.5824*0.6741
/ZH_HToBB_ZToQQ_M125_13TeV_powheg_pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM 761658 0.8839*0.5824*0.69911

TABLE A.5: List of 2018 background samples used in this analysis together with the corre-
sponding cross section.
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Sample name Integrated luminosity [fb−1 ]

/JetHT/Run2016B-17Jul2018_ver1-v1/MINIAOD 5.8/JetHT/Run2016B-17Jul2018_ver2-v2/MINIAOD
/JetHT/Run2016C-17Jul2018-v1/MINIAOD 2.6
/JetHT/Run2016D-17Jul2018-v1/MINIAOD 4.2
/JetHT/Run2016E-17Jul2018-v1/MINIAOD 4.0
/JetHT/Run2016F-17Jul2018-v1/MINIAOD 3.1
/JetHT/Run2016G-17Jul2018-v1/MINIAOD 7.6
/JetHT/Run2016H-17Jul2018-v1/MINIAOD 8.7
/JetHT/Run2017B-31Mar2018-v1/MINIAOD 4.8
/JetHT/Run2017C-31Mar2018-v1/MINIAOD 9.7
/JetHT/Run2017D-31Mar2018-v1/MINIAOD 4.3
/JetHT/Run2017E-31Mar2018-v1/MINIAOD 9.3
/JetHT/Run2017F-31Mar2018-v1/MINIAOD 13.5
/JetHT/Run2018A-17Sep2018-v1/MINIAOD 4.8
/JetHT/Run2018B-17Sep2018-v1/MINIAOD 9.7
/JetHT/Run2018C-17Sep2018-v1/MINIAOD 4.3
/JetHT/Run2018D-PromptReco-v*/MINIAOD 9.3
Total integrated luminosity 137.6

TABLE A.6: Data samples together with the corresponding integrated luminosity.
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B | Signal and background mod-
elling: additional distributions

B.1 Signal modelling

Figure B.1 shows the 3D signal modelling for VBF produced W′ → WH, Z′ → ZH
and W′ → WZ signals.
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FIGURE B.1: Two-dimensional dependence of the mean (left) and width (right) of the dijet
invariant mass distribution on the two jet masses for the VBF W′ → WH (top), VBF Z′ →
ZH (middle), and VBF W′ → WZ signal (bottom).



224 Appendix B. Signal and background modelling: additional distributions

Figure B.2 (Figure B.3 for VBF signals) shows the fit with a spline, linear or
parabolic function to the dCB parameters for Pj1, i.e. the jet mass as a function of
MX, after only the analysis preselections have been applied, i.e. without applying
any H/W-tagging cuts. Figure B.4 (Figure B.5) shows the same for the fits of the
dijet invariant mass shapes.
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FIGURE B.2: Interpolation of the signal mjet1 shape parameters as a function of MX. The
results for mjet2 are identical because of the random jet labelling and therefore omitted.
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FIGURE B.3: Interpolation of the signal mjet1 shape parameters as a function of MX. The
results for mjet2 are identical because of the random jet labelling and therefore omitted.

For each mass point MXand each jet tagging category the signal efficiency is also
interpolated as a function of MX(Fig. B.6 and Fig. B.7) in order to extract signal yields
for arbitrary resonance masses. The interpolation is obtained with a polynomial
function.
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FIGURE B.4: Interpolation of the signal mjj shape parameters as a function of MX.



B.1. Signal modelling 227

2 3 4 5 6
 TeV]XM

2

4

6

8

 M
E

A
N

 [
T

e
V

]
jj

m

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

2 3 4 5 6
 TeV]XM

0

0.1

0.2

0.3

0.4

 S
IG

M
A

 [
T

e
V

]
jj

m

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

2 3 4 5 6
 TeV]XM

0

1

2

3

4

A
L

P
H

A
1

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

2 3 4 5 6
 TeV]XM

0

5

10

15

20

A
L

P
H

A
2

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

2 3 4 5 6
 TeV]XM

0

5

10

15

N
1

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

2 3 4 5 6
 TeV]XM

0

0.05

0.1

0.15
3

10×

N
2

 WW→VBF Z' 
 WW→

B
VBF G

 WZ→VBF W' 
 ZZ→

B
VBF G

 ZH→VBF Z' 

 WH→VBF W' 
 WW→VBF R 
 ZZ→VBF R 

13 TeV

Simulation

FIGURE B.5: Interpolation of the signal mjj shape parameters as a function of MX.
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FIGURE B.6: Signal efficiency as a function of MX for all categories. The polynomial fit is
also shown a solid line. The various ggF or DY produced signal models are shown.
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FIGURE B.7: Signal efficiency as a function of MX for all categories. The polynomial fit is
also shown a solid line. The various VBF produced signal models are shown.
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B.2 QCD modelling: additional distributions

B.2.1 ggF/DY categories

Figure B.8 shows the comparison between the derived templates and MC simula-
tion for each of the categories for the nominal QCD PYTHIA8 samples. The same
is shown for the QCD MADGRAPH5_aMC@NLO (Fig. B.9) and HERWIG (Fig. B.10).
For the HERWIG case, only inclusive projections are shown as statistics for this sam-
ple is rather limited with respect to the other samples. Good agreement is observed
between simulation and templates.
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FIGURE B.8: Comparison between simulation (markers) and templates derived from gen-
erator level quantities (lines) for the nominal QCD PYTHIA8 sample. The templates are
shown for mjet1 (left), mjet2 (middle) and mjj (right) and, from top to bottom, for VH HPHP,
VV HPHP, VH LPHP, VH HPLP and VV HPLP categories. In the mjj distribution, the jet
mass selections reported in the legend are applied to both jets.
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FIGURE B.9: Comparison between simulation (markers) and templates derived from gen-
erator level quantities (lines) for the nominal QCD MADGRAPH5_aMC@NLO. The tem-
plates are shown for mjet1 (left), mjet2 (middle) and mjj (right) and, from top to bottom, for
VH HPHP, VV HPHP, VH LPHP, VH HPLP and VV HPLP categories. In the mjj distribu-
tion, the jet mass selections reported in the legend are applied to both jets.
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FIGURE B.10: Comparison between simulation (markers) and templates derived from gen-
erator level quantities (lines) for the nominal QCD HERWIG. The templates are shown for
mjet1 (left), mjet2 (middle) and mjj (right) and, from top to bottom, for VH HPHP, VV HPHP,
VH LPHP, VH HPLP and VV HPLP categories.
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B.2.2 VBF categories

Figures B.11 shows the comparison between the ggF/DY derived templates and MC
simulation for each of the VBF categories for the nominal QCD PYTHIA8 samples.
Only inclusive projections are shown as statistics for the VBF categories is rather
limited with respect to the ggF/DY categories. Good agreement in within statistical
uncertainties between MC and templates in all three dimensions and for all samples
is observed.

FIGURE B.11: Comparison between simulation (markers) and templates derived from gen-
erator level quantities (lines) for the nominal QCD PYTHIA8. The templates are shown for
mjet1 (left), mjet2 (middle) and mjj (right) and, from top to bottom, for VH HPHP, VV HPHP,
VH LPHP, VH HPLP and VV HPLP categories.
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B.3 tt̄ modelling: additional distributions

The jet mass projection onto the whole dijet invariant mass range is shown in Fig. B.12,
where the MC is fitted with a double Gaussian, one describing the top and one de-
scribing the W resonant components, and an Error Function Exponential (ErxExp)
for the non-resonant part of the spectra.
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FIGURE B.12: Fit to the inclusive jet mass distributions (all bins of mjj) for the tt̄ background
in the VH categories (top) and VV categories (bottom).

Then the jet mass is sampled in coarse bins of mjj. The binning is chosen such
as to have sufficient statistics in each slice, which, due to the SM tt̄ background be-
ing concentrated at low-mjj, is chosen to be fine at lower dijet invariant masses and
coarser a higher mjj. The binning is: 1246–1404 GeV, 1404–1563 GeV, 1563–1722 GeV
and 1722–7600 GeV. The distribution in each bin is then fitted with the chosen PDF
(2Gauss+ErfExp) using the starting parameters evaluated from the fit to the inclu-
sive distribution. These fits are shown in Fig B.13. In the VV categories, the contri-
bution on top and W are of equal size and in the VH categories, the top contribution
dominates. In all categories, the fraction of merged tops to merged Ws increase.

Each fit parameter is then extraxted in each mjj-bin, and the fit parameter dis-
tribution is parametrised as a function of dijet invariant mass. The mjj-value for
each bin is chosen to be the average mjj-value in that bin. The last point, at ≈ 1700
has been duplicated three times at higher mjj values to ensure that the parametrised
value at higher-mjj is constrained by the value in the highest fittable mjj bin. The
parameterisation of each fit parameter in each analysis category is shown in Fig-
ures B.14-B.18.

The fitted jet mass distributions for mjet1 and mjet2 are shown in Figure B.19-B.23.
The final 1D mjj templates are shown in Fig. B.24 -B.28 compared to MC simula-

tion, for the 6 tt̄ contribution and ggF/DY categories.
Once the final pdf described in Eq. ?? is built, the full model is fit to the full tt̄

simulation to obtain the prefit normalization values for each tt̄ contribution that will
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FIGURE B.13: The fitted jet mass distribution in increasing mjj bins: 1246–1404 GeV (left),
1404–1563 GeV, 1563–1722 GeV and 1722–7600 GeV (right). From top to bottom: VH
HPHP, VV HPHP, VH LPHP, VH HPLP and VV HPLP categories.

enter the final fit to data. This is done because the generator-level matching proce-
dure above yields typically lower yields than what expected because of generator-
level matching efficiency. The results of these fit are shown in Fig. B.29 and Fig. B.30
for all ggF/DY and VBF categories and are used as prefit to the final fit to data.
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FIGURE B.14: The parametrisation of the fitted parameters for the tt̄ background in the
VH HPHP category. The first row shows the parameters of the non resonant component
while the second and third row show the mean and resolution for the W boson (left) and
top quark (right) peaks.
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FIGURE B.15: The parametrisation of the fitted parameters for the tt̄ background in the
VH HPLP category. The first row shows the parameters of the non resonant component
while the second and third row show the mean and resolution for the W boson (left) and
top quark (right) peaks.
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FIGURE B.16: The parametrisation of the fitted parameters for the tt̄ background in the
VH LPHP category. The first row shows the parameters of the non resonant component
while the second and third row show the mean and resolution for the W boson (left) and
top quark (right) peaks.
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FIGURE B.17: The parametrisation of the fitted parameters for the tt̄ background in the
VV HPHP category. The first row shows the parameters of the non resonant component
while the second and third row show the mean and resolution for the W boson (left) and
top quark (right) peaks.
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FIGURE B.18: The parametrisation of the fitted parameters for the tt̄ background in the VV
HPLP category. The first row shows the parameters of the non resonant component while
the second and third row show the mean and resolution for the W boson (left) and top
quark (right) peaks.
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FIGURE B.19: Closure test for the tt̄ background pdfs in the VH HPHP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrisations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).
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FIGURE B.20: Closure test for the tt̄ background pdfs in the VH HPLP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrisations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).
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FIGURE B.21: Closure test for the tt̄ background pdfs in the VH LPHP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrisations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).
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FIGURE B.22: Closure test for the tt̄ background pdfs in the VV HPHP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrisations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).
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FIGURE B.23: Closure test for the tt̄ background pdfs in the VV HPLP category. Here,
mjet1 (top) and mjet2 (bottom) are fit separately starting from the parametrisations of the tt̄
background as a function of mjj. This is shown in increasing mjj bins: 1325–1563 GeV (left),
1643–1881 GeV (middle), 2040–7600 GeV (right).
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FIGURE B.24: Final one-dimensional mjj templates in the VH HPHP category. The nominal
shape derived from the fitting procedure can be seen as red solid line, the alternative shape
derived from varying the slope of the mjj spectrum is shown as the blue dashed line. Top,
from left to right: nonRes, WnonRes and TnonRes; bottom from left to right: WT, WW, TT.
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FIGURE B.25: Final one-dimensional mjj templates in the VH HPLP category. The nominal
shape derived from the fitting procedure can be seen as red solid line, the alternative shape
derived from varying the slope of the mjj spectrum is shown as the blue dashed line. Top,
from left to right: nonRes, WnonRes and TnonRes; bottom from left to right: WT, WW, TT.
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FIGURE B.26: Final one-dimensional mjj templates in the VH LPHP category. The nominal
shape derived from the fitting procedure can be seen as red solid line, the alternative shape
derived from varying the slope of the mjj spectrum is shown as the blue dashed line. Top,
from left to right: nonRes, WnonRes and TnonRes; bottom from left to right: WT, WW, TT.
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FIGURE B.27: Final one-dimensional mjj templates in the VV HPHP category. The nominal
shape derived from the fitting procedure can be seen as red solid line, the alternative shape
derived from varying the slope of the mjj spectrum is shown as the blue dashed line. Top,
from left to right: nonRes, WnonRes and TnonRes; bottom from left to right: WT, WW, TT.
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FIGURE B.28: Final one-dimensional mjj templates in the VV HPLP category. The nominal
shape derived from the fitting procedure can be seen as red solid line, the alternative shape
derived from varying the slope of the mjj spectrum is shown as the blue dashed line. Top,
from left to right: nonRes, WnonRes and TnonRes; bottom from left to right: WT, WW, TT.
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FIGURE B.29: Post fit to the tt̄ MC in, from top to bottom, the VH HPHP, VV HPHP, VH
HPLP, VH LPHP and VV HPLP categories.
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FIGURE B.30: Post fit to the tt̄ MC in, from top to bottom, the VBF VH HPHP, VBF VV
HPHP, VBF VH HPLP, VBF VH LPHP and VBF VV HPLP categories.
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B.4 V+jets modelling: additional distributions

In Fig. B.31 the final fit of the dCB function to the resonant part of the W+jets and
Z+jets spectrum is shown for all the categories.
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FIGURE B.31: Fit to the resonant part of the mSD spectrum (black markers) with a dCB
function (black line) in each of the category, for W+jets (left) and Z+jets (right).
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The non-resonant part of the V+jets backgrounds is modelled using a simple fit
with a Gaussian to the non-resonant part of the spectrum as shown in Fig. B.32 for
W+jets and Z+jets.

The 1D mjj templates are shown in Fig. B.33 compared to MC simulation.
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FIGURE B.32: Fit to the non-resonant part of the mSD spectrum (black markers) with a dCB
function (red line) in each of the category, for W+jets (left) and Z+jets (right).
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FIGURE B.33: One-dimensional mjj templates for the resonant W+jets (left) and Z+jets
(right) backgrounds compared to MC simulation for all categories. The nominal shape
derived from the fitting procedure can be seen as blue line, alternative shapes derived
from varying the slope of the mjj spectrum are shown in green and red.
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C | Systematic uncertainties and
fit validation tests

C.1 Systematic uncertainties

C.1.1 Signal PDFs acceptance uncertainties

The relative variations for one signal benchmark are shown in Fig. C.1.
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FIGURE C.1: Relative variations in signal efficiency due to PDFs as a function of the res-
onance mass and for all tagging categories for a Radion→ WW (left) and Radion→ ZZ
(right) produced through gluon fusion (top) and vector boson fusion (bottom) mecha-
nisms. In the top (bottom) plots only ggF/DY (VBF) selection categories are shown. The
dashed line corresponds to the MX-dependent uncertainty inserted in the final fit where
the variations for the lowest and highest mass hypothesis in the most sensitive category
are fitted versus MX as explained in the text. As comparison, the dotted line corresponds to
an alternative definition where a fit to the average of all variations per mass is performed.
The first approach is chosen as found to be the most conservative.

C.1.2 QCD multijet alternative shapes

Those five shape uncertainties are assigned very large pre-fit values (allowed to float
within 2 standard deviations), effectively allowing the simulation to take any value
to fit the data. The alternate shapes described above are shown in Fig. C.2.
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FIGURE C.2: The QCD PYTHIA8 MC data and nominal template is shown together with
the five alternate shapes added to the fit as shape nuisance parameters for, from top to
bottom, the VH HPHP, VV HPHP, VH LPHP, VH HPLP and VV HPLP categories.
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C.2 Fit validation tests

Figure C.3 (C.4) shows the post-fit distributions in all ggF/DY (VBF) categories, pro-
jected onto the mjet1, mjet2, and mjj dimensions. A good agreement is observed in all
the categories.
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FIGURE C.3: Projections of data and post-fit distributions onto the mjet1 (left), mjet2 (mid-
dle), and mjj (right) dimensions for, from top to bottom, the VH HPHP, VV HPHP, VH
LPHP, VH HPLP and VV HPLP categories.
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D | Additional results

D.1 Observed significance

Figures D.1–D.6 show the observed significance for all considered signal hypotheses.
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FIGURE D.1: Observed significance using 138fb−1 of data for a Gbulk → WW (left) and a
Gbulk → ZZ (right) signals with the combination of all the analysis categories. On the top
the ggF production mode is shown while on the bottom the VBF one is presented.
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FIGURE D.2: Observed significance using 138fb−1 of data for a Radion→ WW (left) and a
Radion→ ZZ (right) signals with the combination of all the analysis categories. On the top
the ggF production mode is shown while on the bottom the VBF one is presented.
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FIGURE D.3: Observed significance using 138fb−1 of data respectively for a Z′ → WW
(left) and a W′ → WZ (right) signals with the combination of all the analysis categories. On
the top the DY production mode is shown while on the bottom the VBF one is presented.
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FIGURE D.4: Observed significance using 138fb−1 of data for a Z′ → ZH (left) and a
W′ → WH (right) signals with the combination of all the analysis categories. On the top
the DY production mode is shown while on the bottom the VBF one is presented.
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FIGURE D.5: Observed significance using 138fb−1 of data for a Radion→ VV (left) and a
Gbulk → VV (right) signals with the combination of all the analysis categories. On the top
the ggF production mode is shown while on the bottom the VBF one is presented.
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FIGURE D.6: Observed significance using 138fb−1 of data for V′ → WV (top), V′ → VH
(middle) and V′ → VV combining V′ → WV and V′ → VH (bottom). On the left the DY
production mode is shown while on the right the VBF one is presented.
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D.2 Observed limits

Figure D.7 shows the resulting 95% confidence level (CL) expected exclusion limits
on the signal cross section as a function of the resonance mass for a Gbulk → WW
(left) and a Gbulk → ZZ (right) signals for the full Run-2 dataset. On the top the ggF
production mode is shown while on the bottom the VBF one is presented. The limits
are compared with the cross section times the branching fraction to WW or ZZ for a
bulk graviton with k/MPl = 0.5.
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FIGURE D.7: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for a Gbulk → WW (left) and a Gbulk → ZZ (right) signals
with the combination of all the analysis categories. On the top the ggF production mode is
shown while on the bottom the VBF one is presented.

Figure D.8 shows the resulting 95% CL expected exclusion limits on the signal
cross section as a function of the resonance mass for a Radion→ WW (left) and a
Radion→ ZZ (right) signals for the full Run-2 dataset. On the top the ggF produc-
tion mode is shown while on the bottom the VBF one is presented. The limits are
compared with the cross section times the branching fraction to WW or ZZ for a
radion with ΛR= 3 TeV and kl = 35.

Figure D.9 shows the resulting 95% CL expected exclusion limits on the signal
cross section as a function of the resonance mass for a Z′ → WW (left) and a W′ →
WZ (right) signals for the full Run-2 dataset. On the top the DY production mode is
shown while on the bottom the VBF one is presented. The limits are compared with
the cross section times the branching fraction to WW for the spin-1 Z′ particle and to
WZ for W′ predicted by the HVT model B (top) and model C (bottom).



262 Appendix D. Additional results

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 [TeV]RadM

5−
10

4−10

3−
10

2−10

1−10

1

10

 W
W

) 
[p

b
] 

 
→

(g
g

F
 R

a
d

 
Β

 x
 

σ

 (13 TeV)-1138 fb

CMS
Work in progress

Observed

 1 std. deviation±Expected 

 2 std. deviation±Expected 

WW)→ BR(Rad×
TH

σ

 

 

 

 

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 [TeV]RadM

5−
10

4−10

3−
10

2−10

1−10

1

10

 Z
Z

) 
[p

b
] 

 
→

(g
g

F
 R

a
d

 
Β

 x
 

σ

 (13 TeV)-1138 fb

CMS
Work in progress

Observed

 1 std. deviation±Expected 

 2 std. deviation±Expected 

ZZ)→ BR(Rad×
TH

σ

 

 

 

 

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 [TeV]RadM

5−
10

4−10

3−
10

2−10

1−10

1

10

 W
W

) 
[p

b
] 

 
→

(V
B

F
 R

a
d

 
Β

 x
 

σ

 (13 TeV)-1138 fb

CMS
Work in progress

Observed

 1 std. deviation±Expected 

 2 std. deviation±Expected 

WW)→ BR(Rad×
TH

σ

 

 

 

 

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 [TeV]RadM

5−
10

4−10

3−
10

2−10

1−10

1

10

 Z
Z

) 
[p

b
] 

 
→

(V
B

F
 R

a
d

 
Β

 x
 

σ

 (13 TeV)-1138 fb

CMS
Work in progress

Observed

 1 std. deviation±Expected 

 2 std. deviation±Expected 

ZZ)→ BR(Rad×
TH

σ

 

 

 

 

FIGURE D.8: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for a Radion→ WW (left) and a Radion→ ZZ (right) signals
with the combination of all the analysis categories. On the top the ggF production mode is
shown while on the bottom the VBF one is presented.

Figure D.10 shows the resulting 95% CL expected exclusion limits on the signal
cross section as a function of the resonance mass for a Z′ → ZH (left) and a W′ →
WH (right) signals for the full Run-2 dataset. On the top the DY production mode is
shown while on the bottom the VBF one is presented. The limits are compared with
the cross section times the branching fraction to ZH for the spin-1 Z′ particle and to
WH for W′ predicted by the HVT model B (top) and model C (bottom).
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FIGURE D.9: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for a Z′ → WW (left) and a W′ → WZ (right) signals with the
combination of all the analysis categories. On the top the DY production mode is shown
while on the bottom the VBF one is presented.
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FIGURE D.10: Observed and expected 95% C.L. upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining all categories
with 138 fb−1 of 13 TeV data for a Z′ → ZH (left) and a W′ → WH (right) signals with the
combination of all the analysis categories. On the top the DY production mode is shown
while on the bottom the VBF one is presented.
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E | Simulation setup for substruc-
ture studies

The details of the simulation setup for the studies presented in Sec. 11.3 and Sec. 11.4
are:

• CMSSW 9_0_0_pre5-90X

• conditions: auto:phase2 realistic

• geometry: Extended2023D4

• era Phase2C2

• pileup AVE_200_BX_25ns

• signal samples: /BulkGravToWWToWlepWhad_narrow_M-2000_13TeV-madgraph/,
/BulkGravToWWToWlepWhad_narrow_M-4000_13TeV-madgraph/.

The Phase-1 detector simulation added for comparison was obtained with CMSSW_9_0_

0_pre6-PU25ns_90X_mcRun2_asymptotic_v4-v1.
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F | FBK sensors and measurements

The author of this thesis took part in the first studies performed on planar and “sin-
gle side process” 3D pixel sensors produced in the context of the Istituto Nazionale
di Fisica Nucleare (INFN) and the Fondazione Bruno Kessler (FBK) R&D campaign1

for HL-LHC. The results summarized in this chapter were presented at “The Euro-
pean Physical Society Conference on High Energy Physics” in 2017 and published
in Ref. [302] by the author of this thesis.

This work was performed under the supervision of Dr. Marco Meschini, in collaboration
with Dr. Mauro Dinardo and Prof. Dr. Luigi Moroni. Dr. Maurizio Boscardin, Dr. Gian
Franco Dalla Betta, Dr. Gabriele Giacomini, Dr. Marco Meschini, Dr. Alberto Messineo, Dr.
Sabina Ronchin and Dr. D.M.S. Sultan designed and produced the sensors. Dr. Lorenzo
Uplegger provided assistance in the test beam operations. The author of this thesis, together
with Dr. Mauro Dinardo, Dr. Dario Menasce, Dr. Marco Meschini, Prof. Dr. Luigi Moroni,
Dr. Caterina Vernieri, Dr. Lorenzo Viliani and Dr. Davide Zuolo, performed the calibration
of the tested modules, took part in the data taking and analysis.

F.1 Sensors and setup description

The prototype planar and 3D columnar pixel sensors used for these studies were
designed in the INFN R&D campaign to meet the requirements specified in Sec 10.3.
The production took place at FBK [303] foundry adopting the new single-side pro-
cess DRIE technique (Deep Reactive Ion Etching) [304], on Silicon-Silicon Direct
Wafer Bonded (SiSi DWB) material with active thicknesses of 100 µm and 130 µm.
The sensors have been produced on 6" wafers in different sizes and pitches in order
to be individually bump bonded to different readout chips. The designs are compat-
ible with the readout chips available at the time the study was performed, the FE-I4
for ATLAS [305] and the PSI46dig [248] for CMS. The results presented in the fol-
lowing are based on planar and 3D single-chip module pixel sensors bump-bonded
to the PSI46dig (100×150 µm2 pitch). Planar sensors were bump-bonded at Fraun-
hofer IZM [306] while the Indium bump-bonding of 3D sensors was performed at
Leonardo Company [307]. The tests were performed in 2015-17 at the Fermilab Test
Beam Facility (FTBF) [308] with a 120 GeV proton beam. The facility houses a track-
ing telescope [260] with a resolution of about 8 µm on the Detector Under Test (DUT),
which can be operated in a humidity and temperature controlled environment. All
the devices have been characterised in terms of detection efficiency, which is com-
puted as the ratio of the number of tracks reconstructed by the telescope having a
corresponding hit on the detector, and the total number of tracks reconstructed by

1This work was supported by the Italian National Institute for Nuclear Physics (INFN). The project
received funding also by EU H2020 AIDA-2020, GA no. 654168
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FIGURE F.1: Results for a 100 µm thick planar sensor. Overall detection efficiency at 3 ×
1015 neq/cm2 as a function of the bias voltage using orthogonal tracks (a) and as a function
of the tilting angle at a bias voltage of 600 V (b). Published in Ref. [310].

the telescope and traversing the detector, taking into account track pointing mis-
placements.

F.2 Planar pixel sensors

In this section, results from hybrid modules of the first FBK planar batch are pre-
sented. The sensors have been produced in various layouts, described in Ref. [309].
The measurements presented in the following are performed on a planar pixel sen-
sor (wafer W30) with 100 µm active thickness and 100×150 µm2 pitch, chosen as
representative example for the perfomance. The sensor design is characterised by a
50 µm large gap between the n+pixel implants surrounded by C-shaped p-stop struc-
tures and no punch-through structure. To reduce discharges due to the high electric
field between sensor and ROC, a frame-shaped BCB (Benzo-Cyclo-Butene) layer has
been deposited by IZM on both sensor and ROC periphery. The same device has
been tested before and after irradiation at an average fluence of 3 × 1015 neq/cm2,
performed at IRRAD (CERN) [246] in 2016 with 24 GeV/c protons.

Before irradiation, the sensor was operated at a bias voltage of 40 V at room
temperature; the detection efficiency, defined above, has been measured to be al-
ways above 99%. The detection efficiency of the irradiated detector (cooled down
to −20 ◦C) was measured at different bias voltages (Fig. F.1a) and at different tilting
angles with respect to the beam direction (bias voltage of 600 V, Fig. F.1b): the sensor
can sustain high voltages without charge multiplication and has a high efficiency,
97% at 600 V.

F.3 3D Columnar Pixel Sensors

The first INFN R&D batch of 3D columnar pixel sensors was produced at FBK
foundry in 2015. The 3D sensors have p+(ohmic) columns passing through the high
resistivity (≥ 3k Ohm·cm) active layer and reaching the low resistivity handle wafer,
while the n+(junction) columns are stopped at a distance of about 15–20 µm from
it, to avoid early breakdown [311]. The bias voltage is applied from the back-side
through the handle wafer bulk, highly doped with Boron.

Devices with cells with one, two or three junction columns (1E, 2E, 3E) have been
implemented, with the option to have the bump pad just on top of an ohmic column
(BO) as an alternative to the standard off-column position (no BO). Morevor, small
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FIGURE F.2: 3D pixel 100×150 µm2 pitch 2E sensor, 130 µm active thickness. Cell scheme
with junction columns in blue, ohmic ones in green and bump pads circled in red (a).
Cell detection efficiency for orthogonal (b) and 5 degrees inclined (c) tracks. Published in
Ref. [11].

pitch sensors were produced, with pixel cell structures of 50×50 µm2 or 100×25 µm2,
which have a dedicated adaptation metal network to allow a fraction of small pitch
pixels to be readout by the PSI46dig ROC. In the small pitch case only one pixel out
of six is read out, all the others being shorted together by the metal grid.

The results presented here refer to non irradiated sensors belonging to two non-
thinned wafers (W76, W78) with 130 µm active thickness2. The detection efficiency
for orthogonal track has been measured to be above 99%.

Detection cell efficiency as a function of the track impact position, averaged on
all the cells, is shown in Fig. F.2 for a 3D sensor with 100×150 µm2 pitch and two
electrodes (Fig. F.2a). The column positions are still visible for orthogonal tracks
(Fig. F.2b) but for 5 degrees incident tracks, 3D pixels recover full efficiency (Fig. F.2c).

Figure F.3 shows the collected charge distributions for a planar sensor (Fig. F.3a)
and the above mentioned 3D sensor (Fig. F.3b). A fit with a Landau function con-
volved with a Gaussian, in red, is also shown. The Most Probable Value (“MPV") of
the Landau and the σ of the Gaussian (“Noise") are given. The sensors have the same
thickness (130 µm ) and collect the same charge but the planar sensor is operated at
100 V while to the 3D sensor a lower voltage of 40 V is applied.

Small pitch 3D pixel sensors have also been tested and representative examples
(from wafer W76) are shown in Fig. F.4. Left figures refer to sensors with 100×25 µm2

pitch: Fig. F.4a and Fig. F.4b are two examples of different pixel cell designs and
options, as the bump can be either on top of the junction column (BO) or displaced
from it; Fig. F.4d shows the distribution of the charge collected by the sensor with

2120 µm effective active thickness due to Boron diffusion from the handle wafer.
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FIGURE F.3: Collected charge distributions for a planar sensor operated at 100V (a) and
a 3D sensor (b) operated at 40 V, with same active thickness (130 µm). Published in
Ref. [309].

2E BO configuration (bias voltage of 40 V), where the secondary peak at low charge
values is due to the contribution of not read out adjacent pixels; the most probable
value of the Landau distribution as a function of the bias voltage for three sensors
with different layouts is in Fig. F.4f. The three configurations differ for the number of
charge collecting electrodes (1E or 2E) and for the bump-bonding position. All three
sensors are found to collect a comparable amount of charge within the systematic
uncertainties, which are evaluated to be around 5%, mainly due to the readout chip
calibration procedures. Right figures are for a 50×50 µm2 pitch sensor: Fig. F.4c
shows the pixel cell design, Fig. F.4e the distribution of the charge collected by the
sensor and Fig. F.4g the most probable value of the Landau distribution as a function
of the bias voltage. Variations in the amount of collected charge between sensors
with different pixel sizes are due to the different impact of the not read out cells.

F.4 Summary

This chapter summarizes the first results on planar and "single side process" 3D pix-
els produced in the INFN-FBK R&D campaign for HL-LHC. The sensors showed an
excellent performance. The planar irradiated modules reached a detection efficiency
of 97% at a bias voltage of 600 V. The new 3D BO small pitch pixel sensors with the
bump pad on the junction column have been produced and were tested on beam for
the first time, with outcomes agreeing to the best expectations. The results obtained
in beam tests before irradiation and the intrinsic radiation tolerance of 3D sensors
confirm that the sensors are very good candidates for the innermost pixel detector
layers at the HL-LHC.

At the time this study was performed, the bonding pattern of the available read-
out chips did not match the reduced sensor pitch size and the readout chips radiation
tolerance was not suited for the high fluences of the HL-LHC operation. One of the
main challenges of the measurements described here was to operate sensors bump-
bonded to readout chips irradiated at the limits of their tolerance, or even beyond,
and to decouple effects due to the readout chip patterns with possible problems in
the prototypes’ design. However, the campaign was successful and further studies
at higher fluence and with dedicated readout chips were performed later on. More
recent results can be found in Refs. [272, 312–316].



F.4. Summary 271

����	� ����	� ����	�

Charge (electrons)
0 10000 20000 30000 40000 50000

N
u

m
b

e
r 

o
f 

e
n

tr
ie

s

0

200

400

600

800

1000

1200

1400

Cluster size 1

 Gaussian⊗Fit: Landau

 / ndf = 144.2 / 962χ

 14 ±Width    = 750 

 13 ±MPV      =  7823 

 32 ±Noise    =  1415 

(D)

Charge (electrons)
0 10000 20000 30000 40000 50000

N
u
m

b
e
r 

o
f 
e
n
tr

ie
s

0

100

200

300

400

500

600

700

800

Cluster size 1

 Gaussian⊗Fit: Landau

 / ndf =   161 / 962χ

 26 ±Width    = 884 

 15 ±MPV      =  9484 

 37 ±Noise    =  1555 

(E)

Bias Voltage (V)
10 15 20 25 30 35 40 45 50

L
a

n
d

a
u

 M
P

V
 (

e
le

c
tr

o
n

s
)

6500

7000

7500

8000

8500

9000

mµm x 100 µW76-10-55D, 2E BO, 25 

mµm x 100 µW76-12-55B, 2E, 25 

mµm x 100 µW76- 6-56A, 1E, 25 

(F)

Bias Voltage (V)
30 35 40 45 50

L
a

n
d

a
u

 M
P

V
 (

e
le

c
tr

o
n

s
)

8600

8800

9000

9200

9400

9600

9800

10000

10200

10400

mµm x 50 µW76-31-46A, 1E, 50 

(G)

FIGURE F.4: Pixel cell designs and charge collection properties of different small pitch sen-
sors (130 µm thickness), 100×25 µm2 pitch on the left and 50×50 µm2 pitch on the right.
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