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Abstract

The strong and coherent light fields of ultrashort laser pulses provide a versatile tool to manip-
ulate and probe quantum gases on femtosecond timescales. For instance, they allow to locally
ionize an ultracold atomic cloud and thus pave the way towards the creation of hybrid atom-ion
quantum systems.

In this work, a new experimental setup combining state of the art techniques from ultracold
quantum gases and ultrafast physics is presented. The setup enables absorption imaging of
the neutral atoms as well as direct detection of the created electrons and ions with spatial and
temporal resolution. Thus, it allows studying fundamental questions regarding the coherence
transfer onto the ionization fragments during photoionization as well as the realization of hybrid
atom-ion quantum systems and ultracold electron ensembles.

The dynamics of such systems critically depends on the nature of the photoionization pro-
cesses during creation. Therefore, we have investigated strong-field ionization of 87Rb in the
intriguing regime where the Keldysh parameter is close to unity. Absorption imaging of the
ultracold atomic gas after photoionization allows extracting the absolute atomic losses in a
spatially resolved manner, thus overcoming the focal averaging. The absolute ionization prob-
abilities obtained experimentally are compared to the predicted losses for different ionization
models without any free parameter and shows a good agreement with ionization probabilities
determined by ab-initio solving the time-dependent Schrödinger equation.

In addition, the strong light field of femtosecond laser pulses leads to an enormous accele-
ration of a Bose-Einstein condensate (BEC) submitted to large intensity gradients. Depending
on the detuning of the fs laser pulse, strong repulsive or attractive dipole forces up to 2×1010 g

can be reached. An ultracold matter wave halo with a longitudinal beam temperature of Tbeam =

20(5) nK at a tunable beam velocity up to v0 = 20 mm/s has been realized. Even for high
intensities, a description of the acceleration by transient optical dipolar forces is found to be
accurate when including dissipation by photoionization.

As a central result, the creation of ultracold plasma in a BEC is studied. The large density
combined with the low temperature of the BEC give rise to an initially strongly coupled plasma
with an initial ionic coupling parameter of Γi = 4800. This new regime leads to an ultrafast
cooling of the plasma electrons trapped in the space charge potential of the dense ionic core.
The experimental setup grants direct access to the electron temperature that relaxes from 5250 K
to below 10 K in less than 500 ns. In addition, plasma dynamics simulations unravel the ultrafast
exchange of energy between electrons and ions which yield a cooling rate of 400 K/ps.



Zusammenfassung

Die starken und kohärenten Lichtfelder ultrakurzer Laserpulse sind ein vielseitiges Werkzeug
um Quantengase auf der Zeitskala von Femtosekunden zu manipulieren und untersuchen. Sie
ermöglichen zum Beispiel die lokale Ionisation ultrakalter Atomwolken und ebnen somit den
Weg zur Erzeugung hybrider Atom-Ionen-Quantensysteme.

In dieser Arbeit wird ein neues Experiment präsentiert, das modernste Techniken aus den
ultrakalten Gasen und der Ultrakurzzeitphysik verbindet. Der Aufbau ermöglicht Absorptions-
abbildung der neutralen Atome sowie einen direkten Nachweis der erzeugten Elektronen und
Ionen mit räumlicher und zeitlicher Auflösung. Somit können fundamentale Fragen zum Ko-
härenztransfer auf die Ionisationsfragmente während der Photoionisation erforscht und hybride
Atom-Ionen-Quantensysteme sowie ultrakalte Elektronenensembles realisiert und untersucht
werden.

Die Dynamik dieser Systeme hängt empfindlich von der Natur der Photoionizationsprozesse
während der Erzeugung ab. Aus diesem Grund wird die Starkfeldionisation von 87Rb in dem
komplexen Regime mit einem Keldysh-Parameter nahe eins untersucht. Die Absorptionsab-
bildung des ultrakalten Gases nach der Photoionisation erlaubt ortsaufgelösten Zugriff auf die
absoluten Atomverluste ohne Mittelung über die Fokalebene. Die experimentell erhaltenen
absoluten Ionisationswahrscheinlichkeiten werden mit erwarteten Verlusten verschiedener Ion-
isationsmodelle verglichen und sind in guter Übereinstimmung mit Ionisationswahrscheinlich-
keiten, die durch ab-initio-Lösen der zeitabhängigen Schrödingergleichung bestimmt werden.

Darüberhinaus kann das starke Lichtfeld von Femtosekunden-Laserpulsen durch hohe Inten-
sitätsgradienten zu enormen Beschleunigungen eines Bose-Einstein Kondensats (BEC) führen.
In Abhängigkeit der Verstimmung des fs Laserpulses, können starke repulsive und attraktive
Wechselwirkungen bis zu 2× 1010 g erreicht werden. Dies ermöglicht die Erzeugung eines
Materiewellenhalos mit einer longitudinalen Strahltemperatur von Tbeam = 20(5) nK bei einer
einstellbaren Strahlgeschwindigkeit von bis zu v0 = 20 mm/s. Es zeigt sich, dass die Beschrei-
bung der Beschleunigung durch optische Dipolkräfte auch für hohe Intensitäten akkurat ist,
wenn der Atomverlust durch Photoionisation einbezogen wird.

Als ein zentrales Ergebnis wird die Erzeugung von ultrakaltem Plasma in einem BEC un-
tersucht. Die Kombination aus hoher Dichte und geringer Temperatur der Atome im BEC
führt zu einem initial stark gekoppelten Plasma mit einem Kopplungsparameter der Ionen von
Γi = 4800. In diesem neuartigen Regime werden die Elektronen im Raumladungspotential
des dichten Ionenkerns gefangen und erfahren eine ultraschnelle Kühlung. Der experimentelle
Aufbau ermöglicht direkten Zugriff auf die Elektronentemperatur, die in weniger als 500 ns von
5250 K auf 10 K fällt. Zusätzlich geben Simulationen der Plasmadynamik Einblick in den ul-
traschnellen Energieaustausch zwischen Elektronen und Ionen, der eine Kühlrate von 400 K/ps
hervorbringt.



Publications

The following research articles have been published in the course of this thesis.

[1] P. Wessels, B. Ruff, T. Kroker, A. K. Kazansky, N. M. Kabachnik, K. Sengstock, M. Drescher,
and J. Simonet, “Absolute strong-field ionization probabilities of ultracold rubidium atoms”,
Commun. Phys., 1, 32 (2018).

[2] T. Kroker, M. Großmann, K. Sengstock, M. Drescher, P. Wessels-Staarmann, and J. Si-
monet, “Ultrafast electron cooling in an expanding ultracold plasma”, Nat. Commun., 12,
596 (2021).



Contents

1. Introduction 1
1.1. Ultracold atoms in the field of ultrashort laser pulses . . . . . . . . . . . . . . 1

1.2. Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2. Experimental setup for investigation of hybrid atom-ion quantum systems 7
2.1. Preparation of 87Rb quantum gases . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1. Vacuum system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.2. Laser cooling of 87Rb . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.3. Evaporative cooling in a hybrid trap . . . . . . . . . . . . . . . . . . . 14

2.1.4. Optical transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.5. Evaporative cooling in a crossed optical dipole trap . . . . . . . . . . . 22

2.1.6. Absorption images and data acquisition . . . . . . . . . . . . . . . . . 23

2.2. Charged particle detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1. Spatially-resolved electron/ion detection . . . . . . . . . . . . . . . . . 26

2.2.2. Time-resolved electron detection . . . . . . . . . . . . . . . . . . . . . 29

2.2.3. Electromagnetic stray field control . . . . . . . . . . . . . . . . . . . . 30

2.3. Femtosecond laser pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.1. Femtosecond laser system . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2. Active beam stabilization . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.3. Diffraction limited micrometer focus . . . . . . . . . . . . . . . . . . 36

2.3.4. Intensity calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3. Ultracold atoms in ultrashort laser pulses 41
3.1. Absolute strong-field ionization probabilities of ultracold 87Rb atoms . . . . . 41

3.1.1. Basics of strong-field ionization . . . . . . . . . . . . . . . . . . . . . 42

3.1.2. Preparation of ultracold atomic targets . . . . . . . . . . . . . . . . . . 48

3.1.3. Measuring absolute local losses . . . . . . . . . . . . . . . . . . . . . 48

3.1.4. Calculation of photoionized fraction . . . . . . . . . . . . . . . . . . . 49

3.1.5. Non-resonant two-photon ionization at 511 nm . . . . . . . . . . . . . 52

3.1.6. Resonant multiphoton ionization at 1022 nm . . . . . . . . . . . . . . 55

3.1.7. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2. Strong-field acceleration of ultracold atoms . . . . . . . . . . . . . . . . . . . 59

3.2.1. Gradient forces in strong light fields . . . . . . . . . . . . . . . . . . . 59

3.2.2. Femtosecond acceleration of a BEC . . . . . . . . . . . . . . . . . . . 61

3.2.3. Femtosecond compression of a BEC . . . . . . . . . . . . . . . . . . . 67

3.2.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70



4. Ultracold plasma triggered by femtosecond laser pulses in a BEC 73
4.1. Ultracold plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.1.1. Plasma regimes and coupling parameter . . . . . . . . . . . . . . . . . 74
4.1.2. Ultracold microplasma in a BEC . . . . . . . . . . . . . . . . . . . . . 77
4.1.3. Dynamical timescales . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.2. Charged particle tracing simulations . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.1. Initial charge distributions . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.2. FEM simulation of experimental environment . . . . . . . . . . . . . . 82
4.2.3. CPT trajectory simulations . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.4. CPT plasma simulations . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3. Ultrafast electron cooling in an expanding ultracold plasma . . . . . . . . . . . 87
4.3.1. Direct observation of electron temperatures . . . . . . . . . . . . . . . 87
4.3.2. Formation of ultracold plasma . . . . . . . . . . . . . . . . . . . . . . 90
4.3.3. Ultrafast plasma dynamics . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.4. Plasma lifetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.4. Ultracold electron sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5. Outlook 111
5.1. Strongly-coupled ultracold plasma . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2. Hybrid atom-ion systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3. Further experimental outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

A. Appendix I
A.1. Further contributions to the experimental setup . . . . . . . . . . . . . . . . . I
A.2. Bake-out of the vacuum chambers . . . . . . . . . . . . . . . . . . . . . . . . II
A.3. Pin configuration of alkali metal dispensers . . . . . . . . . . . . . . . . . . . IV
A.4. Radio-Frequency Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . V
A.5. Magnetic field compensation currents . . . . . . . . . . . . . . . . . . . . . . VI
A.6. Fit results focus measurements . . . . . . . . . . . . . . . . . . . . . . . . . . VII





1. Introduction

1.1. Ultracold atoms in the field of ultrashort laser pulses

Controlled systems of ultracold trapped particles arise great interest as the quantum nature of
ultracold particles predominates in the ultralow temperature limit. Quantum degenerate many-
body systems are of particular interest as their collective behavior is dominated by the funda-
mental laws of quantum mechanics.

Based on the work of Satyendra Nath Bose on quantum statistics [3], Albert Einstein pre-
dicted in 1924-1925 the macroscopic occupation of the ground state by the atoms of an ideal
gas in an external trapping potential at sufficiently low temperatures which leads to the forma-
tion of a Bose-Einstein condensate (BEC) [4]. The experimental realization of the first BECs in
dilute gases of alkali atoms [5–7] required several technical innovations such as the cooling and
trapping with laser light [8–12] as well as magnetic traps for neutral atoms and radiofrequency
(RF) forced evaporative cooling [13–16]. The high degree of experimental control over neutral
quantum gases includes tuning the interparticle interactions by Feshbach resonances [17] or
transitions into Rydberg states with enhanced dipole interactions [18]. In addition, the transla-
tional degree of freedom is controllable by light fields of optical lattices produced by interfering
laser beams [19, 20] or arrays of optical microtraps [21, 22]. Quantum gases trapped in such
tunable potentials can serve as a quantum simulator for interacting many-body systems [23]
providing insight to complex systems, which are not tractable by classical calculations, and
giving access to unexplored physical parameter regimes [24–26].

The emergence of pulsed laser sources, which provide ultrashort pulses of coherent radia-
tion, paves the way to investigate ultrafast dynamics in microscopic systems and light-matter
interaction in high-intensity laser fields [27]. The first pulsed laser sources have been realized
by Q-switching of a ruby laser [28]. The development of mode-locked laser sources with fem-
tosecond pulse generation [27] enables pump-probe spectroscopy on the timescale of chemical
reactions opening the field of femtochemistry [29, 30]. Further decrease of the pulse duration to
the attosecond domain [31] allows for time-resolved studies of electron dynamics in atomic sys-
tems [32, 33]. The advent of chirped pulse amplification [34] enabled focal intensities beyond
1018 W/cm2 allowing studies of light-matter interaction in strong laser fields [33, 35–37].

Combining the world of ultracold quantum systems with the toolbox of ultrashort laser pulses
allows to exploit the advantages of both worlds (see Fig. 1.1). The coherent light fields allow
to initiate and probe dynamics in macroscopic quantum systems on ultrashort timescales by
strong-field ionization (see Fig. 1.1a) and non-linear gradient forces in the focal intensity dis-
tribution of a pulse (see Fig. 1.1b). Moreover, ultracold clouds provide a versatile ground to
study these interactions quantitatively as they benefit from negligible thermal atomic motion,
high target control and are accessible by absorption imaging [1]. These studies can provide the
basis for a controlled preparation of ultracold matter waves and hybrid atom-ion systems, where
the subsequent dynamics sensitively depends on the nature of these interactions.
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Figure 1.1: Ultracold atoms in strong light fields of ultrashort laser pulses. The local interaction
of atoms in a BEC with femtosecond laser pulses enables fundamental studies linking several areas
of modern physics. The experimental setup presented in this thesis combines absorption imaging of
the neutral atoms with position- and time-sensitive detection of charged particles. a.-b. Ultracold
atoms provide a well-controlled ground to quantitatively investigate strong-field ionization and non-
linear gradient forces on alkali atoms. c. Local ionization of a BEC allows to instantaneously create
hybrid quantum systems of few ions immersed in a BEC. d. Many ionized atoms form an ultracold
plasma at BEC densities. e. Two ultracold electron wave packets are created by two ultrashort laser
pulses in adjacent focii in a BEC. The interference patterns of the expanding matter waves on the
charged particle detectors probe spatial coherence. A time delay between the pulses gives access to
temporal coherence properties.

Historically, trapping of single ions was experimentally realized even before the neutral
atoms [38, 39]. Ion traps are typically formed by a combination of static electric and magnetic
fields in Penning traps [40] or radiofrequency electric quadrupole fields in a Paul trap [41].
The combination with laser cooling [42, 43] enables creation of ionic quantum systems with
long-range Coulomb interactions [44] and high degree of control over the external and inter-
nal degrees of freedom. Such systems serve as optical frequency standards [45], quantum
simulators for many-body systems [46, 47] and give rise to quantum information processing
platforms [48–50].
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1.1. Ultracold atoms in the field of ultrashort laser pulses

When few cold ions are immersed in an ensemble of ultracold atoms, hybrid atom-ion quan-
tum systems are created [51–53], which allow studying cold atom-ion collisions [54–56], im-
purity physics leading to the emergence of mesoscopic polaron and molecular states [57–61] as
well as cold chemistry [62]. Moreover, such systems constitute a model platform for quantum
information processing [63, 64]. The experimental realization is typically achieved by spatially
overlapping cold ions trapped in a linear Paul trap with optically [65] or magnetically trapped
ultracold atomic clouds [66]. However, the minimum ion-atom collision energy is limited to the
millikelvin regime by the micromotion of the ion in the RF electric field of the Paul trap [67],
ruling out reaching the quantum regime of atom-ion scattering. Recent work approaches the
quantum regime by additional buffer gas cooling of ytterbium ions in an ultracold cloud of
lithium atoms [68] and atom-ion Feshbach resonances were observed between single barium
ions and ultracold lithium atoms [69]. Another approach is given by optical trapping of ions
in high power dipole traps has been demonstrated [70–72] or exciting to Rydberg states with
high principal quantum number where the electron orbit is mainly located outside the atomic
cloud and the ionic core remains as impurity at submicrokelvin temperatures [73]. Furthermore,
photoionization of long-range Rydberg molecules can serve as a trigger for ultracold atom-ion
scattering [55] or field ionization of Rydberg atoms [60]. This enables transport studies of ion
impurities in a BEC, which can be sensed by the ion-induced Rydberg blockade on a second,
highly excited Rydberg atom [74].

In this work, a quantum gas experiment is set up targeting quantum system consisting of
atoms, ions and electrons by accessing the position and momentum of the neutral atoms as well
as the kinetic energy and arrival time of the charged ions and electrons on opposite detectors.
Local photoionization of a 87Rb BEC with single ultrashort pulses allows to create a tunable
number of ions on instantaneous timescales compared to the atomic and charged particle mo-
tion.

By tuning the photon energy, the temperature of the created ions can be controlled down to
the millikelvin limit, comparable to typical temperatures achieved in Paul traps. This may pro-
vide an alternative route towards the creation of a hybrid quantum system (Fig. 1.1c). Whereas
the RF ion traps inherently involve a continuous energy input to the hybrid system, here, the
ion is immersed in the quantum gas without any driving external electromagnetic fields facili-
tating buffer gas cooling in the ultracold atomic cloud. The experimental setup allows to study
transport properties of the ionic impurities as well as polaron and molecule formation.

In addition, photoionization of a BEC with femtosecond laser pulses allows for the investi-
gation of strongly coupled many-body systems of charged particles. When a critical number of
atoms is ionized, ultracold plasma can be created [75] (see Fig. 1.1d). Ultracold neutral plasma
created from atomic clouds trapped in magneto-optical traps have been intensively studied [76–
78] and approaches the regime of strong coupling, where the interparticle Coulomb interaction
prevails the thermal energy of the charge carriers. As well-controlled model systems, they
provide insight in extreme plasma conditions as given in inertial confinement fusion [79] and
astronomical plasmas as the core of Jovian planets and white dwarfs [80]. Recent works access

3



1. Introduction

the strong coupling regime by laser cooling of the ions [81] and vastly increase the evolution
times by magnetic confinement [82].

Creation of ultracold plasma from a BEC enables orders of magnitude higher plasma densi-
ties, which implicates higher initial coupling parameters and ultrafast dynamics in the plasma.
In addition, the BEC densities allow for creation of micrometer-sized plasma with only hun-
dreds to thousands of charge carriers facilitating theoretical description with a full molecular
dynamics approach. These small systems bridge ultracold plasmas with the field of ionized nan-
oclusters [83–85], which give rise to the formation of nanoplasmas [86–88]. Creating ultracold
plasma by photoionization of a BEC loaded into an optical lattice enables tunable initial spa-
tial correlation and allows to circumvent disorder-induced heating, which limits the achievable
coupling strengths in laboratory plasma realizations [77, 89]. Utilizing broadband ultrashort
laser pulses close to the ionization threshold enables ultrafast creation of Rydberg gases [90],
which convert into ultracold plasma and vice versa due to avalanche ionization and three-body
recombination, respectively [91–93].

Finally, the experiment is also designed to investigate coherence transfer from the bosonic
neutral atoms to its fermionic constituents during photoionization. For this purpose, two atoms
shall be ionized in adjacent focii creating two cold electron wave-packets (see Fig. 1.1e).
The matter-wave interference pattern is measured with spatial and temporal resolution by the
charged particle detectors giving access to the coherence properties. A tunable time-delay be-
tween the ionizing pulses allows to address the speed limits of information transfer in quantum
systems [94, 95].

In conclusion, the novel experimental setup presented in this work enables ultrafast manip-
ulation and probing of macroscopic quantum systems providing access to so far inaccessible
observables. Thus, it allows addressing a variety of intriguing questions at the intersection of
ultracold quantum gases and ultrafast physics.

1.2. Structure of the thesis

This work is partitioned in three main chapters. The first chapter (Chap. 2) introduces the novel
quantum gas machine, which was built in the course of this thesis and enables photoionization
of ultracold 87Rb atoms as well as direct detection of the created charged particles. The second
part (Chap. 3) presents the experimental results of the investigation of strong-field ionization
and gradient forces in the light field of ultrashort laser pulses. In the last part (Chap. 4) ultra-
cold plasma creation in a 87Rb BEC is presented and studied. The subsequent outlook (Chap.
5) describes the accessible future directions of this experiment.

Chapter 2

Within this chapter, the experimental setup is presented, which was built during this thesis.

4



1.2. Structure of the thesis

First, the quantum gas machine is introduced, which enables the creation of 87Rb BEC held in
a crossed optical dipole trap. Here, the employed cooling mechanisms and the optical trans-
port are explained. Second, the charged particle detection setup is described, which enables
electron/ion detection with spatial and temporal resolution. Last, the femtosecond laser setup
is addressed, which provides ultrashort laser pulses with variable wavelength focused to a mi-
crometer sized volume within the atomic cloud.

Chapter 3

This chapter presents the experimental investigation of the response of ultracold atoms exposed
to femtosecond laser pulses. In the first part, strong-field photoionization of 87Rb atoms is
studied. After an introduction of the basic concepts of photoionization in strong laser fields,
the experimental method is explained, which enables accurate extraction of absolute ionization
probabilities by absorption imaging of the ultracold atomic target. Subsequently, the obtained
results for non-resonant and resonance-enhanced photoionization are presented and compared
to theoretically predicted ionization rates. In the second part, the gradient forces exerted by the
inhomogeneous light field of the laser pulses are investigated. Here, the ultrafast momentum
transfer by repulsive and attractive pulses focused into a BEC is shown and the suitability for
ultracold atom sources and pulsed dipole traps is discussed.

Chapter 4

In this chapter, the creation of ultracold microplasma in a BEC by photoionization with fem-
tosecond laser pulses is presented. A short introduction of the defining parameters of plasma
is followed by the experimental creation of ultracold plasma in a BEC. Second, the charged
particle tracing simulations are described, which allow to access the microplasma dynamics on
a single particle level. In the third part, the experimental and simulation results are presented,
which disclose efficient electron cooling occurring on ultrafast timescales. Finally, the suitabil-
ity of ultracold microplasma as a source for ultracold electrons is discussed.

Chapter 5

This chapter gives an outlook on the future investigations, which were made accessible with the
built experimental setup. Here, the route towards creation of strongly-coupled ultracold plasma
is discussed as well as future experiments with hybrid atom-ion quantum systems created by
photoionization.

5





2. Experimental setup for investigation of hybrid
atom-ion quantum systems

Photoionization of ultracold quantum gases with ultrashort laser pulses provides a pathway to
the instantaneous creation of hybrid systems of ultracold atoms and ions and allows to trigger
plasma formation with ultralow initial temperatures. Tailored experiments enabling detection
of electrons and ions as well as the neutral atomic cloud provide direct access to the dynamics
of such hybrid systems. In this chapter the experimental apparatus is presented, which allows
for local photoionization of a 87Rb BEC with femtosecond laser pulses and provides a spa-
tially resolved charged particle detection as well as absorption imaging of the neutral atoms.
In Section 2.1 the basic concepts of cooling and trapping of neutral atoms are examined and
the quantum gas machine as well as its mode of operation is presented. Section 2.2 focuses on
the charged particle detection setup, which allows for electron/ion detection with spatial resolu-
tion. In addition, a gated electron detection scheme is presented, which enables time-resolved
electron detection. The chapter concludes with Section 2.3, which describes the femtosecond
laser pulse generation within the dedicated laser system as well as the beam transport to the
experiment and the realization of a local ionization region within the BEC.

The described experiment has been set up during this PhD thesis. Previous descriptions of the
design of the experiment can be found in the PhD thesis of Bernhard Ruff [95] and at an early
stage of the experiment within the master thesis of Jakob Butlewski [96]. The experimental
setup has been designed and setup by Juliette Simonet, Philipp Wessels-Staarmann, Bernhard
Ruff and the author. In addition, central elements have been designed and setup in the frame of
several diploma theses [97–99], master theses [96, 100–102] and bachelor theses [103–109]. A
more detailed list can be found in Sec. A.1.

The data analysis infrastructure used for the absorption images was originally developed by
Sören Dörscher and adapted for this experiment by Bernhard Ruff, Philipp Wessels-Staarmann,
Mario Großmann and the author. The analysis framework for the charged particle detection
data was developed by Mario Großmann and the author.

7



2. Experimental setup for investigation of hybrid atom-ion quantum systems

2.1. Preparation of 87Rb quantum gases

In an ideal gas, the mean kinetic energy of the atoms is directly related to the temperature Ta

via
〈

p2
a
〉
/2ma =

3
2kBTa. Whereas hot and dilute gases can be described classically, a quantum

mechanical description is imperative when the de Broglie wavelength of the atoms λdB,a = h/pa

exceeds the mean interparticle distance and the matter wave packets start to overlap. When the
phase-space density determined by the atomic density ρa and the de Broglie wavelength exceeds
a critical value of ρPSD,a = ρa×λ 3

dB,a ≥ 2.612, Bose-Einstein condensation occurs. In order to
reach this phase of matter experimentally, dilute atomic ensembles need to be cooled to the
nanokelvin domain.

2D/3D MOT
Optical

Molasses

Hybrid Trap 
Evaporation

Optical 
Transport

Dipole Trap 
Evaporation

Experiment

15 μK

60 mm/s

< 100 nK

< 5 mm/s

50 μK

0.1 m/s

102-103 K

150-500 m/s

Figure 2.1: Quantum Gas Preparation Cycle. Cooling stages to produce a Bose-Einstein conden-
sate of 87Rb in the experimental setup. The corresponding atomic temperature and thermal velocities
at different stages determined by the mean kinetic energy are given.

In this experiment, the preparation of ultracold 87Rb quantum gases involves several cooling
stages, which is schematically illustrated in Fig. 2.1 and discussed in the following section.
To avoid collisions with the background gas leading to atomic losses, the different cooling
stages are executed under ultra high vacuum conditions (see Sec. 2.1.1). In the first vacuum
chamber the atoms are laser cooled from a few hundred Kelvin to 50 µK in a magneto-optical
trap during 10 s and in a bright optical molasses during 450 ms (see Sec. 2.1.2). Subsequently,
the atoms are transferred into a hybrid trap constituted of a magnetic quadrupole trap and an
optical dipole trap and further cooled by RF forced evaporation cooling down to 15 µK within
8 s (see Sec. 2.1.3). Afterwards, the atoms are transported into a second vacuum chamber in
optical tweezers in 1.7 s (see Sec. 2.1.4), where the atoms are evaporatively cooled to quantum
degeneracy in a crossed optical dipole trap within 3 s (see Sec. 2.1.5). In total, the experimental
cycle lasts 30 s. During this cycle, the thermal velocities of the atomic sample are gradually
lowered from a few hundred meters per second to a few millimeters per second.
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2.1. Preparation of 87Rb quantum gases

2.1.1. Vacuum system

Cooling an atomic ensemble to nanokelvin temperatures requires optimal isolation from the
environment to prevent both heating and atomic losses. Whereas the atoms are basically trans-
parent for heat radiation due to their narrow absorption spectrum, collisions with the back-
ground gas are the limiting factor for quantum gas lifetimes. Consequently, quantum gas exper-
iments are typically carried out under ultra-high vacuum (UHV) conditions at pressures below
1×10−11 mbar. Figure 2.2 depicts a computer-aided design (CAD) model of the novel vacuum
system, which was set up within this work.

Glass cell

Ion getter pump

Preparation
chamber

Science chamber

Ion getter pump

Ion getter pump

Pumping chamber

Gate valve

Angle valve

Angle valve
Turbo molecular pump

Turbo molecular
pump

Gate valve

Cold cathode
gauge

Cold cathode gauge
Titan sublimation

cartridge

Titan sublimation
cartridge

Figure 2.2: Vacuum System. CAD model of the vacuum system of the quantum gas experiment.
A differential pumping stage connects the glass cell at a pressure of 10−9 mbar to the Preparation
chamber and Science chamber at a base pressure below 10−11 mbar.

As the experiment is designed for investigation of atom-ion quantum systems and the creation
of low energy photoelectrons, minimizing magnetic stray fields is essential. Accordingly, the
vacuum system is composed of two main parts, the Preparation and the Science chamber, which

9



2. Experimental setup for investigation of hybrid atom-ion quantum systems

K1K2

Rb2Rb1

Rb4 Rb3

Figure 2.3: Dispenser Configuration. The
2D glass cell is equipped with four rubidium
(Rb 1-4) and two potassium (K 1-2) dispensers
mounted around the differential pumping tube.
A MACOR glass ceramic mounting isolates the
different electrodes.

are connected by a gate valve enabling independent evacuation. This allows to spatially separate
the cooling techniques and vacuum devices which are based on strong magnetic fields from the
ionization region. In addition, the vacuum system is built from stainless steel components with
low magnetic susceptibility.

The Preparation chamber, where the 3D-MOT and hybrid trap are located, is attached to the
pumping chamber, which connects it with the 2D-MOT glass cell over a differential pumping
stage, a thin tube of graphite which enables a difference in the pressure of three orders of
magnitude. Furthermore, the pumping chamber connects both the glass cell and the Preparation
chamber to a pumping stage equipped with an ion getter pump (IGP) and a turbo molecular
pump (TMP), which is connected over a valve. For the Preparation chamber, the pump stage is
additionally supported by a titanium sublimation cartridge.

The second vacuum part consists of the Science chamber, which is connected to a pumping
stage containing a turbo molecular pump connected by a gate valve, an ion getter pump as well
as a titanium sublimation cartridge. Cold cathode gauges in front of each ion getter pump allow
to simultaneously measure the pressure in the glass cell, the Preparation chamber as well as
the Science chamber. For reaching a base pressure below 1× 10−11 mbar in the Preparation
and Science chamber, both parts of the vacuum system were baked-out separately. The proce-
dure, which has taken two to three weeks per chamber, is described in Section A.2. After the
successful evacuation of both chambers the valve gate was opened.

The alkali atoms used in this experiment are evaporated from alkali metal dispensers. These
dispensers consist of small metal boats containing the alkaline atoms bound as an alkali-metal
chromate with a reducing agent. The mildly exothermic reduction reaction leading to alkali
metal evaporation is thermally activated and can therefore be controlled by the electric cur-
rent supply though the metal tubes and thus the resistive heating. The actual setup in principle
features experiments with two alkali species as the vacuum system is equipped with four rubid-

10



2.1. Preparation of 87Rb quantum gases

ium dispensers1 as well as two potassium dispensers enriched with fermionic 40K23. Whereas
the rubidium dispensers are horizontally arranged around the graphite tube of the differential
pumping stage, the potassium dispensers are mounted in upright position (see Fig. 2.3). The
different electrical potentials are isolated by a MACOR glass ceramic mounting, which ensures
separation of the connecting wires from the electrical vacuum feed-throughs (see Sec. A.3 for
the pin assignment).

2.1.2. Laser cooling of 87Rb

Laser cooling relies on the absorption and re-emission of near-resonant photons. Whereas the
atomic internal degrees of freedom can absorb both the energy h̄ωL and the angular momentum
of the photon, the linear momentum ~pL = h̄~kL causes a change in the center of mass motion of
the atom [110]. As the subsequent re-emission occurs isotropically and hence averages out over
a multitude of absorption-emission cycles, a laser beam of directed photons can exert a force
~F = d~p/dt = h̄~kγp, the so-called spontaneous force, onto an atom. The force is proportional to
the scattering rate

γp =
s0γ/2

1+ s0 +[2(δ +ωD)/γ]2
, (2.1)

where s0 = I/Is denotes the ratio between the laser intensity I and the saturation intensity
Is [110], which is 1.67 mW for the D2 line in 87Rb from the electronic ground state 52S1/2

to the first excited state 52P3/2 with a decay rate of γ = 2π×6.065 MHz [111].

The rate of excitations and thus the force on the atoms depends on the detuning of the laser
δ = ωL−ωA relative to the atomic resonance with frequency ωA. Due to the Doppler shift
ωD =−~kL ·~vA, the resonance condition and consequently the force is dependent on the velocity
~vA relative to the laser propagation direction. For Doppler cooling, a red-detuned light field (δ <

0) is used, which is shifted towards resonance, when atoms are moving towards the laser beam
and the light field selectively decelerates the atoms. By using a pair of counter-propagating red-
detuned laser beams for each dimension, an atomic ensemble experiences a viscous damping
force in all directions and thus is cooled in a so-called optical molasses.

For the laser cooling, the D2 transition of 87Rb between the electronic ground state 52S1/2

and the first excited state 52P3/2 is employed. Figure 2.4 depicts the hyperfine structure of the
involved levels. The cooling laser drives the transition from the |52S1/2,F = 2〉 substate to the
|52P3/2,F ′ = 3〉 state. As a small fraction of atoms undergoes a transition to the |52S1/2,F = 1〉
ground state, which is not resonant for the cooling laser, a second laser frequency is used to
repump the atoms back into the cooling cycle via the |52P3/2,F ′ = 2〉 hyperfine state.

The achievable kinetic energies are limited by the randomness of the absorption and re-
emission process to the energy corresponding to the natural linewidth of the cooling transi-

1SAES Getters - Rb/NF/4.8/17/FT 10 + 10
2AlfaVakuo - AS-K40(5%)-10-3F
3Alvasource - AS-K40(8.4%)-15-3S
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2. Experimental setup for investigation of hybrid atom-ion quantum systems

87Rb F'=3   (+193.7 MHz)

52P3/2

52S1/2
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F'=0   (−302.1 MHz)

F=2     (+2563 MHz)

F=1     (−4272 MHz)

Cool
D2 Line
780.241 nm
384.2 THz

Repump

Figure 2.4: D2 line of 87Rb. Hyperfine structure of the D2 transition of 87Rb. The cooling laser
is red-detuned with respect to the transition from the F = 2 to the F ′ = 3 hyperfine state and the
repumping laser resonantly drives the transition from F = 1 to F ′ = 2. Data taken from [111].

tion [110, 112]. The associated Doppler limit is given by kBTD = h̄Γ

2 with a Doppler temperature
of TD = 141.5 µK for the D2 line in 87Rb. However, already in 1988 it was reported, that optical
molasses allows cooling beyond the Doppler limit [11], which can be explained by Sisyphus
cooling in the polarization gradient formed by the counter-propagating beams [12, 113]. Laser
cooling with absorption and re-emission of photons exhibits a fundamental lower limit, as the
atomic momentum can only be changed in units of the photon recoil. The recoil limit given
by kBTrec =

h̄2k2

ma
determines the lowest temperature for processes based on resonant absorp-

tion [110]. For the D2 transition in 87Rb the recoil temperature is given by Trec = 362 nK [111].

Laser System

The cooling laser system was built by Marlene Fricke [97] and rebuilt during the authors master
thesis [101]. A scheme of the setup is given in Fig. 2.5. It consists of two commercial diode
lasers4, which are frequency stabilized using saturated absorption spectroscopy [97], resonant
with the cooling and repumping transition respectively. The cooling laser light is split into two
paths supplying the 2D- and 3D-MOT and subsequently amplified by two tapered amplifiers
(TA) providing an output power of 1.5 W. For both the cooling and the repumping light, deflec-
tion by acousto-optic modulators (AOM) allows to control the laser intensity as well as detuning
of the frequency relative to the atomic transitions. Finally, the laser light is distributed onto dif-
ferent optical fibers, which transfer the laser light for the 2D-MOT, 3D-MOT and pushing beam
as well as absorption imaging in both vacuum chambers to the experimental setup. Whereas the
cooling and repumping beams used in the 2D-MOT are already superimposed on the optical ta-
ble and are coupled into the same optical fiber, the 3D-MOT beams are superimposed in a fiber

4TOPTICA, DL Pro 100
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Spectroscopy

3D-Cooling 3D-Repump

Fiber

Spectroscopy
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AOM 3
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AOM 4
Cool 2D

AOM 5
P + Detection

AOM 1
Repump

TA 3D
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TA 2D
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Figure 2.5: Cooling Laser System. Schematic view of the laser system used for laser cooling of
87Rb. Two laser diodes are frequency-stabilized using saturated absorption spectroscopy. Tapered
amplifiers (TA) are used for amplification. The laser frequency and intensity is dynamically con-
trolled by acousto-optic modulators (AOM) and an electro-optic modulator (EOM). The laser light
is transported to the experimental setup with optical fibers.

port cluster5, which distributes both the cooling and repumping light equally to all six MOT
beams. In addition, an electro-optic modulator (EOM) is used to precisely control the 3D-MOT
cooling intensity during the optical molasses.

2D-3D-MOT Setup

In order to additionally trap the laser-cooled neutral atoms, a magnetic quadrupole field is em-
ployed, which causes a position-dependent Zeemann shift (see Eq. 2.3) of the atomic magnetic
levels. This results in a position-dependent spontaneous force, as the opposed laser becomes
resonant when atoms drift away from the trap center. This enables simultaneous trapping and
cooling of the atomic sample in a magneto-optical trap (MOT) [9].

Two different MOT setups are implemented for the first stage of atom cooling. A 2D-
MOT serves as high-flux atom source [114] for efficient loading of the 3D-MOT. Figure 2.6a
shows the side view on the 2D-3D-MOT loading beam path. The 2D-MOT is formed by two
perpendicular pairs of counter-propagating elongated elliptical beams. The resonant pushing
beam transfers the trapped atoms into the 3D-MOT, which consists of three perpendicular pairs
of counter-propagating beams. The expanded beams are provided by fiber telescopes. The
Helmholtz coils provide the 3D magnetic gradient field used for the MOT as well as the hybrid
trap (see Sec. 2.1.3).

Figure 2.6b shows a CAD model of the optical setup at the Preparation chamber. The MOT

5Schäfter+Kirchhoff GmbH.
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2. Experimental setup for investigation of hybrid atom-ion quantum systems
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Figure 2.6: CAD model of the Preparation chamber optics setup. a. Side view. The 2D-MOT
traps and cools atoms from the 87Rb background gas, which are transferred to the 3D-MOT in the
Preparation Chamber by a resonant pushing beam. b. Top view. The horizontal MOT beams are
superimposed with the beam for absorption imaging by two flip mirrors.

beams on the magnetic coils symmetry axis are provided by two fiber telescopes and super-
imposed with the detection beam by two mirrors mounted on motorized flip mirror holders6.
This enables absorption imaging of the atoms in the hybrid trap. The imaging objective was
designed within the bachelor thesis of Jette Heyer and provides a magnification of M = 2.73(6)
and a spatial resolution of 5.5 µm [108].

After ten seconds of MOT loading, the magnetic field is switched off and the atoms are further
cooled while expanding in a bright optical molasses for 450 ms. After the molasses phase we
obtain Na = 1.6(4)× 109 atoms at a temperature of Ta = 47(1) µK, which corresponds to a
phase-space density of ρPSD,a = 1.3(3)×10−6 [115].

2.1.3. Evaporative cooling in a hybrid trap

Magnetic quadrupole trap

After bright molasses cooling, the atomic cloud can be transferred into the magnetic trap, which
is formed by a magnetic quadrupole field ~B(~r). The potential energy of the neutral atoms in the
magnetic field is given by the Zeemann energy

Umag (~r) =−~µ ·~B(~r) , (2.2)

where ~µ = gFµB~F/h̄ denotes the magnetic dipole moment of the atom with the Bohr magneton
µB and the Landé factor gF = 1/2. The magnetic moment is determined by the total angular
momentum ~F =~S+~L+~I composed of the electron spin |~S|= 1/2, the orbital angular momen-

6OWIS, Motorized Flip Mirror Holders KSHM 90
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2.1. Preparation of 87Rb quantum gases

tum |~L|= 0 and the nuclear spin |~S|= 3/2. As the atoms are prepared in the F = 2 ground state,
the Zeemann energy is given by

Umag (~r) =−µBgFmFB(~r) , (2.3)

with the magnetic quantum number mF ∈ {0;±1;±2} assigning the projection of the total an-
gular momentum onto the magnetic field. In the F = 2 hyperfine manifold, atoms with mF > 0
can be trapped in the Zeemann potential, atoms with mF ≤ 0 experience either zero or even a
repulsive potential and hence are not trapped.

The coils producing the magnetic quadrupole field have been designed during the master the-
sis of Harry Krüger [100] and characterized within the master thesis of Jakob Butlewski [96].
The coils provide a magnetic gradient of 1.516(8) G/(A cm) along their symmetry axis as well
as a radial gradient of 0.79(2) G/(A cm). The magnetic trap is operated with a current of 115 A
provided by two power supplies7 connected in series yielding an axial/radial magnetic gradi-
ent of 174.3(2) G/cm and 91(2) G/cm. To ensure a maximal transfer efficiency, this current is
rapidly switched on by insulated-gate bipolar transistors (IGBT)8, which allow for a switching
time of 240 µs [96].

Hybrid trap

Trapping in magnetic fields relies on the magnetic moment of the atom adiabatically following
the magnetic field direction on the atoms trajectory through the trap, i.e. if the magnetic field
direction changes slowly compared to the Larmor frequency of the magnetic moment precessing
around the magnetic field ωLarmor = gFmFµBB/h̄ [116]. The magnetic quadrupole field vanishes
the center. As a result, the magnetic quantum number can flip in the absence of a magnetic field
and the quadrupole trap suffers from Majorana losses [117]. To circumvent this loss channel, in
Ioffe-Pritchard magnetic traps [13] an uniform offset field is employed. In contrast, the hybrid
trap utilizes an additional optical dipole trap beam, which shifts the trapping potential minimum
away from the magnetic field zero [5, 118].

The electric field ~EL of an intense laser is able to induce an electric dipole moment ~p =

α~EL proportional to its magnitude and the polarizability α of the atomic internal state. The
interaction of the induced dipole moment with the driving electric field of the laser yields a
potential energy of Udip =−1

2~p · ~EL =− 1
2ε0cRe(α)I, which can be calculated for the electronic

ground state of 87Rb with respect to the atomic transitions ω1 and ω2 and natural widths Γ1 and
Γ2 of the D1 and D2 lines [119]

7DELTA Electronica, SM45 - 140
8Mitsubishi Electric - CM200DX-24S
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Figure 2.7: Forced radiofrequency evaporation in a hybrid trap. a. Potential energies of the
mF substates of the |52S1/2,F = 2〉 ground state in dependency on their position relative to the trap
center in the hybrid trap (solid/dotted blue lines) and for mF = 2 in the magnetic trap (dashed blue
line). The energies are calculated for a current of 115 A as well as a dipole trap beam waist of
w1 = 37 µm, 3.1 W beam power and 50 µm displacement. b. The ultracold atoms are trapped in the
combination of a magnetic quadrupole trap and a dipole trap beam. A small copper coil serves as
RF antenna. The RF signal is provided by a direct digital signal synthesizer (source) and amplified
by a high power amplifier.
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where ωL denotes the angular frequency of the laser. In the rotating-wave approximation, which
assumes |ω1/2−ωL| � |ω1/2 +ωL|, the dipole potential is proportional to I (~r)/δ . A focused
red-detuned laser beam thus produces a trapping potential for the atom yielding a restoring dipo-
lar force Fdip ∝ −~∇ · I (~r)/δ . As the photon scattering rate is proportional to I (~r)/δ 2, optical
dipole traps utilize far-detuned light at high intensities to reduce resonant excitations [119].

The DT beam is focused to a waist of w1 ≈ 37 µm perpendicular to the magnetic coil sym-
metry axis and aligned with a displacement of 50-100 µm with respect to the magnetic trap
zero in z direction. The fiber telescope used for the hybrid trap dipole beam is described in
Sec. 2.1.4. The relative alignment can be fine-adjusted by a dedicated periscope employing
fine thread screws and differential micrometer screws (see 2.8) or by shifting the magnetic field
zero with homogeneous offset fields generated by the compensation coils (see Sec. 2.2.3). The
resulting potential energy for an atom displacement in z direction is depicted in Fig. 2.7a for
115 A current in the magnetic coils and a DT beam power of 3.1 W, which yields a trap depth
of 210 µK as well as a radial/axial trap frequency of frad = 8 Hz and fax = 1.2 kHz.

The laser light used for the dipole trap beam is produced by a commercial master oscilla-
tor power amplifier (MOPA) laser system9 with an output power of 18 W at a wavelength of

9Innolight, MEPHISTO MOPA 15 NE
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2.1. Preparation of 87Rb quantum gases

λDT = 1064 nm. The power is distributed onto the transport beam (see Sec. 2.1.4) and a second
dipole trap beam (see Sec. 2.1.5). Both beams are deflected by an AOM before being trans-
ported to the experiment, which allows for an active power control within a feedback loop. This
laser system was build during the Diploma thesis of Markus Pfau [99] and a more recent de-
scription can be found in [95].

RF evaporation in the hybrid trap

The transition between different mF substates can be driven by radiofrequency (RF) photons
with a photon energy h̄ωRF, which enables to selectively remove the highest energy atoms
from the ensemble and evaporatively cool the atomic cloud. By subsequently decreasing the
RF frequency on a timescale that allows continuous atomic re-thermalization via collisions,
the atomic cloud is gradually cooled. This technique, called RF forced evaporation, was used
for the first time in 1986 for spin-polarized atomic hydrogen [14] and nowadays constitutes a
standard technique in quantum gas experiments.

The evaporation is performed by an exponential frequency sweep from 30 MHz to 2.8 MHz
within eight seconds, which allows the atoms to continuously re-thermalize during the evapora-
tion. As depicted in Fig. 2.7b, the RF photons are provided by a RF antenna, which is directly
attached to the side vacuum window in the Preparation chamber. The antenna consists of a coil
of three windings with a 50 mm diameter and is optimized for the frequency range between
2 and 35 MHz used for RF evaporation. The characterized frequency response is given in the
appendix (see Sec. A.4). In addition, a direct digital signal synthesizer10 is used as RF source,
which enables RF generation with an output power up to 10 dBm from 0.3 MHz to 400 MHz.
The signal is amplified by 43 dB by a 30 W high power amplifier11.

During the experimental sequence, the laser is switched on for the last four seconds of RF
forced evaporation at a constant power of 3.1 W. After evaporation, in order to achieve optimal
transfer from the hybrid trap to the optical dipole trap, the magnetic gradient is reduced linearly
in two steps, from 115 A to 30 A within 165 ms and to 3.4 A within 500 ms. Subsequently,
the magnetic trap is switched off and the atoms are transported to the Science chamber (see
Sec. 2.1.4).

2.1.4. Optical transport

As the quantum gas setup is designed to provide an experimental platform for hybrid systems
consisting of ultracold atoms and charged particles, minimizing the influence of electromagnetic
stray fields is essential. As a consequence, the cooling mechanisms relying on strong magnetic
fields are spatially separated from the ionization region, located in an adjacent vacuum chamber

10Wieserlabs UG, WL-FlexDDS-NG-DUAL
11Mini-Circuits, LZY-22+
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Figure 2.8: Optical setup for the transport beam. a. Side/Top view scheme of the optical setup.
The atomic cloud is moved in the focus of the transport beam from the Preparation chamber to the
Science chamber. A periscope is used to align the transport beam on the axis of the two vacuum
chambers. The longitudinal movement is realized by a moving lens mounted on an airbearing stage,
which focuses the collimated beam out of the fiber telescope. A photodiode (PD) measures the beam
power leakage through a mirror. b. Fiber telescope providing an expanded collimated beam required
for the diffraction-limited micrometer-sized focus. A first lens (L1) collimates the beam out of the
fiber, which is then expanded by a telescope (L2 and L3) after polarization cleaning by a polarizing
beam splitter (PBS).

(Fig. 2.8). Such transport is typically realized by either moving the magnetic [120] or the
optical [121] trapping potential.

Lens L1 L2 L3 L4
Type aspherical achromat achromat achromat

Focal Length (mm) 25 45 200 750
Diameter (mm) 12.5 25.4 50.8 50.8

Table 2.1: Fiber telescope optics. Lens setup in the fiber telescope for the optical transport beam.

Here, the transport of the atomic sample is realized by moving the focus of the dipole trap
beam used for the hybrid trap. The transport beam is focused into the hybrid trap by an achro-
matic lens (L4

12) mounted onto an airbearing stage13 as illustrated in Fig. 2.8a. The transport
beam is aligned onto the centers of both vacuum chambers separated by d = 350 mm, which
is well within the travel range of the translation stage. The intensity of the transport beam is
measured by the leakage through a high reflectivity mirror on a photodiode and actively con-
trolled. In order to balance sufficient potential depths and large capture volume, a beam waist

12Thorlabs AC508-750-C
13Dover Motion, AG-400, controlled by: Aerotech, Soloist ML-10-40-IO
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Figure 2.9: Waist of the transport beam. Measured 2D intensity profiles for different positions of
the focusing lens. The resulting beam diameters are determined by Gaussian fits to the column/row
sum profiles (red/blue data points). The solid lines are given by a hyperbolic fit to the obtained
diameters according to Eq. 2.7. The shaded areas illustrate the 95% confidence interval of the fit.

of w0 = 35−40 µm is required. Figure 2.8b depicts the fiber telescope which was built for this
purpose. The diverging beam out of the optical fiber is collimated by an aspheric lens (L1

14) and
subsequently expanded by two achromatic lenses (L2

15 and L3
16) to reach the beam diameter of

8 mm required for a diffraction-limited focus. The utilized lens configuration of the telescope
is given in Tab. 2.1. In order to avoid interference with the second crossing DT beam used for
the DT evaporation (see Chapter 2.1.5) the polarization is selected by a polarizing beam splitter
cube (PBS).

The beam profile has been measured in dependency of the longitudinal position of L4 as
depicted in Fig. 2.9. In addition, the beam diameter obtained by a Gaussian fit to the column
sum (red data points) and row sum profiles (blue data points) of the distributions is shown. The
focus size w1,2 as well as the Rayleigh length zR,1,2 are determined by fitting the hyperbolic
function

w(z) = w1,2 ·

√
1+
(

z
zR,1,2

)2

(2.5)

to the measured beam diameters in dependency of the position z along the propagation axis of
the beam. The fit yields a waist of w1 = 37.0(10) µm and w1 = 37.3(6) µm and a Rayleigh
length of zR1 = 3.8(1) mm and zR2 = 3.9(1) mm. This corresponds to a beam quality factor
M2

1,2 = θ1,2
πw1,2

λL
of M2

1 = 1.06(9) and M2
2 = 1.05(6), where θ1,2 denotes the divergence half-

angle of the beam.

As the hybrid trap allows for evaporative cooling down to quantum degeneracy as discussed

14Thorlabs AL1225H-B
15Thorlabs AC254-045-B
16Thorlabs AC508-300-C
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Figure 2.10: Optimization Optical Transport. a. DT beam power (blue lines) and MT current
(red line) used for the characterization of the transport in dependency of the preceding hybrid trap
evaporation. The DT beam power is exponentially decreased to an intermediate level, which sets
the temperature of the transported sample. Subsequently, the power is re-increased exponentially to
a larger or equal value than for the transport. b. Measured atom number in the BEC in dependency
of the intermediate as well as the transport power of the transport beam for a transport duration of
1.7 s. b. Measured atom number in the BEC in dependency of the transport duration at a constant
transport beam power of 3.1 W.

in Sec. 2.1.3, atomic ensembles can be prepared for optical transport in the temperature range
between degeneracy and the trap depth of 210 µK at the maximum transport beam power of
3.1 W. For characterization of the optimal transport temperature, the atoms are held in the hybrid
trap after forced RF evaporation and subsequently further evaporated by exponentially reducing
the DT power down to different intermediate values within two seconds. The DT beam power
and the MT current during this evaporation are displayed in Fig. 2.10a. In order to identify
the optimum DT power for transport for each cloud temperature, the atoms are transported to
the Science chamber either at the intermediate power or after exponentially increasing the DT
power again adiabatically for two seconds to a higher transport power.

Figure 2.10b shows the measured BEC atom number after further evaporation in the Science
chamber as a measure for the transport quality in dependency of these two DT powers. Here the
intermediate and transport power have been varied from 0.1 W to 3.1 W, which yields trap depth
span from 6 µK to 210 µK as well as a radial/axial trap frequency span from frad = 1.4 Hz and
fax = 220 Hz to frad = 8 Hz and fax = 1.2 kHz. Apparently, for each intermediate laser power,

20



2.1. Preparation of 87Rb quantum gases

the transport efficiency increases monotonously with the transport power. This can be attributed
to the increasing confinement due to the higher trap depth and frequency, which minimizes
atom losses due to heating during the transport. In addition, employing atomic samples at
higher temperature and atom numbers shows to be superior to further evaporated clouds and
the efficiency saturates for intermediate powers above 2 W. As a consequence, optical transport
is conducted at full laser power in the experimental cycle, as it further allows to avoid the four
additional seconds of cycle duration for intermediate evaporation.

Optical transport involves two main sources of heating onto the transported atomic ensemble.
First, parametric heating can result from mechanical vibrations inducing an oscillation of the
waist position during motion. Hence, the air bearing stage, that decouples the lens motion
from vibrations in the experimental setup is mounted onto a massive lapped granite measuring
plate with a flatness below 2 µm avoiding mechanical stress. In addition, the transport itself
introduces heating intrinsically, as it requires acceleration and subsequent deceleration in the
dipole trap potential inducing center of mass oscillations after optical transport. The resulting
amount of heating decisively depends on the applied velocity profile. Two approaches tackle
this problem, which can be distinguished by comparing the transport time Ttrans to the axial
trapping potential period Tax = f−1

ax ≈ 0.13 s determined by the axial trapping frequency fax =

8.0 Hz. The adiabatic transport approach utilizes transport times Ttrans� Tax to minimize center
of mass displacement from the trapping center during transport. In contrast, non-adiabatic
transport exploits a triangular velocity profile, where center of mass oscillations in the trapping
potential can be suppressed by adapting the transport time to even multiples of the inverse
trapping frequency [122]. As discussed in previous works, the translation setup only features
travel times down to 0.8 s over the full transport distance [95, 103], rendering optimal transport
impossible for lower multiples of Tax.

Figure 2.10c shows the measured BEC atom numbers for a triangular velocity profile in de-
pendency of the transport duration. Here, a transport laser power of 3.1 W is applied. As the
BEC atom number reflects the phase-space density of the transported atomic sample, it gives
a measure for the transport efficiency accounting for atom number efficiency and heating. The
obtained data reveals a plateau of the transport efficiency between 1.3 s and 2.3 s duration,
pointing towards the quasi-adiabatic regime. For lower transport times, the efficiency drops to
almost zero, as heating effects are increased. At longer transport times, the transport efficiency
is decreasing as well due losses caused by collisions with the background gas typically limiting
atomic sample lifetimes in optical dipole traps. Transport times beyond 3 s are not feasible,
since this implies an excessive transport beam power duty cycle causing thermal power insta-
bilities. As a consequence, a transport duration of 1.7 s has been chosen, which is well within
the plateau while preventing unnecessarily extended experimental cycle durations.

21



2. Experimental setup for investigation of hybrid atom-ion quantum systems
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Figure 2.11: Optics Science Chamber. Top view on the realized beam paths in the Science cham-
ber for the crossed dipole trap and absorption imaging.
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Figure 2.12: Trap Frequency Measurement. a.-b. Measured center of mass position of the
ultracold cloud in x-/z-direction after 10 ms time-of-flight in dependency of the hold time after
excitation (data points) and the corresponding sinusoidal fit function (solid line).

2.1.5. Evaporative cooling in a crossed optical dipole trap

After the successful transfer of the atomic ensemble into the Science chamber, a second evapo-
rative cooling stage is employed in the crossed dipole trap. Evaporative cooling in the crossed
DT is realized by successively decreasing the trapping potential controlled by the trapping laser
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2.1. Preparation of 87Rb quantum gases

intensity and hence gradually removing the atoms with highest kinetic energy. For this pur-
pose, a second perpendicular dipole trap beam is switched on and provides additional strong
confinement in the longitudinal direction of the transport beam. An overview of the utilized
beam paths in the Science chamber is given in Fig. 2.11. In order to minimize heating by the
imposed second dipole potential, the laser power is exponentially ramped up to 3.1 W during
the transport time. After a hold time of 1 ms, the laser powers are simultaneously reduced to
2 W and subsequently ramped down exponentially to 43 mW. As the evaporative cooling pro-
cess requires successive atomic thermalization, the evaporation lasts three seconds. Within this
evaporation, the atomic ensemble exceeds the critical phase space density and forms a Bose-
Einstein condensate. Finally, the BEC is held in the crossed optical dipole trap and is prepared
for studies using femtosecond laser pulses.

The BEC properties are determined by the atom number and the trap frequencies, which are
given by the curvature of the superimposed dipolar potential UCDT of the two trapping beams

ωx =

√
1

ma

∂ 2UCDT

∂x2

∣∣∣∣∣∣
min(UCDT)

(2.6)

and accordingly for y and z. In order to access the final trap frequencies determining the BEC
properties, the crossing dipole trap beam power is abruptly increased to 150 mW for 5 ms
reducing the gravitational sag and thus inducing a center of mass displacement of the atoms.
Afterwards, the beam power is instantaneously restored to 43 mW and the atom displacement
evokes oscillations in the crossed dipole trap with the trap frequencies. When the DT is switched
off after a variable subsequent hold time, the corresponding momentum oscillations translate
into spatial oscillations during the time-of-flight. Figure 2.12 shows the measured center of
mass positions in x and z position in dependency of the hold time after a time-of-flight evolution
of 10 ms. The sinusoidal fits to the obtained data yield trap frequencies of ωx = 2π×113(3) Hz
and ωz = 2π×128(1) Hz.

2.1.6. Absorption images and data acquisition

Besides providing charged particle detection, the experimental setup allows for absorption
imaging of the density distribution of neutral atoms. For this purpose, an expanded collimated
probe laser pulse of 50 µs duration, resonant to the D2 transition in 87Rb, is imposed on the
atomic ensemble. Figure 2.13 illustrates a scheme of this imaging technique. The attenuation
of the laser intensity dI while passing an atomic ensemble can be described by Beer-Lambert
law

dI = ρσ Idy (2.7)

and is proportional to the laser intensity I0 as well as the local density ρ , the thickness dy and
the absorption cross section σ . Accordingly, the laser intensity decreases exponentially while
passing the atomic ensemble and the amount of transmitted light decreases with the illuminated

23



2. Experimental setup for investigation of hybrid atom-ion quantum systems
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Figure 2.13: Absorption Imaging. The atomic cloud absorbs a fraction of the incident laser light
of the resonant probe beam pulse. The transmitted intensity distribution is imaged onto a CCD
camera. The absorption image shows the 2D optical density distribution of a BEC obtained after
10 ms time-of-flight.

local line density ρ̃a =
∫

ρa (x,y,z)dz. By recording the transmitted 2D intensity distribution
Itrans (x,y) on a charge-coupled device (CCD) camera as well as the incoming intensity profile
I0 (x,y) in a reference shot without atoms, the 2D projection of the atomic density distribution
is accessible.

The optical density OD(x,y) is given by the product of the local line density ρa and the
resonant absorption cross section σ0 = 3λ 2/(2π) and can then be calculated as [95]:

OD(x,y) =−
(
1+δ

2)× ln
(

I0 (x,y)
Itrans (x,y)

)
+ cI×

(
I0 (x,y)− Itrans (x,y)

Isat

)
(2.8)

where the conversion factor cI depends on properties of the imaging system as the magnification
and the quantum efficiency of the camera. This representation accounts for the saturation of the
D2 transition for high detection intensities as well as the detuning of the detection pulse. A
more detailed description of the utilized image processing can be found in [95]. As depicted in
Fig. 2.11, for absorption imaging in the Science chamber a commercial imaging objective17 is
employed, which provides a spatial resolution of 3.5 µm at a magnification of 3.0 [101].

17LENS-Optics GmbH, N-BK7, 502.8 mm, 3.014x, AR 780 & 1064 nm
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2.2. Charged particle detection

2.2. Charged particle detection

The central feature of the experimental setup is the charged particle detection, which enables
direct detection of the created electrons and ions on spatially resolving detectors. Figure 2.14
shows a sectional view of the equipped Science chamber. The quantum gas target is held in the
center of the vacuum chamber by the two dipole trap beams, which cross from an 45° angle
to the detection axis into the drawing plane. The ionizing femtosecond laser pulse enters from
above through a re-entrant viewport, which is required due to the small working distance of
the high-resolution objective. The created charged particles are directed onto opposing position
sensitive detectors by an external extraction field, which is created by two transparent mesh
electrodes. Beneath the Science chamber, the vacuum pumping system is attached.

Extraction
mesh

Imaging MCP

Re-entrant viewport

Viewport

HV feedthroughs

50 mmMesh holder

Dipole trap
viewport

e- Rb+

BEC

x

y
z

Figure 2.14: CAD image of a central cut through the Science chamber. Sectional view into
the Science chamber equipped with two charged particle detection units for electron/ion detection.
The red/blue lines illustrate the electric field created by the positively/negatively charged extraction
mesh.

In the following, the mode of operation for the charged particle detection is described. Ad-
ditionally, a gated detection scheme is introduced, which allows for electron detection with
additional temporal resolution. Furthermore, the compensation setup for electromagnetic stray
fields is presented, which is fundamental for reliable investigations of slow electrons.
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2. Experimental setup for investigation of hybrid atom-ion quantum systems

2.2.1. Spatially-resolved electron/ion detection

As the centerpiece of the experiment, the charged particle detection on spatially resolved detec-
tors gives information on the kinetic energy as well as the angular velocity distribution of the
electron/ion ensembles. Figure 2.15 displays a sketch of the working principle of the detection
units.

e-

5 kV268 V
1.69 kVUext

Phosphor 
screen

MCP assembly

Extraction
mesh

Highspeed 
camera

Viewport

Vacuum 
chamber

Objective

e-

Figure 2.15: Electron detection scheme. The photoelectrons are drawn towards the detection unit
by a positively charged extraction mesh electrode. After post-acceleration onto a MCP assembly, the
electrons are multiplied into avalanches of secondary electrons within the micro-channels and cause
flashes of light within a subsequent phosphor screen. The emitted light is imaged by an objective
lens onto the chip of a highspeed camera enabling spatially-resolved detection of the electrons’
points of incidence.

After photoionization, the electrons/ions are accelerated onto the position sensitive detection
units. For this purpose, a static extraction field is created by two opposing mesh electrodes at
variable potential±Uext. These electrodes consist of etched copper meshes with a custom-made
electrolytically applied gold coating [102, 107]. The grid size of 8 lines per millimeter in com-
bination with the high permeability of 70-80% after coating ensure homogenous creation of an
extraction field perpendicular to the mesh plane, while minimizing the charged particle losses
in the mesh. After passing the meshes, the electrons are post-accelerated towards a microchan-
nel plate (MCP) assembly consisting of two MCPs in Chevron configuration with a channel
diameter of 12 µm and a channel pitch of 15 µm. Here, the incident electrons are multiplied
resulting in an avalanche of hundreds of thousands to millions of secondary electrons18, which
are further accelerated towards the attached P46 (Y3Al5O12:Ce) phosphor screen, which pro-
vides a quantum efficiency of 70 photons per incident electron at 5 kV kinetic energy [123].

18A total gain of ≥ 4×106 is specified for a voltage difference of 2 kV over the Chevron configuration.
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Figure 2.16: Voltage divider overview. A schematic overview on the used circuits to provide
high-voltage supply for the electron/ion detection units is given. The tables contain the utilized
resistivities and the resulting electric potentials.
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Figure 2.17: Direct detection of charged particles. a. False color image of the measured electron
distributions at Uext = 300 V for photoionization of a BEC with a single fs pulse at 511 nm wave-
length and a peak intensity of I0 = 1.2×1012 W/cm2. b. False color image of the corresponding ion
distribution. The images are averaged over more than 10 realizations.

The emitted light from the phosphor screen is imaged by an objective lens19 onto a highspeed
camera20, which is operated at a frame rate of 1000 fps. Utilized at full resolution of the CMOS
chip of 1280 x 800 pixels to image the phosphor screen with a diameter of 45 mm, a spatial
resolution of 56 µm can be attained. In addition, the high-speed cameras support frame rates up
to 120 kHz at a limited resolution of 128 x 128 pixels corresponding to a spatial resolution of
350 µm.

The detection efficiency for electrons ηe ≈ 0.4 is given by the product of the transparency
of the extraction meshes and the open area ratio as well as the quantum efficiency of the MCP.
In order to ensure a constant, optimal quantum efficiency of approximately 80% [124] for all
extraction voltages, the electrons are post-accelerated onto the same front potential Ufront,e =

268 V of the MCP. For the ions, the identical detection scheme is used with opposite polarity
for the extraction and post-acceleration. The detection efficiency is limited to ηi ≈ 0.1 due to

19Nikon, AF-S NIKKOR 50 mm 1:1.4 G
20Vision Research, Phantom Miro 310
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2. Experimental setup for investigation of hybrid atom-ion quantum systems

Figure 2.18: Absolute electron number extraction. Zoom into a single-shot electron distribution
obtained at Uext = 5 V. The number of counts is integrated in circular masks around distinct locations
of electron incidence (white circles). Histogram of the measured counts on the camera for 455
electron impacts in total.

the lower quantum efficiency of the MCP material [125].

Figure 2.16 displays an overview on the voltage dividers and the voltages, which are applied
on the different electrodes. In addition, both the electron and ion mesh holder (see Fig.2.14),
which are used as mounting for the extraction mesh within the vacuum chamber, are inde-
pendently accessible by voltage feedthroughs. Controlling the electric potential of these hold-
ers enables shaping of the electron/ion ensembles on the way to the detector analogously to
the effect of electrostatic lenses. For all measurements presented here, the holders have been
grounded. In Fig.2.17 shows the recorded distribution of electrons/ions at an extraction voltage
of Uext = 300 V , which were created by photoionization of a BEC with a single fs pulse at
511 nm wavelength and a peak intensity of I0 = 1.2×1012 W/cm2.

In order to quantitatively access the number of created electrons for an ionization event,
the electron detection unit has been characterized. First, the brightness per recorded electron
impact is extracted. In order to enable separation of single electron impacts, few photoelectrons
are created at a peak intensity of I0 = 2.7×1012 W/cm2 and extracted by a voltage of Uext = 5 V.
Figure 2.18a depicts a zoom into the electron distribution. The brightness per recorded electron
is determined by the integrated counts in a circular area with a radius of 10 pixels around distinct
electron impacts (white circles). Figure 2.18a shows the histogram of counts on the camera
chip obtained for 455 electron impacts, yielding an average of ncount ≈ 430 counts per detected
electron. Accordingly, the expected number of counts per incident electron on the detector is
then given by the product with the detection efficiency of the detector ncpe = ncount×ηe ≈ 172.

However, deducing a reliable measure for the number of created electrons is challenging as
both the probability to record an electron and the brightness per recorded electron for each
velocity class of electrons strongly depend on the applied extraction field. Indeed, when de-
creasing the extraction voltage, the effective detection efficiency decreases as the field does not
suffice to efficiently draw the electrons with high kinetic energies to the detectors. As CPT
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2.2. Charged particle detection

trajectory simulations reveal (Chap. 4.2), significant numbers of electrons end up on different
surfaces in the vacuum chamber at low extraction fields. Moreover, the high flux of plasma
electrons on a small part of the MCP area as seen for Uext = 300 V in Fig. 4.8c can lead to
electron depletion in the microchannel material and thus a systematic underestimation of the
number of incident electrons in this part of the detector. Furthermore, detection of low kinetic
energy electrons is typically limited by residual electric and magnetic fields. Hence, it requires
high experimental control over such stray fields (see Chap. 2.2.3).

2.2.2. Time-resolved electron detection

e-

Pulse

Extraction mesh Detector

t

# electrons

+Uext

-Uext

t

Voltage

tdelay

2 µs

Figure 2.19: Time-resolved electron detection scheme. The electrons are accelerated onto the
detector by the extraction field. After a variable delay tdelay, a HV pulse reverses the polarity of
the extraction field and electrons still in front of the extraction mesh are repelled. Thus, the de-
tector records the time-integrated signal of incident electrons up to tdelay. The spatial resolution is
maintained in this mode. Figure is adapted from [2] and licensed under CC BY 4.0.

Whereas the detection scheme provides electron/ion detection with spatial resolution, it only
gives limited access to the underlying temporal distribution of incident particles. As charged
particle tracing simulations show (see Chapter 4.2), the detected electron ensembles for typical
experimental parameters span over a time frame of less than 1 µs even for the lowest applicable
extraction fields. With a maximum frame rate of 120 kHz, the imaging system does not support
adequate time-resolution. Thus, a gated electron detection scheme is used in order to access
the arrival time of the electrons being drawn to the detector. Fig. 2.19 shows the schematic
working principle of this technique. The electron extraction is exerted by a static voltage ±Uext

on the meshes. After a variable delay tdelay with respect to the femtosecond laser pulse, a
negative voltage pulse with a duration of 2 µs is applied onto the electron extraction mesh and
rapidly reverses the potential. The resulting repulsive potential prevents electrons from passing
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Figure 2.20: Capacitative Coupling of the repulsive HV pulse. a. Electric circuit utilized to
reverse the bias voltage Uext on the extraction meshes. b. Applied bias and pulse voltages for each
extraction voltage.

the extraction mesh for time-of-flight durations τTOF > tdelay and consequently interrupts the
electron flux onto the detector. Thus, the detection scheme enables measuring the accumulated
electron signal up to tdelay, while maintaining the spatial resolution.

For this detection method, the temporal resolution is not limited by the charged particle de-
tector itself but the attainable rise-time and temporal jitter of the applied voltage pulse. The
experimental cycle is synchronized with the programmable output of the PHAROS Timing
Electronics Module. Albeit, a temporal jitter of the pulses relative to the femtosecond laser
pulses of 6 ns remains, which is on the order of the round trip time of the pulse in the oscillator
cavity of f−1

osc = (83 MHz)−1 = 12 ns. In order to optimize the profile of the HV pulses, a
tailored circuit was used to switch the polarity of the extraction mesh, which is illustrated in
Fig. 2.20a. Whereas the extraction voltage Uext is applied as bias voltage, the HV pulse with a
voltage of Upulse ≈ −2Uext is generated by a high-voltage pulse generator21 which is triggered
by a digital delay generator22 and capacitatively coupled onto the meshes. The depicted circuit
allows reverse voltages up to Uext = 300 V with a 0% to 100% rise time below 30 ns. Fig-
ure 2.20b depicts the actual bias and pulse voltages employed in the circuit for each extraction
voltage.

2.2.3. Electromagnetic stray field control

Since the experimental setup is designed for the investigation of hybrid atom-ion quantum sys-
tems as well as slow photoelectrons with meV kinetic energies, a high degree of control over
electromagnetic stray fields is imperative. For the electric stray fields, the stainless steel vacuum
chamber as well as the electrodes surrounding the ionization volume work as passive shield. In
order to prevent accumulation of electric charges on the glass surface of the re-entrant viewport,

21DEI HV-1000-N
22Stanford Instruments, DG645 - digital delay/pulse generator
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Figure 2.21: Compensation coil design. Overview on the compensation cage consisting of a pair
of coils for the x-,y- and z-direction.

it is shielded by a high-transparency gold-coated copper mesh as used for the mesh electrodes.
Comparison of CPT simulations using a FEM simulation of our experimental environment with
measured data reveals a control over electric field gradients down to the V/m level (see Sec. 4.2).

Apart from electric fields the compensation of static magnetic stray fields is fundamental.
Since passive magnetic field shielding schemes using for example mu-metal are not applicable
due to the required extensive optical access to the ionization volume, a cage of three compen-
sation coil pairs has been designed. This cage enables compensation of magnetic offset-, as
well as gradient fields in Helmholtz or Anti-Helmholtz configuration, respectively. The de-
mands for the coil design are determined by the required field homogeneity, the bandwidth for
active magnetic field compensation, as well as geometrical constraints given by the remaining
experimental setup.

The constraint for the field homogeneity, which limits the minimum residual magnetic stray
field, is given by the displacement of the point of incidence of an electron with 50 meV kinetic
energy in the detector plane. In order to keep this displacement below 175 µm, which is half the
spatial resolution of the electron detector, a maximum field deviation of Bdev = 0.5 mG is re-
quired over the full distance of 120 mm between both detection units. Thus, the cage consists of
meter-sized pairs of coils surrounding the whole experimental setup and being centered around
the ionization volume. Figure 2.21 shows the CAD model of the design. Each coil consists of
four layers with 13 windings and two layers with 6 windings of insulated copper wire with a
diameter of 2 mm wounded onto a rectangular frame of four aluminum profiles, which are con-
nected by insulating polyoxymethylene (POM) brackets to prevent eddy currents. Table 2.2 lists
the specifications and electrical ratings of each coil pair. Furthermore, the dependency of the
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Figure 2.22: Magnetic compensation fields. Calculated magnetic field profile of the three com-
pensation coil pairs obtained for a field amplitude of 500 mG (dashed lines). The datapoints and
solid lines display the measured fields after installation on the optical table and are taken from [96].

field amplitude on the applied current is given. Controlling the current allows for compensating
the magnetic fields with 10 mG accuracy for all three dimensions in space.

axis layers turns size (cm) distance (cm) R (Ω) L (mH) B/I (mG/A)
x 4 / 2 13 / 6 162 x 132 74.5 0.6 / 0.3 2.7 / 0.8 150.0 / 68.6
y 4 / 2 13 / 6 212 x 140 81.5 0.6 / 0.3 4.0 / 1.2 134.3 / 61.8
z 4 / 2 13 / 6 220 x 170 100 0.6 / 0.3 4.7 / 1.4 117.4 / 53.9

Table 2.2: Dimensions and electrical properties of the compensation coil design for a pair of full/half
layers in each direction.

The static magnetic compensation fields were characterized within the master thesis of Jakob
Butlewski [96], Fig.2.22 compares the spatial profile of the measured magnetic fields on the
optical table to the expected field obtained by numerically solving Biot-Savart’s law. The ho-
mogeneity is tested for compensation of a static field of 0.5 G, which is on the order of the
earth’s magnetic field. The measured magnetic fields meet the requirements regarding the field
homogeneity for displacements in the x- and y-direction from the ionization center. The mag-
netic field gradient in z-direction can be attributed to the magnetic susceptibility of the optical
table beneath the compensation cage and can be compensated by an additional anti-Helmholtz
field [96].

In addition, the compensation coil system allows to add arbitrary superpositions of offset
and gradient fields for controlled deflection of charged particle beams. For the measurements
reported in Chapter 4, the Helmholtz coils were utilized to create an additional magnetic offset
field of 370 mG in xy-direction, i.e. perpendicular to the detection axis in the horizontal plane,
in order to increase the energy resolution of the detector and re-center the electron signal on the
detector.

Besides magnetic field compensation in the Science chamber, the coils are used to compen-
sate stray fields in the Preparation chamber and during optical transport. For this purpose, the
currents are switched during the experimental cycle. The corresponding currents are given in
Sec. A.5.

Furthermore, the compensation coil design supports an active compensation of AC magnetic
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2.2. Charged particle detection

stray fields using a magneto-resistive sensor23, a bipolar power supply24 as well as an adapted
customized circuit for the feedback loop [95]. In the experiment, the main contribution to
AC magnetic stray fields occurs at the power line frequency of 50 Hz and the corresponding
harmonics. The active compensation system was tested for a smaller set of coils and reaches an
attenuation of 30 dB at 50 Hz in one dimension as well as an suppression of the residual stray
field below 0.5 mG [106]. By adapting the output capacitors of the power supply to C = 1 µF,
similar attenuation should be accessible by use of the half layer compensation coils with reduced
inductivity and a cutoff frequency f0 =

1
2π
√

LC
of 4-5 kHz.

23Honeywell, HMC1001
24HighFinesse, BCS 5A/10V
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2. Experimental setup for investigation of hybrid atom-ion quantum systems

2.3. Femtosecond laser pulses

Femtosecond laser pulses constitute a versatile tool for instantaneous manipulation of quantum
gases in high-intensity laser fields. In this section the available sources of high-intensity ul-
trashort laser pulses with variable frequencies are introduced. After a short presentation of the
laser system, the creation of a micrometer-sized focus and the active stabilization of the laser
beam path are discussed.

2.3.1. Femtosecond laser system

HIRO
(Harmonics

Module)

1022 nm

Tunable wavelength

511 nm

Legend:

Mirror

Index Mount

Aperture

PHAROS
(Laser)

PHAROS
(Laser)

ORPHEUS
(OPA)

Telescope

Coll.
Lens

Figure 2.23: Femtosecond laser system. The femtosecond laser pulses are created at a wavelength
of 1022 nm. The optional mirrors with index mounts enable direct usage of the fundamental wave-
length or distribution to frequency conversion in the harmonics module as well as the OPA. The
exiting light can be collimated by a telescope or collimation lens, respectively.

In this experiment, the femtosecond laser pulses are generated by a commercial Kerr-lens
mode-locked chirped-pulse amplification (CPA) solid-state laser system25. Further descriptions
of this system can be found in [95, 126]. This laser system is based on a ytterbium doped
potassium-gadolinium tungstate (Yb:KGW) oscillator, which creates pulses at a central wave-
length of λF = 1022 nm and a bandwidth of ∆λF = 4.36 nm (FWHM) at a repetition rate of 83
MHz. The generated femtosecond pulses are amplified by CPA. In this technique, the pulses are
stretched in time, amplified by a regenerative amplifier and compressed subsequently. The tem-
poral stretching and re-compression is exerted by a transmission diffraction grating, which in-
troduces and re-compensates a positive frequency chirp. After CPA the pulses exhibit a FWHM
pulse duration of 300+30

−23 fs and the laser attains a maximum output power of 6 W and is oper-

25Light Conversion, PHAROS PH1-06
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2.3. Femtosecond laser pulses

ated at a tunable repetition rate of frep = 100 kHz, synchronized with the cycle of quantum gas
generation.

Besides using the fundamental wavelength directly, the laser system offers two modules for
frequency conversion. The harmonics module26 allows for higher-harmonic generation within
a Beta-Barium-Borate (BBO) crystal. As the conversion efficiency scales quadratically with the
intensity and is limited to about 60% [101], the output power can be controlled with the regener-
ative amplifier up to a maximum of 3.6 W. Generation of the second harmonic results in a central
wavelength of λSH = 511.4 nm with a bandwidth of ∆λSH = 1.75 nm FWHM and a pulse du-
ration of 215+20

−15 fs FWHM. The output spectrum is measured by use of a spectrometer and the
durations are obtained in a scanning autocorrelator27. In addition, a second module28 enables
frequency conversion by optical parametric amplification. Exploiting different non-linear opti-
cal processes, the optical parametric amplifier (OPA) provides an output range spanning from
210 nm to 2900 nm, with a wavelength dependent output power ranging from 3 to 530 mW.

2.3.2. Active beam stabilization

The femtosecond laser system is located in a separate adjacent laboratory in order to be shared
with other experimental setups and to accomplish laser safety in the quantum gases laboratory.
Thus, the ultrashort pulses need to be transported over a distance of approximately 10 meters.
Since beam transport in optical fibers is not an option due to pulse-broadening by dispersion
and intensity issues when focusing the pulses into the narrow fiber core, the beam is transported
through the air. In order to guarantee experimental reproducibility, an active beam stabilization
is required to control pointing instabilities. To ensure laser safety and minimize air turbulence,
the majority of the beam path is encased by aluminum pipes. Figure 2.24a displays an overview
of the femtosecond laser pulse transport.

The beam position and angle are actively controlled with a commercial 4D beam stabilization
system29, which drives two piezo-actuated mirrors. Previous characterizations revealed supe-
rior performance with respect to both, attenuation and bandwidth if the distance between both
piezo units is maximized [105], thus they are integrated into the beam path each in one of the
laboratories. In a typical experimental sequence, pulses are only provided within a millisecond
window after a quantum gas generation cycle of 30 seconds. Thus, a second collinear laser30

beam is used as pilot for the beam stabilization. The superposition and separation is realized
by two interference filters31. Subsequent additional spectral filters ensure negligible pilot laser
power entering the ionization chamber.

The beam line including the active beam stabilization was designed, set up and characterized
together with Donika Imeri in her bachelor work [109]. In this configuration, the beam sta-

26Light Conversion, HIRO Customizable Harmonic Generator for PHAROS
27Femtochrome, FR-103XL
28Light Conversion, ORPHEUS Collinear Optical Parametric Amplifier
29TEM Messtechnik, Aligna 4D
30Schäfter + Kirchhoff, 51nanoFCM-830-8-H19-P-5-2-28-0-150
31Semrock Inc., Laser beam splitter HC BS R785
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Figure 2.24: Active beam stabilization. a. The femtosecond laser is superimposed with a con-
tinuous wave pilot laser, which is used for the beam stabilization. The Aligna 4D system measures
position and angle deviations and actively compensates them by controlling two piezo-actuated mir-
rors (blue circles). b. Beam path to the Science chamber. A periscope as well as a piezo-actuated
mirror allow for coarse and fine alignment of the femtosecond laser beam onto the atomic cloud.

bilization system attains an attenuation of pointing fluctuations by 20 dB up to a bandwidth of
100 Hz, thus achieving a maximum fluctuation amplitude of 70 µm. Even though this amplitude
significantly exceeds the waist of the dipole trap beams and thus the extent of the BECs, it only
corresponds to a fluctuation of 70 µrad in the incidence angle of the femtosecond laser beam
and translates to negligible displacement of the focus position of the high-resolution objective
(see Chapter 2.3.3) ensuring reproducible experimental conditions over multiple days.

2.3.3. Diffraction limited micrometer focus

In order to allow local manipulation of a Bose-Einstein condensate, a micrometer-sized ioniza-
tion volume within the atomic target is required. For this purpose, a commercially available
apochromatic high-resolution objective32 is used, which provides a numerical aperture NA =
0.5. The working distance of 13.89 mm is realized by the use of a re-entrant viewport. In this
configuration the objective provides a theoretical minimal focus size of 600 nm when being
compensated by a window with 3.5 mm thickness [95], which is done by adding microscope
slides to the re-entrant window. Within this work, a total thickness of 3 mm was used, thus
reducing the resolving power by a factor of 1.5.

Precise knowledge of the focal size of the laser is crucial since it determines the ionization
probabilities within the atomic cloud. On that account, the laser focus for a central wave-
length of 511 nm, which is used for the measurements in Chapter 4, was determined with a

32Mitutoyo, G Plan Apo 50x
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Figure 2.25: Femtosecond laser Focus measurement. a. False-color image of the focused femtosec-
ond laser beam at 511 nm wavelength. The row sum and column sum profile of the focal intensity
distribution are shown (blue/red line). b. Measured beam diameter in x- and y-direction as a function
of the objective position. The solid lines correspond to the diameter profile fitted to the data points.
The shaded areas indicate the 95 % confidence interval of the fit.

second, identical objective. The intensity distribution obtained in the focus plane is displayed
in Fig. 2.25a. The distributions were imaged by a second objective 33 with a numerical aper-
ture of NA = 1.25 and a magnification of 100 onto a camera. Figure 2.25b depicts the beam
diameters in two dimensions for different objective positions in the beam propagation direc-
tion. These are obtained by fitting 2D Gaussian profiles to the intensity distributions. The
focus characterization gives a beam waist of w1 = 0.99(3) µm and w2 = 1.00(5) µm and
a Rayleigh length of zR,1 = 5.3(2) µm and zR,2 = 4.1(2) µm. Compared with the calculated
Rayleigh length of zR = πw2

1/2/λ = 6.1 µm this yields a beam quality factor of M2
1 = 1.14 and

M2
2 = 1.50 attributable to the reduced amount of glass used behind the focusing objective.
Figure 2.24b shows the utilized beam path for the alignment onto the objective. A periscope

provides the degrees of freedom to coarsely align the femtosecond laser beam onto the objec-
tive. The fine-adjustment is executed by use of a piezo-actuated mirror 34 directly in front of
the objective. For focusing, the objective mounting enables translation with micrometer res-
olution in the beam propagation direction. In addition, the mount enables translation in both
perpendicular directions to adjust the focus position relative to the crossed dipole trap.

2.3.4. Intensity calibration

For the prediction of ionization probabilities and generated charge carrier distributions not only
the spatial and temporal intensity profile but also the actual value of the peak intensity I0 is
fundamental. The pulse energies EP = P/ frep can be inferred from the averaged laser power
P at a given pulse repetition rate frep and determine the applied peak power P0 = EP/

(√
2πτ

)
including the rms pulse duration τ = τFWHM/

(
2
√

2ln(2)
)

. The applied peak intensities I0 are

33Edmund Optics, 100X DIN Achromatic Commercial Grade Objective
34Newport Corporation, Picomotor Actuator 8301NF
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Figure 2.26: Intensity Calibration. Measured numbers of created electrons for different laser
powers Pfront at Uext = 200 V (data points) as well as the calculated numbers of electrons assuming a
transmittance of 0.2, 0.1 and 0.05 (solid lines). Figure is taken from [2] and licensed under CC BY
4.0.

then given by

I0 =
2P0

πw1w2
. (2.9)

The experimental setup only provides access to the femtosecond laser power before passing
the high resolution microscope objective. As the transmittance αT critically depends on col-
limation, pointing and angle of the incident laser beam, the actual peak intensities inside the
vacuum chamber have to be calibrated. The averaged laser power used for the calculation of
the applied peak intensity in the focus is given by P = αTPfront. Here, Pfront denotes the power
in front of the objective, which is measured through a circular aperture with the same diameter
as the objective aperture (4 mm) at a pulse repetition rate of 100 kHz. Figure 2.26 shows the
measured number of created photoelectrons in a BEC at an extraction voltage of Uext = 200 V.
The solid lines depict the expected numbers of electrons assuming a transmittance of 0.2, 0.1
and 0.05, which are calculated with the absolute ionization probabilities reported in Chapter 3.1
and in the publication [1]. The best agreement is obtained for αT = 0.1. As a result, the peak
intensity can be tuned up to I0 = 6×1013 W/cm2.
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2.4. Conclusion

2.4. Conclusion

In this chapter, the experimental setup was presented, which enables photoionization experi-
ments with ultracold atomic samples of 87Rb held in an optical dipole trap. First, the quantum
gas machine is introduced, which provides generation of Bose-Einstein condensates with a typ-
ical cycle time of 30 s. During this cycle, the atoms are first laser cooled and then further
cooled by RF forced evaporation in a hybrid trap. After optical transport into a second vacuum
chamber, the atoms are evaporatively cooled to quantum degeneracy in a crossed optical dipole
trap. The density distribution of the neutral atoms can be recorded by absorption imaging with
a spatial resolution of 3.5 µm.

In the second part, the charged particle detection is presented, which allows for spatially
resolved electron and ion detection by use of imaging MCPs. A gated detection scheme fur-
thermore allows for electron detection with temporal resolution in the ten nanosecond domain.
Disturbing stray electric fields are passively shielded and stray magnetic fields are compensated
by a cage of compensation coils.

In the last part, the femtosecond laser system is described, which generates femtosecond
laser pulses at the fundamental wavelength of 1022 nm, the second-harmonic wavelength of
511 nm and additionally between 210-2900 nm by optical parametric amplification. A beam
line using active beam stabilization transports the femtosecond laser light to the high-resolution
microscope, which focuses the light into the BEC with a waist of w1 = 0.99(3) µm and
w2 = 1.00(5) µm. This enables local instantaneous photoionization at peak intensities up
to I0 = 6×1013 W/cm2.
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3. Ultracold atoms in ultrashort laser pulses

Clouds of ultracold atoms exhibit negligible thermal atomic motion and high experimental con-
trol over target size and density and enable accurate diagnostics by absorption imaging. Thus,
they serve as an ideal atomic target for accurate investigations of the atomic response to the
strong light field of ultrashort laser pulses. In the following chapter the two main mechanisms,
photoionization and optical dipole forces, of this strong-field interaction are studied.

In section 3.1 the strong-field photoionization of 87Rb atoms with femtosecond laser pulses
is investigated. After a short summary on the basic mechanisms of strong-field ionization, the
experimental method is introduced which employs absorption imaging of the local atomic losses
allowing an accurate extraction absolute ionization probabilities. In addition, the measured
ionization yields for non-resonant two-photon and resonance-enhanced four-photon ionization
at central wavelengths of 511 nm and 1022 nm are presented and compared quantitatively to the
ionization losses predicted by different strong-field ionization models. The data shown in this
section is mainly taken from [1].

In section 3.2 the gradient forces exerted by the inhomogeneous focal intensity distribution
of the femtosecond laser pulses onto a BEC are studied. For this purpose, the momentum
transfer of repulsive femtosecond laser pulses is quantified in time-of-flight measurements. The
resulting matter wave halos can be used as atomic beam sources with an ultracold longitudinal
beam temperature of 20(5) nK. In addition, attractive laser pulses for ultrafast compression of a
BEC and the suitability for a crossed pulsed dipole trap are investigated.

The acquisition and evaluation of the presented experimental data in the following chapter
was performed in cooperation with Juliette Simonet, Philipp Wessels-Staarmann and Bernhard
Ruff.

3.1. Absolute strong-field ionization probabilities of ultracold 87Rb
atoms

Extending the high experimental control established for ultracold atomic systems to the prepa-
ration of ultracold atom-ion and electron systems requires profound knowledge of the utilized
strong-field ionization processes. The nature of these processes decisively affects the dynamics
of the created charge carriers. In the transition from the multiphoton to the tunneling ioniza-
tion regime a drastic modification of the photoelectron spectra has been observed in rare gas
atoms [127]. For increasing ionizing intensities, a discrete periodical structure, which is evoked
by atomic resonances induced by the AC Stark shift [128], dissolves into a continuous energy
spectrum of photoelectrons.

In order to distinguish ionization processes, accurate quantitative tests for the validity of
different models of strong-field ionization are inevitable. Such tests depend on reliable exper-
iments accessing absolute ionization probabilities. The experimental challenge is given by the
non-linear dependence on experimental properties as the atomic target density distribution, ex-
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3. Ultracold atoms in ultrashort laser pulses

cited state fraction and detection efficiencies as well as photon-flux and geometrical alignment
of the ionizing laser pulse. Precise measurements of ionization cross sections are performed
with laser cooled atomic samples captured in magneto-optical traps [129, 130], where the in-
crease of the trap loss rates is measured as an ionizing laser beam is switched on. The high
sensitivity of this method enables measuring low ionization rates, but relies on the calibration of
the significant excited state fraction caused by the resonant photon absorption and re-emission
cycles utilized in laser cooling. The excited state contribution to the ionization rates can be
avoided by switching the MOT and ionizing beams in an alternating mode [131–133].

Here, an alternative experimental methodology is presented, which exploits high experimen-
tal control over ultracold 87Rb atomic targets trapped in an off-resonant optical dipole trap
as well as the ionizing femtosecond laser pulses. Resonant absorption imaging of the atomic
cloud before and after application of the pulse provides access to both, the target densities and
the ionization losses. For this reason, absolute strong-field ionization probabilities for 87Rb are
determined experimentally and are compared to various ionization models.

3.1.1. Basics of strong-field ionization

The advance of high-intensity laser sources in the past decades has triggered a variety of inves-
tigations on the photoionization of single atoms subjected to strong-laser fields. Comprehensive
overviews on this widespread topic can be found in various review papers [33, 35–37]. In the
following, the basic qualitative concepts of the different ionization models are presented as well
as their inherent quantitative predictions of ionization rates.

In order to distinguish different intuitive regimes of strong-field ionization, traditionally the
Keldysh adiabacity parameter [134] γ is used, which relates the atomic ionization potential EI

to the ponderomotive potential UP.

γ =

√
EI

UP
with UP =

e2I
2cε0meω2 (3.1)

The ponderomotive potential is given by the time-averaged kinetic energy of the quiver motion
of a free electron in the presence of a driving laser field. Thus, it depends on the angular
frequency ω and intensity I of the laser.

Figure 3.1 gives an overview on three main intuitive ionization models. In the case of small
laser intensities (γ� 1), a perturbative ionization description within the multiphoton-ionization
(MPI) model can be applied. Here, the ionization dynamics is described by transitions from
unperturbed electronic states to the ionization continuum induced by photon absorption from
the light field (see Fig. 3.1a). As the laser intensity increases (γ� 1), the potential gradient cre-
ated by the strong light field significantly distorts the binding Coulomb potential and typically a
field description of the ionization mechanisms is required. In the tunnel ionization (TI) regime
the ionization process can be described by the tunneling of the valence electron through the
Coulomb barrier (see Fig. 3.1b) created by the superposition of light and ionic Coulomb field.
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Figure 3.1: Regimes of strong-field ionization. a. The valence electron (red) is captured in the
Coulomb potential of the ion (solid blue line). For low intensities (γ � 1) the electron is excited
to the ionization continuum by photon absorption resulting in a kinetic energy given by the excess
energy. b.-c. For increasing intensities (γ � 1), the potential gradient of the laser field (dashed blue
line) deforms the Coulomb potential resulting in a potential barrier. The ionization process is then
given by the quantum mechanical tunneling through the barrier (b) or classically by the electron
being dragged over the barrier (c).

Further increase of the intensity leads to suppression of the Coulomb barrier to the point where
the electronic ground state is not bound anymore. In this so-called over-the-barrier ionization
(OBI) regime the atom is classically torn apart by the laser field (see Fig. 3.1c).

Multiphoton ionization

For low laser intensities (γ � 1) the photo-ionization process can be described within time-
dependent perturbation theory, where the dipole interaction operator D̂ is treated perturbatively
and induces transitions between different eigenstates of the non-interacting hamiltonian of the
atom. Assuming the atom is initially in the electronic ground state |i〉 = |g〉, the transition
rate Γe, f to a different eigenstate | f 〉 = |e〉 6= |g〉 is given to the lowest order of the interaction
operator by Fermi’s Golden rule

Γe, f ∝ |〈 f |D̂|e〉|2, (3.2)

with the dipole operator D̂ = e~EL~r and the electric field ~EL of the laser. This formula can
be extended for multi-photon excitations into the continuum. For example, the two-photon
transition or ionization rate is given by

Γe, f ∝ |∑
m
〈 f |D̂|m〉〈m|D̂|e〉|2 (3.3)

with the sum over all intermediate bound and continuum eigenstates |m〉 of the non-interacting
Hamilton operator. For higher n-photon ionization processes, n−1 intermediate states have to
be taken into account. As the scalar product 〈m|D̂|n〉 for each m,n is proportional to the electric
field amplitude EL, the multiphoton ionization rate for a n-photon ionization process scales with
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Figure 3.2: Multiphoton transitions and 87Rb electronic energy levels. The dipole transition
pathways are illustrated for the two-photon ionization process at 511 nm (green arrows) and the
four-photon ionization at 1022 nm (red arrows). The dashed black line indicates the excess energy
of 0.67 eV, which is almost entirely transferred to the photoelectron. The two-photon process avoids
atomic resonances, while for the four-photon process, the 42D and 52F excited states are energet-
ically close enough for resonance-enhanced photoionization. Figure taken from [1] and licensed
under CC BY 4.0.

the laser intensity IL to the power of n [35]

Γn = σn× In
L (3.4)

with the generalized multiphoton cross section σn. This intensity scaling has been verified for
the first time for atomic helium [135]. For the measurements presented in this chapter, the sec-
ond harmonic of the femtosecond laser (see Chap 2.3.1) at a central wavelength of 511.4 nm
was used for two-photon ionization as well as the fundamental wavelength of 1022 nm to inves-
tigate four-photon ionization. The corresponding generalized cross sections are taken from the
literature and are given by σ2 = 1.5×10−49 cm4s [133] and σ4 = 1.32×10−107 cm8s3 [136].

Figure 3.2 shows the unperturbed electronic energy levels of 87Rb extracted from experimen-
tal values in the NIST database [137]. Furthermore, it contains the dipolar transition pathways
for ionization wavelengths of 511 nm and 1022 nm. Whereas the two-photon process clearly
avoids atomic resonances, the four-photon process approaches the 42D and 52F states, which
are in reach for resonant ionization. The fundamental wavelength λF and FWHM bandwidth
∆λF = 4.36 nm correspond to a photon energy of ∆EF = 1.21 eV and a spectral bandwidth

44

https://creativecommons.org/licenses/by/4.0/


3.1. Absolute strong-field ionization probabilities of ultracold 87Rb atoms

of ∆EF = (hc/λ 2
F )∆λF = 5.18 meV. Accordingly, the 52F state, which is separated from the

52S state by 3.63 eV, is accessible for resonant three-photon excitation within the bandwidth of
3(EF±∆EF) = (3.64±0.02) eV. The excess energy Eex of 0.67 eV given by

Eex = nh̄ω−EI (3.5)

is almost entirely transferred to the released electron due to the large electron-ion mass ratio,
e.g. 1/(1.59×105) for 87Rb.

At elevated intensities additional photons can be absorbed in the ionization process. This
process is dubbed above-threshold ionization (ATI) [138–140]. The excited electron of the s-th
ATI ends up with a kinetic energy given by the excess energy of Eex = (n+ s)h̄ω −EI. The
first ATI for the photoionization of 87Rb at a wavelength of 511.4 nm corresponds to an excess
energy of 3.1 eV.

The discrete spectrum of photoelectron energies predicted by the MPI model is signifi-
cantly modified for increasing laser intensities as the continuum states experience a pondero-
motive shift towards higher energies in the presence of the pulse. This shift is evoked by
the intensity-dependent ponderomotive potential, which has to be additionally provided by the
ionizing photons. As the ponderomotive potential is not a conservative potential, the elec-
trons do not regain the required potential energy for sufficiently short laser pulses [128, 141].
Accordingly, the created photoelectrons end up with the excess energy given by the relation
Eex = (n+ s)h̄ω −EI−UP with the ponderomotive potential UP in the moment of ionization.
For sufficiently high intensities, the ponderomotive shift can even close n-photon ionization
channels, when the effective ionization potential in the presence of the laser pulse exceeds the
n-photon energy.

Besides shifting the continuum states relative to the bound electron states, the strong laser
fields also cause relative energy shifts between the bound states due to the AC-Stark effect
which depends on the polarizability of each orbital state. Accordingly, the intensity-dependent
shifts enable dynamical resonances in the presence of the pulse leading to a splitting of the
observed photoelectron lines [128]. As the weakly bound valence electron in alkali atoms pro-
vides comparably high polarizabilities even for the electronic ground state, the influence of the
AC Stark shift is expected to become dominant for sufficiently high laser intensity [142–144].
The substantial shifts allow to implement coherent control methods to selectively tune transient
population transfer between different bound states during the pulse [145].

Tunnel and over-the barrier ionization

As the laser pulse peak intensity is further increased, atomic states involved in the ionization
process are significantly perturbed by the increasing electric field. Thus, the resulting time-
dependent-deformation of the ionic Coulomb potential has to be taken into account and a de-
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scription of electronic trajectories in a driving laser field becomes relevant [146]. For high laser
intensities (γ � 1), the superposition of the ionic Coulomb potential and the potential gradient
evoked by the laser field leads to the formation of a potential barrier [147–149] (see Fig. 3.1b).
Photoionization can be described as the tunneling of the valence electron trapped in the effective
potential though this barrier.

At a Keldysh parameter much smaller than unity, the tunneling time

ω
−1
tun =

√
2cε0meEI

e2I
(3.6)

is much shorter than the period of the light field ω
−1
tun � ω−1 and the electric field can be

treated by a quasi-stationary approximation [35]. The ionization probability in this regime is
determined by the tunneling rate of the valence electron within the Ammosov-Delone-Krainov
(ADK) model [148]. The time-averaged rate is given by

wADK = |Cn∗0|2
√

6
πR(I)

EI

h̄
×R2n∗−1 (I)exp

(
−R(I)

3

)
(3.7)

where

R(I) =
4E

3
2
I

h̄e

√
ε0cme

I
(3.8)

and

|Cn∗0|2 =
22n∗

n∗Γ(n∗+1)Γ(n∗)
. (3.9)

Here, Γ denotes the Gamma function and n∗ indicates the effective principal quantum number

n∗ = Z

√
EI,H

EI
. (3.10)

using the ionic charge state Z and the ration between the ionization potential EI and the ioniza-
tion potential of hydrogen EI,H = 13.6 eV.

Beyond a critical laser intensity IOBI, the tunnel barrier is suppressed to the point where the
barrier maximum undercuts the ground state energy and the valence electron can classically
escape the Coulomb potential within over-the-barrier ionization. In this intensity regime, the
ionization probability is assumed to equal unity. The corresponding intensity

IOBI =
π2cε3

0 E4
I

2Z2e6 = 1.22×1012 W/cm2 (3.11)

non-linearly depends on the ionization potential and thus strongly on the regarded atomic
species.
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Time-dependent Schrödinger equation

At a Keldysh parameter close to unity the intuitive models of photoionization can not be ap-
plied a priori to describe strong-field ionization and a numerical treatment of the ionization
process becomes inevitable. This was also disclosed experimentally in former investigations
accessing this regime for alkali atoms [150–152]. As a consequence, ab-initio calculations are
required, which numerically solve the time-dependent Schrödinger equation (TDSE). The cor-
responding simulated data shown here were obtained in calculations performed by Andrey K.
Kazansky and Nikolay M. Kabachnik.

For this purpose, the 87Rb atom is described within the single active electron approximation
by a model interaction potential of the valence electron with the positive rubidium ion, which is
adapted to recreate the experimentally well-known energy levels of the electronic ground state
and the lower lying excited states. Before exposure to the light field, the atom is constituted
in the 52S ground state. Subsequently, the time-dependent population of the regarded excited
states is calculated by solving the TDSE for the coupled system according to the pulse param-
eters used in this experiment. This allows to extract both, ionization probabilities and excited
state fractions during and after pulse exposure. A more detailed description can be found in [1].

Model ionization probabilities

For a quantitative analysis of the photoionization processes occurring in the experiment, the
predicted ionization rates of each ionization model are calculated, which determine the num-
ber of ionized atoms per time-interval. In general, these ionization rates w(t) depend on the
instantaneous intensity I(t) of the laser given by the temporal intensity envelope of the pulses.
When combinations of ionization models are used, the total ionization rate is calculated as the
maximum of both rates.

w(t) = max{w1(t),w2(t)} (3.12)

For a given ionization rate w(t), the time-dependent ionization probability P(t) can be inferred
by solving the resulting differential equation

dP(t)
dt

= [1−P(t)]w(t). (3.13)

The solution is given by

P(t) = 1− exp
(
−
∫ t

−∞

w
(
t ′
)

dt ′
)
. (3.14)

The experimental method only allows to access the ionization probabilities P after illumination
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with the laser pulse. The corresponding modeled probability is then given in the limit t→∞ by

P = lim
t→∞

P(t). (3.15)

3.1.2. Preparation of ultracold atomic targets

The measurements presented in this chapter have been performed at the former quantum gas
setup, which was rebuilt and updated within this work to the stage as described in Chap. 2. This
setup has been consisting of the 2D-MOT glass cell and the pumping chamber (see Chap. 2.1.1)
with a second glass cell attached, where the 3D-MOT and hybrid trap has been located. A
more detailed description can be found in the PhD thesis of Bernhard Ruff [95] and Alexander
Grote [153].

Even though both setups differ, a similar experimental cycle was used. After evaporation into
the vacuum from a dispenser, the atoms are trapped in a 2D-MOT and subsequently moved to
the 3D-MOT by a near-resonant pushing beam. After a MOT loading time of 12 s, the atoms
are further cooled down by a bright optical molasses for 4 ms and transferred into a hybrid
trap. Here, the hybrid trap is formed by the combination of a magnetic quadrupole field and
a crossed non-resonant optical dipole trap at 1064 nm. The atoms are cooled by forced radio-
frequency evaporation in the hybrid trap and after switching off the magnetic field, a second
stage of evaporative cooling is employed by successively reducing the laser power in the crossed
dipole trap. Whereas condensed targets are utilized for the dipole force measurements in the
second part of this chapter, the strong-field ionization measurements are exerted by the use of a
purposely dilute and thermal atomic sample, which facilitates the in-situ determination of atom
numbers. The different atomic targets are achieved by tuning the evaporation efficiency and
the final intensity values of the two dipole trap beams after evaporation. For the measurements
reported here at 511 nm ionizing wavelength, the atomic clouds with 1.43(5)× 104 atoms are
prepared at 109(5) nK temperature and for 1022 nm the atomic clouds with 1.53(11)× 104

atoms are prepared at 90(8) nK temperature.35

3.1.3. Measuring absolute local losses

Figure 3.3 gives a schematic overview on the methodology. A single femtosecond laser pulse
is focused down into the ultracold sample, locally ionizes atoms within the atomic target and
resulting in a volume of reduced density within the cloud. The remaining atomic density dis-
tribution is subsequently recorded by resonant absorption imaging onto a CCD camera with
a spatial resolution of 3.0(5) µm. The detection scheme employs an imaging pulse of 50 µs
duration at a wavelength of 780 nm, resonant to the D2 transition in 87Rb. In contrast to MOT

35For the measurements at 511 nm wavelength the atomic samples are held in an optical DT with radial/axial
trap frequencies of νa = 26(3) Hz and νr = 129(9) Hz leading to an in-situ radial/axial rms cloud size of
σa = 23.9(4) µm and σr = 6.94(9) µm. For the measurements at 1022 nm wavelength the atomic samples
are held in an optical DT with radial/axial trap frequencies of νa = 29(3) Hz and νr = 211(2) Hz leading to a
radial/axial rms cloud size of σa = 26.3(9) µm and σr = 10.1(2) µm after 2 ms time-of-flight.

48



3.1. Absolute strong-field ionization probabilities of ultracold 87Rb atoms

Abs 

CCD 

Ultracold 87Rb 

PP 

PD 

M1 

50 µs 
780 nm FD 

M2 
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Figure 3.3: Quantitative measurement of strong-field ionization probabilities in ultracold
87Rb. A pulse-picker (PP) selects a single femtosecond laser pulse, which is focused down by a
f = 200 mm lens (L) to a waist of w0 = 10 µm into a cloud of ultracold 87Rb held in an optical
dipole trap. Local photoionization results in a volume of reduced density within the atomic cloud.
The remaining atomic density distribution is imaged onto a CCD camera (CCD) by use of resonant
absorption imaging. The leakage through a mirror (M1) is exploited to simultaneously measure the
applied pulse energy with a photodiode (PD). A moveable mirror (M2) enables imaging the focus
intensity profile onto a diagnostics camera (FD). Figure taken from [1] and licensed under CC BY
4.0.

atomic targets, the nanokelvin temperatures of the ultracold atomic target provide negligible
atomic motion of a few hundred nanometers during the absorption pulse, which is well below
the imaging resolution. Thus, the imprinted density reduction can be imaged in real space and
the measured local atomic density losses directly provide access to the absolute ionization prob-
abilities. The dilute thermal atomic sample is utilized to ensure accurate determination of the
optical densities, which is limited by the dynamic range and the noise level of the 12-bit CCD
camera to a maximum value of ODmax = 3.7 before saturation correction.

For the measurements at 511 nm, the femtosecond laser pulse is applied in-situ, while the
atoms are optically trapped, whereas the pulses at 1022 nm were applied after a time-of-flight
duration of 2 ms. This is required to circumvent ionization losses caused by the pulse leakage
from the oscillator cavity through the pulse picker. Due to their intensity below the conversion
threshold of the SHG, these pulses do not affect the measurements at 511 nm. Within each mea-
surement, the applied pulse energy Ep is recorded by a calibrated measurement of the leakage
through a mirror (see Fig. 3.3) by use of a silicon photodiode. In addition, the spatial intensity
distribution of the laser pulses in the focal plane is measured for both wavelengths. For this pur-
pose, the pulses are reflected onto the focal diagnostics camera by a moveable mirror between
the focusing lens and the atoms.

3.1.4. Calculation of photoionized fraction

The measured focal intensity profiles for both wavelengths are depicted in figure 3.4a,b. Here,
z denotes the pulse propagation direction and x/y correspond to the two radial directions. The
spatial intensity distributions in the focal plane in combination with the measured pulse duration
give rise to the 3D spatio-temporal intensity profile I (x,y,z, t), which can be calculated as
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Figure 3.4: Femtosecond laser intensity distributions in the focal plane. a.-b. Measured inten-
sity profile for 511 nm and 1022 nm. c.-d. Intensity profiles obtained by the 2D-fit to the measured
data according to Eq.3.18. For both the measured and reconstructed intensity profiles the row and
column sums are depicted for a camera/grid pixel size of 2.2 x 2.2 µm2. Figure taken from [1] and
licensed under CC BY 4.0.

I (x,y,z, t) = Ipeak (x,y,z)× exp
(
− t2

2τ

)
, (3.16)

with

Ipeak (x,y,z) = I0×
3

∑
k=1

Ak wk
0xwk

0y

wk
x(z)wk

y(z)
exp

(
−

[
2x2

wk
x(z)2 +

2
(
y− yk

0
)2

wk
y(z)2

])
(3.17)

the peak intensity with respect to time for each point in space. Here, I0 denotes the global peak
intensity of the spatio-temporal profile

I0 =
2P0

π ∑
3
k=1 Akwk

0xwk
0y
, (3.18)

which is determined by the peak power P0 = Ep/
(√

2πτ
)

including the pulse energy Ep as
well as the rms pulse duration τ = τFWHM/

(
2
√

2ln(2)
)

. The sum accounts for the different
elliptical Gaussian features k ∈ {1, 2, 3} contributing to the overall intensity profile including
the offset along the y direction yk

0. For each of these profiles the waist in the direction i ∈ {x,y}

is given by wk
i (z) = wk

0i

√
1+
(
z/zk

Ri
)2, where zk

Ri = πwk
0i

2
/λ denotes the Rayleigh length. In

addition, Ak stands for the amplitude of each profile, with ∑
3
k=1 Ak = 1. The relative amplitudes

as well as the widths are obtained by 2D Gaussian fits at z = 0 to the measured focal intensity
profiles according to Eq. 3.18. The fit results are displayed in (see Fig. 3.4c,d). In the case of
511 nm contributions apart the main Gaussian profiles are negligible, whereas for the 1022 nm
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case two additional focal features have to be taken into account, since they contain a fourth of
the pulse energy. The fit results are given in Tab. 1.3 (see Appendix).

In order to compare the measured experimental results to the ionization probabilities ac-
cording to different ionization models, the expected loss fraction has to be determined in a 3D
simulation including the cloud and beam properties given by the experiment. As a reference, the
unperturbed atomic density profile is recorded after time-of-flight measurements without ion-
ization pulse, which allows reconstructing the 3D atomic density distribution ρa during pulse
application for a known dipole trap configuration. Determined by the measured focal intensity
distributions and pulse durations of the femtosecond laser pulses, each point in space expe-
riences a Gaussian temporal intensity profile with a peak intensity Ipeak (x,y,z) according to
Eq. 3.18. Thus, for a given global peak intensity I0, the spatial distribution of ionization proba-
bilities P(x,y,z) can be inferred for each ionization process. The theoretically expected distri-
bution of ionized atoms ρi (x,y,z) for the different models is then calculated by superimposing
the atomic density map ρa (x,y,z) with the obtained distributions of ionization probabilities.

ρi (x,y,z) = ρa (x,y,z)×P(x,y,z) (3.19)

Consequently, the remaining atomic density distribution after photoionization ρ f (x,y,z) is given
by

ρ f (x,y,z) = ρa (x,y,z)× [1−P(x,y,z)] . (3.20)

Figure 3.5a depicts the absorption image of the remaining density profile of the atomic cloud af-
ter exposure to a single femtosecond laser pulse with a peak intensity I0 = 6.9+0.7

−0.8×1012 W/cm2

at a wavelength of 511 nm. By photoionization, the laser pulse locally reduces the density of the
atomic cloud, which remains unchanged over the imaging timescales. This gives direct access
to the local atomic losses due to photoionization in different intensity regimes. For comparison,
the computed remaining density distribution applying the ionization probabilities according to
numerical TDSE calculations is shown in Fig. 3.5b.

For a quantitative analysis, the row sum profiles of both the experimental data (gray crosses)
and the theoretical predictions (dashed red line) are displayed in Fig. 3.5b. The two profiles
show notable agreement without any free parameters. In order to access the integrated fraction
of atoms lost by ionization, two Gaussian profiles

ΣOD = A0 +Ac exp
(
−(x− xc)

2σ2
c

)
−Av exp

(
−(x− xv)

2σ2
v

)
(3.21)

are fitted to the experimentally obtained profiles. Here, A0 denotes an offset, Ac/Av, xc/xv and
σc/σv correspond to the amplitude, central position and width of either the atomic cloud (c) or
the imprinted vacancy due to density reduction (v). The fraction of lost atoms fl is then derived
as the ratio between the number of ionized Ni and the initial atom number N0.

fl =
Ni

N0
=

Acσc

Avσv
(3.22)
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Figure 3.5: Quantification of the photoionization loss fraction in an ultracold atomic target.
Measured (a.) and calculated (b.) 2D projection of the atomic density distribution after photoion-
ization with a pulse at 511 nm wavelength and a peak intensity of I0 = 6.9+0.7

−0.8×1012 W/cm2. c. 1D
density profiles determined by the row sum of the measured (gray crosses) and calculated (dashed
red line) density distributions. The loss fraction is extracted by a double Gaussian fit to the obtained
1D profiles (dashed blue line, fit to the measured profile). Figure taken from [1] and licensed under
CC BY 4.0.

The simulated loss fraction f sim
l is derived analogously from the modeled 1D profile with

the computed ionization probabilities. Comparison of both the experimentally and theoretically
obtained fraction for different pulse peak intensities gives a reliable measure for the validity of
different ionization models.

3.1.5. Non-resonant two-photon ionization at 511 nm

Figure 3.6a displays the computed ionization probabilities for an atom being exposed to a single
laser pulse at a wavelength of 511 nm as a function of the applied peak intensity. The resulting
loss fractions f sim

l as well as the measured fractions fl are presented in Figure 3.6b in double-
logarithmic scaling for the same peak intensity range. The vertical axis on the right contains
the absolute number of ionized atoms Ni given by the product of loss fraction and initial atom
number. The measured atomic loss fraction (blue data points) increases monotonously with
increasing peak intensity of the laser pulse, which is attributed to the rising ionization probabil-
ities in Fig. 3.6a. Whereas the measured fraction scales asymptotically with I2

0 as expected for
a two-photon ionization process at low intensities (dotted red line), the slope decreases due to
saturation for peak intensities higher than I0 = 5×1012 W/cm2. Here, the ionization probability
reaches unity within the center of the focal region and the increase of the fraction of ionized
atoms is caused by increasing ionization probabilities in the wings of the intensity profile.

The atomic losses predicted by numerically solving the TDSE (dashed red line) show re-
markable agreement to the data points over the covered intensity range, which is even more
conspicuous for the linearly scaled zoom into the graph illustrated in Fig. 3.6c. Due to the
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precise knowledge of target size and density as well as the pulse intensity distribution, the the-
oretical curve is obtained without free parameters and thus can be compared on the level of
absolute values to the experimental data.

Even though the TDSE method noticeably reproduces the measured data while solely relying
on the single active electron approximation, it is useful to compare the measured loss fractions
to the intuitive traditional ionization models as a test of validity for different peak intensities.
Within the model of multiphoton ionization the 87Rb atom needs to absorb at least two photons
for ionization at a wavelength of 511 nm. The corresponding ionization probabilities are de-
termined by use of the dedicated multiphoton ionization cross section σ2 = 1.5×10−49cm4s at
511 nm [133]. The result is depicted in Fig. 3.6a as solid green line. Even though the pertur-
bative description is strictly valid only for γ � 1, the computed MPI probabilities are almost
equivalent to those obtained by ab-initio calculations even for the Keldysh parameter approach-
ing unity.

A key difference in the photoionization of rare gas and alkali atoms is given by their disparity
of valence electron binding energy. Thus, the ionic Coulomb field is exceeded by the electric
field of the laser for much lower laser intensities in alkali atoms. Whereas the over-the barrier
ionization intensity in rare gases is typically reached beyond 1× 1014 W/cm2 for 511 nm, in
87Rb it is already attained at IOBI = 1.2×1012 W/cm2 (vertical dashed black line) at a Keldysh
parameter of γ = 8.4. The fact that the OBI intensity is reached within the multiphoton intensity
regime has been discussed in previous experimental [150, 152] and theoretical [154, 155] work.
As a simple approach for the combined ionization process of MPI and OBI, the ionization
probability is assumed to equal the MPI probabilities and is set to one for intensities exceeding
the OBI intensity (purple line in Fig. 3.6a). The resulting expected loss fraction is given by
the dashed purple line in Fig. 3.6b-c. Due to the vast increase of the ionization probabilities
above IOBI, the combined model including the contribution of OBI significantly overestimates
the experimentally obtained loss fraction.

Despite the Keldysh parameter reaching values below unity within the experimentally acces-
sible peak laser intensities, the predicted ionization losses of the ADK model of tunnel ion-
ization [148] are as well compared to the measured data. Such a comparison is motivated by
a significant contribution of tunnel-ionization in rare gas atoms at values of the Keldysh pa-
rameter still exceeding unity. For this purpose, a combined ionization probability for MPI and
tunnel ionization (see Chapter 3.1.1) is employed, the obtained loss fractions are depicted as
dashed yellow lines in Fig. 3.6b-c. Even though the tunnel ionization probabilities only exceed
the MPI probabilities for the small intensity range above 1.2×1012 W/cm2, the contribution of
the tunnel ionization causes a predicted loss fraction that significantly deviates from the error
bars of the experimentally obtained data. This disregards contributions from tunnel-ionization
at Keldysh parameters close to unity and, furthermore, discloses the sensitivity of the applied
method, which allows to resolve subtle modifications of the ionization probability curve.

The conventional adiabatic models of OBI and TI lead to significant deviations between the
predicted loss fractions and the experimental data. This hints at a breakdown of the quasi-static
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Figure 3.6: Non-resonant strong-field ionization yield of 87Rb at 511 nm. a. Keldysh parameter
(dashed blue line) and ionization probabilities for different ionization models after a single fem-
tosecond laser pulse with respect to the applied peak intensity I0. b. Measured fraction of atoms
lost by ionization fl (blue data points) after exposure to one pulse. The dashed lines indicate the
simulated loss fractions f sim

l predicted by numerical time-dependent Schrödinger equation (TDSE)
calculations (red) and combined models using multiphoton ionization (MPI) for low intensities and
Ammosov-Delone-Krainov (ADK) theory (yellow) as well as over-the-barrier ionization (purple).
Both combined models overestimate the measured ionized fraction. The over-the-barrier intensity
according to Eq. 3.11 is given by the vertical dotted black line. The dotted red line indicates the
I2
0 scaling expected for a two-photon process. c. Same data set plotted in a linear scaling. Vertical

error bars are given by the standard deviation of the individual loss measurements, horizontal error
bars are given by the standard deviation of the binned intensity including systematic errors of the
intensity measurement. Figure taken from [1] and licensed under CC BY 4.0.

approximation within the model of an adiabatic deformation of the Coulomb binding potential,
which is expected due to the Keldysh parameter being bigger than unity. As a consequence, one
has to determine ionization probabilities by numerical TDSE calculations, which reproduce
the measured data perfectly. Furthermore, the measurements reveal a dominant contribution
of multiphoton ionization in agreement with previous experiments [150–152] and theory [154,
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155] for alkali atoms.

3.1.6. Resonant multiphoton ionization at 1022 nm

Analogous to the measurements at 511 nm wavelength, ionization measurements were con-
ducted at the fundamental wavelength of 1022 nm of the femtosecond laser. Here, due to the
halved photonic energy, at least four photons are required to ionize the 87Rb atom (see Fig. 3.2).
Figure 3.7a depicts the calculated ionization probabilities obtained by numerically solving the
TDSE. In comparison with the predictions for 511 nm, ionization probabilities of a few per-
cent are reached within considerably lower intensities. In addition, even though the ionization
probability for a non-resonant four-photon process is expected to scale with I4

0 , a slope corre-
sponding to a I2

0 scaling (dashed red line) is observed for small intensities. Both, the enhanced
ionization probabilities as well as the scaling are result from an ionization process involving
resonant atomic levels.

Figure 3.7b displays the measured loss fraction and the corresponding number of created
ions in dependency of the applied pulse peak intensity (blue data points). In addition, the pre-
dicted ionization losses obtained by numerically solving the TDSE are depicted (red dashed
line). Considering the absence of any scaling parameters, the TDSE calculations show remark-
able agreement with the measured data over the full intensity range. The minor discrepancy is
attributed to the complex femtosecond laser intensity distribution in the focal plane compared
to the 511 nm case (see Fig. 3.4b) and eventually might be resolved by a more sophisticated
intensity model accounting for additional subtle features. In addition, the intensity profile can
be cleaned up experimentally by use of a spatial filter.

In the unperturbed limit, the 42D excitation from the electronic ground state requires an
photonic energy of 2.40 eV, lying outside the spectral bandwidth of the two-photon energy of
2.43 eV. In the presence of the strong-light field of the femtosecond laser pulse, the energy levels
experience a time-dependent AC Stark shift. Consequently, energy levels are shifted in and out
of resonance within the temporal intensity profile of the pulse. Beyond excellent reproduction
of the measured ionization fractions, the TDSE method grants access to the population of bound
states after and even during the ionizing pulse shedding light on the excitation dynamics. Thus,
it allows to distinguish between a 2 + 1 + 1 photon process including the 42D and 52F state and
a 3 + 1 photon process solely involving the 52F resonance.

For this purpose, the electron wave packet after pulse exposure is projected onto the 52S

ground state and the 52F intermediate state. The contribution of both states to the final elec-
tronic state is depicted in Fig.3.8a in dependency of the applied peak intensity. In addition, the
population sum over all bound states is shown, which is generally used to derive the ionization
probability. Evidently, the depopulation of the electronic ground state with increasing intensity
is caused by population of both the 52F excited state and non-bound, i.e. ionized states, whereas
the 42D intermediate state shows negligible population after the pulse.

In order to illustrate the complex excitation dynamics during one pulse, Fig. 3.8b depicts
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Figure 3.7: Resonant strong-field ionization yield of 87Rb at 1022 nm. a. Keldysh parameter
(dashed blue line) and ionization probabilities obtained by numerically solving the time-dependent
Schrödinger equation (solid red line) after a single femtosecond laser pulse with respect to the ap-
plied peak intensity I0. b. Measured fraction of atoms lost by fl (blue data points) and loss fraction
f sim
l predicted by the TDSE calculations (dashed red line). The over-the-barrier intensity according

to Eq. 3.11 is given by the vertical dotted black line. The dotted red line indicates a I2
0 scaling for

the ionization probabilities. Vertical error bars are given by the standard deviation of the individual
loss measurements, horizontal error bars are given by the standard deviation of the binned intensity
including systematic errors of the intensity measurement. Figure taken from [1] and licensed under
CC BY 4.0.

the dynamics of the bound-state populations for a pulse with a Gaussian envelope at a pulse
duration of 300 fs (FWHM) and a peak intensity of I0 = 7× 1010 W/cm2. Even though the
final electron wave function after pulse exposure shows negligible population of the 42D state,
a significant transient population is evident in the presence of the pulse that contributes to the
enhanced ionization rates. Apparently, the three considered bound states exhibit a Rabi-type
population transfer with an oscillation frequency around 7 THz. In addition, for the 52S and
52F state population this oscillation is superimposed with a second oscillation at approximately
twice the laser frequency, which is barely resolved in Fig. 3.8b. This clearly suggests a two-
photon population transfer process in agreement with the obtained asymptotic I2

0 scaling of the
ionization probabilities. The observation of intensity- and time-dependent oscillations in the
final state population is in accordance to related theoretical investigations for alkali atoms [154–
156].
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Figure 3.8: Simulated bound-state populations. a. The final bound-state population after expo-
sure to a Gaussian laser pulse of 300 fs duration (FWHM) is shown with respect to the applied peak
intensity I0 for the 52S electronic ground state (blue line), the 52F excited state (yellow line) and for
the sum over all 87Rb bound states (red line). b. Time-dependent populations of the 52S (blue line),
42D (purple line) and 52F (yellow line) state in the course of a Gaussian pulse intensity envelope
with a peak intensity of I0 = 7×1010 W/cm2 (dashed gray line). Figure taken from [1] and licensed
under CC BY 4.0.

The presented experimental method determining absolute ionization probabilities relies on
absorption imaging utilizing resonant excitation of the remaining atoms from the 52S electronic
ground state. Thus, one may wonder if this method is suitable to accurately attain the bound and
thus not ionized fraction of atoms, when a significant fraction of the remaining atoms populates
the 52F state. Fortunately, the absorption of a single imaging photon at 780 nm is sufficient to
transfer the valence electron from the 52F excited state to the continuum. Thus, our method is
sensitive on ionization and correctly attributes the excited state fraction to non-ionized atoms.
As a result, the ionization probabilities can be derived as the difference of the bound state
population from unity.
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3.1.7. Conclusion

As a summary, absolute ionization probabilities have been measured for non-resonant two-
photon and resonance-enhanced four-photon ionization of ultracold 87Rb atoms with femtosec-
ond laser pulses. The measurements access the transitional regime, where both the ionization
probability and the Keldysh parameter are around unity. In contrast to the widely used rare gas
atoms, alkali atoms have a single valence electron in combination with a high polarizability and
low ionization potential. This makes them an ideal, simple model system to study strong-field
physics.

The presented experimental method employs an ultracold atomic target at a temperature of
approximately 100 nK captured in an optical dipole trap. By absorption imaging of both the
atomic target with and without pulse application, the ratio of ionized atoms can be extracted.
The measured data is compared to the predicted losses for different ionization models without
any free parameter and shows a good agreement with ionization probabilities calculated by
ab-initio TDSE calculations.

Whereas atoms trapped in a MOT rely on a confining magnetic field and inherently show
a significant excited state fraction, photoionization of an ultracold atomic ensemble in a far-
detuned optical dipole trap simplifies subsequent momentum-resolved electron and ion spec-
troscopy [157]. Additionally, the access to absolute ionization probabilities can be used to
calibrate absolute detector efficiencies for ultracold atoms experiments using charged particle
detectors.

As a focused laser beam exhibits a variety of acting laser intensities, the accuracy of strong-
field photoionization measurements typically suffers from focal-averaging. The presented method
allows to break this obstacle as it enables a pixel-wise evaluation of the photoionization proba-
bilities. As a result, this allows for simultaneous measurement of the ionization yield at several
peak intensities given by the intensity distribution of the beam and thus facilitates measurements
with laser pulse sources with fluctuating pulse parameters. In addition, pixel-wise analysis of
the ionization yield enables direct comparison to theoretical calculations, which are typically
performed for single peak intensities. Furthermore, absorption imaging allows for a spatially
resolved selective detection of populated intermediate bound states by tuning the imaging pulse
wavelength.

Moreover, interesting future experiments will examine the influence of Bose-Einstein con-
densation onto strong-field ionization with femtosecond laser pulses. Previous investigations
have targeted this topic, but conclude with differing statements, whether ionization rates in- or
decrease for a condensed sample [158, 159].
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3.2. Strong-field acceleration of ultracold atoms

Alongside photoionization, the strong light field of ultrashort laser pulses allows for manip-
ulation of ultracold quantum gases by strong forces in the intensity gradient of the focused
pulses [158, 160]. Former experimental realizations report on deflection of an effusive beam of
noble gas atoms exerted by a single femtosecond laser pulse yielding accelerations of 1014 times
the Earth’s gravitational acceleration [161]. The controlled deflection of cold atomic samples
enables the creation of atomic beams with narrow velocity spread of a few m/s [162] required
for cold collision [163, 164] and cold chemistry experiments [165, 166]. Furthermore, using
ultrashort laser pulses for trapping and cooling of ultracold atomic targets has been proposed
theoretically [167–170] and examined experimentally [171–175].

Here, the creation of matter wave halos created by radial acceleration of a BEC using blue
detuned femtosecond laser pulses is reported. These halos constitute ultracold atom sources
with beam temperatures in the nanokelvin range. Additionally, the compression of a BEC
by red-detuned pulses and their feasibility for crossed pulsed dipole traps is examined and
discussed.

3.2.1. Gradient forces in strong light fields

The high intensity gradients of focused ultrashort laser pulses allow exerting significant time-
dependent forces onto neutral atoms. Analogously to strong-field photoionization, an accurate
description of gradient forces in inhomogeneous strong light fields depends on the acting laser
intensity and frequency of the pulses as well as the electronic structure of the exposed atom.
For alkali atoms in the low intensity limit, where a perturbative treatment of the AC Stark
shift exerted by the alternating laser field is accurate, the forces are given by the interaction of
the induced atomic dipole with the electric field of the laser [119]. For increasing intensities
approaching the tunnel regime, the force on the neutral atom can be described by the pondero-
motive force on a quasi-free electron [160, 161], which recombines with the remaining ion after
pulse exposure in a process called frustrated tunnel ionization [176].

Time-dependent transient optical dipole forces

This experiment tests the validity of the dipolar model for different pulse energies by measur-
ing the momentum transfer after a train of ultrashort laser pulses. According to Eq. 2.4, for
each time t, the ultrashort laser pulse evokes a potential energy proportional to its instantaneous
intensity I (~r, t). Figure 3.9a shows the dipole potential in the focal plane for different times
during pulse application for a pulse at a central wavelength of 511 nm and 75 µJ pulse energy.
Accordingly, an atom at point ~r experiences a force ~Fdip (~r, t) ∝ −~∇I (~r, t)/δ , which acceler-
ates the atoms according to the Gaussian intensity profile of the pulses. Here, δ denotes the
detuning of the laser with respect to the D2 transition in 87Rb. In one dimension, the transferred
momentum per pulse is given by the integrated force with respect to time
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Figure 3.9: Dipole potential of the femtosecond laser pulse. a. Dipole potential of the repulsive
femtosecond laser field on a single 87Rb atom in the focal plane calculated for a pulse energy of
75 nJ, a mean waist size of wmean = 8.8 µm and a central wavelength of 511 nm according to Eq. 2.4.
The different potentials reflect linear time-steps during the pulse after the peak intensity is reached.
b. Final velocities after pulse exposure calculated from the spatially dependent momentum transfer
according to Eq. 3.23 for pulse energies of 75 nJ and 32 nJ (solid/dashed blue line). In addition, the
corresponding calculated TDSE ionization probabilities for a single pulse are given (red lines).

ppulse(x) =
∫

∞

−∞

Fdip (x, t)dt. (3.23)

Figure 3.9b shows the final velocities vpulse(x) = ppulse(x)/ma of the atoms after pulse expo-
sure in relation to the position x in the focal plane for pulse energies of 75 nJ and 32 nJ
(solid/dashed blue line), which correspond to peak intensities of I0 = 2.7× 1011 W/cm2 and
I0 = 1.2×1011 W/cm2. At 511 nm wavelength, the femtosecond laser pulses are blue detuned
with respect to the D2 transition in 87Rb and thus the focal intensity gradient provides a repul-
sive dipole potential for the atomic cloud. As a consequence, the atoms are radially accelerated
perpendicular to the beam propagation direction. The spatial intensity gradient of a Gaussian
beam is proportional to the applied peak intensity, which allows controlling the momentum
transfer by tuning the pulse energy. For both pulse energies, the ionization probability distribu-
tion of a single pulse (red lines) does not surpass 1.2% and thus can be neglected in this regime.

Measuring ultrafast momentum transfer

The momentum transfer onto the illuminated atoms is investigated within the same experimental
setup as described in Sec. 3.1.2. Figure 3.10 schematically depicts the procedure of the mea-
surement. A BEC held in the crossed optical dipole trap is illuminated by a train of femtosecond
laser pulses at a central wavelength of 511 nm, a pulse length of 215+20

−15 fs and a repetition rate
of frep = 100 kHz. The pulses are focused onto the BEC with a waist of wx = 8.3 µm and
wy = 9.3 µm enabling peak intensities up to of I0 = 1013 W/cm2. The pulses arrive at an an-
gle of 13.7° relative to the imaging axis (z) in the yz plane. After a variable time-of-flight, the
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Figure 3.10: Measuring ultrafast momentum transfer. A BEC is held in a crossed optical dipole
trap and is illuminated by a train of femtosecond laser pulses focused onto a waist of 10 µm. Due to
transient optical dipole forces, the pulses accelerate the atoms perpendicular to the pulse propagation
direction. After a variable expansion time, the atoms are recorded by absorption imaging with a
resonant probe pulse. The absorption images give rise to the mean expansion velocity v0 as well as
the velocity spread ∆v of the expanding density rings.

density distribution of the atomic ensemble is recorded by absorption imaging (see Sec. 2.1.6).

In addition, the momentum transfer onto the BEC can be described in terms of phase-
imprinting onto the matter wave function. Here, the space- and time-dependent dipole poten-
tial Udip (~r, t) during one pulse imprints a space-dependent phase onto the BEC wave function
ψ 7→ ψeiϕ(~r), where ϕ (~r) = −h̄−1 ∫ ∞

−∞
Udip (~r, t)dt. The resulting matter wave velocity v(~r)

after application of a single pulse is then determined by the phase gradient as

~v(~r) =
h̄

ma
~∇ϕ (~r) =

∫
∞

−∞

−~∇
Udip (~r, t)

ma
dt. (3.24)

Through the relation ~Fdip (~r, t) = −~∇Udip (~r, t) this corresponds to the momentum transfer due
to optical dipole forces on single atoms in one dimension as described by Eq. 3.23.

3.2.2. Femtosecond acceleration of a BEC

As a reference, Fig. 3.11a shows the measured expansion of the unperturbed BEC density dis-
tribution after time-of-flight before the application of femtosecond laser pulses. First, the radius
of the BEC is determined by a 2D Thomas-Fermi fit to the absorption images for different
time-of-flights and then the expansion velocity is obtained by a linear fit to the evolution of
the radius. This yields expansion velocities of the unperturbed BEC of vx = 2.39(3) mm/s and
vx = 2.05(4) mm/s.

In Fig. 3.11b-d the time-evolution of the BEC density is depicted after illumination with 11
(b), 31 (c) and 51 (d) femtosecond laser pulses. The pulse trains are applied in-situ, while the
dipole trap is switched on, and the atomic cloud is imaged after a variable subsequent time-of-
flight. Evidently, one obtains a halo-like structure of a radially expanding matter wave, with an
expansion velocity monotonously increasing with the number of applied pulses. In the center of
the halo, a fraction of mainly thermal atoms expands with a velocity increasing with the number
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Figure 3.11: Matter wave halo expansion. Absorption images of the expanding BEC during time-
of-flight without pulse exposure (a) and after application of 11 (b), 31 (c) and 51 (d) pulses at a pulse
energy of 75 nJ. The images are averaged over more than eight realizations.

of applied pulses.

For a quantitative analysis of the expansion velocities, the density profile is determined by the
row sum of a cut through the optical density distribution. Figure 3.12a shows the optical density
for a BEC illuminated with 31 pulses of 75 nJ pulse energy. The row sum is calculated for the
central area marked by the vertical black lines, which spans over 9 pixels around the maximum
of the column sum profile of the optical density distribution. This width is chosen small enough
to avoid an underestimation of the radius due to the halo curvature and large enough to gain
a sufficient signal to noise ratio. The obtained profile is shown in Fig. 3.12b (data points).
One clearly identifies three peaks in the density profile, two on the edges corresponding to the
expanding ring and a broad central one given by the thermal background of the initial atomic
distribution. In order to attain the halo radius for each time step and pulse number, a threefold
Gaussian function
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Figure 3.12: Expansion velocity extraction. a. Absorption image of a BEC after illumination
with 31 pulses at 75 nJ pulse energy and 12 ms time-of-flight. The image is averaged over eight
realizations. The black lines mark the area used for the row sum profile in (b). b. Row sum profile
of the optical density distribution given in (a) (data points) and the threefold Gaussian function
fitted to the data points according to Eq. 3.25 (solid red line). The light red area depicts the 95%
confidence interval of the fit.

f (y) = d +
3

∑
i=1

ai× e−
(

y−bi
ci

)2

(3.25)

is fitted to the data points (solid red line). Here, ai, bi and ci denote the amplitude, center
position and width of each Gaussian profile and d accounts for a global offset. The indices
assign the three peaks from top to bottom. For each applied pulse number the expansion velocity
is determined by a linear fit to the evolution of the halo radius (a1−a3)/2 in relation to the time-
of-flight.

Figure 3.13a depicts the measured expansion velocities in dependency of the number of ap-
plied pulses for pulse energies of 75 nJ (dark data points) and 32 nJ (light data points). In ad-
dition, for both pulse energies the expected expansion velocity given by the momentum trans-
fer of each pulse according to Eq. 3.23 is depicted (dashed lines). In this simple model, the
transferred momentum of n pulses is given by n× ppulse, where ppulse = ma× 0.43 mm/s and
ppulse = ma×0.19 mm/s for a pulse energy of 75 nJ and 32 nJ, respectively. For few pulses the
predicted momentum transfer according to the time-integrated optical dipole forces reasonably
agrees with the measured expansion velocities. In contrast, for an increasing number of ap-
plied pulses, the measured velocities clearly deviate from the linear model due to the expansion
of the atomic target during illumination with the pulse train. An illumination with 60 pulses
corresponds to a pulse train duration of 600 µs. At a pulse energy of 75 nJ, atoms located
around x = 5 µm, which experience the maximum terminal velocity of 0.43 mm/s per pulse
(see Fig. 3.9), travel at least a distance 0.43 mm/s ×600 µs ≈ 2.5 µm during the pulse train.
As a result, these atoms end up beyond a position of x ≈ 7.5 µm, where only a fraction of the
maximum velocity is given by the last pulses. Thus, the transferred momentum saturates. For
the lower energy pulses, this saturation occurs for an accordingly higher pulse number.
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Figure 3.13: Halo expansion velocities and velocity spread. a. Expansion velocities of the
matter wave halos in dependency of the applied number of pulses at a pulse energy of 75 nJ (dark
data points) and 32 nJ (light data points). The expected expansion velocities determined by the sum
of the transferred momentum per pulse for each pulse energy are given by the dashed lines. b.-d.
Fit results of the widths c1, c2 and c3 according to Eq. 3.25 after a time-of-flight of 6 ms (dark) ,
9 ms (medium) and 12 ms (light data points) in relation to the number of applied pulses at 75 nJ
pulse energy. e. Velocity spread ∆v obtained by a linear fit to the time-evolution of the rms width
of the rings (c1 + c3)/2. For 61 and 77 pulses reliable linear fitting of the expansion is impossible.
Accordingly, the data points are excluded. All vertical error bars are given by the 95% confidence
interval of each fit.

Ultracold Matter Wave Sources

Absorption imaging of the expanding matter wave halos during expansion allows for an accurate
determination of the momentum transfer onto the atoms and reveals the precise tunability of the
mean velocity of the atomic beams by the number of applied pulses. In addition to the mean
expansion velocity, the quality of cold atom sources depends on the longitudinal temperature
Tbeam of the beam, which is determined by the rms width of the radial velocity spectrum through
the relation Tbeam = ma∆v2/(3kB). Besides measuring the halo expansion velocity, the Gaussian
profiles fitted to the row sum profiles according to Eq. 3.25 provide access to the radial velocity
spectrum by the time-evolution of the width of the rings c1,3. Hence, this analysis allows to
evaluate the created matter-wave halos with respect to their properties as cold atom sources.

Figure 3.13b-d shows the fit results for the rms widths ci in relation to the number of pulses
and time-of-flight duration. The width c2 of the thermal background linearly expands with the
number of pulses and saturates analogously to the halo expansion, when atomic motion during
the pulse train becomes relevant. In contrast, the halo width, given by c1 and c2, is constant
over low pulse numbers and increases approximately, where the halo expansion saturates. The
corresponding velocity spreads ∆v for each pulse number are determined by a linear fit to the
time-of-flight evolution of the mean rms width of the rings (c1 + c3)/2 and are depicted in
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Fig. 3.13e. In accordance to the halo widths, the velocity spread is constantly small around
2 mm/s as long as the imprinted velocity distribution is negligibly influenced by atomic motion
and significantly increases for higher pulse numbers. For exposure with 51 pulses at 75 nJ
pulse energy, one obtains an expansion velocity of v0 = 18.6(9) mm/s with an rms velocity
spread of ∆v = 2.4(3) mm/s . This yields a ratio of ∆v/v0 = 0.13(2), which surpasses atom
lasers created by coupling out a magnetically trapped BEC by rf-radiation pulses [177] and is
on the same order of magnitude as reported for the acceleration of magneto-optically trapped
argon with in a chirped optical lattice of ∆v/v0 < 0.05 [162]. Moreover, this corresponds to a
longitudinal beam temperature of Tbeam = 20(5) nK, which undercuts the coldest thermal atom
beam so far reported by one order of magnitude [177]. As a result, the high control over the
transferred momentum per pulse and the applied pulse number allows for atomic beam creation
with tunable mean velocities up to 20 mm/s with ultralow longitudinal beam temperatures.

Finally, the expanding ring-structure constitutes a radial matter wave source. Although co-
herence properties are not experimentally accessible as the imaging system can not resolve the
expected interference patterns, for numerical simulations solving the Gross-Pitaevskii equa-
tion a coherent matter wave evolution is expected even for phase imprinting on infinitely short
timescales. BECs on the surfaces of a sphere are typically only available under micrograv-
ity [178]. Atom sources employing radial acceleration of a BEC with ultrashort laser pulses
can provide an alternative to bubble-shaped atom traps relying on rf-induced adiabatic poten-
tials [179–181] for the creation of hollow BECs. Such BECs allow addressing topological issues
by projecting the bulk wave function onto (parts of) the surface of a sphere [182–184].

Strong-field acceleration of a BEC

In order to minimize the ratio between the velocity spread and the expansion velocity and hence
improve the source quality, the matter wave halo expansion is studied for the application of sin-
gle pulses with peak intensities up to 1013 W/cm2. This enables tuning the transferred momen-
tum while avoiding atomic motion during the pulse train. Figure. 3.14 shows the free expansion
of a BEC (a) and the expansion of a BEC illuminated with a single laser pulse with increasing
pulse energy (b-d). Here, the pulse is applied after 8 ms time-of-flight. One clearly identifies
a ring-like atomic density distribution as observed in the previous measurement with an expan-
sion velocity correlated with the pulse energy. The less symmetric structure is attributable to
beam artifacts in the focal plane, which were erased for the multi-pulse measurements. The
quantitative analysis is performed analogously to the pulse number scan. Fig. 3.15a shows the
row sum profile of the atomic density distribution after applying a pulse with 1.24 µJ pulse en-
ergy, which corresponds to a peak intensity of I0 = 4.5×1012 W/cm2, and 5 ms time-of-flight.
In addition, the double Gaussian function fitted to the data is shown.

Figure. 3.15c illustrates the measured expansion velocity (data points) in relation to the pulse
energy as well as the predicted expansion velocities according to Eq. 3.23 (dashed line). Ap-
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Figure 3.14: Strong-field acceleration of a BEC. Absorption images of the expanding BEC during
time-of-flight without pulse exposure (a) and after illumination with a single pulse of 0.52 µJ (b),
1.24 µJ (c) and 1.98 µJ (d) pulse energy. The pulses are applied after a time-of-flight of 8 ms. The
images are averaged over more than eight realizations.

parently, the calculated expansion velocities clearly overestimate the actual velocities, which
saturate for peak intensities in the 1013 W/cm2 range. This saturation is a result of significant
atom losses due to the non-linearly increasing ionization probabilities for increasing peak in-
tensities. Figure 3.15b depicts the ionization probability Pion(y) in dependence on the position
in the focus after a pulse with 1.98 µJ pulse energy, which corresponds to a peak intensity
of I0 = 7.3× 1012 W/cm2 (dashed red line). In addition, the terminal velocities neglecting
ionization are given (dashed blue line). As the ionization probability reaches unity beyond
I0 = 5× 1012 W/cm2, the center region of the focus is fully ionized. Accordingly, even atoms
on the wings of the Gaussian beam profile, which would experience the highest acceleration
during the pulse, are ionized and do not contribute to the measured velocity distribution. In
order to account for photoionization, the terminal velocities are weighted with the ionization
probability as vpulse,i(y) = [1−Pion(y)]×vpulse(y). The expected expansion velocities consider-
ing ionization are given in (c) for different pulse energies (solid blue line) and reasonably agree
with the measured data. In conclusion, photoionization limits the attainable momentum transfer
per pulse to ppulse ≤ma×5 mm/s for the chosen waist size and pulse parameters. However, this
momentum transfer corresponds to an average acceleration of 2× 1010 g over the fwhm pulse
duration.
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Figure 3.15: Strong-field acceleration of a BEC. a. Row sum profile of the optical density dis-
tribution given in Fig. 3.14c at a pulse energy of 1.24 µJ (data points) after 5 ms time-of-flight.
The solid line illustrates the double Gaussian function fitted to the data points and the light red area
depicts the 95% confidence interval of the fit. b. Final velocities after pulse exposure calculated
from the spatially dependent momentum transfer according to Eq. 3.23 for pulse energy of 1.98 µJ
(dashed blue line). The solid blue line shows the terminal velocities weighted with the ionization
probability distribution (dashed red line). c. Halo expansion velocities in dependency of the applied
pulse energy (data points). The vertical error bars are given by the 95% confidence interval of the
linear fit to the expanding ring radius. The simulated expansion velocities are determined by the
maximum velocities according to Eq. 3.23 neglecting ionization (dashed line) and weighted with
the ionization probability (solid line).

3.2.3. Femtosecond compression of a BEC

The impact of high-intensity laser pulses at a central wavelength of 1022 nm on the BEC is
investigated. As the fundamental wavelength of the pulses in this case is red-detuned with
respect to the D2 transition, they introduce an attractive potential. Analogously to the strong-
field acceleration measurements, the femtosecond laser pulses are applied after 8 ms time-of-
flight. Figure 3.16a,b shows the time-evolution of the atomic density distribution without pulse
and after illumination with a single femtosecond laser pulse at 104 nJ pulse energy, which yields
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3. Ultracold atoms in ultrashort laser pulses

Figure 3.16: Femtosecond compression of a BEC. a. Absorption images of the expanding BEC
during time-of-flight without pulse application. The black lines mark the area used for the row sum
profiles in (c). b. Corresponding images after application of a single pulse at 1022 nm wavelength
and 104 nJ pulse energy. c. Column sum profile of the optical density distributions in (a) (light line)
and (b) (dark line).

a peak intensity of I0 = 1.9×1011 W/cm2 and corresponds to an imprinted peak phase of about
4π . While the BEC outside of the focus expands unperturbed by the pulse, the illuminated
central part is compressed by dipolar forces on a millisecond timescale leading to an increased
central density. The time evolution of the corresponding line cut profiles is shown in Fig. 3.16c
after pulse application (dark line) and without pulse application (bright line). Apparently, the
imposed dipolar potential partly reverses the BEC expansion and effects a density enhancement
in the cloud center. In order to further investigate the many-body dynamics of the BEC after
momentum transfer, numerical simulations of the 3D Gross-Pitaevskii equation are required,
which also account for the repulsive interparticle interactions. These calculations are beyond
the scope of this work.

By using a pulse train of red-detuned laser pulses with a repetition rate much higher than the
trap frequencies of 0.1-1 kHz, the periodic momentum transfer during each single pulse can cre-
ate a time-averaged, attractive effective potential, which allows to trap cold atomic gases. Such
pulsed optical dipole traps for neutral atoms have been experimentally realized with picosec-
ond laser pulses [173] and femtosecond laser pulses [175]. With the possibility of frequency
conversion for ultrashort laser pulses into the blue and UV spectrum with high efficiency, such
pulsed optical dipole traps might enable efficient trapping of atomic species not accessible for
laser-cooling and dipole trapping so far. In addition, the duty cycle of a pulsed beam provides
an interaction free time frame for spectroscopic measurements.

In this experiment, a crossed pulsed dipole trap (CPDT) scheme is used as shown in Fig. 3.17,
where the femtosecond laser beams is divided into two perpendicular beams. By adapting the
length of the separate beam paths, a time delay between the pulses is ensured to reduce ion-
ization losses compared to simultaneous arrival of the pulses resulting in higher peak inten-
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Figure 3.17: Crossed pulsed dipole trap. Two perpendicular red-detuned pulsed laser beams are
focused onto the ultracold cloud and provide a time-averaged trapping potential. The wavelength is
tuned by the OPA module.

sities. Before being transferred to the CPDT, an ultracold thermal cloud with 1.5× 104 to
2.0× 104 atoms is prepared at a temperature of Ta = 122(4) nK in the crossed dipole trap at
trap frequencies of ωx = 96(7) Hz and ωy = 89(1) Hz. After switching off the dipole trap, the
atoms are illuminated with pulse trains at a repetition rate of 130 kHz and a peak intensity of
I0 = 5×1010 W/cm2 in both arms. The central wavelength is tuned in the range of 828 nm to
848 nm using the OPA module in the femtosecond laser system (see Sec. 2.3.1).

Figure 3.18a shows the measured number of atoms in the CPDT for different hold times after
transfer (data points). The BEC lifetime is determined by the halflife period of an exponential
decay function fitted to the data (solid blue line)36. In order to analyze the role of dissipation
due to photoionization in this setup, the expected ionization losses over time are calculated for
the utilized cloud and pulse train parameters by use of TDSE ionization probabilities calculated
by Andrey K. Kazansky and Nikolay M. Kabachnik. The dashed orange line illustrates the
expected progression of the atom number due to the recurring photoionization by the trapping
pulses.

The resulting lifetimes for different wavelengths of the femtosecond laser are depicted in
Fig. 3.18b (data points). In addition, the expected lifetime limit due to photoionization accord-
ing to TDSE calculations is given (red data points). At the pulse train parameters utilized here,
there are two main mechanisms limiting the achievable lifetimes: For an decreasing detuning of
the laser pulses the ionization probabilities per pulse increase, which results in a reduced life-
time of the cloud. For the lower two wavelengths, the measured lifetime reasonably agrees with
the expected lifetimes according to the TDSE calculations (red data points) and thus is limited
by photoionization. For increasing detuning, the trapping potential vanishes and the lifetime is
limited by the trapping power of the effective potential. As a result, only lifetimes below 10 ms

36As the high optical densities for the lowest two hold times inhibit reliable determination of the atom number, the
exponential decay function is only fitted to the data points with hold times t ≥ 4 ms.
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ba

Figure 3.18: Crossed pulsed dipole trap. a. Number of atoms for different hold times after
transfer to the CPDT at 838 nm central wavelength (data points) measured after 2 ms time-of-
flight. The error bars denote the standard deviation over more than 10 realizations. The solid line
corresponds to the exponential decay function fitted to the data points and the shaded area shows the
95 % confidence interval of the fit. The dashed orange line depicts the expected decay of the atom
number due to photoionization according to TDSE calculations. b. Measured lifetime in the CPDT
(blue data points) and expected lifetime limit due to photoionization (red data points) for different
central wavelengths. The lifetimes are obtained by the half-life period of the exponential decay fitted
to the measured and expected atom number evolution in (a) and the error bars correspond the 95%
confidence interval for each fit.

are achieved in this configuration, which remains significantly lower than typical lifetimes in
dipole traps using continuous wave laser beams on the order of ten seconds and than achieved in
femtosecond pulsed DT of a few hundred milliseconds [175]. In order to increase the trapping
potential without non-linearly increasing the ionization probabilities, the repetition rate of the
femtosecond laser or the pulse duration needs to be increased significantly. The experimental
realization in [175] with 87Rb employs pulses with 70 fs and 150 fs pulse duration at repeti-
tion rate of 80 MHz and a central wavelength of 825 nm. In this regime, peak intensities of
I0 = 104 W/cm2 are sufficient to achieve trap depths of tens of microkelvin and loading the DT
directly from a MOT. Thus, in contrast to the regime presented here, photoionization is negli-
gible and the lifetime is rather limited by momentum diffusion due to dipole force fluctuations,
which become relevant at high intensities [175, 185].

3.2.4. Conclusion

In this section, the strong-field acceleration of a BEC in the intensity gradient of femtosecond
laser pulses has been examined quantitatively in different regimes. First, a repulsive potential
created by blue-detuned light at 511 nm wavelength has been utilized to radially accelerate the
atoms producing matter wave halos with a longitudinal beam temperature of Tbeam = 20(5) nK
at a tunable beam velocity up to v0 = 20 mm/s. Even for high intensities, a description of the
acceleration by transient optical dipolar forces is found to be accurate. Dissipation by photoion-
ization as well as the dynamics of the wavefunction during exposure to the pulse train limit the
achievable momentum transfer.

Additionally, the compression of the BEC by attractive red-detuned pulses at 1022 nm is
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studied where a density enhancement of the wavefunction results from the interplay of the
attractive forces of the femtosecond laser pulses and the repulsive atomic interactions. Finally,
the feasibility of a crossed optical dipole trap with femtosecond pulses close to the D2 resonance
of 87Rb in the range of 828 - 848 nm is investigated. For the pulse parameters provided by the
femtosecond laser system which allow sufficient CPDT depths, the BEC lifetime in the trap is
inherently limited by photoionization losses to less than 8 ms.

In conclusion, ultrashort laser pulses arise as a versatile tool for precise manipulation of
ultracold gases regardless of the specific atomic level structure. The experimental findings
demonstrate a general scheme for shaping matter waves and engineering monoenergetic beams
of atoms.
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Ultrashort laser pulses open up new pathways for manipulating and controlling atomic quan-
tum gases on femtosecond timescales. As discussed in Chapter 3.1 the strong light-field of a
femtosecond laser pulse is able to instantaneously ionize a controlled number of atoms in a
Bose-Einstein condensate (BEC). If the number of ionized atoms exceeds a critical threshold,
the space charge potential produced by the ions is large enough to trap a fraction of the pho-
toelectrons, thus forming an ultracold plasma [75]. Whereas such plasmas created from laser-
cooled targets in a magneto-optical trap have been intensively studied recently [76–78], here
the creation within a BEC is reported. The high initial charge carrier densities inherited from
the BEC give rise on an unexplored density regime of ultracold plasmas which are governed by
dynamics on ultrashort timescales.

This chapter presents detailed studies of the creation of ultracold microplasma and the dy-
namics emerging in this novel regime. Starting from introducing the defining plasma parame-
ters, the creation of ultracold plasma in a BEC by femtosecond laser pulses is described (Sec-
tion 4.1). As plasma formation at BEC densities requires only a few thousand charged particles,
ultracold microplasmas allow for a charged particle tracing (CPT) simulation giving access to
the plasma dynamics at a single particle level (Section 4.2). As the central part of the chapter,
experimental and simulation results are presented revealing an ultrafast electron cooling during
the plasma expansion (Section 4.3). The chapter concludes with the analysis of the ultracold
microplasma as a potential source for ultracold electrons (Section 4.4).

Parts of this chapter including experimental data and simulation results are already presented
in [2]. Data acquisition and analysis has been done by the author with support from Mario
Großmann, Juliette Simonet and Philipp Wessels-Staarmann.
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4.1. Ultracold plasma

4.1.1. Plasma regimes and coupling parameter

The majority of visible matter in the universe consists of ionized gases forming plasma. These
plasmas, which typically consist of ionized atoms or molecules as well as free electrons, span
several orders of magnitude in size, temperature and number density. Astrophysical plasma
occurs at densities between 105−106 m−3 in the interstellar medium and 1036 m−3 in the core
of white dwarfs [78] and typical temperatures vary between 200 K in the ionosphere of the earth
to approximately 107 K in the solar core. Figure 4.1 gives an excerpt of the different plasmas
occurring in nature together with various examples for laboratory based plasma systems.

The properties of plasma are predominantly determined by the density and temperature of
the charged particles forming the plasma state. Two regimes can be distinguished by means of
the electron/ion Coulomb coupling parameter

Γe,i =
e2

4πε0ae,ikBTe,i
. (4.1)

Here, Te,i describes the electron/ion temperature determined by the mean kinetic energy per

particle and ae,i =
(

3
4πρe,i

)1/3
denotes the Wigner-Seitz radius at the electron/ion density ρe,i.

The coupling parameter relates the Coulomb potential energy to the kinetic energy per particle
for the ions and the electrons, respectively. Whereas for weakly coupled plasmas (Γe,i < 1) the
thermal motions of each particle prevail, the dynamics in strongly coupled plasmas (Γe,i > 1)
is dominated by Coulomb forces between charged particles, which leads to the development of
spatial density correlations [186] and the formation of liquid-like and crystalline, self-assembled
structures. Accessing the interesting regime of strongly coupled plasma in well-controlled ex-
periments paves the way towards benchmark systems for multi-scale theories and sheds light
on the extreme conditions present in inertial confinement fusion [79], the core of Jovian planets
and white dwarfs [80].

Tailored plasmas created in a laboratory framework to approach the strongly coupled regime
are typically created by photoionization of a neutral atomic target. For a given excess energy of
the ionization process, assuming a Gaussian ionic density distribution, a minimum number of
ions N∗ is required for plasma formation

N∗ =
Ekin,e

U0
and U0 =

√
2
π

(
e2

4πε0σ

)
, (4.2)

where σ denotes the rms radius of the ionic distribution and Ekin,e denotes the initial electron
kinetic energy [75]. This condition for plasma formation can equivalently be defined as a com-
parison of length scales. The characteristic length scale for plasma is given by the Debye length

λD =

√
ε0kBTe

ρee2 , (4.3)
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Figure 4.1: Number density and temperature diagram of plasmas. Plasmas occurring in nature
or prepared in the laboratory span several orders of magnitude in size, temperature and number
density. The majority of naturally occurring plasmas are weakly coupled (Γi < 1), however, the
regime of strongly coupled plasma (Γi > 1) is realized in astronomical objects like Jupiter’s core
or white dwarfs. The dynamics in this challenging region can experimentally be approached by
ultracold neutral plasma, ionized nanoclusters and ultracold microplasma. Figure adapted from [2]
and licensed under CC BY 4.0.

where ρe and Te denote the electron density and temperature. The Debye length refers to the
length the electronic plasma component requires to screen external electric fields by restruc-
turing the density distribution. An interacting ensemble of charged particles exhibits collective
dynamics and forms a plasma, if the Debye length is small in comparison to the overall system
size given by σ , i.e. if λD/σ � 1. As a result, for a given excess energy the minimum system
size as well as the minimum particle number scale with the inverse root of the density ρ

−1/2
e,i .

Figure 4.2 shows the minimum plasma size and ion number in dependency of the atomic target
density for excess energies of Ekin,e = 1 meV, 0.1, 10 eV (dashed lines) as well as for the ex-
cess energy of 0.68 eV (solid line), which is used in this experiment. Accessing higher plasma
densities allows for decreasing the particle number and thus the complexity of the system.

One approach to create strongly coupled plasmas is to access condensed matter densities.
This can be achieved by photoionizing nanoclusters with ultrashort laser pulses. In such sys-
tems, the interplay between interparticle Coulomb energies and molecular bonds is essential to
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Figure 4.2: Minimum Plasma size and particle number for different density regimes. a. Mini-
mum rms radius σ for plasma formation in dependency of the charged particle number density ρe,i.
b. Minimum ion number required for plasma formation at each charged particle number density.
The ion numbers are calculated from the minimum plasma size according to Eq. 4.2.

understand energy transfer between electrons and ions [83–85] (see Fig. 4.1). Recent exper-
iments have studied charged particle dynamics at solid-state densities in finite-size nanoclus-
ters [86–88] and observed the emergence of low-energy electrons [187].

A second approach relies on the photoionization of laser-cooled atomic targets, which exhibit
negligible atomic thermal motion in combination with high degree of experimental target con-
trol. This enables plasma formation with initial ionic kinetic energies in the millikelvin range
at MOT densities yielding interaction energies many times higher than the average kinetic en-
ergies [77, 78]. As these plasmas typically exhibit macroscopic quasi-neutrality, they are often
referred to as ultracold neutral plasma (UNP). The first experimental realization was conducted
by T.C. Killian et al. in 1999 with laser-cooled Xenon atoms [75]. Ensuing, UNP have been
created in numerous laser cooled earth-alkaline and alkaline atomic systems as well as in super-
sonic expansion of molecular NO [188]. A comprehensive review of the progress in this field
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can be found in [77, 78]. Recent work approaches the strong coupling regime by laser cooling
the ions after plasma creation in order to reduce the thermal energy per particle [81].

The plasma realized in this experiment belongs to a still unexplored plasma regime given by
the charge carrier density above 1020 m−3 inherited from the BEC. The negligible temperatures
below 100 nK allow realizing micrometer-sized plasma (see Fig. 4.2), where the initial Coulomb
energies exceed the thermal energies by three orders of magnitude. Such a microplasma with a
few hundred to thousands of particles bridges the gap between the dynamics of energy transfer
studied in photoionized nanoclusters and ultracold neutral plasma. Moreover, as the density in
quantum gases is still much lower than in atomic clusters, interatomic binding energies can be
neglected, which considerably simplifies the theoretical description of the dynamics.

4.1.2. Ultracold microplasma in a BEC

In contrast to former realizations of photoionizing laser-cooled atoms in a MOT, here the
dynamics of an ultracold microplasma is experimentally investigated by interfacing ultracold
quantum gases with the ultrashort timescales of femtosecond laser pulses. As shown in Fig. 4.3a,
a 87Rb BEC is locally ionized by a single laser pulse at 511 nm wavelength with a full width
at half maximum (FWHM) duration of 215+20

−15 fs. Whereas earlier photoionization studies in
87Rb BECs used nanosecond laser pulses [158], here, the pulse duration is significantly shorter
than the picosecond timescale for the electron dynamics given by the inverse electron plasma
frequency (see Chapter 4.1.3). As a result, the initial plasma dynamics is not perturbed by the
laser pulse and the creation of the charged particles can be considered as instantaneous.

A high-resolution objective with a numerical aperture of 0.5 (see Chapter 2.3.3) focuses the
femtosecond laser pulse down to a waist of w1 = 0.99(3) µm and w2 = 1.00(5) µm leading to
peak intensities up to 2×1013 W/cm2. The number of ionized atoms can be tuned from a few
hundred to Ne,i ≈ 4000 in a controlled manner via the pulse intensity. At the highest intensity,
the ionization probability reaches unity within the center region of a cylindrical volume depicted
in Fig. 4.3b [1], resulting in charge carrier densities of up to ρe/i = 2× 1020 m−3. The radius
of this volume of 1.35 µm is determined by the laser focus, while the height of 5 µm is limited
by the atomic target (see chapter 4.2.1). In contrast to previous realizations of ultracold neutral
plasma, this provides a locally confined ionized volume with tunable charge density within the
atomic cloud.

As shown in Fig. 4.3c, the photoionization of 87Rb at 511 nm can be described as a non-
resonant two-photon-process (see chapter 3.1), with an excess energy of 0.68 eV. The initial
electron kinetic energy resulting from the two-photon ionization corresponds to an initial tem-
perature of Te = 5250 K. Since the plasma is created from an ultracold atomic target with
negligible atomic kinetic energy, the initial ionic kinetic energies are dominated by the pho-
toionization recoil yielding a low initial ionic temperature of Ti ≈ 33 mK. In combination with
the enhanced initial charge carrier densities, a remarkably high initial ionic coupling parameter
of Γi = 4800 is reached, whereas the initial electron coupling parameter of Γe = 0.03 predicts
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Figure 4.3: Detection of ionization fragments after ultrafast ionization of a BEC. a. A single
femtosecond laser pulse is focused to a waist of w0 ≈ 1 µm and locally photoionizes a 87Rb BEC. The
created photoelectrons and ions are separated by an electrical field produced by the two extraction
meshes at tunable opposite voltages ±Uext. Their kinetic energy distribution is converted into a
spatial information during the expansion towards the detectors consisting of a microchannel plate
assembly and a phosphor screen, which is imaged by a highspeed camera. b. At laser peak intensities
of 1013 W/cm2, the femtosecond laser pulse ionizes the majority of atoms within a micrometer-
sized cylindrical volume creating a charged particle ensemble immersed in the BEC. c. At a central
wavelength of 511 nm, 87Rb is ionized from the 5S ground state via non-resonant two- and three-
photon processes that correspond to electron excess energies of 0.68 eV and 3.1 eV respectively. d.
Measured averaged electron distribution at Uext = 300 V and I0 = 1.7× 1012 W/cm2. The spatial
extent on the detector reflects the kinetic energy distribution of the electrons. Figure adapted from [2]
and licensed under CC BY 4.0.

weak coupling.
As a key feature, this experimental setup grants access to the atomic density via absorption

imaging as well as the energy distribution of the photoionization products (Fig. 4.3d, see also
chapter 2.2). A tunable electric field separates electrons and ions and directs them onto opposite
position sensitive detectors. The extraction field sets the expansion time towards the detectors
and, thus, the velocity resolution, which can be tuned from 10 meV at ±Uext = 300 V to the
1 meV level at ±Uext = 5 V (corresponding to static electric fields of 162 V/m and 4.6 V/m in
the center, respectively).

4.1.3. Dynamical timescales

For ultracold plasma created by photoionization of a cold atomic ensemble, the plasma evolu-
tion typically starts from a state of strong disequilibrium, where a hot electron gas carrying the
entire excess energy of the ionization process is combined with a quasi static ionic component.
As a result, unconfined ultracold plasma commonly exhibits similar stages of dynamics as it
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expands.

The plasma evolution can be divided into three different temporal phases with characteris-
tic timescales [77, 189]. The first two stages correspond to the separate thermalization of the
electronic and the ionic plasma component and the third one is given by the subsequent hydro-
dynamic expansion of the plasma. The durations for these processes are set by the electron/ion
plasma frequency

ωp,e/i =

√
ρe/ie2

me/iε0
, (4.4)

which is determined by the electron/ion density ρe/i. Electron-electron thermalization occurs
on a timescale of the inverse electron plasma frequency ω−1

p,e , whereas the much slower ion-ion
equilibration is reached on the timescale of ω

−1
p,i . For typical plasma densities attained in MOT

experiments, the comparably light electrons reach thermal equilibrium after a duration of ω−1
p,e ≈

10 ns [77]. On this timescale the electronic component expands, a small local charge imbalance
is established and the electrons are captured in the resulting attractive potential. For the much
heavier ions, the equilibration process takes place on a duration of ω

−1
p,i ≈ 1 µs, tractable for

time-resolved experimental studies utilizing fluorescence [190] and absorption imaging of the
ions [191, 192].

As the initial ionic spatial distributions are inherited from spatially uncorrelated atomic sys-
tems, the ions have larger Coulomb potential energy due to the disorder. Within the timescale
of the inverse ion plasma frequency the disorder-induced potential energy translates in kinetic
energy. This process is referred to as disorder-induced heating (DIH) [89, 193] and typically
limits the attainable ion coupling parameters in UNPs [78]. The ion equilibrium temperature
associated to this process is given by

TDIH,i =
e2

12πε0aikB
(4.5)

and thus scales with the ion density as TDIH,i ∝ ρi−1/3 [81] yielding TDIH,i ≈ 1 K for MOT
densities.

Assuming quasi-neutrality, the plasma expansion beyond the inverse plasma frequencies can
be described as an hydrodynamic expansion on a timescale τexp =

√
miσ02/(kB [Te +Ti]) of

typically τexp ≈ 10−100 µs [77]. On this timescale, the rms ion radius expands uniformly with
the hydrodynamic expansion velocity

vhyd =

√
kB
(
Te,0 +Ti,0

)
mi

. (4.6)

At the same time the electron kinetic energy decreases by adiabatic cooling according to [77]

Ekin,e (t) = Ekin,e (0)

[
1+

t2

τ2
exp

]
. (4.7)
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Since the enhanced charge carrier density of ultracold microplasma created from a BEC sur-
passes realizations at MOT densities by orders of magnitude, it is associated with a strongly
differing regime of timescales. At densities of ρe/i = 2× 1020 m−3 an initial inverse electron
plasma frequency of ω−1

p,e = 1.3 ps is attained as well as an inverse ion plasma frequency of
ω
−1
p,i = 0.5 ns. For the measurements reported here, a comparably high initial electron energy

of 0.68 eV is used, corresponding to an initial electron temperature of 5250 K. With an ap-
proximate plasma size of σ0 = 2 µm, a hydrodynamic expansion timescale of τexp ≈ 2.8 ns is
expected. As the high excess energy of the ionization process combined with the small ion-
ization volume evokes a significant macroscopic charge imbalance for the ultracold plasma,
the validity of the self-similar expansion model is questionable. An accurate description has
to additionally account for Coulomb-driven contributions, which could prevent reaching global
thermal equilibrium for the ions at all [194].

80



4.2. Charged particle tracing simulations

4.2. Charged particle tracing simulations

For a deeper understanding how the velocity distributions of the created photoelectrons (Chap. 4.2.1)
convert into spatial information measured on the detector, the electron trajectories are tackled
by charged particle tracing (CPT) simulations within the commercial simulation environment
of the COMSOL Multiphysics® software [195]. In order to have a full simulation of the con-
ducted experiments, the external electromagnetic fields induced by the experimental setup are
computed with the finite element method (Chap. 4.2.2). Afterwards the trajectories of individual
electrons/ions in these fields are calculated by CPT trajectory simulations (Chap. 4.2.3).

In addition, the collective dynamics of the electrons and ions after creation is simulated within
CPT plasma simulations (Chap. 4.2.3). These simulations account for mutual Coulomb interac-
tions between the charged particles and allow to accurately describe the dynamics in ultracold
microplasma.

4.2.1. Initial charge distributions

The initial electron/ion distributions ρe,i (x,y,z) that arise from the photoionization are calcu-
lated according to Eq. 3.19 by superimposing the 3D atomic density distribution with the ion-
ization probability distribution. The ionization probabilities are calculated by use of the TDSE
results presented in chapter 3.1. Here, z denotes the pulse propagation direction, x and y the
two transverse directions aligned in direction of the beam waists reported in chapter 2.3.3. Fig-
ure 4.4a displays the 2D-projection onto the x− z plane of the calculated electron/ion density
distribution at a pulse peak intensity of I0 = 1.9×1013 W/cm2. As a result of the quasi circular
focus, the created 3D distribution is cylindrically symmetric. The bounds of the cylindrical vol-
ume used for both CPT trajectory and CPT plasma simulations to approximate the charge carrier
distributions are depicted by the white dashed lines. The corresponding ionization probability
profiles are given in Fig. 4.4b in x-direction at (y,z) = (0,0) (solid blue line) and in z-direction at
(x,y) = (0,0) (dotted dark blue line). In addition, the normalized atomic density distribution in
x-direction at (y,z) = (0,0) (dashed red line) is shown. As the trapping frequencies are similar
in all directions, the atomic density profile is almost spherical. Thus, the photoionization can
be regarded as local in x- and y-direction, whereas the atomic ensemble is fully ionized in the
pulse propagation direction (z).

At the starting point (t = 0) of the CPT trajectory and plasma simulations (see Chap. 4.2.3
and Chap. 4.2.4), a number Ne,i of electrons and ions is randomly distributed in the cylindrical
ionization region (see 4.4) of 1.35 µm radius and 5 µm height. The particles of both species
are created monoenergetically with their initial velocities determined by the excess energy of
0.68 eV of the two-photon ionization process. The initial velocity directions are randomly
distributed in an isotropic manner. Thus, the simulations neglect strong-field ionization effects
on the photoelectron spectra [150, 152].

81



4. Ultracold plasma triggered by femtosecond laser pulses in a BEC

-5 0 5

Position x (µm)

-5

0

5

P
os

iti
on

 z
 (

µm
)

a                                                

-5 0 5

Position (µm)

0

0.2

0.4

0.6

0.8

1

Io
ni

za
tio

n 
P

ro
b.

 / 
D

en
si

ty

b                                                

Figure 4.4: Ionization volume. a. 2D projection of the simulated 3D electron/ion density distri-
bution ρe/i(x,y,z) after strong-field ionization by a single pulse with I0 = 1.9× 1013 W/cm2. The
dashed white lines mark the cylindrical volume, which is used for the CPT plasma simulations. b.
Ionization probability in x-direction (solid blue line), in z-direction (dotted dark blue line) and nor-
malized atomic density distribution in x-direction (dashed red line). Figure adapted from [2] and
licensed under CC BY 4.0.

4.2.2. FEM simulation of experimental environment

In order to compute the trajectories of the individual particles, which are initialized as explained
above, precise knowledge of the present electromagnetic fields is required. Here the calculation
of the 3D electrostatic field configuration is discussed, which is induced by the mesh electrodes
and MCPs in the Science chamber. For this purpose, the 3D computer-aided design (CAD)
geometry of the Science chamber is included into the CPT simulations. By use of the Elec-
trostatics Module within the COMSOL Multiphysics® software [195], the stationary electric
field configuration is calculated for different extraction voltages. Here, the physics-controlled
mesh option ’finer’ was used to approximate the electrodes, with a minimum/maximum element
size of 0.88 mm/12 mm. Fig. 4.5 shows a sectional view onto the Science chamber as well as
the equipotential lines calculated for an extraction voltage of Uext = 300 V and a MCP front
potential of Ufront,e = 268 V.

In order to realize a micrometer-sized laser focus, the high-resolution objective has to be
close to the ultracold atomic cloud. A grounded copper mesh with high transparency is used
to shield the reentrant vacuum window and to avoid static charge accumulation. The grounded
electrode distorts the homogenous field created by the parallel-plate capacitor configuration of
the extraction meshes. This leads to a reduced potential gradient around the ionization region
and it introduces a top-down asymmetry.

The calculated magnitudes of the electric field EIV at the position of the ionization volume are
given in Tab. 4.1. The extraction field in the interaction region can be precisely controlled by the
voltages Uext. However its amplitude is not perfectly proportional to the applied voltage for low
extraction fields. This is due to the voltages of the electron MCP, which give rise to an electric
field on the order of 2 V/m in the center. In addition, accurately including the shielding by the
spherical cube vacuum chamber influences the CPT simulation results. The FEM simulation
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Figure 4.5: Electric extraction field. Sectional view into the 3D-CAD model of the vacuum cham-
ber (black lines). The electric potential obtained for±Uext = 300 V is depicted as equipotential lines
(from blue to red). As the ion MCP and the vacuum chamber are grounded, the electric potential is
dominated by the mesh electrodes and the electron MCP. Figure taken from [2] and licensed under
CC BY 4.0.

does not account for a finite transparency of the extraction meshes for electrostatic fields and
thus neglects the electric field feedthrough of the electron MCP. However, the measurements
(see Chapter 4.3) reveal a clear dominance of the extraction field at Uext = 5 V over electric
stray fields. Hence, a stray field control to the V/m level is assumed.

Uext (V) 5 25 100 300
EIV (V/m) 4.6 14.4 55 162

Table 4.1: Electric fields in the ionization volume for different extraction voltages.

4.2.3. CPT trajectory simulations

The inhomogeneous electric field configuration complicates simple analytic predictions for the
points of impact of the photoelectrons. Thus, the simulation of the electron trajectories in the
extraction fields is needed to access the mapping between the electron velocity distribution
and the recorded spatial distributions on the detector. For this purpose, charged particle tracing
trajectory simulations are conducted using the previously discussed Electrostatics results as well
as the Particle Tracing Module within the COMSOL Multiphysics® software [195]. In addition,
a global magnetic field of 370 mG perpendicular to the detection axis and the femtosecond beam
propagation direction is included, which centers the electron signal onto the detectors.

The software allows separating the simulations into two steps, first the static electric field
configurations are calculated by use of a stationary solver and then the electron trajectories are
simulated within the electric potential landscape by a time-dependent solver. The trajectories
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Figure 4.7: Electron CPT trajectory simulation results. a.-b. Electron signals on the detector
obtained by CPT trajectory simulations at Uext = 300 V (a) and Uext = 5 V (b) for different initial
kinetic energies. c. Radius of the electron signals in the circular sectors marked as dashed white lines
in (a) and (b). CPT simulation results (blue data points) and expected radii in an ideal parallel-plate
capacitor at ±Uext with the plate distance of the extraction meshes.

are obtained by numerically solving Newton’s equation of motion of each particle in three
dimensions including the Lorentz forces exerted by the external electromagnetic fields. The
CPT trajectory simulations do not include mutual Coulomb interactions between the charged
particles as well as a bidirectional coupling between the charged particles and the external fields.

After creation, the electronic cloud expands isotropically according to the velocity distribu-
tion and is directed onto the electron detection unit by the extraction field. Fig. 4.7a displays the
simulated electron distributions on the detector obtained at an extraction voltage of Uext = 300 V
and initial kinetic energies of Ekin,e = 10, 100, 300 meV as well as the two- and three-photon
excess energies of 678 meV and 3.1 eV. The calculated electron signals form closed structures
with increasing spatial extent for increasing initial kinetic energy. The sharp edges allow dis-
tinguishing the different energy classes of electrons.

By decreasing the extraction field, the extraction time and accordingly the expansion time of
the electronic cloud on the way to the detector is increased. Thus, controlling the extraction
voltages gives a handle to zoom into the velocity distribution providing an enhanced energy
resolution up to the meV level. Figure 4.7b depicts the simulated electron signals at an extrac-
tion potential of Uext = 5 V for initial electron kinetic energies of Ekin,e = 0.1, 0.5, 1, 3, 5 and
10 meV. Even though the structures apparently deviate from a 2D projection of an ideal spher-
ical density distribution expected in a homogenous electric field, the signal size approximately
increases radially within the marked sector (dashed white line) in Fig. 4.7a,b. Figure 4.7c de-
picts the radii of the different electron signals obtained for the different initial kinetic energies
(blue data points). In addition, the expected radius in an parallel-plate capacitor at ±Uext with a
plate distance according to the extraction mesh distance is displayed. Despite the fact, that the
obtained radii are overestimated by the simple model, they exhibit a E1/2

kin dependency as well.

4.2.4. CPT plasma simulations

The aim of accurately describing the dynamics of plasmas covering orders of magnitudes in
density and temperature has brought up a multitude of theoretical methods. A comprehensive
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overview on the different methods for ultracold neutral plasma is given by Killian et al. [77].
In general, one can distinguish two approaches: macroscopic methods applying kinetic and
hydrodynamic models to describe the time evolution of the charged particle phase space density
and microscopic methods, describing the dynamics of N particle positions determined by their
coupled differential equations of motion.

Whereas macroscopic approaches efficiently describe plasma dynamics mainly in the weakly
coupled regime even for high particle numbers and system sizes, they typically do not account
for strong ionic coupling as well as the non-equilibrium dynamics driven by the individual inter-
particle Coulomb interactions, both occurring on ultrashort timescales in ultracold plasma [76].
For a more accurate description of the ultracold plasma dynamics microscopic models utilizing
molecular dynamics (MD) simulations are applied, which calculate charged particle trajectories
considering interparticle Coulomb or Coulomb-type interactions and can serve as a validation
for macroscopic kinetic models [76]. Regardless of the simplicity of the coupled equations of
motion for the charged particles, a full MD description of the ultracold plasma suffers from two
main problems.

Given by the long-range character of the Coulomb interaction, for each time step of the
simulation, the force on each of the N particles has to be calculated by comparing its position
relative to the position of all N−1 other particles. Thus, the required computations for a full MD
simulation scale with N(N−1)≈N2 limiting the accessible particle numbers in the plasma [76].
Sophisticated methods [196, 197], which prioritize force contributions of adjacent particles over
distant particles are required to diminish this scaling law. As plasma expansion and finite-size
effects play a decisive role in ultracold plasma dynamics, simulations confined to a small region
assuming periodic boundary conditions are not an option.

A second difficulty arises from the large ion-electron mass ratios (e.g. ≈ 160.000 for 87Rb)
causing widely differing timescales of electronic and ionic motion from the femtosecond range
to the nano- and microsecond range. In order to circumvent this obstacle, former works have
employed drastically reduced mass ratios [198, 199] or imposed different calculation time-
steps for different plasma particles [76, 199, 200]. In addition, hybrid approaches combine a
hydrodynamic treatment of the fast electronic component and MD simulations of the slow ionic
motion [201–203].

The most accurate way to model ultracold plasma is given by a full-scale molecular dynam-
ics simulation at realistic particle mass ratios. Such simulations are limited to a few tens of
thousands of particles [204]. By experimentally decreasing the number of particles required for
plasma formation to N ≈ 102−103, ultracold microplasma arising from BEC atomic densities
allows to meet the requirements for a full MD treatment over all timescales of the plasma ex-
pansion. Thus, it provides a well-controlled experimental benchmark for multi-scale theories.
Accessing a density regime, that enables plasma creation with few hundreds to a few thousands
of charged particles provides the opportunity to calculate the plasma dynamics within a full MD
simulation on the level of individual charged particles.

Here, charged particle tracing plasma simulations are exerted by use of the Particle Tracing
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Module COMSOL Multiphysics® software [195]. In contrast to the previously described CPT
trajectory simulations, the CPT plasma simulations do account for mutual Coulomb interactions
between the charge carriers. For t > 0, the emerging dynamics of the plasma is simulated by
numerically solving the 3D differential equation of motion for each particle including mutual
Coulomb interaction as well as the external electric extraction fields used for the CPT trajectory
simulations. In order to avoid the divergence of the interparticle Coulomb potential UC (r), a
bounded interaction potential

ŨC(r) =

UC(r), r > r0

UC(r0), r ≤ r0

(4.8)

is introduced. Here, r indicates the interparticle distance and r0 = 20 nm denotes the poten-
tial cut-off radius. Even though this cut-off radius is chosen well below the initial mean particle
distance, which is further increasing over time, this model potential limits the validity for the
prediction of short-range collisional effects as for example three-body recombination. The sim-
ulations furthermore neglect interactions with the remaining neutral atoms as well as radiative
energy losses of the charge carriers.

The CPT plasma simulations are carried out paralleled on 35 processing units (2.2 GHz). For
Ne,i = 4000 particles and a time-evolution of a few microseconds a calculation lasts between
5-22 days, depending on the applied extraction field, which corresponds to a CPU time of a few
hundred days.
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4.3. Ultrafast electron cooling in an expanding ultracold plasma

4.3.1. Direct observation of electron temperatures

Directly accessing electron temperatures in an ultracold neutral plasma requires dedicated momentum-
resolved charged particle detection even for low kinetic energies of the electrons extracted from
the plasma. So far, experiments have determined the electron temperatures by measuring the
fraction of electrons spilled from the plasma in presence of an extraction field [205], the free
plasma expansion [206] driven by the electron temperature or detecting the three-body recombi-
nation rate [207], which depends non-linearly on the electron temperatures. Thus, experiments
have been inferring electron temperatures only indirectly by deriving them from other observ-
ables and consequently rely on accurate theoretical models. In contrast, the experimental setup
used in this work provides direct access to the final electron temperature after extraction from
the expanded plasma (see Chapter 4.2.3).

Figure 4.8a-c shows the averaged electron signals measured after ionizing a BEC with a
single pulse at laser pulse peak intensities I0 of 1.7×1012 W/cm2 (a), 3.8×1012 W/cm2 (b) and
1.9×1013 W/cm2 (c). Here an extraction voltage of Uext = 300 V is applied (corresponding to
an extraction field of 162 V/m at the center). For low intensities (a) the dominant structure on
the detector is given by the spatial distribution of the electrons emerging from the non-resonant
two-photon ionization process with a kinetic energy of 0.68 eV, corresponding to an initial
electron temperature of Te ≈ 5250 K. The measured structure is in excellent agreement with the
trajectory simulation results (Fig. 4.7a). For the highest intensity shown (c), a second class of
electrons appears around the first structure. These electrons stem from the three-photon ATI
process with an excess energy of 3.1 eV (compare to Fig. 4.7a).

As a central result, in (b) and (c) an extremely narrow peak appears, corresponding to elec-
trons exhibiting very small kinetic energies. At these intensities, the number of photoionized
atoms exceeds the critical number of ions required for plasma formation at the two-photon ex-
cess energies. For the non-Gaussian ionic distribution created in this experiment, the plasma
condition (see Eq. 4.2) is approximated by a Gaussian distribution with the arithmetic mean
radius of σ = (2×1.35 µm+5 µm)/3 leading to a critical ion number of N∗ = 960. As a result
of the plasma creation, a fraction of the photoelectrons is trapped and cooled in the resulting
space charge potential of the emerging plasma state.

For a quantitative analysis, Fig. 4.8d shows the radially averaged electron distributions in the
depicted circular sector in Fig. 4.8a for I0 = 1.7× 1012 W/cm2 and 3.8× 1012 W/cm2. The
vertical lines mark the limit of the distributions obtained from the trajectory simulations for 10
meV and 678 meV, previously shown in Fig. 4.7a. At the lowest laser intensity, the kinetic
energy distribution is homogeneous up to the energy corresponding to two-photon ionization.
At the intermediate intensity, a large fraction of cold electrons is concentrated below the 10 meV
line, which corresponds to a temperature lower than 77 K. These slow electrons arise from the
cooling dynamics occurring in the ultracold microplasma (see Chap. 4.3.3).

For an increasing number of generated ions the space charge potential further deepens. The

87



4. Ultracold plasma triggered by femtosecond laser pulses in a BEC

Exp.

I0 = 1.7 · 1012 W/cm2 I0 = 3.8 · 1012 W/cm2 I0 = 1.9 · 1013 W/cm2

Ni,e = 500 Ni,e = 4000

Exp. Exp.

Sim. Sim.

a b c

d e f

z

y
5 mm

Figure 4.8: Direct measurements of the electron kinetic energy. a-c. Measured time-integrated
electron distributions at ±Uext = 300 V and peak intensity of I0 = 0.17,0.38 and 1.9×1013 W/cm2

(mean detector image over 18, 23 and 22 realizations). A clear signature for the electrons at the
two-photon excess energy is obtained (compare Fig. 4.3d). As the number of ionized atoms exceeds
a critical value, an ultracold plasma is formed signalized here by low kinetic energy electrons (b). At
highest intensity, the fraction of slow electron grows and the signature for three-photon ATI electrons
is visible (c). d. Radially averaged spectrum of the recorded electrons at I0 = 0.17 and 0.38×1013

W/cm2 within the circular sector depicted in (a). At high intensities, a bright narrow peak appears,
corresponding to electrons with kinetic energy below 10 meV. A clear shift of the photoelectrons
towards lower energies resulting from the deceleration imposed by the ionic core can be observed.
The vertical dashed white lines depict the radii of the electron distributions obtained by trajectory
simulations (see Fig. 4.7a) for Ekin,e = 10 and 678 meV. e-f. Plasma simulation results for different
electron/ion numbers and an initial kinetic energy of 0.68 eV. For Ni,e = 500 (e) we solely observe
the two-photon signature while for Ni,e = 4000 (f) slow electrons are produced as consequence of
ultracold plasma dynamics. Figure adapted from [2] and licensed under CC BY 4.0.

increasing potential depth enables trapping more electrons in the plasma as can be seen in
the transition from (b) to (c). In addition, increasing ion numbers also significantly increase
the deceleration of the escaping electrons. This deceleration is evident in the averaged spec-
trum (Fig. 4.8d) as a shift of the electron distribution to the lower energy limit but can also be
observed qualitatively as a decrease of the area covered by the kinetic energy distribution in
Fig. 4.8a-c.

The dynamics is reproduced by plasma simulations including the mutual Coulomb-interactions
between all charged particles. As the calculated electrostatic fields are included, these simula-
tions allow extracting the resulting electron distributions given by the electron points of inci-
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Exp. I0 = 1.2 · 1013 W/cm2

Figure 4.9: Extraction Voltage Scan. Measured electron distributions at a peak intensity of I0
= 1.2× 1013 W/cm2 for different extraction fields (same space scaling). The extraction voltage is
reduced from 300 V to 5 V.

dence on the detector surface. Figure 4.8e-f shows the simulated results calculated with initial
electron/ion numbers of Ni,e = 500 (e) and 4000 (f) as well as an initial electron kinetic energy
of 0.68 eV. The simulated kinetic energy distributions are in perfect agreement with the mea-
sured ones in Fig. 4.8a-b. In accordance to the measurements, slow plasma electrons emerge
only above the critical charge carrier density required for plasma formation.

Whereas applying an extraction voltage of Uext = 300 V allows for detection of electron
kinetic energies up to the kinetic energy corresponding to the first ATI process, reducing the
extraction field enables measuring low electron kinetic energies with increasing accuracy. Fig-
ure 4.9 illustrates the evolution of the measured electron distributions at a peak intensity of I0

= 1.2×1013 W/cm2, for extraction voltages gradually decreased from 300 V to 5 V. Reducing
the extraction field increases the expansion time of the electrons on their way to the detectors
and thus enhances the detected spatial extent of the electron distributions. As a result, it enables
zooming into the kinetic energy distribution. The highest accuracy is attained at the lowest
applicable extraction voltage of Uext = 5 V (corresponding to an extraction field of 4.6 V/m at
the center). As CPT trajectory simulations reveal (see Fig. 4.7b), this working point allows for
determination of the electrons final kinetic energy down to the meV level.

Figure 4.10a illustrates the measured electron signals obtained for a peak intensity of I0 =
1.2× 1013 W/cm2 and an extraction voltage of Uext = 5 V. The electrons detected within the
predominant elliptical structure are low-energy electrons stemming from the ultracold plasma.
The higher energy electrons, which escape the ionic core form a dilute uniform background sig-
nal, as the low extraction field is not sufficient to draw them to the detector. The corresponding
plasma simulation result for Ni,e = 4000 is depicted in Fig. 4.10b. Even in this experimentally
challenging regime, the measurements and the plasma simulation almost perfectly agree.

Analogously to the measurement at high extraction field, Fig. 4.10c shows the radially aver-
aged electron distributions in the circular sector given by the dashed white lines in Fig. 4.10a.
The vertical lines mark the extent of the distributions obtained from the CPT trajectory simula-
tions for 1, 2 and 10 meV (see Fig. 4.7b). As a key result, an upper bound for the final electron
kinetic energy of approximately 1 meV is determined experimentally corresponding to an elec-
tron temperature of Te ≈ 8 K. Consequently, the measured electron cooling within the evolution
of the ultracold microplasma covers almost three orders of magnitude from an initial electron
temperature of 5250 K to below 10 K.
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Figure 4.10: Direct measurements of the electron kinetic energy. a. Measured electron distribu-
tion for a peak intensity of I0 = 1.2×1013 W/cm2 at a lower extraction field of ±Uext = 5 V (mean
detector image over 14 realizations). b. Electron distribution obtained for ±Uext = 5 V extraction
field after plasma simulation with Ni,e = 4000 for an initial electron kinetic energy of Ekin,e = 0.68 eV.
c. Radially averaged spectrum of the recorded electrons within the circular sector depicted in (a).
The vertical dashed white lines depict the radii of the electron distributions obtained by trajectory
simulations (see Fig. 4.7b) for Ekin,e = 1, 2 and 10 meV. Figure adapted from [2] and licensed under
CC BY 4.0.

4.3.2. Formation of ultracold plasma

The CPT plasma simulation results presented in Chap. 4.3.1 show, that the occurrence of slow
electrons originates from the creation of ultracold plasma, when a critical number N∗ of electron
ion pairs is created. By ionizing different atomic densities at constant laser intensity, the setup
allows validating this finding experimentally and distinguishing it from possible strong-field
ionization effects contributing to the measured electron spectra .

For this purpose, the initially created charge carrier densities are tuned either by varying the
laser intensity and thus the ionization probabilities or by varying the atomic density itself. For
this purpose, the intermediate power used in the evaporative cooling during the crossed dipole
trap is varied from 2 W providing optimal evaporation to 1 W, where almost all atoms are lost
within the evaporation (see Chap. 2.1.5). Thus the target density can be gradually tuned by
orders of magnitude from a Bose-Einstein condensed sample with an atomic density of ρ =
1.3× 1020 m−3 to an ultracold thermal cloud at ρ = 6× 1017 m−3. The corresponding atomic
densities are determined by the analysis of the optical density distributions in a time-of-flight
measurement where the densities are recorded by absorption imaging for different time steps
after switching off the optical dipole trap. Whereas the calculation of in-situ atomic densities
is reliable for the limiting case of a fully condensed or thermal atomic sample, it is notoriously
difficult for partly condensed samples. In order to account for both the thermal and condensed
contribution, the determination requires a bimodal fit using a Gaussian as well as the Thomas-
Fermi density model.

Figure 4.11a shows the electron distributions recorded for an extraction field of Uext = 300 V
and a peak intensity range from 0.1×1013 W/cm2 to 1.7×1013 W/cm2. The absolute number
of detected electrons increases monotonously with both the increasing target density and the
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a

b

Figure 4.11: Density Dependence of Plasma Formation. a. Measured electron distributions at an
extraction voltage of Uext = 300 V. The atomic target density is varied over 3 orders of magnitude and
the pulse peak intensity from 0.1×1013 W/cm2 to 1.7×1013 W/cm2. b. Zoom into the distributions
in (a) around the center of the plasma electron peak.

increasing applied laser intensity. According to Eq. 4.2 for a given density, plasma creation
and thus the occurrence of plasma-cooled electrons is expected, if a critical pulse peak intensity
is reached. Indeed, the critical intensity for plasma creation decreases with increasing target
density. This density-dependence becomes even more evident for a zoom into the electron dis-
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tributions around the incidence points of the plasma electrons, which is depicted in Fig. 4.11b.

As a result, the threshold intensity depends on the density of the atomic target, evidencing a
collective effect depending on the number of ionized atoms. Consequently, this rules out low
energetic electrons directly created in the strong-field ionization process as reported at high
Keldysh parameters [208] or speculated in alkali atoms at high intensities [150, 209]. The
critical ion number can be deduced from the number of detected electrons for each intensity-
density point. As the ionization volume slightly increases with increasing peak intensity, the
critical number of ions increases as well. While at I0 = 0.2× 1013 W/cm2 around 500 ions
are required, at I0 = 1.7× 1013 W/cm2 around 1000 ions need to be created, which is in good
agreement with the calculated value of N∗ = 960.

4.3.3. Ultrafast plasma dynamics

Substantiated by the excellent agreement with the measured kinetic energy distributions, the
CPT plasma simulations grant access to the dynamics of each particle in the plasma evolution.
Thus, they enable detailed studies of the energy transfer revealing two electron cooling mecha-
nisms occurring on distinct timescales: an ultrafast cooling process in the course of the plasma
formation on picosecond timescales and a subsequent process driven by the Coulomb expan-
sion of the ionic cloud on nanosecond timescales. In order to illustrate the underlying dynamics,
Fig. 4.12a-e shows snapshots of the CPT plasma simulations of an ultracold microplasma con-
sisting of a few thousand charged particles.

Initial ultrafast electron cooling

The initial ultrafast cooling process arises from the unique starting conditions of the ultracold
microplasma. In contrast to ultracold neutral plasmas (UNP) created at MOT densities and
comparably low excess energies (typically below 0.13 eV) [75], the enhanced charge carrier
densities in ultracold microplasma allows for plasma creation with high excess energies (0.68
eV), enabling initial electron temperatures of Te ≈ 5250 K in a micrometer-sized region. As a
result, the majority of photoelectrons leaves the ionization volume within a few picoseconds.
On this timescale the ions can be regarded as static (Fig. 4.12a).

The radial expansion of the electron ensemble spatially separates the electronic component
from a positively charged ionic core remaining in the plasma center. The decrease of electronic
density in the plasma core reduces the shielding between the ions, which thus gain potential
energy. In addition, this charge separation process gives rise to a space charge potential that
strongly decelerates the escaping electrons (Fig. 4.12b). As a result, the electron kinetic energy
is partly converted into ionic potential energy. Whereas half of the electrons entirely escape the
ionic core (escaping electrons), the other half is trapped within the evoked space charge potential
(plasma electrons37). Figure 4.12f depicts the time-evolution of the mean total electron (light

37Escaping and plasma electrons in the CPT plasma simulations are distinguished by the maximum ion radius
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Figure 4.12: Ultrafast dynamics of a highly charged ultracold microplasma. a-e. Snapshots
from a CPT simulation tracing the photoelectrons (blue) and ions (red) right after strong-field ion-
ization of an ultracold atomic cloud. An initial homogeneous distribution of ions at a density of ρ

= 2× 1014 cm−3 and electrons at a temperature of Te ≈ 5250 K is created in a micrometer-sized
volume (a). The initial kinetic energy of the ions corresponds to a coupling parameter of Γi = 4800
according to Eq. (4.1). The electrons leave the ionization volume on a picosecond timescale and are
subsequently decelerated by the positively charged core of remaining ultracold ions (b). While the
outer electrons escape, the inner electrons are bound onto orbital trajectories in the ions’ attractive
Coulomb potential forming an ultracold plasma (c). On a nanosecond timescale the ionic component
expands driven by Coulomb-repulsion and further cools the electrons to temperature below 100 K
(d-e). f. Picosecond time-evolution of the field-free plasma simulation with the total energy per
particle for the electrons (light blue) and the ions (red) and the mean kinetic energy of the electrons
captured within the plasma (dark blue). g. Evolution of the kinetic energy of the trapped plasma
electrons and the effective depth of the space charge potential on the nano- to microsecond timescale
for field-free expansion (dark blue/red), ±Uext = 5 V (blue/red) and ±Uext = 300 V (light blue/red)
as well as the theoretically predicted kinetic energy evolution for adiabatic electron cooling (dotted
blue line). Figure taken from [2] and licensed under CC BY 4.0.

blue line) and ion energy (red line) per particle determined by the sum of kinetic and potential
energy of each component. Additionally, the kinetic energy of the plasma electrons (dark blue
line) is shown. Quantitative analysis reveals an energy transfer of 50% of the initial electron
kinetic energy onto ionic potential energy within the first 7 ps of plasma evolution. On this
timescale, the trapped electrons are cooled down from 5250 K to about 2500 K. As a key result,
this yields an unprecedented electron cooling rate of 400 K/ps. Disorder-induced heating of the
electrons is negligible, as the associated temperature according to Eq. 4.5 of TDIH ≈ 70 K in this
density regime is exceeded by orders of magnitude by the initial electron temperature.

The large charge imbalance of the microplasma strongly influences the many-body dynamics.

given by the smallest sphere around the ionization center containing all ions. For the field-free simulations,
electrons are regarded as plasma electrons, if their distance from the ionization center at t = 2500 ns is less than
twice the maximum ion radius. For the simulations at Uext = 300 V and Uext = 5 V, electrons are regarded as
plasma electrons, if their distance from the ionization center after 40 / 300 ns is less than twice the maximum
ion radius.
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As depicted in Fig. 4.12c, the electrons are trapped in orbital trajectories within the Coulomb
potential of a quasi-static ionic core. This leads to an oscillatory exchange of energy between
the captured electrons and the ions (see Fig. 4.12f). The timescale of these oscillations is de-
termined by the inverse of the initial electron plasma frequency 2π/ωp,e ≈ 8 ps. Whereas the
energy transfer between the individual electrons and the ions is predominantly in phase during
the initial electron expansion, it dephases over time leading to a damping behavior of the oscil-
lation amplitude.

Coulomb-driven plasma expansion

On a nanosecond timescale, the potential energy stored in the ions gradually translates into
kinetic energy leading to a Coulomb explosion of the plasma (Fig. 4.12d,e). Whereas UNP
typically exhibit hydrodynamic expansion after equilibration due to the electrons’ thermal pres-
sure [189], here, the positively charged plasma expansion is dominated by the Coulomb pres-
sure of the charge imbalance, yielding an asymptotic expansion velocity of the rms ion radius of
418 m/s. However, this is in reasonable agreement with the expected hydrodynamic expansion
velocity vhyd = 710 m/s according to Eq. 4.6.

The ionic expansion leads to a further reduction of the electronic temperature down to Te ≈
100 K within tens of nanoseconds. The evolution of the mean kinetic energy of the plasma
electrons during the plasma expansion are shown in Fig. 4.12g for CPT simulations without
extraction field (dark blue line), with ±Uext = 5 V (blue line) and ±Uext = 300 V (light blue
line). In addition, the expected electron kinetic energy progression given by adiabatic cooling
during the plasma expansion according to Eq. 4.7 is shown (dotted blue line). The observed
electron cooling rates largely follow the prediction by the hydrodynamic model. However, the
initial ultrafast electron cooling is not captured by this model, which only predicts a maximum
cooling rate of 1.9 K/ps.

The decrease of the ionic density over time lowers the depth of the binding space charge
potential. As a result, for the simulations including an extraction field the number of plasma
electrons is reduced by about 80% over time, since electrons escape from the plasma, when
they enter large orbits where the non-linearly increasing extraction field becomes dominant.
When the gradient of the space charge potential is exceeded by the extraction field, the plasma
electrons are escaping the space charge potential and are drawn to the detector. Hence, the final
electron temperatures can be controlled by the extraction field, which determines the plasma
lifetime and thus the duration of the electron cooling process. Without extraction field, electrons
can be cooled down to sub meV energies in less than 1 µs.

The CPT Plasma simulations provide access to the potential well created by the unpaired ions
during the plasma expansion. The extraction field Eext adds up to the 1D space charge potential
U(r) along the detection axis lowering the effective trapping potential
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Figure 4.13: Space charge potential. The potential energy gradient induced by the extraction field
(dashed orange line) lowers the Coulomb potential evoked by the ionic core with radius R (solid
orange line). The effective potential well depth Ueff is given by the potential difference between rmax
and rmin.

Ueff(r) =U(r)−Eext · r, (4.9)

where r denotes the distance to the ionization center. Fig. 4.12g shows the evolution of the
effective space charge potential depth for the plasma simulations without extraction field (dark
red line) as well as at extraction voltages of ±Uext = 5 V (red line) and ±Uext = 300 V (light
red line) (corresponding to Eext = 4.6 V/m and Eext = 162 V/m). Here, for each time-step U(r)

is approximated by the Coulomb potential of a homogeneously charged sphere

U(r) =


Q

8πε0R

(
3− r2

R2

)
, r ≤ R

Q
4πε0r , r > R

(4.10)

where the radius R is given by the maximal ion radius and the charge Q = e ·Ndiff is given by the
difference Ndiff of number of ions and electrons within the maximum ion radius. The potential
depth is determined by the difference of the local maximum Ueff(rmax) and the local minimum
Ueff(rmin) of the effective potential at

rmin =
4πε0EextR3

Q
and rmax =

√
Q

4πε0Eext
. (4.11)

Single-particle plasma dynamics

The CPT plasma simulations allow accessing information for each charged particle during the
plasma evolution providing insight to the individual contribution of each particle to the over-
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Figure 4.14: Plasma dynamics at the single particle level. The dynamics is shown for a generic
selection of 41 plasma electrons out of Ne/i = 4000 simulated particles. a. Time-evolution of the
distance to the ionization center for the plasma electrons (blue lines) in the field-free plasma simula-
tion (see Fig. 4f-g) together with the maximal ion radius (dotted orange line). b. Time-evolution of
the single electron kinetic energies (blue lines). In addition, the mean kinetic energy of all plasma
electrons (bold white line) and all ions (dotted orange line) is given for the first 100 ps of plasma
evolution. c. Same data as depicted in (b) displayed in log/log scaling up to an evolution time of
2500 ns. d. Time-evolution of the single ion kinetic energies (light red lines, generic selection of 60
ions), the mean kinetic energy per ion (orange line) and the mean potential energy per ion (red line).
Subfigures (a-b) are taken from [2] and licensed under CC BY 4.0.

all dynamics. In Fig. 4.14a the time-evolution of distance from the plasma center is depicted
for single plasma electrons (blue lines), which are obtained by a field-free plasma simulation
with Ne/i = 4000. For clarity, the graph only depicts a generic selection of 41 plasma electrons
to illustrate the dynamics. One identifies different oscillatory motions exhibiting a variety of
frequencies ranging from hundreds of gigahertz to a few megahertz. The frequency is decreas-
ing with increasing amplitude of the oscillations, since the driving ionic Coulomb potential is
shielded by the more closely bound electrons. Accordingly, the oscillation frequencies also
decrease over time, as the attractive potential flattens within the expansion of the ionic core.
Furthermore, the maximum ion radius (dashed orange line) is shown, which gives the spatial
extent of the ionic core during evolution.

In Fig. 4.14b the corresponding kinetic energies of the plasma electrons (blue lines) as well
as the mean kinetic energy of all 1961 plasma electrons (bold white line) for the first 100 ps
of plasma evolution. The observed oscillations in the mean kinetic energy (also compare
Fig. 4.12f) are caused by the oscillatory motion of the individual electrons with similar fre-
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quencies and the apparent damping is evoked by their dephasing. On the picosecond timescale,
the ions start to accelerate driven by their mutual Coulomb repulsion (dotted orange line). Fig-
ure 4.14c shows the same data for the entire plasma evolution plotted on a logarithmic scale.
The electrons exhibit oscillatory in- and decrease of kinetic energy on their motion on orbital
trajectories within the plasma expansion. As the electrons for each oscillation leave a deeper
potential as the return into, they experience a net energy loss and thus further cooling.

In order to understand the plasma expansion on the nanosecond timescale, which is given by
the expansion of the ionic core, Fig. 4.14d displays the time-evolution of the mean potential
energy (red line) and the mean kinetic energy per ion (orange line). As the initially confined
electrons expand and the charge imbalance is established, the ions gain potential energy energy.
The initial oscillations observed for the mean kinetic energy of the plasma electrons given by
the in-phase oscillations of the electronic component into and out of the ionic core translates
in an oscillation of the exerted electron shielding and thus an oscillation of the ionic potential
energy in the first picoseconds. After a few hundreds of picoseconds, the ionic potential energy
reaches its maximum and is subsequently radially accelerating the ions. The experienced ac-
celeration of each ion is determined by its radial position in the ionic core. Whereas ions in the
center of the ionic core are barely accelerated since force contributions of the surrounding ions
cancel out, the ions at the edges of the ionization volume are repelled by the entire ionic core.
The single ion kinetic energy evolutions (light red lines, generic selection of 60 ions) indicate
strong acceleration within the first 10 ns, which is gradually decreasing with decreasing ionic
density. After 100 ns of plasma evolution, each ion approximately reaches its asymptotic ex-
pansion velocity and the plasma expands uniformly.

Thermalization

Another perspective on the plasma dynamics is given by the time-evolution of the velocity
distributions of both components. Figure 4.15a-c show histograms of the distributions of the
magnitude of the velocities of the plasma electrons and ions. After creation, the monoenergetic
electronic component broadens in the velocity space within the first picoseconds and as the elec-
trons expand, the distribution further spreads towards the low velocity limit. In the subsequent
cooling, the distribution narrows again approaching zero velocity.

The ionic velocity distribution broadens as well, albeit on the order of nanoseconds. The
velocity profile reflects the radial density profile of the ionic cloud with increasing particle
number for higher radii and a relative sharp edge underlining the translation of radial position
in radial velocity given by the Coulomb explosion. After a few nanoseconds, most potential
energy is transformed to kinetic energy and the velocity distribution stays almost unchanged for
the subsquent expansion.

In order to compare the microplasma to UNPs, where electron and ion thermalization occur,
the equilibration for both components is investigated. As a quantitative measure for the equili-
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Figure 4.15: Time-Evolution of electron/ion kinetic energy distributions. a.-b. Histogram of the
kinetic energy distribution of the plasma electrons for different evolution times. c. Histogram of the
kinetic energy distribution of the ions for different evolution times. d. Moment ratios 3

5

〈
v4
〉
/
〈
v2
〉2

(solid dark blue/red line) and 9
35

〈
v6
〉
/
〈
v2
〉3 (solid light blue/red line). The blue/red vertical dashed

lines denote electron/ion plasma period τp,e/i.

bration of the electronic and ionic plasma components, Fig. 4.15d displays the moment ratios
3
5

〈
v4〉/〈v2〉2 as well as 9

35

〈
v6〉/〈v2〉3 for the plasma electrons (a) and the ions (b), where

v denotes the electron/ion velocity and 〈...〉 denotes the averaged value over all electrons/ions
for each time-step. In the global thermal equilibrium, where the components exhibit Maxwell-
Boltzmann velocity distribution, these moment ratios equal unity [210]. For the electrons, one
obtains a quasi-equilibrium state approaching a Maxwell-Boltzmann velocity distribution after
an evolution time of τp,e with subsequently diverging moment ratios yielding a non-thermalized
electron ensemble. For the ionic component at evolution times t < τp,i, as the ionic core ex-
plodes due to the mutual Coulomb repulsion, the ion velocity distributions widely differs from
a Maxwell-Boltzmann distribution. Beyond the ion plasma period, the moment ratios approach
unity.
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Figure 4.16: Time-Evolution of plasma parameters. a. Density evolution of electrons (blue
line) and ions (red line) in a spherical volume around the ionization center. b. The resulting elec-
tron/ion plasma period τp,e/i = 2πω

−1
p,e/i (dashed blue/red line) and plasma frequencies ωp,e/i (solid

blue/red lines). c. Coulomb coupling parameter of the electron/ion component (blue/red line) deter-
mined by the particle densities (a) and the plasma electron/ion mean kinetic energy (see Fig. 4.14).
d. Electron/ion de Broglie wavelength λdB,e/i (dashed blue/red line) and ratio between de Broglie
wavelength and Wigner-Seitz radius aWS,e/i. Figure adapted from [2] and licensed under CC BY
4.0.

Since the ultracold microplasma passes orders of magnitude in size and charged particle kinetic
energy in the course of the expansion, it is essential to take a closer look on the time-evolution
of the plasma parameters. Figure 4.16a shows the electron and ion density evolution in the
center of the plasma. The electron density drops within the first expansion and stays constant
for the first nanosecond. As the ionic component expands, the electron and ion density equally
decreases and even fall below typical initial UNP densities. The density evolution determines
the plasma frequency as well as the plasma period given in Fig. 4.16b slowing down the elec-
tronic orbital oscillations during the plasma expansion. In addition, the ionic plasma frequency
significantly decreases within the first plasma period (given by the initial ionic density). In
contrast to UNP, where plasma expansion can be regarded as slow compared to the inverse
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Figure 4.17: Three-body recombination in the ultracold microplasma. Time-evolution of the
TBR rate KTBR per ion during the plasma expansion (solid blue line) as well as the resulting time-
integrated recombination probability PTBR per ion (dashed blue line). Figure taken from [2] and
licensed under CC BY 4.0.

ionic plasma frequency, here, during the plasma expansion, the evolution time exceeds the ionic
plasma period, preventing ionic thermalization. The ions only accumulate an integrated phase
θp,i =

∫
ωp,i dt = 2.6 π corresponding to roughly one oscillation within the expansion.

In Fig. 4.16c the ion and electron plasma coupling parameters are depicted. The ionic cou-
pling parameter decreases after the first electron plasma period when charge imbalance is es-
tablished due to ionic acceleration and increasing interparticle distance. On the contrary, the
electronic coupling parameter increases during the plasma expansion since the electron temper-
ature decreases over orders of magnitude. The simulations reveal a maximum electron coupling
parameter of Γe = 0.3 approaching significant electron coupling.

Electron temperatures in the Kelvin domain raise the question of quantum degeneracy for the
electronic ensemble. Fig. 4.16d illustrates the electron/ion de Broglie wavelengths λdB,e/i at
different expansion times. Whereas the ionic wavelength quickly decreases due to acceleration,
the electrons attain a maximum de Broglie wavelength on the order of λdB,e/i ≈ 100 nm at the
end of the plasma expansion. However, the ratio of the mean interparticle distance given by
the Wigner-Seitz radius aWS,e/i and the matter wavelength (dashed blue/red line) never exceeds

1.3%, which yields Ekin,e/EF > 6000, where EF =
h̄2

2me

(
3π2ρe

)2/3. Thus, a quantum mechanical
description required for a fermionic ensemble close to degeneracy can be safely disregarded.

4.3.4. Plasma lifetime

For ultracold plasma in the density and temperature regime described in this manuscript, three-
body recombination (TBR) is expected to be the dominant process of electron-ion recombi-
nation. The TBR rate KTBR per ion according to classical TBR theory is given by KTBR ≈
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100 ns0 ns 200 ns 300 ns

450 ns 600 ns 800 ns 1000 ns

Figure 4.18: Time-resolved electron detection. Cumulated electron signal detected up to time
delays of 0, 100, 200, 300, 450, 600, 800 and 1000 ns between femtosecond laser pulse with a peak
intensity of 1.2×1013 W/cm2 and the repulsive voltage pulse. The signals are averaged over more
than 10 realizations and normalized to each maximum value to improve contrast. Figure adapted
from [2] and licensed under CC BY 4.0.

3.8× 10−9T−9/2
e ρe s−1, where Te is the electron temperature in K and the electron density ρe

is given in cm−3 [77]. Figure 4.17 shows the calculated TBR rate per ion (solid line) as well
as the time-integrated TBR probability per ion (dashed line). After 2.5 µs of plasma expansion,
a cumulated TBR probability of approximately 1% is reached. As a result, the plasma is ex-
pected to last on the order of 100 µs before a significant fraction of Rydberg atoms is created
by recombination. However, on the ten microsecond timescale, when the plasma is dilute and
collisions barely occur, radiative and dielectronic recombination might further limit the plasma
lifetime.

Besides detecting the accumulated electron signal giving access to the underlying kinetic
energy distribution, a gated detection scheme allows for time-resolved electron detection (see
Chapter 2.2.2). A short repulsive voltage pulse reverses the polarity of the electron extraction
mesh and repels electrons that have not already passed the mesh. Thus, it enables to access
cumulated electron signals up to a variable arriving time, while preserving the spatial resolution.
Figure 4.18 shows the cumulated electron signals obtained at an extraction voltage of Uext = 5 V
for different delay times of the repulsive voltage pulse to the femtosecond laser pulse. Here,
the BEC is ionized with a peak intensity of 1.2×1013 W/cm2. Within first 200 ns electrons are
detected at almost randomly distributed positions on the detector, displaying a homogeneous
signal as expected for the escaping photoelectrons at 0.68 eV kinetic energy, since the low
extraction voltage is not sufficient to direct all of their trajectories onto the detector. In the
subsequent timesteps between 300 ns and 600 ns only a small fraction of cold plasma electrons
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is detected. These electrons can be associated to the electrons leaking out of the plasma as
a consequence of the extraction field during the expansion. In the last 200 ns the fraction of
plasma electrons significantly increases. This strong increase is evoked by the electrons which
are captured within the plasma up to the point, when the ionic Coulomb potential is exceeded
by the extraction potential and the plasma is torn apart. After an arrival time of 1000 ns, all
electrons are detected and the signal remains unchanged.

Figure 4.19a-d displays the measured cumulated electron counts integrated over the whole
detection area for different electron arrival times. The temporal profiles are recorded at extrac-
tion voltages of Uext = 5 V (a), Uext = 25 V (b), Uext = 50 V (c) and Uext = 100 V (d) and
ionizing laser peak intensities of I0 = 4, 6, 9, 12× 1012 W/cm2 (blue data points, from dark
to light). In accordance to the qualitative observations in Fig. 4.18, at an extraction voltage
Uext = 5 V (a) one clearly distinguishes two plateaus in the electron signal being attributed to
the escaping electrons arriving first and the plasma electrons arriving with a delay of several
hundreds of nanoseconds. Observing two distinct classes of electrons constitutes an additional
signature for ultracold plasma formation [75]. As expected, for an increasing extraction field
(b-f), the arrival time of both the escaping as well as the plasma electrons is reduced.

In order to quantitatively analyze the temporal distributions, a double sigmoid function

f (t) =
a1

1+ e−b1·(t−c1)
+

a2

1+ e−b2·(t−c2)
(4.12)

is fitted to the data in Fig. 4.20a, where the parameters a1/a2, b1/b2 and c1/c2 correspond to
the amplitude, the slope of the increasing signal and the point of inflection of the first/second
plateau. The solid lines in Fig. 4.19a-d show the obtained fit results as well as the 95 % confi-
dence interval of the fit (shaded areas). At Uext = 100 V the temporal resolution of the detection
scheme only supports distinguishing a few data points and thus prevents reliable fitting for the
lower two intensities.

Figure 4.19e-f shows the obtained amplitudes a1 of the escaping electrons (e) and a2 of the
plasma electrons (f). As expected, with increasing intensity, as the total number of created elec-
trons is increased, the amplitude of both the escaping as well as the plasma electrons increases
monotonously. In principle, the fit enables extracting the fraction of plasma electrons from the
relative height of both plateaus, but this deduction is challenging as the detection efficiency
depends on both the velocity class of electrons and the applied extraction field. As previously
discussed in Chap. 2.2.1, on the one hand low extraction fields increase the detection efficiency
for low kinetic energy electrons by increasing the area of incidence and thus preventing elec-
tron depletion in the MCP material and on the other hand the detection of high kinetic energy
electrons benefits from the increased capture range of high extraction fields as clearly seen for
the escaping electrons in Fig. 4.19e. The electron counts corresponding to the plasma electrons
do not increase for reduction of the extraction field within the error bars.

Figure 4.20a depicts the electron arrival rates given by the time derivative of f (t) for a peak
intensity of I0 = 1.2× 1013 W/cm2. The plasma lifetime is determined by the time delay be-
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Figure 4.19: Time-Resolved Measurement of Plasma Electrons. a.-d. Measured arrival time
distributions obtained for peak intensities of I0 = 4, 6, 9, 12×1012 W/cm2 (data points from darkest
to lightest blue) at extraction voltages of Uext = 5 V (a), Uext = 25 V (b), Uext = 50 V (c), Uext = 100 V
(d). The counts are spatially integrated over the whole detector area. The vertical error bars are given
by the standard deviation over all realizations, while the horizontal ones indicate the time uncertainty
of the repulsive voltage pulse. The solid lines correspond to the double-sigmoid function fitted to
the data points according to Eq. 4.12 and the shaded areas show the 95 % confidence interval of the
fit. e.-f. Escaping/captured electron numbers given by the amplitudes a1/a2 of the double-sigmoid
fit. The error bars are given by the 95 % confidence interval of the fit.

tween the photoelectrons and plasma electrons given by the arrival time difference c1−c2. The
calculated plasma lifetimes are reported in Fig. 4.20b, the error bars are given by the 95 % con-
fidence interval for the fitted inflection points. As the extraction field is increased, the effective
Coulomb potential (see Eq. 4.9) vanishes at earlier stages of the plasma expansion. Hence, the
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Figure 4.20: Plasma Lifetime. a. Electron time-of-flight distributions obtained by the derivative of
double-sigmoid fits to the data in Fig. 4.19a-d at a peak intensity of I0 = 1.2×1013 W/cm2. The two
peaks correspond to the escaping arriving first and the delayed plasma electrons. b. Plasma lifetime
for different extraction fields calculated by the arrival time difference c1− c2 (see Eq. 4.12). The
error bars are determined by the 95 % confidence interval for c1 and c2. Figure adapted from [2] and
licensed under CC BY 4.0.

extraction field terminates the plasma evolution and can be utilized to control the plasma evolu-
tion time on a nanosecond timescale. The measured plasma lifetimes for Uext = 5 and 100 V are
in good agreement with the times for the vanishing effective Coulomb potential extracted from
the CPT plasma simulations (compare Fig. 4.12g). The longest plasma lifetime of 499(48) ns
is attained at the minimum extraction voltage of Uext = 5 V and sets the temporal limit for the
electron cooling process from 5250 to below 10 K.
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Figure 4.21: Time-resolved photoelectron detection. Accumulated electron counts measured
at peak intensities of 1.2× 1013 W/cm2 for different extraction fields. The vertical error bars are
given by the standard deviation over all realizations, while the horizontal ones indicate the time
uncertainty of the repulsive voltage pulse. The solid lines show the vertically scaled results of
the corresponding CPT plasma simulations started with Ne,i = 4000 electrons/ions. Figure adapted
from [2] and licensed under CC BY 4.0.
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4.3. Ultrafast electron cooling in an expanding ultracold plasma

For the extraction fields of Uext = 5, 25 and 100 V, CPT plasma calculations have been
conducted as well. The corresponding, simulated arrival time distributions for Ne,i = 4000
electrons/ions are depicted in Fig. 4.20 (solid lines, vertically scaled with one free parameter)
together with the measured data for I0 = 1.2×1013 W/cm2. The obtained simulated results for
all three extraction voltages show excellent agreement with respect to their temporal profile. In
addition, the relative height of the distinct plateaus is in good agreement with the measurements.
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4.4. Ultracold electron sources

Besides the fundamental interest in the plasma dynamics of ultracold microplasma, such ultra-
cold microplasmas are also interesting as ultracold electron or ion sources.

Microplasma-based ultracold electron sources

Providing low electron temperatures and enormous cooling rates, ultracold plasma may be
used in plasma-based ultracold electron sources [211]. The generated low-emittance electron
bunches can be utilized for seeding high-brilliance particle accelerators [212] and coherent
imaging of biological systems [213]. The ultracold microplasma system links contemporary
source designs utilizing MOTs [214, 215] where the electron-cathode interactions are negligi-
ble and traditional state-of-the-art electron sources [216–218] where the emittance is fundamen-
tally limited by such interactions. The BEC density regime indeed promotes an electron cooling
mechanism based on their interaction with the ionic core acting as photoemission cathode.

For the use of ultracold electron bunches for electron diffraction imaging of crystal structures,
the transverse coherence length [214, 215]

L⊥ =
h̄

mec
σr

εr
(4.13)

has to cover a few unit-cell spacings of the target, in order to obtain interference. Here, σr is the
rms bunch radius and εr denotes the normalized transverse rms emittance

εr = σr ·
√

kBTe

mec2 . (4.14)

The rms emittance gives a measure for the volume covered in the position-and-momentum
phase space by the electron ensemble and reflects the focusability of the resulting beam. Thus,
the normalized emittance is traditionally used to quantify the beam quality. As the emittance
stays conserved over typical beam shaping methods, the transverse coherence length can be
arbitrarily adapted onto different target sizes. For this purpose, the relative transverse coherence

C⊥ =
L⊥
σr

=
h̄

mecεr
, (4.15)

which is solely determined by εr is preferably used as a second measure for the beam quality.

Fig. 4.22 shows the time-evolution of the velocities and the displacement of all plasma elec-
trons in one spatial direction obtained for the field-free simulation with Ni,e = 4000. For com-
parison, the initial area covered by the electrons within this 1D phase space and corresponds to
the normalized emittance in this direction is highlighted by the dashed black line. In the course
of the first picoseconds of plasma evolution, the electrons expand corresponding to the initial
velocity components yielding a rotation of the rectangular distribution in the phase space rep-
resentation. As the electrons start thermalizing, the distribution extends further in space, while
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Figure 4.22: Phase-space evolution of plasma electrons. Electron position x and velocity vx

projection in the course of the plasma expansion obtained by CPT simulation of a field-free plasma
expansion with Ni,e = 4000. The dashed black line marks the area covered by the initial electron
distribution.

the electron temperature is constantly decreasing. This evolution continues on the nanosecond
timescale, as the ionic component expands.

In order to quantify the source properties of the electronic component, the time-evolution of
the normalized transverse rms emittance according to Eq. 4.14 is shown in Fig. 4.23 during the
plasma expansion. Here, the radial rms bunch size σr is given by the standard deviation of the
electron positions in all three dimensions and the electron temperature is given by the mean
kinetic energy of the plasma electrons. As a central result, the normalized emittance only varies
within one order of magnitude for a plasma expansion of 2.5 s. As the electronic component
expands from a micrometer-sized sample at sub-electronvolt kinetic energies to millimeter-sized
sample at sub-millielectronvolt energies, εr increases by a factor of ten. The maximal emittance
of εr = 1 nm rad is comparable to values achieved in contemporary source designs utilizing
MOTs [214, 215, 219] and results in a transverse relative coherence of C⊥ = 4×10−4. In this
experimental setup, the electron excess energy can be reduced further by working closer to the
ionization threshold, which shall allow reaching the value of C⊥= 10−3 required for single-shot
electron diffraction imaging of microcrystals [214].

It should be noted, that the initial electron bunch right after photoionization already exhibits
optimal source properties, whereas the plasma evolution leads to an increase of the emittance
over time. Thus, utilizing the electron bunch right after photoionization provides a reasonable
alternative to the bunch after plasma evolution. In addition, this paves the way to the creation of
sub-picosecond electron bunches. Extraction of a picosecond electron bunch from the expand-
ing plasma would require high voltage switching times in the picosecond range, which are typ-
ically not realizable. In contrast, photoionizing the atoms in the presence of an extraction field,
which is strong enough to prevent plasma formation, gives access to electron bunch durations
inherited from the ionizing pulse. For an ion number of Ni,e = 4000 within the micrometer-
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Figure 4.23: Electron bunch emittance. Time-evolution of the transverse normalized rms emit-
tance according to Eq. 4.14 within the plasma expansion.

sized ionization volume, an extraction field of EIV ≈ 50 kV/m is required. By implement-
ing a dedicated scheme of extraction electrodes providing sufficient electric field strength, the
combination of a BEC being ionized locally by a femtosecond laser pulse does enable cre-
ation of sub-picosecond electron bunches with a normalized rms emittance of εr = 1 nm rad
and a tunable bunch charge of 0.1-0.6 fC. With these properties, the bunches should be suited
for the usage in ultrafast electron diffraction experiments. These experiments study structural
dynamics of molecules with nanometer spatial resolution on picosecond and sub-picosecond
timescales [220–222].

High repetition rate electron source

Besides the source parameters regarding emittance, coherence and bunch duration being suf-
ficient for single-shot imaging of molecular structures on ultrafast time-scales, using a Bose-
Einstein condensate as electron source limits achievable repetition rates. Whereas the compa-
rably high temperature and atom number in MOTs enables recycling the atomic target after
photoionization, the condensed atomic target is irreversibly disturbed by one photoionizing
pulse due to significant photoionization losses and dynamics induced by the dipolar forces of
the femtosecond laser pulses.

As depicted in Fig. 4.24, a different scheme is proposed, where the ultracold thermal cloud
held in the optical tweezer (see Chap. 2.1.4) during optical transport is used as atomic target.
Here, instead of having the final position of the optical transport at the position of the ionization
region, the focus of the optical tweezer is moved through the ionization region with constant
velocity v while being ionized by a pulse train of the femtosecond laser. In order to overcome
the ionization losses, the atoms have to travel a distance d exceeding twice the radius of the
cylindrical ionization volume within the time frame between two ionizing pulses. As the fem-
tosecond laser features a pulse repetition rate of 100 kHz, a transport velocity of v = 0.3 m/s is
required, which is well within the range of the transport system.
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Figure 4.24: Moving optical tweezer as ultracold electron source. The ultracold atomic cloud
is held in the dipole trap beam of the optical transport and is moved through the pulse train of
femtosecond laser pulses with a velocity of v, which determines the distance d of two adjacent ion-
ization centers. The created ultracold electron bunches are extracted by two opposing high voltage
electrodes.

Since the thermal clouds in the optical tweezer contain more than 106 atoms, the proposed
configuration allows for electron bunch trains of a few hundred electron bunches within few
milliseconds yielding an averaged beam current of up to 0.1 nA. Due to the lower atomic density
of ρa ≈ 1018 m−3 the ionizing laser power and thus the ionization volume has to be increased
at the cost of beam quality, leading to an achievable normalized emittance of approximately
εr = 10 nm rad.
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4.5. Conclusion

In this chapter, the creation of ultracold plasma by local photoionization of a 87Rb BEC has
been reported. In section 4.1 the experimental realization was described and the main plasma
parameters arising from the unexplored charge carrier density regime are presented. The large
density combined with the extremely low temperature of the BEC support an initial ionic cou-
pling parameter of Γi = 4800.

Section 4.2 introduces the charged particle tracing simulations, which serve as virtual twin
for the conducted experiments. As the creation ultracold microplasma only requires a few
thousand charged particles, such CPT plasma simulations enable a full-scale MD treatment over
all timescales of the plasma expansion. In addition, these simulations include the geometries of
the experimental environment allowing for a full simulation of the experiment.

In section 4.3 the central experimental results are presented. Electron cooling from 5250 K
to below 10 K within 500 ns of plasma evolution has been directly measured by kinetic energy
resolved charged particle detection. The corresponding CPT simulation results perfectly agree
with the measured data and additionally reveal an ultrafast energy transfer of 50% of the ini-
tial electron energy onto the ionic component within the first plasma period of τe ≈ 8 ps. This
yields an ultrafast initial electron cooling rate of 400 K/ps. The combination of high experimen-
tal control over the initial plasma state and accurate theoretical description by the CPT plasma
combination provides an unique model system for testing the validity of statistical plasma mod-
els.

The chapter concludes with an evaluation of the ultracold microplasma as a source for ul-
tracold electrons in section 4.4. The attainable normalized rms emittance of εr = 1 nm rad is
comparable to contemporary source designs utilizing MOTs. By applying an extraction field of
approximately 50 kV/m, the a dedicated electron source should provide tunable bunch charges
of 0.1-0.6 fC with bunch durations inherited from the femtosecond laser pulse and thus suitable
for ultrafast electron diffraction (UED) experiments.
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5. Outlook

5.1. Strongly-coupled ultracold plasma

Photoionizing ultracold quantum gases in the strong light field of ultrashort laser pulses paves
the way towards even more elaborate ultracold plasma system than the ultracold microplasma.
By further exploiting the toolbox of ultrafast dynamics, our experimental setup allows investi-
gating more advanced dynamical schemes. The impact of the plasma geometry can be studied
by taking advantage of the non-linearity of the strong-field ionization process in order to shape
the ionization volume beyond Gaussian distributions, which allows to significantly influence the
expansion dynamics [223]. The interaction between several microplasmas, launched simultane-
ously within a BEC, can also be explored. This allows to target open questions as the interaction
and thermalization of multiple ionic components with mass ratios around unity, which were re-
cently studied in dual species plasma [224]. Moreover, pump-probe schemes utilizing a second
synchronized terahertz pulse for controlling the plasma evolution can offer direct experimental
access to the ultrafast dynamics of the microplasma.

As discussed in the previous chapter, attaining strong coupling in both the ionic and electronic
component constitutes a major motivation for studying ultracold plasma. In this regime, particle
motion is predominantly determined by interparticle Coulomb interaction and random thermal
motion is negligible. By tuning the laser wavelength close to the ionization threshold, the
initial kinetic energy of both, the electrons and ions can be minimized. The minimum kinetic
energy for the two-photon ionization process is given by twice the spectral bandwidth of the
femtosecond laser pulse. The time-bandwidth product of a Fourier-transform-limited Gaussian
pulse yields ∆τ∆ f = 0.441, with the FWHM duration ∆τ = 215+20

−15 fs and bandwidth ∆ f of the
pulse. The resulting minimum excess energy of the electrons is given by

Ekin,e = 2h∆ f = 2h
0.441

∆τ
= 17 meV, (5.1)

where h denotes Planck’s constant. At BEC densities of 2× 1020 m−3, this corresponds to an
initial electron/ion coupling parameter of Γe = 1.2 and Γi = 1.9× 105. The coupling can be
further increased by decreasing the spectral bandwidth using a grating monochromator [225].
First measurements with these plasma systems have been conducted in the time of this thesis,
but are beyond the scope of this work.

However, for plasma creation from spatially uncorrelated atomic targets disorder-induced
heating, also called correlation heating, limits the achievable ionic coupling parameter and pre-
vents the development of ionic correlations. Several approaches have been proposed to cir-
cumvent this limitation. Small initial ionic distances can be avoided by ionizing a degenerate
fermionic atomic target, which obtains spatial correlation from the Pauli hole [193], or a before-
hand Rydberg-excited atomic target [76, 89]. In addition, reducing the heating by additional
laser cooling of the ions in an UNP has been examined theoretically [201] and recently realized
experimentally [81].
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a

120°

b λL

Figure 5.1: Creation of a crystalline ultracold plasma. a. Plasma creation by photoionization
of a disordered atomic sample in the focal plane of an ultrashort pulse (yellow area). Ion pairs with
short mutual distances experience a repulsive acceleration which leads to disorder-induced heating
of the ionic ensemble. b. Plasma creation from a BEC trapped in a triangular lattice created by three
laser beams (red arrows) which intersect under an angle of 120° and two counterpropagating beams
perpendicular to the drawing plane. As the ions are created in the equilibrium distances forming a
crystalline structure, the forces of the nearest neighbor ions cancel out.

Utilizing ultracold atoms at sub-microkelvin temperatures instead of a magneto-optically
trapped gas as atomic targets allows loading the BEC into an optical lattice as depicted in
Fig. 5.1b- This imposes a spatial correlation to the atomic target, which is inherited by the ionic
component after photoionization [226]. Thus, the level of control established in the manipula-
tion of quantum gases can be transferred to the initial state of ultracold plasma. By controlling
the lattice depth, the initial spatial correlation of the atomic target can be gradually tuned from
a superfluid phase with randomized atomic positions to a Mott insulating phase, where each lat-
tice site is populated by one atom [227]. This technique grants access to the role of correlation
in ultracold plasma and enables creation of ultracold plasma with an initially crystalline distri-
bution of charged particles. Moreover, plasma dynamics could be studied for different lattice
geometries by variation of the intersection angles and beam polarizations.

The achievable electron/ion densities in such correlated systems is given by the density of
lattice sites, which is determined by the lattice geometry and the applied laser wavelength. The
use of a typical triangular lattice created with an Nd:YAG laser at λL = 1064 nm wavelength
allows preparing a Mott insulating phase with single particle filling at an atomic density of ρa =

7.7× 1018 m−3. Together with the minimum excess energy according to Eq. 5.1 this enables
initial electron/ion coupling parameters of Γe = 0.81 and Γi = 1.3×105. The reduced density
compared to the BEC significantly reduces the initial electron plasma period to τp,e = 40 ps.
As a result, picosecond laser pulses are sufficient for plasma creation, which allow for sub meV
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initial kinetic energies enabling even strongly coupled electron components with Γe > 10 while
avoiding disorder-induced heating.

In addition, a second route to strong electron coupling is proposed by the additional cre-
ation of Rydberg atoms in the ultracold plasma [228]. Whereas three-body recombination to
Rydberg atoms constitutes an electron heating mechanism in ultracold plasma, the collisional
ionization of Rydberg atoms can remove kinetic energy from the electrons and thus providing
significant electron cooling process [229]. The experimental setup allows to study such sys-
tems by further reducing the laser frequency to or below the ionization threshold starting with a
mixture of ionized and Rydberg-excited atoms. In addition, the large spectral bandwidth of the
femtosecond laser pulses shall prevent Rydberg blockade effects and enable an efficient excita-
tion of a dense ultracold Rydberg gas, which can form strongly-coupled plasma by avalanche
ionization [91, 93, 188].

Finally, the novel experimental setup allows to utilize ion detection with spatial and temporal
resolution as well to access the microplasma dynamics. The analysis of the corresponding ion
signals is beyond the scope of this thesis, but could enable further studies on the energy transfer
between the electronic and ionic component as well as the Coulomb driven expansion during
plasma evolution. Moreover, this could provide insight to the evolution of spatial correlations
for the ionic component [186] in the regime of strong coupling.

5.2. Hybrid atom-ion systems

Besides exploring the many-body physics of hundreds of charged particles in an ultracold
plasma, the experimental setup paves the way for another approach towards a hybrid atom-
ion quantum system. A single femtosecond laser pulse allows for instantaneous creation of
single ions immersed in a Bose-Einstein condensate of neutral atoms. The lowest achievable
ion kinetic energy is given by the minimum excess energy according to Eq. 5.1. For our pulse
parameters this corresponds to an initial ion temperature of Ti = 0.4 mK, which can be further
reduced by employing a grating monochromator to Ti = 0.18(3) mK [225]. Such ion temper-
atures are on the same order as achievable temperatures in conventional Paul traps, typically
limited by the ionic micro-motion in the time-dependent electric fields [67]. Whereas the RF
ion traps thus inherently involve a continuous energy input to the hybrid system, here, the ion
is immersed in the quantum gas without any external electromagnetic fields.

The Coulomb field of the positively charged ion induces an electric dipole moment in the
ground state atoms. The polarization causes an attractive potential well for the atoms enabling
trapping and the formation of mesoscopic molecular ions [58, 59, 230]. For large atom-ion
distances R, the interaction potential is given by V (R) ≈ −C4

R4 , where C4 =
1
2q2αa denotes the

induction coefficient determined by the static dipole polarizability of the atom in the ground
state with zero orbital angular momentum [53]. Accordingly, the interaction strength can be
controlled by tuning the polarizability of the atomic ensemble. Experimentally, this can be
realized by optically coupling the atoms to Rydberg states [231, 232]. As the polarizability
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non-linearly scales with the principal quantum number as αa ∝ n7 [233], the atom-ion interac-
tion strength can be tuned over orders of magnitude. This allows to vastly increase the atom-ion
collision rate [234], which is beneficial for sympathetic cooling of the ion. A dedicated laser
setup has been built within two master thesis and allows for Rydberg-dressing as well as res-
onantly exciting a controlled number of Rydberg excitations within the BEC [235, 236]. This
opens the way for studying the sympathetic cooling and eventual trapping of an ionic impurity
in a Rydberg-dressed BEC.

5.3. Further experimental outlook

The novel setup provides the experimental infrastructure to investigate strong-field ionization
of 87Rb using the electron/ion detection for momentum-resolved spectroscopy. The electron
spectroscopy measurements can be carried out analogously to the operation mode used for the
detection of ultracold plasma creation with tunable momentum resolution and capture range.
Hence, it can shed further light on the underlying ionization processes and transient population
transfer, when using a dilute thermal atomic samples, where the interparticle Coulomb interac-
tions are negligible. Here, the main interest lays on dynamical resonances introduced by the
enhanced AC-Stark shift in alkali atoms [142]. By combining the predicted electron wave-
packet creation from TDSE calculations with the trajectory simulations presented in this work,
this method should resolve even subtle deviations between measurements and theoretically pre-
dicted kinetic energy distributions.

As the diminished spatial resolution for the ion spectroscopy will not be sufficient for accurate
measurements, a time-resolved mode is proposed, which applies a low extraction field and
measures the ionic arrival times for different rotation angles between the linear laser polarization
and the detector axis.

Besides studying the individual strong field response of 87Rb atoms exposed to femtosecond
laser pulses, the effect on the matter wave function of the BEC can be studied as well. Local
optical dipole forces enabled by the micrometer focus of the new setup can be used to induce
matter-wave dynamics in the BEC, which can be theoretically described by numerical solutions
of the 3D GPE. In addition, continuous photoionization with a train of femtosecond laser pulses
can provide local dissipation in a BEC, which could act as a spatial projection of the quantum
system [237]. As observed for local dissipation with electron beams [238], the resulting position
measurement of the density distribution is expected to affect the BEC dynamics due to the
quantum Zeno effect.

Finally, the novel setup enables to investigate the coherence transfer from the macroscopic
wave function of the bosonic atoms onto the microscopic fermionic constituents. Here, spatial
coherence should be probed by interference measurements of two photoelectrons created by
local ionization in two adjacent focii within the BEC [95]. In addition, temporal coherence
can be probed by introducing a variable time delay between both pulses, which furthermore
addresses the more general question on the speed of information transfer in quantum systems.

114



References

References

[1] P. Wessels, B. Ruff, T. Kroker, A. K. Kazansky, N. M. Kabachnik, K. Sengstock,
M. Drescher and J. Simonet: “Absolute strong-field ionization probabilities of ultracold
rubidium atoms”, Commun. Phys. 1, 32 (2018).

[2] T. Kroker, M. Großmann, K. Sengstock, M. Drescher, P. Wessels-Staarmann and J. Si-
monet: “Ultrafast electron cooling in an expanding ultracold plasma”, Nat. Commun. 12,
596 (2021).

[3] Bose: “Plancks Gesetz und Lichtquantenhypothese”, Z. Phys. 26, 178–181 (1924).

[4] A. Einstein: “Quantentheorie des einatomigen idealen Gases”, S. B. Preuss. Akad. Wiss.
phys.-math. Klasse (1924).

[5] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman and E. A. Cornell: “Obser-
vation of Bose-Einstein Condensation in a Dilute Atomic Vapor”, Science 269, 198–201
(1995).

[6] C. C. Bradley, C. A. Sackett, J. J. Tollett and R. G. Hulet: “Evidence of Bose-Einstein
Condensation in an Atomic Gas with Attractive Interactions”, Phys. Rev. Lett. 75, 1687–
1690 (1995).

[7] K. B. Davis, M. O. Mewes, M. R. Andrews, N. J. van Druten, D. S. Durfee, D. M. Kurn
and W. Ketterle: “Bose-Einstein Condensation in a Gas of Sodium Atoms”, Phys. Rev.
Lett. 75, 3969–3973 (1995).

[8] T. Hänsch and A. Schawlow: “Cooling of gases by laser radiation”, Opt. Commun. 13,
68–69 (1975).

[9] A. L. Migdall, J. V. Prodan, W. D. Phillips, T. H. Bergeman and H. J. Metcalf: “First
Observation of Magnetically Trapped Neutral Atoms”, Phys. Rev. Lett. 54, 2596–2599
(1985).

[10] S. Chu, L. Hollberg, J. E. Bjorkholm, A. Cable and A. Ashkin: “Three-dimensional
viscous confinement and cooling of atoms by resonance radiation pressure”, Phys. Rev.
Lett. 55, 48–51 (1985).

[11] P. D. Lett, R. N. Watts, C. I. Westbrook, W. D. Phillips, P. L. Gould and H. J. Metcalf:
“Observation of Atoms Laser Cooled below the Doppler Limit”, Phys. Rev. Lett. 61,
169–172 (1988).

[12] J. Dalibard and C. Cohen-Tannoudji: “Laser cooling below the Doppler limit by polar-
ization gradients: simple theoretical models”, J. Opt. Soc. Am. B 6, 2023 (1989).

115

http://dx.doi.org/10.1038/s42005-018-0032-5
http://dx.doi.org/10.1038/s42005-018-0032-5
http://dx.doi.org/10.1038/s41467-020-20815-8
http://dx.doi.org/10.1007/BF01327326
https://ci.nii.ac.jp/naid/10017606624/en/
http://dx.doi.org/10.1126/science.269.5221.198
http://dx.doi.org/10.1126/science.269.5221.198
http://dx.doi.org/10.1103/PhysRevLett.75.1687
http://dx.doi.org/10.1103/PhysRevLett.75.1687
http://dx.doi.org/10.1103/PhysRevLett.75.3969
http://dx.doi.org/10.1016/0030-4018(75)90159-5
http://dx.doi.org/10.1103/PhysRevLett.54.2596
http://dx.doi.org/10.1103/PhysRevLett.54.2596
http://dx.doi.org/10.1103/PhysRevLett.55.48
http://dx.doi.org/10.1103/PhysRevLett.55.48
http://dx.doi.org/10.1103/PhysRevLett.61.169
http://dx.doi.org/10.1364/JOSAB.6.002023
http://dx.doi.org/10.1364/JOSAB.6.002023


References

[13] D. E. Pritchard: “Cooling Neutral Atoms in a Magnetic Trap for Precision Spec-
troscopy”, Phys. Rev. Lett. 51, 1336–1339 (1983).

[14] H. F. Hess: “Evaporative cooling of magnetically trapped and compressed spin-polarized
hydrogen”, Phys. Rev. B 34, 3476–3479 (1986).

[15] W. Petrich, M. H. Anderson, J. R. Ensher and E. A. Cornell: “Stable, Tightly Confining
Magnetic Trap for Evaporative Cooling of Neutral Atoms”, Phys. Rev. Lett. 74, 3352–
3355 (1995).

[16] O. J. Luiten, M. W. Reynolds and J. T. M. Walraven: “Kinetic theory of the evaporative
cooling of a trapped gas”, Phys. Rev. A 53, 381–389 (1996).

[17] C. Chin, R. Grimm, P. Julienne and E. Tiesinga: “Feshbach resonances in ultracold
gases”, Rev. Mod. Phys. 82, 1225–1286 (2010).

[18] M. Saffman, T. G. Walker and K. Mølmer: “Quantum information with Rydberg atoms”,
Rev. Mod. Phys. 82, 2313–2363 (2010).

[19] I. Bloch: “Ultracold quantum gases in optical lattices”, Nat. Phys. 1, 23–30 (2005).

[20] M. Lewenstein, A. Sanpera, V. Ahufinger, B. Damski, A. Sen(De) and U. Sen: “Ultracold
atomic gases in optical lattices: mimicking condensed matter physics and beyond”, Adv.
Phys. 56, 243–379 (2007).

[21] H. Labuhn, D. Barredo, S. Ravets, S. de Léséleuc, T. Macrì, T. Lahaye and A. Browaeys:
“Tunable two-dimensional arrays of single Rydberg atoms for realizing quantum Ising
models”, Nature 534, 667–670 (2016).

[22] D. Barredo, S. de Léséleuc, V. Lienhard, T. Lahaye and A. Browaeys: “An atom-by-
atom assembler of defect-free arbitrary two-dimensional atomic arrays”, Science 354,
1021–1023 (2016).

[23] I. M. Georgescu, S. Ashhab and F. Nori: “Quantum simulation”, Rev. Mod. Phys. 86,
153–185 (2014).

[24] I. Bloch, J. Dalibard and W. Zwerger: “Many-body physics with ultracold gases”, Rev.
Mod. Phys. 80, 885–964 (2008).

[25] I. Bloch, J. Dalibard and S. Nascimbène: “Quantum simulations with ultracold quantum
gases”, Nat. Phys. 8, 267–276 (2012).

[26] H. Bernien, S. Schwartz, A. Keesling, H. Levine, A. Omran, H. Pichler, S. Choi, A. S. Zi-
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[67] M. Cetina, A. T. Grier and V. Vuletić: “Micromotion-Induced Limit to Atom-Ion Sym-
pathetic Cooling in Paul Traps”, Phys. Rev. Lett. 109, 253201 (2012).

[68] T. Feldker, H. Fürst, H. Hirzler, N. V. Ewald, M. Mazzanti, D. Wiater, M. Tomza and
R. Gerritsma: “Buffer gas cooling of a trapped ion to the quantum regime”, Nat. Phys.
(2020).

[69] P. Weckesser, F. Thielemann, D. Wiater, A. Wojciechowska, L. Karpa, K. Jachymski,
M. Tomza, T. Walker and T. Schaetz: “Observation of Feshbach resonances between a
single ion and ultracold atoms”, (2021).

[70] C. Schneider, M. Enderlein, T. Huber and T. Schaetz: “Optical trapping of an ion”, Nat.
Photonics 4, 772–775 (2010).

[71] T. Huber, A. Lambrecht, J. Schmidt, L. Karpa and T. Schaetz: “A far-off-resonance
optical trap for a Ba+ ion”, Nat. Commun. 5, 5587 (2014).

119

http://dx.doi.org/10.1103/PhysRevLett.89.093001
http://dx.doi.org/10.1103/PhysRevLett.89.093001
http://dx.doi.org/10.1088/1367-2630/17/8/083024
http://dx.doi.org/10.1088/1367-2630/17/8/083024
http://dx.doi.org/10.1103/PhysRevLett.119.063001
http://dx.doi.org/10.1103/PhysRevLett.119.063001
http://dx.doi.org/10.1103/PhysRevLett.126.033401
http://dx.doi.org/10.1038/s42005-021-00597-1
http://dx.doi.org/10.1038/s42005-021-00597-1
http://dx.doi.org/10.1103/PhysRevLett.110.213202
http://dx.doi.org/10.1103/PhysRevLett.110.213202
http://dx.doi.org/10.1103/PhysRevA.76.033409
http://dx.doi.org/10.1103/PhysRevA.76.033409
http://dx.doi.org/10.1103/PhysRevA.81.012708
http://dx.doi.org/10.1103/PhysRevLett.105.133202
http://dx.doi.org/10.1103/PhysRevLett.105.133202
http://dx.doi.org/10.1038/nature08865
http://dx.doi.org/10.1038/nature08865
http://dx.doi.org/10.1103/PhysRevLett.109.253201
http://dx.doi.org/10.1103/PhysRevLett.109.253201
http://dx.doi.org/10.1038/s41567-019-0772-5
http://arxiv.org/abs/2105.09382
http://arxiv.org/abs/2105.09382
http://dx.doi.org/10.1038/nphoton.2010.236
http://dx.doi.org/10.1038/ncomms6587
http://dx.doi.org/10.1038/ncomms6587


References

[72] A. Lambrecht, J. Schmidt, P. Weckesser, M. Debatin, L. Karpa and T. Schaetz: “Long
lifetimes and effective isolation of ions in optical and electrostatic traps”, Nat. Photonics
11, 704–707 (2017).

[73] K. S. Kleinbach, F. Engel, T. Dieterle, R. Löw, T. Pfau and F. Meinert: “Ionic Impurity
in a Bose-Einstein Condensate at Submicrokelvin Temperatures”, Phys. Rev. Lett. 120,
193401 (2018).

[74] F. Engel, T. Dieterle, T. Schmid, C. Tomschitz, C. Veit, N. Zuber, R. Löw, T. Pfau and
F. Meinert: “Observation of Rydberg Blockade Induced by a Single Ion”, Phys. Rev.
Lett. 121, 193401 (2018).

[75] T. C. Killian, S. Kulin, S. D. Bergeson, L. A. Orozco, C. Orzel and S. L. Rolston: “Cre-
ation of an Ultracold Neutral Plasma”, Phys. Rev. Lett. 83, 4776–4779 (1999).

[76] T. C. Killian: “Ultracold Neutral Plasmas”, Science 316, 705 – 708 (2007).

[77] T. Killian, T. Pattard, T. Pohl and J. Rost: “Ultracold neutral plasmas”, Phys. Rep. 449,
77–130 (2007).

[78] M. Lyon and S. L. Rolston: “Ultracold neutral plasmas”, Rep. Prog. Phys. 80, 017001
(2017).

[79] M. S. Murillo: “Strongly coupled plasma physics and high energy-density matter”, Phys.
Plasmas 11, 2964–2971 (2004).

[80] S. Ichimaru: “Strongly coupled plasmas: high-density classical plasmas and degenerate
electron liquids”, Rev. Mod. Phys. 54, 1017–1059 (1982).

[81] T. K. Langin, G. M. Gorman and T. C. Killian: “Laser cooling of ions in a neutral
plasma”, Science 363, 61 – 64 (2019).

[82] G. M. Gorman, M. K. Warrens, S. J. Bradshaw and T. C. Killian: “Magnetic Confinement
of an Ultracold Neutral Plasma”, Phys. Rev. Lett. 126, 085002 (2021).

[83] T. Ditmire, E. Springate, J. W. G. Tisch, Y. L. Shao, M. B. Mason, N. Hay, J. P. Maran-
gos and M. H. R. Hutchinson: “Explosion of atomic clusters heated by high-intensity
femtosecond laser pulses”, Phys. Rev. A 57, 369–382 (1998).

[84] U. Saalmann, C. Siedschlag and J. M. Rost: “Mechanisms of cluster ionization in strong
laser pulses”, J. Phys. B: At., Mol. Opt. Phys. 39, R39–R77 (2006).

[85] T. Fennel, K.-H. Meiwes-Broer, J. Tiggesbäumker, P.-G. Reinhard, P. M. Dinh and
E. Suraud: “Laser-driven nonlinear cluster dynamics”, Rev. Mod. Phys. 82, 1793–1842
(2010).

120

http://dx.doi.org/10.1038/s41566-017-0030-2
http://dx.doi.org/10.1038/s41566-017-0030-2
http://dx.doi.org/10.1103/PhysRevLett.120.193401
http://dx.doi.org/10.1103/PhysRevLett.120.193401
http://dx.doi.org/10.1103/PhysRevLett.121.193401
http://dx.doi.org/10.1103/PhysRevLett.83.4776
http://dx.doi.org/10.1103/PhysRevLett.83.4776
http://dx.doi.org/10.1126/science.1130556
http://dx.doi.org/10.1016/j.physrep.2007.04.007
http://dx.doi.org/10.1088/0034-4885/80/1/017001
http://dx.doi.org/10.1063/1.1652853
http://dx.doi.org/10.1103/RevModPhys.54.1017
http://dx.doi.org/10.1103/RevModPhys.54.1017
http://dx.doi.org/10.1126/science.aat3158
http://dx.doi.org/10.1126/science.aat3158
http://dx.doi.org/10.1103/PhysRevLett.126.085002
http://dx.doi.org/10.1103/PhysRevLett.126.085002
http://dx.doi.org/10.1103/PhysRevA.57.369
http://dx.doi.org/10.1103/PhysRevA.57.369
http://dx.doi.org/10.1088/0953-4075/39/4/R01
http://dx.doi.org/10.1088/0953-4075/39/4/R01
http://dx.doi.org/10.1103/RevModPhys.82.1793


References

[86] C. Bostedt, M. Adolph, E. Eremina, M. Hoener, D. Rupp, S. Schorb, H. Thomas, A. R. B.
de Castro and T. Möller: “Clusters in intense FLASH pulses: ultrafast ionization dynam-
ics and electron emission studied with spectroscopic and scattering techniques”, J. Phys.
B: At., Mol. Opt. Phys. 43, 194011 (2010).

[87] T. Gorkhover, M. Adolph, D. Rupp, S. Schorb, S. W. Epp, B. Erk, L. Foucar, R. Hart-
mann, N. Kimmel, K.-U. Kühnel, D. Rolles, B. Rudek, A. Rudenko, R. Andritschke,
A. Aquila, J. D. Bozek, N. Coppola, T. Erke, F. Filsinger, H. Gorke, H. Graafsma,
L. Gumprecht, G. Hauser, S. Herrmann, H. Hirsemann, A. Hömke, P. Holl, C. Kaiser,
F. Krasniqi, J.-H. Meyer, M. Matysek, M. Messerschmidt, D. Miessner, B. Nilsson,
D. Pietschner, G. Potdevin, C. Reich, G. Schaller, C. Schmidt, F. Schopper, C. D.
Schröter, J. Schulz, H. Soltau, G. Weidenspointner, I. Schlichting, L. Strüder, J. Ull-
rich, T. Möller and C. Bostedt: “Nanoplasma Dynamics of Single Large Xenon Clusters
Irradiated with Superintense X-Ray Pulses from the Linac Coherent Light Source Free-
Electron Laser”, Phys. Rev. Lett. 108, 245005 (2012).

[88] Y. Kumagai, H. Fukuzawa, K. Motomura, D. Iablonskyi, K. Nagaya, S.-i. Wada, Y. Ito,
T. Takanashi, Y. Sakakibara, D. You, T. Nishiyama, K. Asa, Y. Sato, T. Umemoto,
K. Kariyazono, E. Kukk, K. Kooser, C. Nicolas, C. Miron, T. Asavei, L. Neagu,
M. S. Schöffler, G. Kastirke, X.-j. Liu, S. Owada, T. Katayama, T. Togashi, K. Tono,
M. Yabashi, N. V. Golubev, K. Gokhberg, L. S. Cederbaum, A. I. Kuleff and K. Ueda:
“Following the Birth of a Nanoplasma Produced by an Ultrashort Hard-X-Ray Laser in
Xenon Clusters”, Phys. Rev. X 8, 031034 (2018).

[89] D. Gericke and M. Murillo: “Disorder-induced heating of ultracold plasmas”, Contrib.
Plasma Phys. 43, 298–301 (2003).

[90] N. Takei, C. Sommer, C. Genes, G. Pupillo, H. Goto, K. Koyasu, H. Chiba, M. Wei-
demüller and K. Ohmori: “Direct observation of ultrafast many-body electron dynamics
in an ultracold Rydberg gas”, Nat. Commun. 7, 13449 (2016).

[91] M. P. Robinson, B. L. Tolra, M. W. Noel, T. F. Gallagher and P. Pillet: “Spontaneous
Evolution of Rydberg Atoms into an Ultracold Plasma”, Phys. Rev. Lett. 85, 4466–4469
(2000).

[92] M. Robert-de Saint-Vincent, C. S. Hofmann, H. Schempp, G. Günter, S. Whitlock and
M. Weidemüller: “Spontaneous Avalanche Ionization of a Strongly Blockaded Rydberg
Gas”, Phys. Rev. Lett. 110, 045004 (2013).

[93] M. Mizoguchi, Y. Zhang, M. Kunimi, A. Tanaka, S. Takeda, N. Takei, V. Bharti, K. Koy-
asu, T. Kishimoto, D. Jaksch, A. Glaetzle, M. Kiffner, G. Masella, G. Pupillo, M. Wei-
demüller and K. Ohmori: “Ultrafast Creation of Overlapping Rydberg Electrons in an
Atomic BEC and Mott-Insulator Lattice”, Phys. Rev. Lett. 124, 253201 (2020).

121

http://dx.doi.org/10.1088/0953-4075/43/19/194011
http://dx.doi.org/10.1088/0953-4075/43/19/194011
http://dx.doi.org/10.1103/PhysRevLett.108.245005
http://dx.doi.org/10.1103/PhysRevLett.108.245005
http://dx.doi.org/10.1103/PhysRevLett.108.245005
http://dx.doi.org/10.1103/PhysRevX.8.031034
http://dx.doi.org/10.1103/PhysRevX.8.031034
http://dx.doi.org/10.1002/ctpp.200310032
http://dx.doi.org/10.1038/ncomms13449
http://dx.doi.org/10.1038/ncomms13449
http://dx.doi.org/10.1103/PhysRevLett.85.4466
http://dx.doi.org/10.1103/PhysRevLett.85.4466
http://dx.doi.org/10.1103/PhysRevLett.110.045004
http://dx.doi.org/10.1103/PhysRevLett.110.045004
http://dx.doi.org/10.1103/PhysRevLett.124.253201
http://dx.doi.org/10.1103/PhysRevLett.124.253201


References

[94] M. Wollenhaupt, A. Assion, D. Liese, C. Sarpe-Tudoran, T. Baumert, S. Zamith, M. A.
Bouchene, B. Girard, A. Flettner, U. Weichmann and G. Gerber: “Interferences of Ultra-
short Free Electron Wave Packets”, Phys. Rev. Lett. 89, 173001 (2002).

[95] B. Ruff: “Ultracold Gases in Strong Light Fields of Femtosecond Laser Pulses, PhD
thesis”, (2017).

[96] J. Butlewski: “A quantum gas machine for local photoionization of ultracold 87Rb on
ultrafast time-scales, Master’s thesis”, (2018).

[97] M. Fricke: “Aufbau eines Bose-Fermi-Quantengassystems für Forschung und Lehre (in
German), Diploma thesis”, (2010).

[98] A. Grote: “Aufbau eines Ultrahochvakuumsystems und einer 2D-3D-Fallenkombination
eines Quantengasmessplatzes für Forschung und Lehre (in German), Diploma thesis”,
(2011).

[99] M. Pfau: “Aufbau einer Dipolfalle zur Untersuchung von Solitonen in einem Rubidium
Bose-Einstein Kondensat (in German), Diploma thesis”, (2013).

[100] H. Krüger: “Aufbau und Charakterisierung einer Hybridfalle für ultrakalte Quantengase
(in German), Master’s thesis”, (2015).

[101] T. Kroker: “Photoionisation ultrakalter 87Rb-Atome in starken Laserfeldern (in German),
Master’s thesis”, (2016).

[102] S. Pehmöller: “Aufbau eines abgeschirmten Elektronen und Ionendetektionssystems zur
Materiewelleninterferometrie (in German), Master’s thesis”, (2017).

[103] M. Schröder: “Entwicklung und Aufbau einer optischen Pinzettefür ultrakalte Atome (in
German), Bachelor’s thesis”, (2015).

[104] S. Pehmöller: “Aufbau und Test eines bildgebenden Elektronendetektors für Ionisations-
experimente im Laser-Doppelfokus (in German), Bachelor’s thesis”, (2015).

[105] M. Neundorf: “Aufbau und Charakterisierung einer 2D-Strahllagenstabilisierung (in
German), Bachelor’s thesis”, (2016).

[106] T. Anlauf: “Aktive Magnetfeldkompensation für Photoionisation am ultrakalten Quan-
tengas (in German), Bachelor’s thesis”, (2016).

[107] J. Fiedler: “Aufbau einer Detektoreinheit zum Nachweis von Materiewelleninterferenz
langsamer Elektronen (in German), Bachelor’s thesis”, (2017).

[108] J. Heyer: “Abbildungssysteme für Ultrakalte Quantengase (in German), Bachelor’s the-
sis”, (2018).

122

http://dx.doi.org/10.1103/PhysRevLett.89.173001
http://dx.doi.org/10.1103/PhysRevLett.89.173001


References

[109] D. Imeri: “Eine Detektionseinheit für geladene Teilchen als Schnittstelle zwischen ultra-
kalten Atomen und Femtosekundenlaserpulsen (in German), Bachelor’s thesis”, (2019).

[110] H. J. Metcalf and P. van der Straten: “Laser Cooling and Trapping of Neutral Atoms”, in
“The Optics Encyclopedia”, Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, Ger-
many (2007).

[111] D. Steck: “Rubidium 87 D line Data”, available online at http://steck.us/alkalidata (revi-
sion 2.2.1,21 November 2019), accessed 9 November 2020 .

[112] P. D. Lett, W. D. Phillips, S. L. Rolston, C. E. Tanner, R. N. Watts and C. I. Westbrook:
“Optical molasses”, J. Opt. Soc. Am. B 6, 2084 (1989).

[113] P. J. Ungar, D. S. Weiss, E. Riis and S. Chu: “Optical molasses and multilevel atoms:
theory”, J. Opt. Soc. Am. B 6, 2058 (1989).

[114] K. Dieckmann, R. J. C. Spreeuw, M. Weidemüller and J. T. M. Walraven: “Two-
dimensional magneto-optical trap as a source of slow atoms”, Phys. Rev. A 58, 3891–
3895 (1998).

[115] L. H. Hamester: “Graue Melasse zum Sub-Dopplerkühlen von Rubidium-87 (in Ger-
man), Bachelor’s thesis”, (2020).

[116] W. Ketterle, D. S. Durfee and D. M. Stamper-Kurn: “Making, probing and understanding
Bose-Einstein condensates”, (1999).

[117] E. Majorana: “Atomi orientati in campo magnetico variabile”, Il Nuovo Cimento 9, 43–
50 (1932).

[118] Y.-J. Lin, A. R. Perry, R. L. Compton, I. B. Spielman and J. V. Porto: “Rapid production
of 87Rb Bose-Einstein condensates in a combined magnetic and optical potential”, Phys.
Rev. A 79, 063631 (2009).

[119] R. Grimm, M. Weidemüller and Y. B. Ovchinnikov: “Optical Dipole Traps for Neutral
Atoms”, Adv. At. Mol. Opt. Phys. 42, 95–170 (2000).

[120] M. Greiner, I. Bloch, T. W. Hänsch and T. Esslinger: “Magnetic transport of trapped cold
atoms over a large distance”, Phys. Rev. A 63, 031401 (2001).

[121] T. L. Gustavson, A. P. Chikkatur, A. E. Leanhardt, A. Görlitz, S. Gupta, D. E. Pritchard
and W. Ketterle: “Transport of Bose-Einstein Condensates with Optical Tweezers”, Phys.
Rev. Lett. 88, 020401 (2001).

[122] A. Couvert, T. Kawalec, G. Reinaudi and D. Guéry-Odelin: “Optimal transport of ul-
tracold atoms in the non-adiabatic regime”, Europhys. Lett. (Europhys. Lett.) 83, 13001
(2008).

123

http://dx.doi.org/10.1002/9783527600441.oe005
http://dx.doi.org/10.1364/JOSAB.6.002084
http://dx.doi.org/10.1364/JOSAB.6.002058
http://dx.doi.org/10.1364/JOSAB.6.002058
http://dx.doi.org/10.1103/PhysRevA.58.3891
http://dx.doi.org/10.1103/PhysRevA.58.3891
http://arxiv.org/abs/9904034
http://arxiv.org/abs/9904034
http://dx.doi.org/10.1007/BF02960953
http://dx.doi.org/10.1103/PhysRevA.79.063631
http://dx.doi.org/10.1103/PhysRevA.79.063631
http://dx.doi.org/10.1016/S1049-250X(08)60186-X
http://dx.doi.org/10.1016/S1049-250X(08)60186-X
http://dx.doi.org/10.1103/PhysRevA.63.031401
http://dx.doi.org/10.1103/PhysRevA.63.031401
http://dx.doi.org/10.1103/PhysRevLett.88.020401
http://dx.doi.org/10.1209/0295-5075/83/13001
http://dx.doi.org/10.1209/0295-5075/83/13001


References

[123] ProxiVision GmbH: “Scintillation Detectors (Scintillating Screens)”, available online at
https://www.proxivision.de/product/scintillating-screens/, accessed 20 May 2020 .

[124] Dr. Sjuts Optotechnik GmbH: “Quantenausbeuten / Nachweiswahrscheinlichkeiten (in
German)”, available online at http://www.sjuts.com/Quality_efficiencies_deutsch.html,
accessed 20 May 2020 .

[125] M. Krems, J. Zirbel, M. Thomason and R. D. DuBois: “Channel electron multiplier
and channelplate efficiencies for detecting positive ions”, Rev. Sci. Instrum. 76, 093305
(2005).

[126] P. Wessels: “Time-resolved imaging of magnetic nanostructures in the visible and soft
X-ray spectral range, PhD thesis”, (2014).

[127] E. Mevel, P. Breger, R. Trainham, G. Petite, P. Agostini, A. Migus, J.-P. Chambaret
and A. Antonetti: “Atoms in strong optical fields: Evolution from multiphoton to tunnel
ionization”, Phys. Rev. Lett. 70, 406–409 (1993).

[128] R. R. Freeman, P. H. Bucksbaum, H. Milchberg, S. Darack, D. Schumacher and M. E.
Geusic: “Above-threshold ionization with subpicosecond laser pulses”, Phys. Rev. Lett.
59, 1092–1095 (1987).

[129] T. P. Dinneen, C. D. Wallace, K.-Y. N. Tan and P. L. Gould: “Use of trapped atoms to
measure absolute photoionization cross sections”, Opt. Lett. 17, 1706–1708 (1992).

[130] D. N. Madsen and J. W. Thomsen: “Measurement of absolute photo-ionization cross
sections using magnesium magneto-optical traps”, J. Phys. B: At., Mol. Opt. Phys. 35,
2173–2181 (2002).

[131] M. Anderlini, E. Courtade, D. Ciampini, J. H. Müller, O. Morsch and E. Arimondo:
“Two-photon ionization of cold rubidium atoms”, J. Opt. Soc. Am. B 21, 480–485
(2004).

[132] J. R. Lowell, T. Northup, B. M. Patterson, T. Takekoshi and R. J. Knize: “Measurement
of the photoionization cross section of the 5S1/2 state of rubidium”, Phys. Rev. A 66,
062704 (2002).

[133] T. Takekoshi, G. M. Brooke, B. M. Patterson and R. J. Knize: “Absolute Rb one-color
two-photon ionization cross-section measurement near a quantum interference”, Phys.
Rev. A 69, 053411 (2004).

[134] L. Keldysh: “Ionization in the Field of a Strong Electromagnetic Wave”, Sov. Phys. JETP
20, 1307–1314 (1965).

124

http://dx.doi.org/10.1063/1.2052052
http://dx.doi.org/10.1063/1.2052052
http://dx.doi.org/10.1103/PhysRevLett.70.406
http://dx.doi.org/10.1103/PhysRevLett.70.406
http://dx.doi.org/10.1103/PhysRevLett.59.1092
http://dx.doi.org/10.1364/OL.17.001706
http://dx.doi.org/10.1364/OL.17.001706
http://dx.doi.org/10.1088/0953-4075/35/9/314
http://dx.doi.org/10.1088/0953-4075/35/9/314
http://dx.doi.org/10.1364/JOSAB.21.000480
http://dx.doi.org/10.1103/PhysRevA.66.062704
http://dx.doi.org/10.1103/PhysRevA.66.062704
http://dx.doi.org/10.1103/PhysRevA.69.053411
http://dx.doi.org/10.1103/PhysRevA.69.053411
http://jetp.ac.ru/cgi-bin/e/index/e/20/5/p1307?a=list


References

[135] L. A. Lompre, G. Mainfray, C. Manus and J. Thebault: “Multiphoton ionization of rare
gases by a tunable-wavelength 30-psec laser pulse at 1.06 µm”, Phys. Rev. A 15, 1604–
1612 (1977).

[136] M. Edwards, X. Tang, P. Lambropoulos and R. Shakeshaft: “Multiphoton absorption by
alkali-metal atoms above the ionization threshold”, Phys. Rev. A 33, 4444–4445 (1986).

[137] M. S. Safronova and U. I. Safronova: “Critically evaluated theoretical energies, lifetimes,
hyperfine constants, and multipole polarizabilities in 87Rb”, Phys. Rev. A 83, 052508
(2011).

[138] P. Agostini, F. Fabre, G. Mainfray, G. Petite and N. K. Rahman: “Free-Free Transi-
tions Following Six-Photon Ionization of Xenon Atoms”, Phys. Rev. Lett. 42, 1127–1130
(1979).

[139] Y. Gontier and M. Trahin: “Energetic electron generation by multiphoton absorption”, J.
Phys. B: At., Mol. Opt. Phys. 13, 4383–4390 (1980).

[140] P. Kruit, J. Kimman, H. G. Muller and M. J. van der Wiel: “Electron spectra from multi-
photon ionization of xenon at 1064, 532, and 355 nm”, Phys. Rev. A 28, 248–255 (1983).

[141] J. Steinmann: “Multiphoton Ionization of Laser Cooled Lithium, PhD thesis”, (2007).
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[182] K. Padavić, K. Sun, C. Lannert and S. Vishveshwara: “Physics of hollow Bose-Einstein
condensates”, Europhys. Lett. 120, 20004 (2017).
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A. Appendix

A.1. Further contributions to the experimental setup

The vacuum system was designed by Bernhard Ruff and built up, baked-out and evacuated
by the author, Bernhard Ruff and Jakob Butlewski. The cooling laser system was set up by
Marlene Fricke [97] and re-built by the author [101]. The magnetic coils, which are used
for the MOT and magnetic trap were designed by Harry Krüger [100] and build by Reinhard
Mielck and Dieter Barlösius. The dipole trap laser system was set up by Markus Pfau [99]. The
configuration of the MOT, the hybrid trap as well and the RF forced evaporation where set up
by the author with help from Jakob Butlewski and Bernhard Ruff. The imaging objective in the
Preparation chamber was designed by Jette Heyer [108]. The optical transport as well as the
Science chamber optics were set up by the author with help of Philipp Wessels-Staarmann. The
charged particle detection scheme was designed by Bernhard Ruff, adapted by the author and
set up by Bernhard Ruff, Jakob Butlewski and the author with help from Julian Fiedler [107].
The gated detection scheme was designed and set up by the author and Mario Großmann. The
compensation coils were designed by the author and set up together with Jakob Butlewski,
Bernhard Ruff, Steffen Pehmöller, Julian Fiedler, Juliette Simonet, Reinhard Mielck and Dieter
Barlösius. The beam transport setup for the femtosecond laser was designed by the author and
set up by Donika Imeri, Philipp Wessels-Staarmann and the author.

I



A. Appendix

A.2. Bake-out of the vacuum chambers
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Figure 1.1: Bake-out of the vacuum chambers. a. Temperature and base pressure during the
bake-out of the preparation chamber and 2D-MOT-cell. b. Temperature and pressure during the
bake-out of the Science chamber. After the pressure in both chambers surpasses the 1×10−11 mbar
range (dashed gray line), they are merged by opening the gate valve.

Figure 1.1 shows the progression of bake-out temperature and pressure over time for both cham-
bers. By keeping the system for days at a peak temperature of 120 °C, the adsorbed water is
evaporated from the inner surfaces of the chambers. During the bake-out, both chambers were
continuously pumped by a TMP. After reaching a base pressure below 10−8 mbar, the TMP is
supported by the IGPs. Below 5×10−9 mbar, when the actual pressure starts to be limited by

II



A.2. Bake-out of the vacuum chambers

the compression ratio of the TMP, the valves are closed and the chambers are solely pumped by
the IGPs. As IGPs exhibit reduced pump efficiency for rare gases and hydrogen, the attainable
base pressure is typically limited by the hydrogen partial pressure. For this purpose, the tita-
nium sublimation cartridges are required to reach the final base pressure below 1×10−11 mbar.
The whole procedure takes around two to three weeks for each chamber. After the successful
evacuation of both chambers the valve gate was opened.
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A.3. Pin configuration of alkali metal dispensers

Figure 1.2 shows a scheme of the alkali metal dispenser setup in the current experiment. Each
dispenser (Rb1-4, K1-2) is connected to two feedthrough pins (a-h). The pin assignment as well
as the corresponding measured electric resistance is given in Tab. 1.1. The same data is shown
in [96].

a
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de
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h

b

c
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de

f

g

h

K2K1

a b

Figure 1.2: Pin connection scheme alkali metal dispensers. a. Schematic drawing of the dis-
penser configuration with 6 alkali metal dispensers (Rb1-4, K1-2). The potassium dispensers are
connected b. Pins (a-h), which are connected to the dispensers in (a) by vacuum feedthroughs.

ground pos. RAMD (Ω)
Rb1 f e 0.3
Rb2 c d 0.3
Rb3 c a 0.3
Rb4 f h 0.4
K1 f g 0.3
K2 c b 0.2

Table 1.1: Pin assignment alkali metal dispensers. Pin assignment and corresponding electric
resistance RAMD of each alkali metal dispenser in this setup. The resistance has been measured
between the corresponding pins for the positive pole (pos.) and ground.
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A.4. Radio-Frequency Antenna

A.4. Radio-Frequency Antenna

In order to optimize the output properties of the RF antenna for efficient evaporation in the
hybrid trap, different numbers of windings were tested. As coil diameter, 50 mm was chosen,
which is below the outer diameter of the vacuum window and enables propagation of the ex-
panded MOT beam through the coil. For the characterization measurement, a second coil with
same diameter and 5 windings is used to pick up the induced RF power. Figure 1.3 shows the
RF output power for different number of windings used for the RF coil measured by the induced
voltage in a second coil. Whereas the output power for low frequencies increases with the num-
ber of windings, the cutoff frequency shifts to lower frequencies for increasing inductance of
the RF coil. As a result, the coil with three windings provides the highest output power over
the frequency range from 2.8 MHz to 30 MHz (marked by the dashed black lines) required for
forced RF evaporation.
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Figure 1.3: RF Antenna Characterization. Measured induced RF power at different output fre-
quencies for RF antennas with 1, 2, 3 and 5 windings.
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A.5. Magnetic field compensation currents

The compensation cage is used to compensate magnetic stray fields in the Preparation chamber,
during optical transport and for the charged particle detection in the Science chamber. The
compensation currents are given in Tab. 1.2 and are switched after the transport.

axis IPrep (A) ISci (A)
x 0.15 0
y 1.5 0
z 0.1 3.5

Table 1.2: Compensation currents used for static magnetic field compensation in the Preparation
chamber and during optical transport (IPrep) and the charged particle detection in the Science cham-
ber (ISci).
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A.6. Fit results focus measurements

The two-dimensional focal intensity distributions shown in Fig. 3.4 are fitted according to
Eq. 3.18 including a global rotation by an angle αz around the z axis. The fit results are given
in the following tabular.

511 nm 1022 nm
w1

0x (µm) 10.22(7) 10.3(1)
w1

0y (µm) 9.67(7) 10.5(1)
A2 0 0.14(4)
w2

0x (µm) - 15(2)
w2

0y (µm) - 5.0(9)
y2

0 (µm) - -13.5(4)
A3 0 0.12(1)
w3

0x (µm) - 9(1)
w3

0y (µm) - 11(3)
y3

0 (µm) - -22(2)
αz (°) 37(5) -126(1)

Table 1.3: Fit parameter results for two-dimensional fits according to Eq. 3.18 to the measured
intensity distributions shown in Fig. 3.4.
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