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Abstract

This cumulative dissertation deals with the stationary and dynamical properties of highly par-
ticle imbalanced atomic mixtures of bosons trapped in various one-dimensional confining po-
tentials. The ground state properties are studied under variation of the system parameters,
while a strong focus is given to the relation of the many-body wave function characteristics to
the emerging correlations in the system. After preparing the system in its ground state the
non-equilibrium dynamics are initiated by performing a quench of a parameter of the associ-
ated Hamiltonian. In order to obtain the ground state and to track the dynamical response of
the system we employ the ab-initio Multi-Layer Multi-Configuration Time-Dependent Hartree
method for atomic mixtures (ML-MCTDHX).

The first four works are dedicated to the investigation of lattice-trapped impurities and the
impact of their coupling to a majority species. Varying the interspecies interaction strength and
the lattice depth it is shown that the impurities tend to cluster in a single lattice site for large
repulsive interspecies couplings. We attribute this to the emergence of an attractive induced
interaction among the impurities due to the repulsive interaction with the majority species. In
the second work, including the possible variation of the repulsive contact intraspecies interaction
between the impurities we identify further localization configurations of the impurities, com-
prising e.g. a pairwise accumulation in adjacent sites. The selection of the boundary conditions
represents an additional control parameter for manipulating the degeneracies of the many-body
ground state. We then turn to the dynamical response of such engineered ground states in the
third work, in particular focusing on a state featuring a pairwise accumulation of impurities in
adjacent sites. Initializing the system in the latter way, the interspecies interaction strength is
suddenly reduced in order to induce a tunneling of the impurity species. We observe tunneling
of a single impurity out of the cluster to the adjacent site for a finite post-quench interaction
strength. This impurity can be further transported to the next-neighboring site for even smaller
post-quench coupling strengths, while for a quench to zero interaction the impurities remain lo-
calized in their initial configuration, being reminiscent of repulsively bound pairs. In the last of
those works also the majority species is subject to a lattice potential, leading to the formation
of a particle-hole pair for large coupling strengths, with the majority species atoms exhibit-
ing a Mott insulator-like state. Quenching the interspecies coupling strength the particle-hole
pair can be transported to the opposite outermost well. Its stability strongly depends on the
post-quench interspecies interaction strength, requiring it also to be finite for a stable transport.

The next two publications deal with the the collisional dynamics of impurities with a majority
species which is trapped in a lattice geometry. The system is prepared in its ground state
for a finite interspecies coupling strength, while the dynamics is initiated differently in each
case. Starting with impurities trapped in a double well the tunneling dynamics is initiated
by quenching the tilt of the double well. Due to the other species being trapped in a lattice
geometry, the impurities experience an effective potential being formed by the double well
and the material barrier comprised of the density maxima of the lattice-trapped species. For
increasing repulsive coupling strengths it is shown that the material barrier tunneling to the
opposite site of the double well can be delayed in time, while very large couplings even completely
prohibit the transport to the other well. In the other work the impurities are initialized in a
displaced harmonic oscillator and are forced to collide with a medium trapped in a double well
by quenching the center of the harmonic confinement to the center of the double well. Varying
the interspecies coupling strength from strongly attractive to strongly repulsive a multitude of
dynamical response regimes can be recovered. On the attractive branch these include a strong
binding of the impurities to the density of the medium and an effective tunneling of the impurity
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between the density maxima of the host. For weak attractive and weak repulsive couplings a
dissipative oscillatory motion of the impurity species takes place. In the case of intermediate
and strong repulsive interactions the impurity species is pinned in the center of the double well
and completely reflected from one of the density maxima of the medium, respectively. In both
works the underlying microscopic processes can be uncovered by employing a time-averaged
effective potential.

In our final work we go a significant step beyond the previous scenarios by introducing a
third bosonic species into the system. Specifically, we investigate the polaronic properties of
impurities immersed in a cumulative bath comprised of two hosts. Allowing for the impurities
to couple either attractively or repulsively to the individual components it is possible to flexibly
control the impurity residue and thereby also the polaronic character. As such the quasiparticle
character can be maintained for larger interactions in case the impurity couples attractively to
one medium and repulsively to the other one. In the case of two impurities the formation of
a bipolaron is captured for sufficiently attractive couplings to one of the hosts. For strongly
repulsive couplings to one of the hosts the impurity forms a shell structure whose width can be
controlled by the interaction to the other medium.
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Zusammenfassung

Diese kumulative Dissertation behandelt die stationären und dynamischen Eigenschaften von
atomaren bosonischen Mixturen mit starkem Ungleichgewicht bezüglich der Teilchenzahl, wel-
che in verschiedenen eindimensionalen Potentialen gefangen sind. Die Grundzustandseigenschaf-
ten werden unter Variation der Systemparameter studiert, wobei ein besonderer Fokus auf
dem Verhältnis zwischen der Charakteristik der Vielteilchenwellenfunktion und den auftreten-
den Korrelationen liegt. Die Nichtgleichgewichtsdynamik wird initiiert, indem man das System
im Grundzustand präpariert und anschließend einen Quench der Parameter des Hamiltonians
durchführt. Zur Berechnung des Grundzustands und der Nachverfolgung der Dynamik verwen-
den wir die ab-initio Multi-Layer Multi-Configuration Time-Dependent Hartree Methode für
atomare Mixturen (ML-MCTDHX).

Die ersten vier Arbeiten widmen sich dem Einfluss der Kopplung einer gittergefangenen
Fremdteilchenspezies an eine bezüglich der Teilchenzahl größere Spezies auf die Verteilung der
Fremdteilchen. Variiert man die Interspezieswechselwirkungsstärke sowie die Gittertiefe, lässt
sich zeigen, dass die Fremdteilchen für große repulsive Interspezieskopplungen dazu tendieren
sich in einem einzigen Gitterplatz anzuhäufen. Dies kann dem Auftreten einer attraktiven in-
duzierten Wechselwirkung durch die repulsive Kopplung an die andere Spezies zugeschrieben
werden. Durch Hinzufügen einer repulsiven Kontaktwechselwirkung zwischen den Fremdteilchen
in der zweiten Arbeit identifizieren wir weitere Lokalisierungskonfigurationen der Fremdteilchen,
zum Beispiel in der Form von paarweiser benachbarter Lokalisierung. Mit der möglichen Varia-
tion der Randbedingungen führen wir einen weiteren Kontrollparameter für die Manipulation
der Entartung des Grundzustands ein. Anschließend befassen wir uns in der dritten Arbeit mit
der dynamischen Antwort solcher arrangierter Grundzustände, wobei wir uns insbesondere auf
solche fokussieren, die eine paarweise benachbarte Lokalisierung der Fremdteilchen aufweisen.
Nachdem das System in einer solchen Konfiguration präpariert wurde, wird die Interspezies-
wechselwirkungsstärke plötzlich reduziert, um ein Tunneln der Fremdteilchen zu induzieren.
Wir beobachten das Tunneln eines einzelnen Fremdteilchens aus dem Cluster zu dem nächstlie-
genden Gitterplatz für finite Post-Quench-Wechselwirkungsstärken. Dieses Fremdteilchen lässt
sich für noch geringere Post-Quench-Wechselwirkungsstärken zum übernächsten Gitterplatz
transportieren, wobei ein Quench zu einem nichtwechselwirkenden System dazu führt, dass die
Fremdteilchen in ihrer initialen Konfiguration verbleiben, was repulsiv gebundenen Paaren äh-
nelt. In der letzten dieser Arbeiten ist auch die bezüglich der Teilchenzahl größere Spezies im
Gitter gefangen, was bei starken repulsiven Kopplungen zur Entstehung von Teilchen-Loch-
Paaren und einem Mott-Isolator ähnlichen Zustand für die letztere Spezies führt. Durch einen
Quench der Interspezieswechselwirkungsstärke lässt sich das Teilchen-Loch-Paar zum gegen-
überliegenden äußersten Gitterplatz transportieren. Die Stabilität des Paares hängt stark von
der Post-Quench-Wechselwirkungsstärke ab, wobei es essentiell ist, dass diese endlich und nicht
zu gering ist, um einen stabilen Transport zu garantieren.

Die beiden nächsten Publikationen behandeln die Kollisionsdynamik von Fremdteilchen mit
einer bezüglich der Teilchenzahl größeren Spezies, welche in einem Gitter gefangen ist. Das
System wird für finite repulsive Interspezieswechselwirkungsstärken im Grundzustand präpa-
riert, während die Dynamik in jedem der Fälle unterschiedlich initiiert wird. Angefangen mit
Fremdteilchen, die in einem Doppeltopf gefangen sind, wird die Tunneldynamik durch einen
Quench der Neigung des Doppeltopfs generiert. Da die andere Spezies in einem Gitter gefangen
ist, erfahren die Fremdteilchen nicht nur das Doppeltopf-Potential, sondern auch ein effektives
Potential durch die Materialbarrieren in Form der Dichtemaxima der gittergefangenen Spezi-
es. Für steigende repulsive Kopplungsstärken wird gezeigt, dass das Materialbarriere-Tunneln
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zur gegenüberliegenden Seite des Doppeltopfs verzögert werden kann, bis hin zur vollständigen
Unterdrückung des Tunnelns. In der anderen Arbeit werden die Fremdteilchen in einem ver-
schobenen harmonischen Oszillator initialisiert und durch einen Quench der Verschiebung des
Oszillators zum Zentrum des Doppeltopfs, in dem die andere Spezies gefangen ist, zur Kollision
mit letzterer gezwungen. Unter Variation der Interspezieswechselwirkungsstärke von stark at-
traktiv zu stark repulsiv lässt sich eine Vielzahl von dynamischen Regimen realisieren. Auf dem
attraktiven Ast beinhaltet das die starke Bindung der Fremdteilchen an die Dichte des Mediums
sowie ein effektives Tunneln der Fremdteilchen zwischen den Dichtemaxima der anderen Spezi-
es. Für schwache attraktive und schwache repulsive Wechselwirkungen findet eine dissipative,
oszillatorische Bewegung der Fremdteilchen statt. Für mittlere und starke repulsive Kopplun-
gen wird die Fremdteilchenspezies im Zentrum des Doppeltopfs gefangen bzw. komplett an dem
Dichtemaximum des Mediums reflektiert. In beiden Arbeiten können die zugrundeliegenden
mikroskopischen Prozesse mit Hilfe eines zeitlich gemittelten, effektiven Potentials beschrieben
werden.

In unserer letzten Arbeit gehen wir verglichen mit den bisherigen Arbeiten einen bedeutenden
Schritt weiter, indem wir eine dritte bosonische Spezies in das System einführen. Speziell unter-
suchen wir die polaronischen Eigenschaften von Fremdteilchen, die in ein kumulatives Medium,
bestehend aus zwei Komponenten, eingebettet sind. Indem man den Fremdteilchen erlaubt je-
weils attraktiv und repulsiv an die unterschiedlichen Komponenten zu koppeln, ist es möglich
das Fremdteilchen-Residuum und damit den polaronischen Charakter flexibel zu kontrollieren.
In diesem Sinne kann der Quasiteilchen-Charakter für größere Wechselwirkungsstärken aufrecht
erhalten werden, falls das Fremdteilchen attraktiv an ein Medium und repulsiv an das andere
koppelt. Im Falle von zwei Fremdteilchen lässt sich ein Bipolaron für genügend große attraktive
Wechselwirkungen zu einer der Spezies identifizieren. Für starke repulsive Kopplungen an eines
der Medien bildet das Fremdteilchen eine Schalenstruktur der Dichte, deren Breite durch die
Wechselwirkung mit der anderen Spezies manipuliert werden kann.
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Outline

In Chapter 1 we provide an introduction to the field of ultracold atoms with a special emphasis
on highly particle imbalanced mixtures. Since most of the publications on which this cumula-
tive dissertation is based on deal with bosonic atoms confined in lattice geometries we further
elaborate on the physics of lattice trapped atoms. Moreover, we introduce the notion of particle
correlations and thereby motivate the numerical method that has been employed in all works.
Finally, we comment on the key quantities that were utilized in order to extract information
from the high-dimensional many-body wave function. An outline of the scientific contributions
followed by the publications themselves is given in Chapter 2 and Chapter 3. In Chapter 4
we conclude with a discussion of the presented results and motivate potential future research
directions.

Declaration of the personal contributions to the publications [[1-7]]

The research projects [[1-3]] were conducted entirely by myself, while project [[1]] was partially
supervised by Dr. Sven Krönke in my previous Master thesis. I have performed all necessary
numerical simulations and data analysis, provided appropriate physical interpretations as well
as conceptualized and written the corresponding manuscripts. Concerning [[4]], Dr. Simeon
I. Mistakidis invoked the project and together we worked out the concept. The corresponding
numerical simulations, data analysis as well as interpretation of the results were carried out
by myself. The manuscript was mainly written by myself, while Dr. Simeon I. Mistakidis
significantly contributed to the presentation of the results.

Publications [[5,6]] have emerged from the Master thesis of M.Sc. Friethjof Theel, who has
been supervised by myself to a large extent and also by Dr. Simeon I. Mistakidis. M.Sc.
Friethjof Theel and me discussed the physical interpretation of the results and the technical
issues almost on a daily basis. In [[5]], together with Dr. Simeon I. Mistakidis I have developed
the concept of the work as well as the research strategy. M.Sc. Friethjof Theel carried out all
simulations by himself, while most of the tools and ideas for the data analysis were worked out
by myself. The manuscript was mainly written by M.Sc. Friethjof Theel and myself, while Dr.
Simeon I. Mistakidis was involved in the optimization of the presentation of the results. Also
project [[6]] was conceptualized by Dr. Simeon I. Mistakidis and me, while M.Sc. Friethjof
Theel performed all the numerical simulations. I contributed greatly to the interpretation of
the results and provided additional analysis tools which were not used in [[5]]. The manuscript
was mainly written by M.Sc. Friethjof Theel, while Dr. Simeon I. Mistakidis and me were
responsible for the optimization of the presentation of the results.

The research idea and strategy in project [[7]] emerged from discussions with Dr. Simeon
I. Mistakidis. The extension to triple mixtures in [[7]] involved a change in the input files for
the code as well as in the data analysis tools which were already written by myself. All of this
was carried out by myself including also the extensive numerical simulations and interpretation
of the results. Dr. Simeon I. Mistakidis provided valuable knowledge regarding the polaron
problem and helped with the presentation of the results, while the whole manuscript was con-
ceptualized and written by myself. The progress of all projects was discussed with Prof. Dr.
Peter Schmelcher on a regular basis.
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1
Introduction

Inspired by a work of Bose [1], Einstein’s realization that at sufficiently low temperatures an
ideal gas of massive particles exhibits a matter wave behavior set the stage for the famous Bose-
Einstein condensation [2, 3], where all particles occupy the same single-particle state. While
having been a theoretically predicted state of matter, the physics of ultracold gases [4–6] has
experienced a boost with the first experimental implementation of a Bose-Einstein condensate.
Due to the tremendous effort that has been conducted on building new laser systems as well as
trapping techniques relying on magnetic fields, experimentalists were able to cool down gases of
neutral atoms to very low temperatures. Thus, Bose-Einstein condensation could be observed for
the first time in the group of Cornell and Wieman with repulsively interacting rubidium atoms
[7], while in the group of Ketterle sodium atoms have been utilized [8]. For that spectacular
achievement they have been awarded the Nobel prize in physics in 2001. These experiments
can be considered as the dawn of the new era of the third quantum revolution [9]. Nowadays,
ultracold systems stand out due to their high degree of controllability and are therefore at
the frontier of modern quantum physics. Apart from trapping ultracold atoms in potentials
of different dimensionality, ranging from three-dimensional to one-dimensional, it is possible
to engineer essentially arbitrary potential landscapes [10], which can be even time-dependent
[11]. Moreover, the scattering length of the short-range interaction among the atoms can be
manipulated with the aid of magnetic or optical Feshbach resonances [12–16], by applying a bias
magnetic field or a laser beam, respectively. As such the strength and the sign of the interaction
can be steered in a very precise manner. Therefore, ultracold atoms can be exploited as quantum
simulators of microscopic phenomena that treat simplified models, thereby permitting the study
of quantum systems which cannot be solved even by supercomputers [17]. In this sense, they
are ideal to systematically study many-body quantum systems and the plethora of quantum
phenomena they exhibit, finding also application in newly emerging fields such as atomtronics
[18–32].

In this context, the possibility to generate setups of atoms trapped in optical lattices has
sparked a lot of interest in the recent years [33, 34]. Such systems are considered as simple
realizations for emulating complex condensed matter models. From the theoretical side the
prototype model to unravel the dynamical and static properties of lattice trapped atoms is
given by the Hubbard model [35–37]. In its simplest version it consists of a next-neighbor
hopping between discrete lattice sites and an on-site interaction term. Closely related to the
Hubbard model is the Bose-Hubbard model [38] which was found to exhibit two distinct phases,
the Mott insulating one and the superfluid phase. Consequently, it allowed for a description of
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Chapter 1 Introduction

the superfluid-insulator transition in a simplified way. The seminal proposal for a superfluid-
Mott insulator transition employing ultracold atoms in an optical lattice by Jaksch et al. [39],
followed by its experimental observation in the Bloch-Hänsch group [40], finally placed ultracold
atoms in the regime of strongly correlated systems. Since then this transition has been observed
also in disordered Bose systems [41, 42], Bose-Bose [43] and Bose-Fermi [44, 45] mixtures.
Moreover, various other phases were studied, among them being Mott insulators of reduced
dimensionality [46, 47], fermionic Mott insulators [48, 49], the Tonks-Girardeau gas [50, 51],
Mott insulator states of molecules, unconventional superfluids [52–56] and paired fermions [57–
60] as well as repulsively bound pairs of bosons [61]. Even though the Bose-Hubbard model is
a widely used platform for studying bosonic atoms in a lattice, one should note that it relies
on the restriction that the dominant processes happen in the lowest band, while the interaction
is of on-site character. However, in experiments processes which lie beyond these restrictions
may play an important role, giving rise to extended Bose-Hubbard models [62, 63]. These
incorporate for example next-neighbor and next-nearest-neighbor interaction or hopping and
interaction channels via excited bands, leading to the formation of novel complex structures,
such as charge-density-waves [64–70], supersolids [71–73] and dimerized insulators [74–78].

While the idea of ultracold atoms in optical lattices was inspired by the notion of preparing
quantum simulators, the accompanying rapid progress in the field of ultracold gases in general
led to a strong interest in few-body ultracold systems. These systems build a bridge between
single-particle problems and many-body physics, since they cannot be described in terms of re-
duced degrees of freedom nor can they be treated within quantum statistical approaches. In the
recent years it has become experimentally possible to prepare interacting few-particle systems
with a well-defined number of particles [79–81]. Due to the possible three-body recombination
associated with bosons, sophisticated tools relying on the loading of bosons in optical lattice
structures are needed in order to prepare few-boson systems [82–85]. For few-fermion systems it
has been shown in a series of experiments that the number of particles, the interaction strength
as well as the shape of the external potential could be systematically manipulated [86–91].

So far we have focused on single-component ultracold gases which already offer a very rich
phenomenology. However, the situation becomes even more involved when introducing an ad-
ditional species. Experimentally two-component Bose mixtures [92–94] can be prepared by
considering two hyperfine states of 87Rb, two isotopes such as 87Rb and 85Rb or two different
chemical elements in order to achieve a significant mass imbalance. Such setups offer a lot of
diversity in terms of the interaction among the particles as one adds to the already present in-
traspecies interaction in the respective subsystem an additional interspecies interaction in order
to entangle the species. New phenomena have been observed such as composite fermionization
[95], full fermionization [96–98], phase separation [99–102] and coarse graining effects [103, 104],
while known concepts like the Tonks-Girardeau limit and miscible Bose-Einstein condensates
can also be recovered. In this context, in particular correlation properties [105–109] have been
the focus of many studies uncovering among others quantum droplets [110–113], spin-charge
separation[114], paired and counterflow superfluidity [107, 108] as well as the quench dynamics
across the miscible-immiscible phase transition [115–117].

In particular, particle imbalanced mixtures have received substantial attention recently [118–
121]. Taking this to the extreme, one considers a few impurities immersed in a many-body
medium, giving rise to the formation of quasiparticles due to the dressing of the impurities
by the medium excitations as a result of the intercomponent interaction. These have led to
fundamentally novel insights into the concept of Fermi and Bose polarons [121–125]. As such
highly particle imbalanced mixtures serve as a quantum simulator of the corresponding con-
densed matter setup, e.g. in semiconducting [126] and superconducting devices [127], while
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interactions among quasiparticles in liquid Helium mixtures [128] and cuprates [129, 130] are
considered to be promising candidates for conventional and high-Tc superconductivity [131–135].
The experimental realization [118–120, 136–140] of these impurity systems has triggered many
theoretical investigations [141–157] with respect to the stationary properties of polaronic sys-
tems [158–160], unraveling their effective mass [124, 161, 162], excitation spectra [163, 164] and
in the case of many impurities their induced interaction [165–167]. Less focus has been placed
on the corresponding nonequilibrium dynamics, such as the collisional dynamics [168–173] of
impurities with the medium, transport in optical lattices [174–182] and relaxation processes
[183–186], which is partially due to the potential formation of strong correlations during the
propagation. The notion of impurities immersed in a bath has recently been extended to co-
herently coupled two-component Bose-Einstein condensates [187, 188] and Bose-Bose mixtures
acting as a medium [189], while in lattice setups holes are introduced in a spinor fermionic
background [190, 191]. In [[7]] we provide the first detailed study on how a second species in
the bath affects the polaronic properties incorporating all necessary correlations in the system,
thereby taking the actively studied polaron problem to the next level.

Often for the multi-component mixture the same underlying trapping geometry is assumed.
However, one expects qualitatively different phenomena in the case of unequal trapping po-
tentials. For this purpose, experimentally one would use the so-called tune-out wave length
in order to create species-dependent potentials [192, 193]. As a result one of the two species
experiences a vanishing light shift, while the other one will be trapped in a specific potential
landscape due to the non-vanishing light shift. As such it is possible to trap one species in
a lattice geometry which interacts with the other species, forming the environment, which in
turn does not experience this potential. It has been shown that such a setup can be exploited
in order to cool the lattice trapped atoms to very low temperatures [194–196]. Usually, the
coupling to an environment leads to a loss of coherence due to dissipation. However, it can
also be exploited for the preparation of many-body states by quantum-reservoir engineering
[197–199]. Moreover, immersing lattice-trapped impurities into a Bose gas allows for a system-
atic introduction of phonons to the lattice subsystem due to the coupling to the Bose gas. As
a result of the lattice atoms being dressed by the phonons an attractive induced interaction
between the lattice trapped atoms emerges. In this context, utilizing a quantum master equa-
tion approach dephasing and clustering processes as well as impurity transport were observed
[177, 182, 200, 201]. This notion of an induced interaction has been also identified in the context
of finite-size systems in [[1-4]] and used to engineer specific system properties with a focus on
the role of inter- and intraspecies correlations. By taking explicitly advantage of the coupling
to an environment, in particular, it is possible to steer the distribution of impurities in a lattice
geometry. Here, the majority species serves as an environment that introduces an additional
control parameter via the interspecies coupling, while also experiencing a feedback from the
impurities. It is this property of a mutual imprint of information between the species which
can be exploited to systematically design many-body wave functions and additionally introduce
correlations into the system.

This feature can also be exploited in the context of the collisional dynamics of impurities
immersed in a medium where the nature of the underlying trapping potential plays a signifi-
cant role. This involves for example homogeneous setups [173, 202, 203], harmonic potentials
[184, 204, 205] as well as lattice confinements [179, 181, 206–209]. Most of these studies were
directed towards the investigation of systems where both species are trapped in the same optical
potential. In this sense, it is to be expected that trapping the species in different potentials
has a strong impact on the observed dynamical response. Let us consider the case of a lattice
trapped majority species which serves as a medium for impurities trapped in a different geome-
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Chapter 1 Introduction

try. Due to the interspecies coupling the impurities experience an effective potential generated
by the density distribution of the other species on top of their trapping potential. Such an
effective potential is in strong contrast to a static confining potential, as it allows for a variation
in the course of the dynamics. In this sense, it adapts to the motion of the impurities and thus
allows for specific engineered transport properties. In [[5]] we have shown that a bath of lattice
trapped bosons acts as multiple material barriers in the context of the tunneling dynamics of
an impurity trapped in a double well. Moreover, we have uncovered the necessity of interspecies
entanglement for the dynamics of the impurities. In [[6]] the impact of a lattice-trapped bath on
the collisional dynamics of impurities has been studied. The study of the collisional dynamics
of impurities with a Bose-Einstein condensate has been the focus of experiments [121, 210, 211]
and already theoretically revealed within a mean-field approach, the total reflection of the im-
purities at the condensate, their trapping within the medium and the appearance of dark and
bright solitons [168]. Such a setup may allow for scattering processes which are a result of
impurity-medium correlations and therefore go beyond the mean-field collision channels. In
[[6]] taking into account intra- and interspecies correlations we were able to uncover a multitude
of dynamical response regimes depending on the interspecies coupling strength, namely the
steady bound state regime, the tunneling region, the dissipative oscillation motion, the pinning
and the total reflection regime.

Objectives of this thesis

In this cumulative dissertation we theoretically study the stationary and dynamical formation
of correlations within interacting ultracold bosonic mixtures trapped in one-dimensional geome-
tries. We focus on the case of particle imbalanced setups at zero temperature with short-range
interaction and trapped in various potential landscapes. Specifically, we demonstrate

(i) how the stationary and dynamical density distribution of impurities trapped in a lattice
can be engineered by coupling to a bosonic medium which is not subject to the lattice
potential [[1-3]].

(ii) the formation of particle-hole pairs in lattice trapped few-body mixtures and their dynam-
ical stability in the course of a transport process [[4]].

(iii) how the collisional dynamics of impurities with a lattice trapped medium is influenced by
interspecies correlations [[5,6]].

(iv) how the polaronic properties and the underlying correlations are influenced by introducing
a second medium, i.e. considering an impurity in a Bose-Bose mixture [[7]].

We were able to gain these insights by employing the Multi-Layer Multi-Configuration Time-
Dependent Hartree method for atomic mixtures which allows us to take into account and thereby
uncover all the necessary inter- and intraspecies correlations in multi-component systems. In
Sect. 1.1 we give an overview of bosons in optical lattices as they are constituents in most
of our studies. Since we are concerned with the impact of correlations in our systems under
investigation we review the Gross-Pitaevskii mean-field theory in Sect. 1.2 and introduce our
treatment of correlations in Sect. 1.3. In Sect. 1.4 we discuss the ab-initio variational method
which has been used to treat the multi-component systems. Finally, in Sect. 1.5 we introduce
possible ways to analyze the high-dimensional many-body wave function in terms of reduced
quantities.
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1.1 Atoms trapped in optical lattices

1.1 Atoms trapped in optical lattices

AC Stark shift - Atoms trapped in optical lattices serve as a promising platform for simulating
solid state physics. Employing interfering optical laser beams a standing wave can be generated
yielding a periodic potential energy landscape [212, 213]. For a classical electromagnetic field in
one spatial dimension let us consider a plane wave of the form E(x, t) = E0(x)e

iωt+E∗
0(x)e

−iωt

with an amplitude E0 and a frequency ω. Exposing a neutral atom to the light field induces
a dipole moment d̂ in the atom. The polarized atom interacts with the electric field under the
dipole approximation ĤI = −d̂ · E(x, t). Let us now assume that the atom comprises only
two internal states |g� (ground state) and |e� (excited state) with an energetic separation of
�ω0. Expanding the interaction term ĤI in terms of |g� and |e� while neglecting the diagonal
contributions, due to an absent permanent dipole moment, we arrive at the system’s total
Hamiltonian

ĤL =

ĤA
� �� �

�ω0 |e� �e|−
ĤI

� �� �

(µeg |e� �g|+ µ∗
eg |g� �e|) · E(x, t), (1.1)

where µeg = �e| d̂ |g�. In order to transform the Hamiltonian into a time-independent one, as a
first step one performs a unitary transformation into the interaction picture with Û = e−iωσ̂z/2

with σ̂z = |e� �e| − |g� �g|. Since the Schrödinger picture and the interaction picture coincide
for the first term in the Hamiltonian, the transformation is effectively only applied to ĤI as
Û †ĤI Û . Applying now the rotating wave approximation, i.e. ∆ = ω − ω0 � ω + ω0, and
transforming back to the Schrödinger picture the Hamiltonian reads

ĤL ≈ −�∆

2
|e� �e|− �Ω(x)

2
|e� �g|− �Ω

∗(x)
2

|g� �e| , (1.2)

where Ω(x) =
µegE0(x)

�
denotes the Rabi frequency. The effect of the atom-light interaction

results in the following eigenvalues E± = −�∆±�
√
Ω2+∆2

2 , leading to a positive (negative) energy

shift E(2) = ±�Ω2

4∆ for the ground (excited) state in the limit of large detuning as compared to
the Rabi frequency. This is known as the quadratic AC-Stark shift. Specifying now the spatial
extension of the electric field, we obtain in the case of a standing wave a periodic energy shift

E
(2)
g =

�Ω2
0

∆
sin2(kx) for the ground state of the neutral atom, with k being the laser wavevector

and Ω(x) = 2Ω0 sin(kx). This energy shift can be interpreted as a lattice potential for the
neutral ground state atom such that a single atom being subject to it comprises the following
Hamiltonian

Ĥ0 = − �
2

2m

d2

dx2
+ V0 sin

2(kx), (1.3)

where the lattice depth V0 can be tuned by the electric field amplitude E0 as well as the detuning
∆.

Bose-Hubbard model - Considering many particles which are subject to a lattice potential
one needs to introduce interactions among the atoms. For ultracold bosonic atoms the latter can
be modeled by an s-wave contact interaction of the type UI(x, x

�) = gδ(x− x�), where positive
(negative) coupling strengths g correspond to repulsive (attractive) interactions between the
respective atoms. In second quantization the Hamiltonian for many interacting atoms in a
periodic potential reads

Ĥ =

�

dxΨ̂†(x)
�

− �
2

2m

d2

dx2
+ V0 sin

2(kx)
�

Ψ̂(x) + g

�

dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x), (1.4)

9
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where Ψ̂(x) is the bosonic field operator and g = 4π�2as
m with the s-wave scattering length

as [214]. Typically such a Hamiltonian is treated by mapping it to a Bose-Hubbard model.
While the original Hubbard model [35] has been introduced in order to describe the behavior of
strongly correlated electrons, being then applied to a plethora of solid state physics problems,
replacing electrons by ultracold bosons allowed for a direct implementation of a Bose-Hubbard
model in experimental setups.

In the following let us briefly discuss the derivation of the Bose-Hubbard model starting from
a continuous lattice potential in Eq. 1.4. For this purpose it is necessary to recapitulate the
eigenstates of Eq. 1.3, which are given by the Bloch functions φn

k(x). The indices k and n denote
the quasi-momentum and the band index, respectively 1. Increasing the lattice depth increases
the band gap between the first and second band 2. This eventually prohibits excitations into
higher bands, in particular the second one, for low-energy excitation processes. Hence, we
are able to restrict ourselves to an effective Hamiltonian in a subspace spanned by lowest band
eigenvectors. Since the Bloch functions are delocalized over the lattice geometry, it is convenient
to construct a basis set using the Bloch functions which exhibits maximally-localized states with
respect to the lattice sites, i.e. Wannier states [215–218]. In one dimension it has been proven
that such a basis can be uniquely constructed by choosing the relative phases between the Bloch
states appropriately [219]. The localization width of the Wannier states depends on the lattice
depth.

We will now expand the bosonic field operators in the basis of the Wannier states of the
lowest band by Ψ̂(x) =

�

i âiwi(x), where wi(x) denotes the respective Wannier state at site i.
This expansion transforms the Hamiltonian in Eq. 1.4 to the well-known Bose-Hubbard model

ĤBH = −J
�

�i,j�
â†i âj +

U

2

�

i

n̂i(n̂i − 1). (1.5)

Here, the assumption that the lattice depth V0 is large, such that the Wannier states are
highly localized within each well, leads to the fact that they do not overlap significantly. This
tight-binding approximation restricts the creation (â†i ) and annihilation (âi) of bosons only

to neighboring sites, indicated by �i, j�, with a hopping strength J =
�
dxw∗

i (x)(− �
2

2m
d2

dx2 +
V0 sin

2(kx))wj(x). The on-site interaction which can be either attractive or repulsive is given
by U = g

�
dx|wi(x)|

4. In the derivation of ĤBH usually the term
�

i

�
dx|wi(x)|

2(− �
2

2m
d2

dx2 +

V0 sin
2(kx))â†i âi is neglected since it solely describes a global energy offset. From Eq. 1.5 we

can deduce that bosons are able to lower the system’s energy by delocalizing along the lattice.
However, two particles occupying the same site raise the system’s energy by U for repulsive
on-site interaction. As can be seen from their definition, U and J can be manipulated by
varying the lattice depth. While the increase of V0 leads to higher barriers and thus reduces
J , it increases U due to a stronger localization of the Wannier states. Moreover, U can be
additionally tuned by changing the interaction strength g.

The Bose-Hubbard model has successfully predicted the essence of the insulator-superfluid
transition, thereby rising to prominence. Such a quantum phase transition has also been realized
in the context of ultracold bosonic atoms. This transition is based on the presence of two distinct
phases depending on the ratio of the hopping amplitude and the on-site interaction. Focusing
on the case of an ideal gas where U = 0, the system is only subject to a hopping of the particles,
and thus favors delocalization. Consequently, the energy is minimized for all particles occupying

1For finite-size lattices k is a discrete quantum number within each band and the corresponding eigenstate is

degenerate with respect to ±k.
2For discrecte lattices also the energetic gap between eigenstates of different k decreases for fixed n.
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the energetically lowest-lying Bloch state with k = 0. The ground state is therefore given by a
product state

|ΨSF � =
�

i

φn=1
k=0(xi), (1.6)

with xi denoting the spatial degree of freedom of the ith atom, leading to the system being
superfluid (SF) in this regime. In the opposite regime for J = 0 the system is no longer domi-
nated by a delocalization of the atoms. Instead, assuming commensurate filling of the lattice,
the energy is minimized for each particle occupying one well separately and as a consequence
the system becomes a Mott insulator (MI). Placing two particles in the same lattice site would
increase the energy by U for U > 0, thereby denoting an excited state. The ground state can
be again described by a symmetrized product state

|ΨMI� =
�

i

â†i |vac� , (1.7)

where each particle occupies a different Wannier state.

Naturally, the Bose-Hubbard model applies only to a small range of setups since the single
band approximation is often insufficient to describe all the intrinsic processes in a system.
For example, for strong interaction strengths g as well as shallow lattices contributions from
higher bands are expected to be non-negligible. In these cases the Bose-Hubbard model can
be extended such that hopping and on-site interaction between different bands is taken into
account. Therefore, also the respective hopping amplitudes and on-site interaction strengths
are modified. Moreover, in the case that interactions among the particles are not of contact
but long range type, interactions are likely to appear at least between next neighbors of the
type

�

�i,j� Vijn̂in̂j . The solution of Bose-Hubbard models has been tackled utilizing analytical
and numerical approaches ranging from mean-field theories, renormalization group techniques
[220–223] and Monte Carlo methods [162, 224].

1.2 The Gross-Pitaevskii equation and mean-field approximations

Let us consider an ultracold dilute atomic gas of large particle number confined in an external
potential Vext(x). We assume that the dominant interaction processes are of two-body character
such that we can neglect three-body processes. The occurrence of a Bose-Einstein condensation
can be attributed to the fact that one single-particle eigenstate |φ� becomes macroscopically
occupied, which in the ideal case includes all atoms in the system. This results in the system
being approximately described by the wave function

Ψ(x1, ..., xN , t) =

N�

i=1

φ(xi, t), (1.8)

with xi denoting the spatial degree of freedom of the ith atom. Since we are assuming to be
in the ultracold regime the interaction among the particles is well approximated by a contact
interaction V (x − x

�

) = gδ(x − x
�

). Employing the ansatz for the wave function in Eq. 1.8 in
order to compute the energy functional we arrive at the following expression

E[Φ] =

�

dx
�

− �
2

2m
Φ
∗(x, t)

d2

dx2
Φ(x, t) + Vext(x)|Φ(x, t)|

2 +
g

2
|Φ(x, t)|4

�

, (1.9)

where Φ(x, t) =
√
Nφ(x, t) is the renormalized single particle wave function. Employing now

the variational principle i�∂Φ(x,t)
∂t = ∂E

∂Φ∗ for the energy density functional we arrive at the
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famous Gross-Pitaevskii equation [4, 5, 225, 226]

i�
∂Φ(x, t)

∂t
=

�

− �
2

2m

d2

dx2
+ Vext(x) + g|Φ(x, t)|2

�

Φ(x, t). (1.10)

This reduces the many-body problem to a single-particle one where all process are governed
by the behavior of a single orbital. Eq. 1.10 has the form of the Schrödinger equation except
for a nonlinear term that takes into account the interaction between the particles. While the
Gross-Pitaevskii equation describes an ideal Bose-Einstein condensate, weak excitations can be
introduced by applying the Bogoliubov theory [227–236]. To this end one linearizes the wave
function by adding small perturbations δΦ and expands Eq. 1.10 while neglecting quadratic
terms. Diagonalizing the resulting Hamiltonian using the Bogoliubov transformation one is
able to retrieve the elementary excitations of a Bose-Einstein condensate. The corresponding
dispersion relation exhibits a linear behavior for small momenta and a quadratic one for large
momenta. We note that the treatment of a many-body system within a mean-field theory
works remarkably well for the large particle number limit, whereas in few-body systems strong
deviations from this theory are to be expected as one introduces significant potential quantum
depletion. Applications of the Gross-Pitaevskii equation can be found in various research areas,
including in particular the description of the excitation and interaction of dark [237–239], bright
[240, 241] and dark-bright solitons [242–245] as well as vortices [246–251] in higher dimensions.

The idea behind the Gross-Pitaevskii equation can be also employed in the case of a weakly
interacting mixture of bosonic species A and B. In such a setup we can approximate the system
by

Ψ(x1, ..., xN , t) =

NA�

i=1

φA(xi, t)

NB�

j=1

φB(xj , t), (1.11)

if the interactions among the atoms of each species as well as between the species are weak.
Computing now the energy functional for the mixture and applying the variational principle
leads to a pair of coupled Gross-Pitaevskii equations

i�
∂ΦA(x, t)

∂t
=

�

− �
2

2mA

d2

dx2
+ V A

ext(x) + gAA|Φ
A(x, t)|2 + gAB|Φ

B(x, t)|2
�

Φ
A(x, t),

i�
∂ΦB(x, t)

∂t
=

�

− �
2

2mB

d2

dx2
+ V B

ext(x) + gBB|Φ
B(x, t)|2 + gAB|Φ

A(x, t)|2
�

Φ
B(x, t),

(1.12)

where Φ
σ(x, t) =

√
Nσφ

σ(x, t) is similarly renormalized. Apart from a nonlinear term that is
due to the intraspecies couplings gAA and gBB in each equation an additional nonlinear term
appears as a result of the interspecies coupling with a strength of gAB.

It is possible to extend the Gross-Pitaevskii mean-field theory by considering a time-dependent
multi-orbital mean-field ansatz [252–254]. As such the many-body state is assumed to be a single
bosonic number state

|Ψ(t)� = |n1, n2, ..., nL�t . (1.13)

Here, ni denote the occupation of the ith variationally optimized time-dependent single-particle
orbital. Consequently, one is able to consider situations in which not all particles reside in the
same single-particle state, instead allowing for the condensate to be fragmented. Nevertheless,
one should note that the correlations which are introduced are solely due to the exchange
symmetry of the bosons.

12



1.3 Including correlations beyond the mean-field approximation

1.3 Including correlations beyond the mean-field approximation

So far in Eq. 1.8 and Eq. 1.11 we have assumed that the intra - and interspecies interactions
of the system are weak such that the system can be approximated by a product state ansatz
within each species and between them. However, such an assumption is only valid for a small
range of possible interactions in the system. Therefore, generally a more complex structure of
the system’s wave function |Ψ� has to be assumed, which we refer to as a correlated state.

Let us begin by formulating the general wave function of a binary mixture as

|Ψ� =
M�

i=1

�

λi |Ψ
A
i � |ΨB

i � . (1.14)

Here, we have used the Schmidt decomposition [255–257] in order to contract the expansion to a
single sum with orthonormal species wave functions |Ψσ

i �. The coefficients λi in decreasing order
denote the entanglement between the species with

�M
i=1 λi = 1. In the case of λ1 = 1 the system

is described by a single interspecies product state, implying that the species are not entangled.
However, in contrast to Eq. 1.11 each species function may be composed of a superposition of
several product states. In order to obtain the degree of interspecies entanglement we usually
determine the species density matrices

ρ̂A = Tr0,NB

�

|Ψ� �Ψ|
�

=

M�

i=1

λi |Ψ
A
i � �ΨA

i | ,

ρ̂B = TrNA,0

�

|Ψ� �Ψ|
�

=
M�

i=1

λi |Ψ
B
i � �ΨB

i | .

(1.15)

Here, we perform a trace TrP,Q over the P particles of the A-species and the Q particles of the
B-species. Consequently, the species functions appearing in the expansion of the wave function
Ψ (Eq. 1.14) coincide with the eigenvectors of the species density matrices (Eq. 1.15), while λi

describe the interspecies correlations.

Having analyzed the correlations between the species, in the next step one can ask for the
correlations among particles of each species and their impact on the single particle level. For this
purpose, one additionally traces out all atoms except for one of the respective species starting
from the species density matrices. This yields the one-body density matrix of the corresponding
species

ρ̂
(1)
A = TrNA−1,NB

�

|Ψ� �Ψ|
�

=
�

i

nA
i |ΦA

i � �ΦA
i | ,

ρ̂
(1)
B = TrNA,NB−1

�

|Ψ� �Ψ|
�

=
�

i

nB
i |ΦB

i � �ΦB
i | .

(1.16)

In the last step we have written the one-body density matrix as a spectral decomposition with
eigenvectors |Φσ

i � (natural orbitals) and eigenvalues nσ
i (natural populations) [258–260]. For

nσ
1 = 1 one recovers the Gross-Pitaevskii solution (Eq. 1.10) and as a result species σ is referred

to as condensed. Deviations from the condensate fraction can be captured by the depletion
1−nσ

1 which is used to judge the validity of the mean-field Gross-Pitaevskii approximation. As
soon as more natural orbitals are significantly occupied one speaks of a fragmented state and
intraspecies correlations which cannot be described by the Gross-Pitaevskii ansatz. Therefore,
other methodological approaches are needed in order to treat systems with inherent intraspecies
and interspecies correlations that go beyond mean-field approximation.
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1.4 Methodological approach: ML-MCTDHX

The strong control over the system parameters in the field of ultracold atoms, such as the in-
teraction strength, the various trapping potentials as well as the dimensionality to name a few,
allows to enter highly correlated regimes which cannot be treated in a single particle frame-
work. Hence, highly sophisticated computational methods are needed in order to compute the
spectrum of such regimes or to track their nonequilibrium dynamics. The most direct approach
is given by the exact diagonalization [261] which relies on representing and diagonalizing the
Hamiltonian in an adequate many-body basis. Other methods include for example density ma-
trix renormalization group techniques [220–223], Monte Carlo methods [162, 224], variational
methods [152] and perturbative approaches.

In our studies we employ the Multi-Layer Multi-Configuration Time-Dependent Hartree
method for atomic mixtures (ML-MCTDHX) [262–264] which is a variational approach. This
method has its origins in the Multi-Configuration Time-Dependent Hartree method (MCTDH)
[265–267] which has been developed for the investigation of the wave packet dynamics in molec-
ular systems. Here, the degrees of freedom are distinguishable such that the wave function can
be directly decomposed as a product of these. However, in the case of bosons and fermions there
is permutation symmetry that needs to be accounted for. MCTDH has been modified to handle
indistinguishable particles, namely MCTDHB and MCTDHF [268–270], respectively, employing
a (anti-) symmetrized product state basis (number or Fock states) [271, 272]. MCTDHB has
turned out to be very powerful in the case of ultracold bosonic systems [95, 273–292]. Based
on the multi-layer variant of MCTDH, i.e. ML-MCTDH [293–296], ML-MCTDHX has been
recently developed in order to treat bosonic and fermionic mixtures. Let us note that recent
progress has been made for dynamical pruning of the wave function configurations [297, 298].
Apart from allowing for a high flexibility in the investigation of atomic mixtures, the multi-
layer architecture effectively reduces the number of states that are needed in order to treat
the system correctly. So far this method has been efficiently applied for unraveling the ground
state properties as well as the nonequilibrium dynamics of Bose-Bose [169, 170, 185, 299–305],
Bose-Fermi [179, 205, 306] and Fermi-Fermi [307–310] mixtures including also specific internal
degrees of freedom, such as spin components. Recently, in [[7]] the investigations have been
even extended to triple mixtures paving the way for a completely new class of systems.

1.4.1 Wave function ansatz for mixtures

ML-MCTDHX is a variational method which is able to take all the necessary correlations into
account and therefore allows for going beyond the lowest-band and tight-binding approximation
for lattice systems and beyond the Bogoliubov approximation for Bose-Einstein condensates.
Within ML-MCTDHX one has access to the complete many-body wave function which allows us
consequently to characterize the underlying system in detail. Besides investigating the quantum
dynamics it allows us to calculate the ground (or excited) states by using (improved) relaxation,
thereby being able to uncover also possible degeneracies of the involved many-body states. Stan-
dard approaches for solving the time-dependent Schrödinger equation rely on constructing the
wave function as a superposition of time-independent number states with time-dependent co-
efficients. Instead, the ML-MCTDHX approach considers a co-moving time-dependent basis,
such that in addition to time-dependent coefficients the single particle functions spanning the
number states are also time-dependent. This leads often to a significantly smaller number of
basis states that are needed to obtain an accurate expansion, eventually reducing the computa-
tion time and thereby rendering the treatment of mesoscopic systems feasible. The multi-layer
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structure of the wave function allows us to uncover and characterize inter- and intraspecies
correlations in the system under investigation.

In general, a mixture of K different species is determined by states of a Hilbert space
H = Hσ1 ⊗ ... ⊗ HσK , where σi denotes the label of species K. For a binary mixture this
leads to an expansion of the system’s wave function in a truncated Hilbert space as |Ψ(t)� =
�MA,MB

i,j Aij(t) |Ψ̃
A
i (t)� |Ψ̃B

j (t)�. We are able to restrict the expansion over a single sum by
applying a singular value decomposition, commonly known as the Schmidt decomposition [255–
257]. The total many-body wave function |Ψ(t)� is then represented by M = min (MA,MB)
species functions |Ψσ

i (t)� of species σ

|Ψ(t)� =
M�

i=1

�

λi(t) |Ψ
A
i (t)� |ΨB

i (t)� . (1.17)

Here, the Schmidt coefficients
√
λi, in decreasing order, provide information about the degree

of population of the ith species function and thereby determine the degree of entanglement
between the species. Furthermore, the species wave functions |Ψσ

i (t)�, describing an ensemble
of Nσ bosons, are expanded in a set of permanents

|Ψσ
i (t)� =

�

�nσ |Nσ

Cσ�n(t) |�n
σ; t� , (1.18)

where the vector �nσ = (nσ
1 , n

σ
2 , ...) denotes the occupations of the mσ time-dependent single-

particle functions of the species σ. The notation �nσ|Nσ indicates that for each |�nσ; t� we require
the condition

�

i n
σ
i = Nσ, resulting in

�
Nσ+mσ−1

mσ−1

�
number state configurations. The underlying

single-particle functions are typically represented by a finite number of time-independent states
in a discrete-variable representation [311–313]. The time propagation of the many-body wave
function is achieved by employing the Dirac-Frenkel [314–317] variation principle �δΨ| (i∂t −
H) |Ψ� with the variation δΨ. A detailed derivation of the resulting equations of motion can be
found in [264].

Let us note that in the case of triple mixtures the system’s wave function cannot be described
within a Schmidt decomposition and is rather given by

|Ψ(t)� =
MA,MB ,MC�

ijk=1

Aijk |Ψ
A
i (t)� |ΨB

j (t)� |ΨC
k (t)� , (1.19)

where the coefficients Aijk account for interspecies correlations. Here, the entanglement can be
defined between a single species and the bipartite system composed of two species. As such, the
entanglement between the A species and the two species B and C is defined by the eigenvalues
of the matrix A with the matrix elements Aij =

�

kl AiklA
∗
jkl.

1.4.2 Convergence and approximate limiting cases

In general, in many-body physics one encounters the problem of a Hilbert space growing expo-
nentially with the number of particles and orbitals. In some limiting cases, e.g. when considering
weak interactions among the constituents of a system, mean-field approaches such as the Gross-
Pitaevskii approximation can be applied. However, one should note that also these theories only
approximate the solution of the system under investigation. ML-MCTHDX offers an enormous
flexibility for the treatment of many-body systems, while suffering like all particle-correlation
based ab-initio methods from the size of the Hilbert space. For this reason one needs to be
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careful when performing a truncation of the Hilbert space in order to arrive at an expansion of
the wave function which is a good approximation to the exact solution. Since the expansion is
done on many layers the configuration space is controlled by the tuple C = (M,mA,mB, nDV R)
for binary mixtures. Let us note that this becomes even more involved in the case of a triple
mixture, where the tuple extends to C = (MA,MB,MC ,mA,mB,mC , nDV R) as the Schmidt
decomposition can no longer be employed. For the sake of argumentation we will now discuss
the case of a binary mixture.

As already discussed, M denotes the number of species functions appearing in the Schmidt
decomposition in Eq. 1.14, whereas mσ refer to the number of single-particle functions of the
species σ. In the last step each single-particle function needs to be expanded in a discrete-
variable representation, where nDV R gives the number of employed primitive functions. As a
result of this layering ML-MCTHDX is able to cover the Gross-Pitaevskii mean-field limit by
setting M = mA = mB = 1 as well as the limit of the full configuration-interaction. The latter
describes the case of Mσ =

�
Nσ+mσ−1

mσ−1

�
, while the number of single-particle functions equals the

size of the discrete-variable representation, i.e. mσ = nDV R.

Another typical limit is given by the species mean-field approximation, where one restricts
the wave function to a single product state of the species functions, i.e. M = 1. This ansatz
prohibits entanglement between the species but allows for intra-particle correlations to appear.
The latter can be a result of the interactions among the particles of each species as well as
interactions between the species, even when interspecies entanglement is neglected. When
studying a many-body problem one uses this approximate ansatz in order to illuminate the role
of interspecies correlations when comparing to a converged solution which includes interspecies
entanglement.

In order to obtain the exact many-body wave function it would be desirable to employ the full
configuration-interaction expansion. However, in most cases this is computationally prohibitive,
such that one needs to find an optimal truncation between the configuration-interaction and
the Gross-Pitaevskii mean-field approximation. Typically one chooses the number of species
functions smaller than the size of the respective number state space, M �

�
Nσ+mσ−1

mσ−1

�
, and the

number of single-particle functions smaller than the size of the discrete-variable representation
mσ � nDV R. Note that in contrast to an exact diagonalization this does not suffer from the
restriction to a specific single-particle basis since here the basis is variationally optimized on
all layers. As a result the representation of the many-body state becomes very efficient when
considering as few relevant coefficients as possible, but trying to capture all relevant correlations
at each time step.

We are able to control the convergence of a simulation by systematically increasing the con-
stituents of the tuple C = (M,mA,mB, nDV R) and comparing the respective observables of
interest such as the energy and the one-body densities of the species for each tuple. The nat-
ural populations nσ

i as well as the Schmidt coefficients
√
λi are also valuable quantities when

analyzing the convergence of a many-body simulation. In this sense one aims at an exponen-
tial decay of nσ

i and λi with index i of the species functions and the natural orbitals with the
lowest occupation being below 1%. This ensures that adding more species or single-particle
functions does not result in a potential significant contribution of the new ones, such that they
can be safely neglected. As such the lowest populated species and single-particle functions play
a minor role for the description of the wave function and one can assume to have provided
a sufficiently large basis set, which incorporates all relevant physical phenomena, while the
quantitative differences are controlled to be below the desired number of decimal points.
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1.5 Effective potentials and number state analysis

Employing ML-MCTDHX one has access to the whole many-body wave function which is
expanded on several layers. However, this object is usually high-dimensional since it depends
on several degrees of freedom for many particles and as such it cannot be directly visualized.
In order to overcome this and infer information from the wave function one possible way is
given by analyzing reduced quantities such as the expectation values �Ô1� and �Ô2� of one-
body and two-body observables, respectively. In order to compute these it is sufficient to utilize
the respective one - and two-body density matrices and performing a trace over the remaining
degrees of freedom. Let us explicate this in the case of a binary mixture for observables which
act solely on the subspace of species A where the expectation values read

�ÔA
1 � = Tr1,0

�

ÔA
1 ρ̂

(1)
A

�

�ÔA
2 � = Tr2,0

�

ÔA
2 ρ̂

(2)
A

�

,
(1.20)

where ρ̂
(2)
A = TrNA−2,NB

�

|Ψ� �Ψ|
�

denotes the two-body density matrix of species A similarly

defined as in Eq. 1.16. In addition, it is of immediate value to determine the one- and two-body
densities which are the diagonal elements of the respective matrices (or tensors) with respect

to the eigenstates of the position operator. In this sense, the one-body density ρ
(1)
A (x) yields

the probability of finding a particle of species A at position x, while the two-body density
ρ
(2)
A (x1, x2) represents the probability of measuring one particle of species A at position x1 and

another one at position x2. Similarly, one can define such a probability for one particle of species

A and another one of species B using ρ̂
(2)
AB = TrNA−1,NB−1

�

|Ψ� �Ψ|
�

. All of these quantities

can provide insights into the behavior of the system under investigation, but suffer from being
restricted to one or two particles.

In order to gain access to a microscopic characterization of the many-body wave function
one needs to go one step further and analyze the number state basis in which the latter is
expanded. One should note that in ML-MCTHDX the underlying basis of the wave function
is time-dependent and variationally optimized which means that the single-particle functions
can be of arbitrary structure. As a result when considering the occupation of a single-particle
function it is not clear how the latter relates to physically motivated basis functions such as
e.g. the eigenfunctions of the harmonic oscillator. Nevertheless, it is possible to probe the
probability of finding the system’s many-body wave function |Ψ� in a number state |�nA� |�nB�
by building the projection P (|�nA� |�nB�) = | �Ψ|�nA� |�nB� |2. Naturally, the underlying single-
particle functions of the number states are chosen such that they relate to the system at hand.
Hence, it is convenient to choose Bloch or Wannier functions when one of the species is trapped
in a lattice geometry, whereas for harmonically confined particles Hermite polynomials would
be an adequate choice.

Even though this straightforward approach is usually insightful, it does not always yield
an appropriate basis representation, i.e.

�

�nA|NA,�nB |NB
P (|�nA� |�nB�) < 1. This happens in

particular for dynamical processes in binary mixtures. In these cases, it is useful to employ a
more sophisticated single-particle basis for building the number states. For this purpose, we
construct an effective potential for species σ which takes into account the density distribution of
the other species. The derivation of the effective potential is based on the assumption that the
two species are not entangled, i.e. they can be described by a single product state. However, let
us note that this can be also applied for systems in which entanglement is non-negligible since
we employ the effective potential only as a tool in order to describe the full system in terms of
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the eigenstates associated with the effective potential. Assuming now a product state ansatz
|Ψ� = |ΨA� |ΨB� for a system described by the Hamiltonian Ĥ = ĤA+ ĤB + ĤAB it is possible
to reduce the action of the Hamiltonian on the wave function to an effective description for
|ΨA� by projecting with |ΨB� from the left resulting in

�

ĤA + �ΨB| ĤB |ΨB�+ �ΨB| ĤAB |ΨB�
�

|ΨA� = E |ΨA� . (1.21)

Here, the term �ΨB| ĤB |ΨB� can be attributed to the energy of species B while �ΨB| ĤAB |ΨB�
can be understood as an effective Hamiltonian acting on species A.

In case the interspecies interaction can be approximated by a contact one with a strength
of gAB the latter reduces to a one-body potential of the form �ΨB| ĤAB |ΨB� = gABNBρ

(1)
B (x)

which takes into account the one-body density distribution of species B. The resulting effective
potential reads

Veff (x) = VA(x) + gABNBρ
(1)
B (x), (1.22)

where VA(x) denotes the trapping potential of the A species. ρ
(1)
B (x) is the one-body density

associated with the wave function obtained from a many-body simulation within ML-MCTDHX.
Therefore, it generally exhibits a complex structure.

Let us briefly discuss the role of the constituents which modify the trapping potential of
the A species. Increasing gAB or NB naturally leads to a stronger impact of the B species on
the effective potential experienced by the other species. However, one should note that under
this variation ρ

(1)
B (x) does not necessarily remain static, but may also change its distribution.

Moreover, the latter also depends on the parameters describing ĤB and as such there are
many possibilities to manipulate the effective potential Veff . As described above, the effective
potential serves as a tool for gaining insight into the microscopic processes underlying the actual
wave function representation while yielding eigenstates which are well adapted to the problem
at hand. Consequently, one may also employ it for describing highly entangled systems, even
though it is not guaranteed that it always provides an adequate basis set.
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2
Outline of the scientific

contributions

In this chapter, we summarize our scientific contributions published in Refs. [[1-7]]. More
detailed explanations may be found in the manuscripts provided in Chapter 3. All contributions
are based on the characterization of the ground state properties and non-equilibrium dynamics
of atomic mixtures subjected to various trapping potentials. In Refs. [[1-3]] the ground state
properties of lattice trapped impurities coupled to a Bose gas are studied, while we additionally
investigate the dynamical response of the respective many-body ground states upon quenching
the interspecies interaction strength in [[3]]. In Ref. [[4]] also the Bose gas is trapped in a lattice
geometry such that the whole system can be considered as a lattice trapped system doped with
impurities. A different quench scenario is considered in Ref. [[5]] where upon quenching the tilt
of the double well the tunneling dynamics of impurities in a double well immersed in a bath of
lattice trapped bosons is unraveled. A similar quench protocol is applied in [[6]], while here the
impurities are trapped in a displaced harmonic confinement. In [[7]] we extend the notion of
a binary mixture to triple mixtures where impurities are immersed in a harmonically confined
Bose-Bose mixture.

2.1 Lattice trapped impurities immersed in a Bose gas

The first four publications deal with one-dimensional binary systems comprised of lattice trapped
impurities which are immersed in a Bose gas (see Figure 2.1), while in [[4]] also the Bose gas
is subject to a lattice potential (see Figure 2.2). Upon variation of the system parameters,
e.g. the interspecies interaction strength and the lattice depth, the ground state properties as
well as the dynamical response after a sudden quench of the interspecies interaction strength
is investigated. We analyze the impact of inter - and intraspecies correlations on the system
properties and aim at establishing links to microscopic mechanisms. In particular, we employ
the projection onto fixed number state basis sets in order to characterize the many-body wave
function. Furthermore, we construct effective Hamiltonians and associated effective trapping
potentials in order to obtain an intuitive understanding of the observed phenomena. As a result,
we are able to get insight into the localization properties of the impurities due to the coupling
to the Bose gas as well as the dynamical response, which involves transport processes of the
impurity species.
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Chapter 2 Outline of the scientific contributions

Figure 2.1: (a) Sketch of the two-component mixture in [[1-3]]. The impurities (blue dots)
interact repulsively via an intraspecies contact interaction of strength gAA and via
an interspecies contact interaction of strength gAB with the atoms of the Bose gas
(red dots). The latter atoms in turn weakly interact via an intraspecies contact
interaction of strength gBB.

Correlation induced localization of lattice trapped bosons coupled to a
Bose–Einstein condensate [[1]]

In [[1]] we examine the ground state properties of a one-dimensional lattice trapped bosonic
species immersed in a Lieb-Liniger type gas [318–320], i.e. a Bose gas with periodic boundary
conditions. We note that the latter majority species is not subject to the lattice potential. In
this work we consider a triple-well in which NA = 3 non-interacting impurity atoms are trapped,
while the majority species consists of NB = 10 weakly interacting particles. Our main focus lies
on the pure impact of the majority species on the impurity atoms, which is why the impurity
atoms are chosen to be non-interacting.

We investigate the system’s ground state under variation of the lattice depth V0 and the
interspecies interaction strength gAB, with a focus on intra- and interspecies correlations. For
gAB = 0 the subsystems are disentangled and due to the impurities being non-interacting
each of them occupies the energetically lowest Bloch state, thereby being delocalized over the
whole lattice. An increase of the interspecies coupling strength leads to a disturbance of the
uncorrelated state, which we measure in terms of the natural populations, i.e. the eigenvalues
of the one-body density operator of the impurity species. For small gAB and V0 the most
populated natural orbital is only weakly depleted, whereas increasing gAB and V0 leads to a
stronger depletion. The depletion saturates towards large interspecies couplings and lattice
depths, which manifests itself in the occupation of two additional natural orbitals with an
equal population of 1/3. Additionally, this has an impact on the interspecies entanglement
which increases gradually, indicating that the system can no longer be described by a single
product state of species functions. By employing the two-body density of the impurity species
we observe that for small gAB and V0 the impurities are delocalized, such that the measurement
of one impurity does not impact the detection of the second one. In the correlated regime the
impurities localize in a single well due to an effective interaction mediated by the majority species
[177, 182, 200]. For small couplings gAB the mechanism of the transition can be understood in
terms of energetic arguments. Assuming a product state ansatz we determine the interspecies
energy of the system and divide by the number of particles NA and NB to obtain the interspecies
energy per particle. This energy is assumed to be used in order to excite a single impurity from
the energetically lowest Bloch state to one of the excited states in the first band. For small gAB
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2.1 Lattice trapped impurities immersed in a Bose gas

the parameters which provide the necessary interspecies energy for such a process correspond
to the region of transition from an uncorrelated to a correlated state, while for larger gAB this
simple model fails to describe the transition.

In order to gain deeper insight into the structure of the system’s many-body wave function
in the correlated regime, we project the latter onto number states. We construct the number
states based on the Wannier states of the lowest band for the impurity species, while the number
states of the majority species can be described by any underlying single-particle basis. In order
to characterize the transition to the correlated state we compute the probability of finding the
impurities in a specific number state configuration irrespective of the number states occupied
by the Bose gas. We find that the correlated state can be described by an equal superposition of
number states where all impurities occupy the same Wannier state. The corresponding one-body
density of the majority species function exhibits a minimum at the well where the impurities
cluster.

Finally, we introduce an effective Hamiltonian for the impurity species which contains an
induced interaction and an induced hopping term. This Hamiltonian is constructed by utiliz-
ing the Bogoliubov approximation for the Bose gas and subsequently applying the Nakajima
transformation [321]. We are able to identify an attractive on-site interaction as well as reduced
induced hopping terms in the correlated regime, indicating the localization of the lattice atoms.
Increasing the number of particles in the majority species to e.g. NB = 30 still results in the
transition from an uncorrelated to a correlated state, while the actual transition region is shifted
due to the alteration of the induced interactions.

State engineering of impurities in a lattice by coupling to a Bose gas [[2]]

We go a significant step beyond the scenario in [[1]] by including a repulsive intraspecies inter-
action strength among the impurities in [[2]]. This leads to a competition between the induced
long-range interaction which is mediated by the majority species [165, 166] and the repulsive
contact interaction among the impurities. By tuning the respective coupling strengths we aim
at manipulating the distribution of the impurities in the lattice geometry. In accordance with
[[1]] we examine the ground state of lattice trapped bosonic impurities which are interacting
repulsively via a contact interaction and are coupled to a majority species which is not trapped
in the lattice potential. Here, we consider NA = 4 impurities in a triple-well and NB = 10
weakly interacting majority species atoms. The dependence of the system’s ground state on the
boundary conditions is analyzed in detail.

As a first step we employ periodic boundary conditions and vary the lattice depth V0 and
the interspecies interaction strength gAB, while setting the intraspecies interaction strength
among the impurities gAA to a finite value. We analyze the obtained ground state by projecting
onto number states and thereby determine the probability of finding the impurity species in
a specific number state irrespective of the number state configuration of the majority species.
The number states for the impurities are constructed using a Wannier basis of the lowest band,
which is sufficient for a description of the underlying many-body wave function. We classify
the ground state by identifying four different regions depending on V0 and gAB. Similar to [[1]]
for small V0 and gAB all four impurities populate the energetically lowest Bloch state, leading
to their delocalization. Setting gAB to a small value and increasing the lattice depth, results
in a separate localization of three impurities in different wells with the one extra particle being
delocalized over all wells. The increase of gAB leads to two different regimes, being sensitive
to the lattice depth. For small V0 the repulsive interaction among the impurities is not able to
counteract the attractive induced interaction, leading to an accumulation of all impurities in a
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single lattice site, as in [[1]]. For large lattice depths and large interspecies couplings we observe
a pairwise localization of the impurities in adjacent wells, which indicates the long-range type
of the induced interaction. For the latter two regimes the ground state is threefold degenerate
(triplet) due to the translation symmetry as a result of the periodic boundary conditions.
Focusing now on the majority species we investigate its probability distribution with respect
to number states spanned by plane waves. In both regimes of large gAB excitations of up to
four particles are necessary to correctly describe the many-body state. The two regimes differ
with respect to the quantitative distribution of the respective number states, such that in case
of a pairwise impurity accumulation the k = 0 plane wave is less populated and higher particle
excitations are more dominant.

Fixing now the interspecies coupling as well as the lattice depth, we find a transition between
the previously observed impurity localization configurations as a function of gAA. Starting from
an accumulation of all the impurities in a single well for small intraspecies couplings, an increase
of gAA leads to a sharp crossover towards a pairwise accumulation. For large gAA we recover the
state where three impurities localize separately in different wells while the one extra particle is
delocalized over all three wells. The region of gAA in which the impurities accumulate pairwisely
can be controlled by varying the interspecies interaction strength. This behavior of the system’s
ground state allows for a clear and systematic way of implementing ground states with specific
impurity distributions.

Finally, we investigate the impact of the boundary conditions on our setup. For periodic
boundary conditions we already observed that the pairwise as well as the complete accumula-
tion of the impurities manifest themselves in a ground state triplet. In the case of hard wall
boundary conditions [322] the ground state exhibits a twofold degeneracy (doublet) for impu-
rities clustering in a single well, while for the pairwise localization we observe no degeneracy
anymore (singlet). In both cases the impurities distribute such that they favor localization in
the outer sites of the triple-well. Additionally, including a repulsive Gaussian potential for the
majority species in the middle of the box allows for changing the singlet into a doublet, where
the impurities tend to localize towards the center, and vice versa. In this sense, we are able to
address the states which are missing in the triplet when implementing solely hard wall boundary
conditions.

Interaction-induced single-impurity tunneling in a binary mixture of trapped
ultracold bosons [[3]]

Exploiting the possibility to engineer the localization properties of impurities as discussed in [[2]],
we explore the dynamical response of a system which exhibits a specific impurity distribution
upon a quench of the interspecies interaction strength. Specifically, we consider NA = 4 impurity
atoms trapped in a five well lattice with hard wall boundary conditions immersed in a majority
species of NA = 10, 30 particles which obeys the same boundary conditions but without the
lattice potential. Before turning to the dynamics we aim at getting an overview of the ground
state in dependence of the interspecies interaction strength gAB and the lattice depth V0.

Similar to [[1]] and [[2]] we extract information out of the many-body wave function by
projecting it onto number states and determining the probability of finding the system in a
specific number state of the impurity species irrespective of the number states occupied by
the majority species. The corresponding number states of the impurities are constructed with
a generalized Wannier basis of the lowest band [217, 218]. For large lattice depths and small
couplings gAB the impurities localize separately in different wells such that the central well is not
occupied. Increasing the interspecies interaction strength we observe a transition to a state with
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one two-impurity cluster in an outer well next to a single impurity and one impurity residing
along the opposite wall. For large gAB the impurities accumulate in pairs in adjacent sites in
the outer wells. The latter two regimes exhibit a twofold degeneracy with the corresponding
additional states given by the parity-symmetric counterpart.

For the dynamics we prepare our system such that the impurities accumulate in pairs in adja-
cent sites by choosing large lattice depths and interspecies couplings. Subsequently, we perform
a quench of the interspecies interaction strength to a lower value and track the dynamical re-
sponse of the system. Employing the one-body density of the impurity species we are able to
identify four different regimes depending on the post-quench interspecies coupling strength. In
case of weak quench amplitudes the impurities remain trapped in the initially occupied wells
and do not exhibit a response, while the majority species undergoes high-frequency oscillations.
For smaller post-quench gAB a tunneling process to the neighboring lattice site is initiated,
which leaves an imprint on the density distribution of the majority species due to the repul-
sive interspecies coupling on top of the high-frequency oscillations. Quenching to even smaller
values of gAB we are able to extend the tunneling of the impurities to the next neighboring
site. However, a quench to gAB = 0 does not affect the initial impurity configuration, leading
to stable two-impurity clusters in the course of time [61]. This is in stark contrast to a single
impurity trapped in an outer well interacting with a majority species, where such a quench
leads to an impurity transport to the opposite outer well. Additionally, this single impurity
will not tunnel under the presence of a finite post-quench interaction strength, emphasizing the
role of many-body processes in our many-impurity setup. In order to gain insight into how
many impurities actually tunnel to the neigboring sites, we invoke the probability of finding the
system in a specific number state of the impurity species irrespective of the states populated
by the majority species. Indeed, only a single impurity out of the initial cluster tunnels to
the neighboring site, while the remaining cluster remains mostly stable during the dynamics.
Quenching to even smaller interspecies couplings leads to a tunneling of that impurity to the
next-neighboring unpopulated well, such that an oscillation between this well and the previously
populated one occurs.

Focusing now on the role of the majority species, we similarly characterize the underlying
microscopic process by projecting onto the number states of the majority species. For this
purpose, we introduce single-particle functions which are tailored to the many-body problem
and take the effect of the impurities’ presence into account. Such an effective single-particle
Hamiltonian exhibits a potential which consists of the one-body density of the impurity species
(at t = 0) weighted by the prequench interspecies interaction strength and the number of
impurities, see Chapter 1.5. 1 While the transfer of the impurity to the neighboring site is
correlated with single-particle excitations of the majority species into the first and second excited
state with respect to the effective Hamiltonian, the impurity transfer to the next-neighboring
site induces two-particle excitations. The single-particle excitations are responsible for the high-
frequency oscillations observed in the corresponding one-body density of the majority species.
Turning now to the impurities again, we need to construct a many-body effective Hamiltonian
in order to extract the oscillation frequency of the one-body density, due to the rather strong
intraspecies interaction among them. The resulting frequency corresponds to a transition of a
single impurity to the first excited state within the effective Hamiltonian. Finally, we are able
to extend our results to the case of NB = 30 majority species atoms where it is still possible to
transfer the impurity species through the lattice, although the dynamical response in general
is changed due to the altered crossover diagram of the ground state exhibiting an additional
regime.

1Note that this single-particle picture is only applicable for weakly interacting majority species particles.
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Figure 2.2: Sketch of the two-component lattice trapped bosonic mixture in [[4]]. The majority
species atoms (blue dots) interact repulsively via an intraspecies contact interaction
of strength gAA and an interspecies repulsion of strength gAB with the bosonic
impurities (red dots). The latter atoms repulsively interact via an intraspecies
contact interaction of strength gBB.

Doping a lattice-trapped bosonic species with impurities: from ground state
properties to correlated tunneling dynamics [[4]]

In [[4]] also the majority species is subject to an external confinement. Consequently our system
consists of two bosonic species, i.e. an impurity species and a majority species, trapped in a one-
dimensional five-well lattice with hard wall boundary conditions. As a first step, we analyze
the ground state properties of the Bose-Bose mixture varying the lattice depth V0 and the
interspecies coupling strength gAB for NB = 1, 2 impurities and NA = 4, 5 majority species
atoms.

Fixing V0, we find that while increasing gAB the von Neumann entropy exhibits a growth up
to a specific value of the interspecies coupling strength, while any further increase leads to a
sudden reduction of the entropy close to zero. This manifests itself in the majority and impurity
species being localized over the whole lattice geometry for strong interspecies entanglement, i.e
large von Neumann entropy. The sudden reduction of the entropy corresponds to the majority
species forming a hole in one of the outer wells, localizing now only over the four remaining
wells, while the impurity occupies that specific hole. As a result, the two species undergo a
phase-separation [261, 277, 323] which can be understood as the formation of a particle-hole
pair [324]. This is accompanied by the formation of a two-fold degeneracy due to the parity
symmetry with respect to x = 0. Due to the repulsive interaction among the majority species
atoms, additionally they form a Mott insulator-like state on the four populated wells, thereby
avoiding each other. For two impurities a similar behavior can be recovered above a critical
lattice depth, leading to an accumulation of the impurities in a single outer well for large gAB.
Below that lattice depth the impurities are delocalized among two neigbouring outer wells and
are two-body correlated. Increasing the number of majority species particles to NA = 5, for
NB = 1, again the formation of a particle-hole pair can be recovered for large gAB, while the
additional particle of the majority species is delocalized over the four remaining lattice sites.

In a second step we prepare our system, for one as well as two impurities, in its ground state
for large gAB and V0, such that a particle-hole pair is formed. We aim at initiating the tunneling
dynamics of the two species by suddenly reducing the interspecies interaction strength. We find
a very controlled correlated tunneling dynamics, where the majority species tunnels such that
its particles avoid occupying the same lattice site. Moreover, we observe the effective transport
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of a particle-hole pair from one of the outer sites to the opposite one, while the stability of the
pair, i.e. the probability of measuring the particle-hole pair, strongly depends on the presence
of a finite coupling between the species. In this sense, it is necessary not to quench too strongly
in order to maintain a stable particle-hole pair. However, a quench that is too weak does not
allow for a transport of the initial particle-hole pair through the lattice. During the transport
we encounter a strong build-up of interspecies entanglement as well as correlations among the
majority species atoms due to the formation of a superposition of particle-hole pair states. The
latter are of the same structure as the initial state, but exhibit a localization of the impurity in
a different site, while the majority species atoms occupy the remaining four wells separately. In
the case of two impurities it is necessary to quench to lower interspecies interaction strengths
in order to achieve a transport of the impurities which are initially accumulated in a single
outer well. This also has an impact on the stability of the particle-hole pair, being strongly
reduced, and leads to a less structured development of correlations. During the transfer of
the impurities to the opposite outer well where they cluster again, the initially accumulated
impurities delocalize over next-neighbor sites, allowing them to be detected at the same site or
in adjacent ones.

2.2 Collisional dynamics of impurities with a lattice trapped bath

The following two works are dedicated to the collisional dynamics of impurities with a larger
species, referred to as the medium, which is trapped in a lattice geometry. The system is
prepared in its ground state for a finite interspecies coupling strength, while the dynamics is
initiated differently in each case. In [[5]] we apply an initial tilt to the double well in which the
impurity species is trapped and quench the tilt to zero (see Figure 2.3). In contrast to that, in
[[6]] the dynamics is triggered by initially displacing the harmonic confinement of the impurities
and quenching the displacement to the center of the trapping potential of the medium (see Figure
2.4). We are able to uncover dynamical response regimes depending on the interspecies coupling
strength by inspecting the one-body densities of the two species. In order to understand the
underlying microscopic processes we construct a time-averaged effective potential whose shape
already allows for an intuitive understanding. The corresponding eigenstates and Wannier
states serve as a very helpful tool to characterize the dynamics of the subsystems. Thereby we
are able to uncover the transport mechanisms of the impurity species which are a result of the
coupling to the majority species.

Entanglement-assisted tunneling dynamics of impurities in a double well
immersed in a bath of lattice trapped bosons [[5]]

In [[5]] we explore the tunneling dynamics of an impurity species in a double well which is
coupled to a lattice trapped majority species. The latter consists of NA = 8 interacting bosons
which experience a six-well lattice with hard wall boundary conditions, while the impurities are
subject to a double well with an additional linear tilt. We prepare the system in its ground
state for a fixed tilt and varying interspecies coupling strength gAB. This leads to the impurities
being localized in one of the wells, whereas the overlap of the two species strongly depends on
gAB.

We initiate the tunneling dynamics by quenching the tilt to zero, thus favoring the transport
of the impurities to the opposite well. Due to the repulsive coupling to the majority species
atoms the impurities collide with the latter species, which acts in general as a material barrier
[325, 326]. Thus, the impurities experience an effective potential being formed by the double well
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Figure 2.3: Schematic representation of our setup in [[5]] before (t = 0, left panel) and after the
quench (t > 0, right panel). The majority species (blue dots) resides in the lattice
potential. The impurities (red dots) are trapped in a double well potential with
an initially superimposed tilt. The quench is performed by setting the tilt to zero,
thereby quenching to a symmetric double well configuration.

and the material barrier which is expected to strongly alter the resulting transport. Indeed,
for a single impurity four different tunneling regimes of the impurity in dependence of the
interspecies interaction strength are encountered. For weak couplings the impurity undergoes
a rather complex tunneling process to the other site of the double well. It turns out that this
is a single-particle effect being caused by the strong initial tilt, such that it is also present
for two non-interacting species (gAB = 0). For larger gAB the impurity is strongly impacted
by the presence of the majority species. As such, the impurity has to overcome the material
barriers on top of the double well barrier in order to be transported to the opposite well.
Consequently, the impurity oscillates through the density maxima of the majority species and
being finally transported to the other site of the double well where it continues the initial
material barrier tunneling. In this sense, the tunneling of the impurity to the other site takes
place in a very controlled and systematic manner, in particular compared to the case of small
gAB. This material barrier tunneling is prolonged for larger interspecies coupling strengths such
that the impurity does not tunnel to the other well within the considered time interval. For
even larger gAB we observe a trapping of the impurity within the initially occupied site due to
the strong repulsion to the majority species, resulting in a self-trapping [292, 327]. In order to
emphasize the importance of interspecies entanglement for the observed tunneling dynamics, we
additionally perform calculations using a single product state of the two species as an ansatz.
We find major deviations with respect to the reported phenomenology employing a many-body
ansatz as soon as the entanglement between the species is non-negligible.

In order to characterize the underlying microscopic processes which take place during the dy-
namics we construct a time-averaged effective potential (TAEP). It is composed of the double
well potential and the one-body density of the majority species weighted by the interspecies in-
teraction strength and the number of particles NA and averaged over the total propagation time.
For weak couplings the TAEP resembles a double well structure while increasing gAB leads to
an additional substructure in the respective wells which intuitively explains the corresponding
material barrier tunneling. Increasing gAB further an asysmmetry develops in the potential
where a distinct maximum is strongly suppressed which finally leads to the trapping of the im-
purity in the initially occupied well. Constructing the generalized Wannier functions associated
with the TAEP and determining the probability for an impurity occupying one these functions
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Figure 2.4: Sketch of the setup under consideration in [[6]] at t = 0 (left panel) and after
quenching the confinement of the impurities (red dots) for t > 0 (right panel). The
harmonic potential of the impurities is initially displaced with respect to the center
of the double-well potential of the bosonic medium (blue dots).

during the dynamics, we are able to describe the transport process in detail. Considering two
weakly interacting impurities we are able to identify the previous four tunneling regimes. In this
context, it is natural to ask the question how the two impurities are transported, in particular
whether they tunnel together or separately. Indeed, we find that the transport process to the
opposite well is rather complex consisting of single particle and pair tunneling.

Many-body collisional dynamics of impurities injected into a double-well
trapped Bose-Einstein condensate [[6]]

Similar to [[5]], in [[6]] we consider a harmonically trapped impurity species that collides with
a medium of NB = 20 particles that is subject to a double well. Here, we initiate the dynamics
of the impurities by preparing the latter in a displaced harmonic oscillator and quenching it to
the center of the double well. In analogy to [[5]] we vary the interspecies interaction strength
gAB from strongly attractive to strongly repulsive and analyze the corresponding dynamical
response [168]. We encounter a very rich phenomenology for the different coupling strengths,
capturing five dynamical response regimes [170].

For strong attractive couplings the impurity is bound to a density maximum, performing
oscillations with a small amplitude, and thus does not completely penetrate the medium [159].
For less attractive couplings the impurity performs an effective tunneling from one density
maximum of the majority species to the other one, which is reminiscent of the tunneling in a
double well [292, 327]. In the region of small attractive and repulsive couplings the impurity is
able to pass through the bosonic gas due to the sufficiently small coupling strength. Hence, it
undergoes a dissipative oscillatory motion [169] which can be attributed to a continuous energy
transfer to the majority species. In this regime, we are able to describe the mean position of the
impurity employing the solution of a damped harmonic oscillator. Fitting the analytical solution
to our numerical results we are able to extract an effective damping constant, an effective
trapping frequency as well as the effective mass of the impurity. We find an increased damping
for increasing attractive and repulsive couplings in the region of small couplings which is due
to the enhanced influence of the medium, while the behavior of the trapping frequency can be
explained within an effective potential approach. Interestingly, the effective mass decreases with
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increasing absolute values of the interspecies coupling. This can be explained in terms of the
accumulation of the impurity’s density in the trap center such that effectively the impurity mass
contributing in the oscillatory motion is reduced . Increasing gAB further a spatial localization
of the impurity in the center of the harmonic confinement, and thus between the density maxima
of the bath, occurs. For very large interspecies interaction strengths the impurity is reflected at
a density maximum of the majority species and is consequently not able to penetrate it due to
the strong repulsion. In all regimes the system exhibits non-negligible interspecies entanglement
which is maximized in the regime where the impurity is pinned and during the dissipative motion
of the impurity. In both regimes the entanglement saturates towards a finite value in the course
of time indicating the development of a steady state. In order to explicate the robustness of
the dynamical response regimes we vary different system parameters which are of immediate
interest. Changing the intraspecies interaction strength between the particles of the medium it
is again possible to realize the respective dynamical response regimes, while the corresponding
regimes are shifted with respect to the interspecies interaction strength. Additionally, a variation
of the initial displacement impacts the amplitude of the oscillation but leaves the regimes intact.

Employing the notion of a time-averaged effective potential, as introduced in [[5]], we are able
to classify the excitations of the impurity during the collisional dynamics. In particular, in case
the impurity is pinned in the center of the trap we find that it is excited into a superposition
of several eigenstates of the effective potential. However, judging from the corresponding one-
body density of the impurity these cannot be identified and can consequently be referred to
as hidden. Moreover, by analyzing the impurity species functions we unravel that the three
dominantly occupied ones correspond to the three energetically lowest eigenfunctions of the
effective potential. Finally, we extend our setup to the case of two non-interacting impurities,
employing the same quench protocol as for a single impurity. Analogously to a single impurity
we unravel five dynamical response regimes which are only slightly shifted with respect to the
system parameters. However, the regime corresponding to the effective tunneling of the impurity
for attractive interspecies couplings does not appear. Instead, the impurities localize at the two
density maxima of the majority species, while exhibiting small amplitude oscillations in the
course of time. As a showcase for the involved microscopic processes we focus on the case where
the impurities are bound to one density maximum of the majority species. For this purpose,
we determine the probability for one impurity occupying a specific eigenstate of the respective
effective potential, while the other impurity populates a different or the same eigenstate. Both
impurities predominantly occupy the energetically lowest eigenstate of the effective potential.
However, we observe that also single-particle excitations as well as two-particle excitations
contribute to the dynamics. Moreover, the intraspecies coupling strength among the medium
atoms is identified as an additional control parameter influencing the compressibility of the
latter and thereby its penetrability.

2.3 Highly imbalanced triple mixtures

The final work on which this cumulative thesis is based on focuses on the first detailed study
of the polaron problem when considering a bath consisting of two species. It also provides the
first application of ML-MCTDHX in the framework of a triple mixture setting.

Polarons and their induced interactions in highly imbalanced triple mixtures [[7]]

In [[7]] we investigate the emergent polaronic properties of impurities immersed in a correlated
one-dimensional Bose-Bose mixture (see Figure 2.5). The Bose-Bose mixture consists of two
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2.3 Highly imbalanced triple mixtures

Figure 2.5: (a) Sketch of a general harmonically confined triple mixture setup in [[7]]. The
bosonic atoms interact via a contact interaction of strength g

σσ
� with σ(σ�) ∈

{A,B,C}. Dashed lines indicate intraspecies interactions while solid lines repre-
sent interspecies interactions.

species A and B with equal masses mA = mB and NA = NB = 10 particles, while the results
also persist for larger NA, NB. NC = 1, 2 bosonic impurities are immersed in this cumulative
bath, while all species experience the same harmonic confinement. The generalization to such
a triple mixture setting allows for the impurities to couple either attractively or repulsively to
the individual hosts, thus offering an efficient platform for steering the polaronic properties.

We study this system by varying the impurity-medium coupling strengths gAC and gBC ,
which are of contact type, and compute the corresponding ground state. As a first step, we
compute the impurity residue [122] for a single impurity immersed in the cumulative bath and
find a broad peak of the residue with respect to gAC for all gBC . For strongly attractive or
repulsive gAC the residue decreases towards zero which indicates the decay of the polaron. The
strong repulsion leads to a phase-separation of the impurity with respect to its host, while
forming a shell structure, and thereby renders no dressing possible. On the other hand, for
strong attractions gAC the impurity either resides within both hosts for gBC < 0 or solely lies
within host A while B forms a shell structure for gBC > 0. Due to the variation of the coupling
strengths the polaronic residue peak can be flexibly controlled. Remarkably, for attractive
couplings gBC the quasiparticle character can be maintained for larger interaction strengths as
compared to the case of impurities immersed in a single component bath. Such a behavior is
also present for heavier impurities, where the baths are formed by the hyperfine states of 87Rb
and impurities are either 133Cs or 174Yb. Here, only minor deviations to 87Rb are found, which
manifest themselves in slightly larger (smaller) widths of the residue peak for gBC < 0 (gBC>0).

The presence of a binary host is also reflected in the polaron binding energy, being defined
as the energy difference due to the injection of the impurity. Similar, to the case of a single
component host the binding energy decreases towards attractive gAC and saturates for repulsive
gAC . However, we find a clear hierarchy of the binding energy in dependence of gBC , such that
for any gAC a decrease of the coupling gBC also leads to a reduction of the binding energy. As a
consequence, utilizing experimental radiofrequency schemes [184, 185], the respective polaronic
resonances are well distinguishable from each other. A similar behavior can be retrieved for a
larger cumulative bath of NA = NB = 50 particles. An intuitive understanding of the impurity’s
state can be gained when considering the associated effective potential. For weak impurity-
medium couplings it is adequately described within the effective potential approach (see Chapter
1.5) which transits from a double well to a deformed harmonic confinement depending on
the impurity-medium interaction strength. Accordingly, for stronger attractive or repulsive
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impurity-medium couplings an increasing number of excited states of the effective potential
start to contribute. Consequently, the effective potential is no longer an adequate description
and does not provide a proper description for the impurity immersed in a cumulative bath.

Turning now to the case of two impurities coupling to the Bose-Bose mixture, we also observe
a peak structure of the impurity residue. The effect of the additional impurity manifests itself
in the strong suppression of the residue for all impurity-bath couplings gBC as compared to the
case of NC = 1. For two impurities it is natural to investigate the relative distance in order
to infer from it the impact of the cumulative bath on the coalescence of the impurities. The
relative distance exhibits a decrease towards zero for attractive gAC and saturates towards a
finite value for repulsive gAC . For the latter these finite values lie close together in the case
of gBC ≥ 0, while saturating towards smaller values for gBC < 0. In order to gain insight
into the underlying microscopic process and in particular unravel whether indeed attractive
induced interactions are established, we investigate the two-body density of the two impurities.
For sufficiently attractive couplings to one of the hosts bipolaron formation can be observed
[301, 328], indicated by a suppression of the off-diagonal contributions in the two-body density.
In contrast, for repulsive gAC the impurities form a shell structure, exhibiting a slight elongation
towards the diagonal of the two-body density. By varying the coupling gBC to the other bath
it is possible to steer the strength of the induced interactions as well as the width of the shell.

30



3
Scientific contributions

31



32



3.1 Correlation induced localization of lattice trapped bosons

coupled to a Bose–Einstein condensate

33



           

PAPER • OPEN ACCESS

Correlation induced localization of lattice trapped

bosons coupled to a Bose–Einstein condensate

To cite this article: Kevin Keiler et al 2018 New J. Phys. 20 033030

 

View the article online for updates and enhancements.

Related content

The impact of spatial correlation on the
tunneling dynamics of few-boson mixtures
in a combined triple well and harmonic trap
Lushuai Cao, Ioannis Brouzos, Budhaditya
Chatterjee et al.

-

Beyond mean-field dynamics of ultra-cold
bosonic atoms in higher dimensions:
facing the challenges with a multi-
configurational approach
V J Bolsinger, S Krönke and P Schmelcher

-

Non-standard Hubbard models in optical
lattices: a review
Omjyoti Dutta, Mariusz Gajda, Philipp
Hauke et al.

-

This content was downloaded from IP address 134.100.110.200 on 03/04/2018 at 10:35

Chapter 3 Scientific contributions

34



New J. Phys. 20 (2018) 033030 https://doi.org/10.1088/1367-2630/aab5e2

PAPER

Correlation induced localization of lattice trapped bosons coupled to

a Bose–Einstein condensate

KevinKeiler1,3, SvenKrönke1,2 and Peter Schmelcher1,2

1 Zentrum fürOptischeQuantentechnologien, Universität Hamburg, Luruper Chaussee 149,D-22761Hamburg, Germany
2 TheHamburgCentre forUltrafast Imaging, Universität Hamburg, Luruper Chaussee 149, D-22761Hamburg, Germany
3 Author towhomany correspondence should be addressed.

E-mail: kkeiler@physnet.uni-hamburg.de and pschmelc@physnet.uni-hamburg.de

Keywords: correlations, Bose–Einstein condensate, impurities, optical lattice, induced interaction

Abstract

We investigate the ground state properties of a lattice trapped bosonic system coupled to a Lieb–

Liniger type gas. Ourmain goal is the description and in depth exploration and analysis of the two-

speciesmany-body quantum system including all relevant correlations beyond the standardmean-

field approach. To achieve this, we use themulti-configuration time-dependentHartreemethod for

mixtures (ML-MCTDHX). Increasing the lattice depth and the interspecies interaction strength, the

wave function undergoes a transition from anuncorrelated to a highly correlated state, which

manifests itself in the localization of the lattice atoms in the latter regime. For small interspecies

couplings, we identify the process responsible for this cross-over in a single-particle-like picture.

Moreover, we give a full characterization of thewave function’s structure in both regimes, using Bloch

andWannier states of the lowest band, andwe find an order parameter, which can be exploited as a

corresponding experimental signature. To deepen the understanding, we use an effectiveHamiltonian

approach, which introduces an induced interaction and is valid for small interspecies interaction.We

finally compare the ansatz of the effectiveHamiltonianwith the results of theML-MCTDHX

simulations.

1. Introduction

Nowadays, ultracold gases stand out due to the high degree of controllability, especially of trapping potentials

and inter-atomic interactions. Thereby, capturing the atoms of a gas by using lightfields allows for the

realization of a variety of even rather complexmany-body systems. Especially one-dimensional (1D) systems are

under intense investigation and showunique properties [1, 2]. Here, the inverse scaling of the effective

interaction strength to the density allows for entering the strongly correlated regime in the dilute regime [3, 4].

Moreover, the transversal confinement allows for a tuning of the interaction strength among the atoms via a so-

called confinement induced resonance [5]. Alternatively, the same effect could be achieved via an atom-

molecule Feshbach resonance [6]. This freedomof adjusting the interaction strengthmakes it feasible to

enhance the deviation from themean-field behavior of the bosons, in a very controlled and systematicmanner.

Therefore, 1Dultracold gases are particularly suited to access physical regimes, inwhich effective free theories

cease to be valid. Such strongly interacting Bose gases tend to be very sensitive to additional external trapping

potentials such as lattices [7, 8]. Here, aMott insulating state can be formed for arbitrarily weak lattice

amplitudes, in contrast to the conventional superfluid toMott insulator transition [9, 10].

Correlations can not only appear within one type of species, but in particular between different bosonic

species [11, 12], offering a rich phenomenology. Due to the fact that we add to the already present intra-species

interactions in the respective subsystems an interspecies interaction,mixtures show a plethora of intriguing

phenomena, such as pair-tunneling effects [13, 14] and paired superfluidity [15, 16]. Setups of impurities in a

bath can be viewed as such a speciesmixture, covering the aspectsmentioned above, and are a subject of ongoing

research. They have been studied in various cases, e.g. the transport and the related collisions of the impurity

OPEN ACCESS

RECEIVED

15December 2017

REVISED

15 February 2018

ACCEPTED FOR PUBLICATION

12March 2018

PUBLISHED

29March 2018

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

©2018TheAuthor(s). Published by IOPPublishing Ltd on behalf ofDeutsche PhysikalischeGesellschaft

3.1 Correlation induced localization of lattice trapped bosons coupled to a

Bose–Einstein condensate

35



through the bath [17] and correlation effects due to the entanglement of the species [18]. In particular, 1D

impurity-bath systems exhibit large interaction effects, bringing to lightmany peculiar phenomena [19–23]. In

addition, impurities in Bose–Einstein condensates (BECs) can be exploited as a quantum simulator for polaron

physics [25, 24, 26]. One of the first theoretical descriptions of polarons, including phonon clouds, was

introduced by Fröhlich [27]. Since then a lot of progress has beenmade in the limiting cases of weak [28, 29] and

strong electron–phonon coupling [30].While the ongoing theoretical study of 1Dpolarons [31–35] has

predicted a lot of intriguing properties, recent experiments [17, 23, 36, 37] havefinally opened the door to the

implementation of 1Dpolaronic systems, providing a deeper understanding of 1Dpolarons.When immersing

more than one impurity in the bath, an induced interaction among the polarons appears, which counteracts the

repulsive interaction among the impurities. The description in terms of polarons is in general ofmajor interest

for the understanding of the electron–phonon coupling in condensedmatter physics. In order tomanipulate

impurities in a controlled, systematic way in ultracold physics, it would be useful to load the impurities first in a

lattice, which is in turn inserted into the bath, since lattices allow for single-site excitation aswell as collective

excitations. To some extent, such a setup has been investigated in the tight-binding limit recently [38–40], where

the authors especially focussed on the behavior of the combined systems under the influence of increasing

temperature, e.g. the clustering of polarons in thewells of the lattice due to an attractive induced interaction in

dependence of the temperature.

In the present work, we focus on the role of interspecies correlations of lattice trapped atoms immersed in a

Lieb–Liniger gas, and in particular how it impacts the structure of themany-bodywave function. After a brief

description of the specific systemunder investigation, we present the phenomenology of the ground state as a

function of the lattice trap depth and interspecies interaction strength. Via the introduction of a correlation

measure, we can identify a cross-over diagram exhibiting a transition from anuncorrelated to a strongly

correlated state.We unravel the nature of the cross-over in an effective single-particle picture for small

interspecies couplings.Moreover, we give a full characterization of thewave function in the limiting cases of

weak and strong correlations. This enables us to derive and understand the properties of the ground state,

employing the structural form for the ground state wave function. Finally, we aim at describing the correlated

state using an effectiveHamiltonian approach [41], thereby introducing an induced attractive interaction

between the atoms trapped by the lattice, as well as an induced hopping.Wefind qualitative agreement with the

fullmulti-configuration time-dependentHartreemethod for bosonic (fermionic)mixtures (ML-MCTDHX)

calculations and identify theweak interspecies interaction regime, towhich this effective approach is applicable.

2. Setup,Hamiltonian andmethodology

Our system consists of bosons trapped in a 1D lattice with periodic boundary conditions, which is immersed in a

Lieb–Liniger-like gas [42–44] of a second species of bosons.We note that this setup lies within reach of current

experimental techniques, since beyond controlling the dimensionality, various trapping potentials for the atoms

can be achieved [45], including in particular 1D ring geometries.Moreover, it is possible to create an optical

lattice potential, which does not affect the Lieb–Linger gas by choosing the right laser wavelengths and atomic

species [46]. This allows for the creation of a two-component systemwith each species trapped individually on

the same ring geometry. In the following, the species trapped by a lattice potential will be denoted as theA

species, whereas the Lieb–Liniger-like gas refers to theB species. Furthermore, we introduce a coupling

Hamiltonian HAB
ˆ between the two species. Both subsystems are confined to a longitudinal direction, accounting

for the 1D character, and excitations in the corresponding transversal direction can be neglected. This finally

results in aHamiltonian of the form H H H HA B AB= + +ˆ ˆ ˆ ˆ . TheHamiltonian of theA species reads

H x x
m x

V kx L xd
2

d

d
sin , 1A

L

A0

2 2

2 0
2

ò c p c= - +
⎡
⎣⎢

⎤
⎦⎥ˆ ˆ ( ) ( ) ˆ ( ) ( )† /

where ĉ† is thefield operator of the lattice bosons,mA theirmass, k the number of wells in the lattice and L is the

circumference of the ring.We focus on the regime, where interactions among the lattice atoms can be neglected,

setting gAA=0. TheB species is described by theHamiltonian of the Lieb–Linigermodel

H x x
m x

g x x xd
2

d

d
, 2B
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B
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where f̂
†
describes thefield operator of the Lieb–Liniger gas atoms, g 0BB > is the interaction strength of the

two-body contact interaction among theB species andmB themass of theB species atoms.Moreover, we assume

equalmasses for the speciesmA=mB. The coupling between the species is given by

2
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Throughout thisworkweconsider a triple-well andwe focus on the scenario of small particle numberswith three

lattice atomsNA=3 and ten atoms in theLieb–Liniger gasNB=10. The interaction among the latter atoms is set

to a valuewhere the depletion is negligible in case of no interspecies coupling, i.e. gBB/ERλ=6.8× 10−3, with

E m2 2R A
2 2p l= ( ) being the recoil energy andλ=2L/k the optical latticewavelength. Therefore, we view the

Lieb–Liniger gas as a BEC, inwhich impurities of speciesA are immersed. Inparticular,we shall analyze the ground

state of the coupled system for different values of the repulsive interspecies interaction strength gAB and the lattice

depthV0.

Our numerical simulations are performedwith the ab initioML-MCTDHX [47–49], which takes all

correlations into account and therefore allows for going beyond the lowest-band and tight-binding

approximation for the lattice system and beyond the Bogoliubov approximation for the BEC.WithinML-

MCTDHXone has access to the completemany-bodywave functionwhich allows us consequently to derive all

relevant characteristics of the underlying system. Besides investigating the quantumdynamics it allows us to

calculate the ground (or excited) states. Compared to the standard approach for solving the time-dependent

Schrödinger equation, where one constructs thewave function as a superposition of time-independent basis

states with time-dependent coefficients, theML-MCTDHXapproach considers a co-moving time-dependent

basis on different layers in addition to time-dependent coefficients. This leads to a significantly smaller amount

of basis states that are needed to obtain an accurate description and eventually reduces the computation time.

Moreover, themulti-layering of themethod allows for a construction of the total wave function Yñ∣ , as sumof

species product states, using the Schmidt decomposition [50]

. 4
i

i A
i

B
iå lYñ = Y ñ Ä Y ñ∣ ∣ ∣ ( )

With the aid of this wave function decomposition, we are able to characterize and introduce interspecies

correlations in a controlled and systematicmanner. The case of a single contributing product state in the sumwe

call the speciesmean-field case, whereas deviations from it indicate interspecies correlations. The reader should

note that the speciesmean-field is not to be confusedwith theGross–Pitaevskiimean-field, which restricts the

orbitals in each subsystem to a single one. In contrast to that, subsystems in the speciesmean-field case are

allowed to carry arbitrary correlations andmay be described bymany contributing (optimized) orbitals.

3.Ground state transition

In the following, we investigate ground state properties of our system for different values of the lattice depth and

the interspecies interaction strength, strongly focussing on intra- and interspecies correlations, that appear

beyondmean-field. Thereby, we view theA species as an impurity species which is immersed into a

homogeneous background gas. In the case of gAB=0 both subsystems can be described separately and no

interspecies correlations appear in the system’s ground state. For the lattice atoms, thismeans that each atom

occupies the energetically lowest Bloch state, and is therefore delocalized, since gAA=0. Increasing the coupling
strength g 0AB > , disturbs this uncorrelated state. As ameasure for correlations, we consider the eigenvalues nAi
and eigenvectors nAiñ∣ of the one-body density operator

A
1r̂( ) of theA species4, i.e. the natural populations and

natural orbitals [51–53]. The one body-density operator is defined as the partial trace of the density operator

r = YñáYˆ ∣ ∣, Yñ∣ being the ground state wave function, over all particles except for one particle of theA species

n n nTr , 5
A N N

i

Ai Ai Ai
1

, 1B A år r= = ñá-ˆ [ ˆ ] ∣ ∣ ( )( )

where n 1i Aiå = . In the case of a single non-zero eigenvalue equalling unity (nA0=1), the particles in
subsystemA can be considered as uncorrelated, while deviations from this value indicate correlations. In

figure 1(c), we plot the depletion 1− nA0 of themost populated natural orbital. As can be seen for small values of

V0 and gAB, the depletion is approximately zero, describing a state which shows no significant correlations for the

atoms of speciesA. Increasing the lattice depth or interspecies interaction strength leads to a stronger deviation

from themean-field behavior. The greenish area indicates the transition between an uncorrelated and a

correlated ground state. In the yellow region, a correlated state with a depletion of 1−nA0=2/3 is reached.
Interestingly, wefindhere that only two other natural orbitals become significant, whose populations saturate

for deep lattices and strong interspecies interaction to nA1=nA2=1/3=nA0, leading to a triple degeneracy.
In order to see that this effect is due to physics beyond the speciesmean-field picture, it is useful to analyze the

vonNeumann entropy

4
Wearewell aware of the fact that fragmentationmight also occur in the case of a ground state wave function, which can be represented by a

single product state in the speciesmean-field. In order to be precise, one has to take additionally the species depletion or vonNeumann
entropy into account.
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for the subsystemA in the different regimes. Here, Ar̂ is defined as the trace of the density operator over all

particles of theB species. In case theA species is in a pure state, the entropy SA equals zero, whereas amixed state

will lead to deviations from zero. Infigures 1(a) and (b), it becomes clear that for high lattice depth and

interspecies interaction strength thewave function of the coupled system can no longer be described by a

product ansatz of the subsystems.Hence, a speciesmean-field description is not valid and one has to go beyond

it. In the representation of thewave function by a sumof products of species functions (equation (4)), two

additional degenerate product states (w.r.t. il ) become important. For large values ofV0 and gAB the interspecies

correlations are dominant, such that the contribution of these product states is of the same order as the

previously, i.e. for smaller values ofV0 and gAB, dominant one, resulting in a strongly entangled state. In order to

understand the physical processes behind the transition from anuncorrelated to a correlated state, one naturally

as afirst stepwould investigate the spatial density profile, i.e. the one-body density, of the speciesA.While

expecting a change in the spatial atomic density distributionwith varyingV0, what we indeed find is a

comparativelyminor change of the density profile crossing the transition region of the cross-over diagramwith

only slightly enhanced localization in thewells due to a deeper lattice. Instead, the effect of correlations can be

observed in the two-body density

x x, Tr , 7
AA N N
2

1 2 , 2B A
r r= -( ) [ ˆ ] ( )( )

which describes the probability offinding one lattice atom at the position x1 and another one at x2.We note here,

that all appearing densities are normalized to unity. Infigure 2, a drastic difference of the distribution of the two-
body density x x,

AA
2

1 2r ( )( ) for the two regimes, identified infigure 1(c), is visible. In the uncorrelated state, the
existence of a particle at the position x1has no effect on themeasurement probability of a second lattice atom at

x2, seefigure 2(a).Moreover, here one can see that both lattice atoms are delocalized over the lattice, as it is

expected in case of almost decoupled subsystemsA andB. For higher values of the lattice depth and the

interspecies interaction strength, the effect of correlations becomes evident, seefigure 2(b). Theymanifest

themselves in a localization of lattice atoms in thewells. In other words, a detection of an atom in anywell is

followed by a definite secondmeasurement of another atom in that samewell. Please note that this effect is not

due to direct (attractive) interaction among the lattice atoms, since the latter is set to zero. Instead, here it is the

interspecies interactionwith theB species atoms, which induces these correlations to theA atoms.Moreover, as

we have already discussed above in the context offigure 1(b), also interspecies correlations are present in the

strongly correlated regime suggesting the two-body density

x x, Tr , 8
AB N N
2

1 2 1, 1B A
r r= - -( ) [ ˆ ] ( )( )

as a valuable observable. The latter describes the probability offinding one lattice atom at the position x1 and aB

atomat position x2. Infigure 2(c), wefind for an almost decoupled system that an initialmeasurement of a lattice

atomhas no visible impact on the distribution of aB atom.However, in the correlated regime (figure 2(d)) the

probability ofmeasuring aB atom at the same position as the lattice atomdrops to zero. In conclusion, the

correlated state can be understood as a localization ofA atomswhile expelling theB atoms from the position of

the latter. Since all wells are energetically equivalent, this holds for eachwell.

Figure 1. (a)VonNeumann entropy SA, (b) species depletion 1−λ0 and (c) depletion 1−nA0 of themost populated natural orbital
of speciesA as a function of the lattice depthV0 and the interspecies interaction strength gAB. The species depletion is defined as the
depletion of themost populated product state, when constructing the system’s wave function using the Schmidt decomposition
(equation (4)). The red line in (c) refers to the single-particle argumentation in section 4.1.
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4. Physicalmechanisms and state characterization

In this section, we explore the physicalmechanisms underlying the ground state transition described in the

previous section. Firstly, we focus on the regime of small interspecies interaction strengths, thereby comparing

the interspecies interaction energywith thewidth of the first Bloch band.We provide then a full characterization

of the system’s wave function in termsWannier states and derive the relevant observables. Finally, we use the

transformation of theHamiltonian into the so-calledNakajima frame, in order to calculate the ground state in

an effectivemodel approach. This will help us to develop an understanding for the complexmany-body physics

in a simplified picture, based on induced interactions.

4.1.Mechanismof the transition

As stated above, the localization of the lattice atoms of theA species, reminiscent of the phase separation of two

Bose gases [55], is solely induced by the interactionwith the BECofB atoms. Therefore, we should observe a

change of the interspecies interaction energy, which is defined as the expectation value HABá ñˆ with respect to the

ground state, for increasing lattice depth and interspecies interaction strength. For afixed lattice depth, it turns

out that instead ofmonotonously increasing with the interaction strength gAB, the interspecies energy reaches a

maximumat a certain value of gAB and decreases for even higher values of gAB (figure 3). Interestingly, the points

ofmaximal HABá ñ in the cross-over diagram appear in the transition regionwhere correlations become

important (seefigure 1(c)). Hence, the formation of correlations is connected to a reduction of the interspecies

energy. The eigenstates of a single atom in a periodic potential are the Bloch states [54], which can be grouped

into bands. For the case of three lattice sites with periodic boundary conditions, the lowest band consists of an

energetically lowest Bloch state and two degenerate excited states. In the previous section, we have seen that in

the uncorrelated regime (gAB ≈0) the atoms of theA species are delocalized over the lattice, which is due the fact

that each of themoccupies exactly the energetically lowest Bloch state for gAB=0. In the correlated regime, the

ground state exhibits a localization of theA atoms.We can now interpret this localization as a superposition of

the Bloch states of thefirst band, resulting, as amatter of fact, in principal in aWannier state. Therefore, we now

aim at an explanation for the responsiblemechanism in a single-particle-like picture. Based on thefindings

above, we assume that the reduction of the interspecies energy is related to a coupling of the Bloch states in the

first band.Without any correlations between the species, using a product ansatz A BY ñ = Y ñ Ä Y ñP∣ ∣ ∣ , the

interspecies energy is determined by the integral over the product of one-body densities of each subsystem

H g N N x x xd . 9AB AB A B

L

A B
0

1 1ò r ráY Y ñ =P P∣ ˆ ∣ ( ) ( ) ( )( ) ( )

Figure 2.Two-bodydensity x x,
AA
2

1 2r ( )( ) (first row) and x x,
AB
2

1 2r ( )( ) (second row) in theuncorrelated regime (a), (c)with gAB/ERλ=0.0034
andV0/ER=2.25 and in the correlated regime (b), (d)with gAB/ERλ=0.084 andV0/ER=22.5.
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This ansatz works well in the uncorrelated regime, where almost no interspecies correlations are present.We

observe that the one-body density of theB species exhibits rather smallmodulations, compared to the
modulations of the one-body density of theA species (not shown here). The latter is due to the fact that x

B
1r ( )( ) is

approximately homogeneous, which further approximates the interspecies energy to

H g N N LAB AB A BáY Y ñ =P P∣ ˆ ∣ / . In a single-particle picture, we now argue that this interspecies energy per particle
(of theA andB species) gAB/L is used, in order to excite a lattice atomoccupying the energetically lowest Bloch

state to one of the excited states in the first band.We use this as an estimation for the transition region and

therefore search for the interaction strength gAB that leads to an interspecies energy per particle, equalling the

bandwidth for a given lattice depthV0, i.e. being sufficiently large for this excitation process. Infigure 1(c), we

find that for small values of gAB the resulting curve (red) describes the phase border appropriately. For larger

values this curve fails to describe the transition region indicating a break-down of the above given simple single-

particle picture.We have seen thatwe can explain the onset of the transition from the uncorrelated state towards

the strongly correlated state in an correlation-free effective single-particle picture for small gAB, where sufficient

interaction energy is supplied to excite theA species atomswithin thefirst Bloch band.

4.2. State characterization

The fact that the two-body density suggests a localization ofA atoms, pairedwith the possibility of excited Bloch

states,motivates the following procedure. In this sense, it is intuitive to approximately describe the ground state

in the correlated regime in terms of number states, spanned by theWannier states of the lowest band. The

Wannier states we employ are generalized ones, i.e. the eigenstates of the position operator projected onto the

respective band [56, 57]. In order tofind out, whether the localization infigure 2 can be understood in terms of a

number state with all particles residing in the sameWannier state for the entire correlated regime, we calculate

the projection of the ground statewave function Yñ∣ on that number state of speciesA and sumover all

configurations for theB species. The corresponding number state notation reads n n n, , W1 2 3ñ∣ , where ni denotes

the number of particles in the correspondingWannier states sorted from the left to the right well.We proceed in

the samemanner for the case of number states, which are spanned byBloch states in the lattice potential. The

corresponding state reads n n n, ,1 2 3 Blñ∣ , where n1 refers to the energetically lowest Bloch state, while n2 and n3
refer to the two degenerate excited ones in thefirst Bloch band. The probability offinding the ground state in a

number state n Añ


∣ of the subsystemA is then defined as

P n n n , 10A

i
B
i A 2åñ = á Ä á Yñ

  
(∣ ) ∣ ∣ ∣ ∣ ( )

where nB
i ñ


{∣ }describes any number state basis set for the subsystemBwithfixed particle number. For an

uncorrelated state, we expect all the lattice atoms to reside in the energetically lowest Bloch state of the first band,

since gAA=0. Infigure 4(a)we find, that in the uncorrelated regime the probability for all lattice atoms to be in

the lowest Bloch state is P 3, 0, 0 1Blñ =(∣ ) . Compared to that, the probability for all particles to be e.g. in the left

Wannier state is P 3, 0, 0 W
1

27
ñ =(∣ ) , which can be derived analytically for gAB=0. Increasing the values of the

lattice depth and interspecies interaction strength, the energetically lowest Bloch number state gets depopulated.

Instead, the lattice atoms strongly populate theWannier number state, saturating towards a value for the

probability of P 3, 0, 0 W
1

3
ñ =(∣ ) . Due to translational symmetry this is true for all number states with all lattice

atoms residing in the samewell,meaning P P P3, 0, 0 0, 3, 0 0, 0, 3W W W
1

3
ñ = ñ = ñ =(∣ ) (∣ ) (∣ ) . To summarize,

for small values of gAB andV0 the energetically lowest Bloch state is occupied by allA atoms, whereas for large

Figure 3. Interspecies interaction energy HABá ñˆ in relation to the total energy Há ñˆ . The black horizontal line indicates, that for afixed

lattice depth the interspecies energy increases with the interspecies interaction strength gAB up to a certain value. Thereafter, HABá ñˆ

decreasesmonotonically.
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values the correlated state is a superposition of number states, where allA atoms occupy the sameWannier state,

implying their clustering in the correspondingwells. Now that we knowmore about the structure of the system’s

wave function, we are able to specify thewave function in the corresponding regimes. In the uncorrelated

regime, the ground state reads

3, 0, 0 , 11Buc BlYñ » ñ Ä Y ñ∣ ∣ ∣ ( )

where BY ñ∣ is the ground state of theHamiltonian HB
ˆ . Based on the projection of the ground state for the

correlated regime onto the respective number states (figure 4(b)), thewave function is of the form

1

3
3, 0, 0 0, 3, 0 0, 0, 3 , 12W B W B W B

1 2 3Yñ » ñ Ä Y ñ + ñ Ä Y ñ + ñ Ä Y ñ∣ [∣ ∣ ∣ ∣ ∣ ∣ ] ( )

where B
iY ñ{∣ } are non-orthogonal basis states for theB species.Measuring a lattice atom in a specific well, we

then know that all the other lattice atomswill be in that samewell. Additionally,measuring the subsystemA to be
inwell i implies a collapse of the ground state onto a definite wave function B

iY ñ∣ for theB species. Due to the

repulsive interspecies interaction the density Tr
B

i
N B

i
B
i1 ,

1B
r = Y ñáY- [ ∣ ∣ ]( ) exhibits aminimumat thewell where

theA atomwasmeasured, shown in figure 5. Employing the structural formof thewave function given by

equation (12), we can nowderive the observed one- and two-body density of theA species atoms discussed

above, using theWannier states wiñ∣ , where the index i corresponds to the localization in the ithwell.We obtain

w w
1

3
and 13

A
i

i i
1

1

3

år = ñá
=

⎡
⎣⎢

⎤
⎦⎥ˆ ∣ ∣ ( )( )

x x w x w x,
1

3
. 14

AA
i

i i
2

1 2

1

3

1
2

2
2år =

=

⎡
⎣⎢

⎤
⎦⎥( ) ∣ ( ) ∣ ∣ ( ) ∣ ( )( )

Now, it is obvious that the natural populations of
A

1r̂( ) are degenerate, equalling
1

3
, in the correlated regime. The

spatial structure of the two-body density
AA
2r( ) is governed by the overlap of the density of equalWannier states in

that regime. This corresponds to a two-dimensional representation of theWannier states, so that one arrives at a

localized structure in the two-body density (figure 2(b)).

Figure 4.Probability of all three lattice atoms (a) residing in the energetically lowest Bloch state and (b) localized—exemplarily, since
all wells are equally valid due to translational symmetry—in the left-mostWannier state of the lowest band.

Figure 5.One-body density
B

i1 ,r( ) for the states of the BEC in equation (12)with gAB/ERλ=0.084 andV0/ER=22.5. The dotted line
is a sketch of the lattice potential, indicating the position of thewells.
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Above, we have identified the natural populations of theA species as a quantity, which reflects the transition

from the correlated to the uncorrelated regime.While for our specific scenario it is sufficient for the

characterization of the two regimes, other states, such as theMott insulator state, cannot be distinguished from

the correlated state. The latter shows the same behavior in terms of natural populations as theA species in the

correlated regime. Therefore, we cannot distinguish theMott insulator state from the ansatz in equation (12),

using only the natural populations. Instead, it is useful to consider the variance of the particle number operator

n a ai i i=ˆ ˆ ˆ† for a specific site i, where aiˆ
† is the creation operator for creating a lattice atom in the ithWannier state.

Using the respective wave function ansatz, we can derive the variances n n ni i i
2 2 2D = á ñ - á ñ( ) ˆ ˆ for the different

states. In table 1, we see that the particle number variances differ strongly for the three states, allowing for a clear

assignment and identification. Therefore, ni
2D( ) can be exploited as an experimental signature for the different

states and thus also for correlations, since it is accessible via quantumgasmicroscopy [58, 59].

4.3. Induced interaction

In subsection 4.1, we have described the transition region for small interspecies interaction strengths in terms of

a coupling of Bloch states induced by the interspecies interaction.However, it is possible to gain a deeper

understanding of the localization ofA atoms, introducing an effectiveHamiltonian for theA species which

exhibits an induced interaction and an induced hopping term.With the aid of these, wewill discuss the effective

attractive interaction among theA species. The effective description in terms of an induced impurity–impurity

interaction is a topic of ongoing research, ranging fromCasimir-like forces between static impurities [60, 61] to

the inclusion of correlation effects formobile impurities [62, 63]. In order to arrive at an effectiveHamiltonian,

we need to apply theNakajima transformation and use the Bogoliubov approximation for theB species, which

finally decouples the subsystems [64–66].We note that due to the non-unitarity of the transformation, in general

observables are not invariant under the transformation. Setting ÿ=L=mA/B=1, the effectiveHamiltonian

Ĥ̄ in the transformed frame reads

H H V

V U a a a a

H a a b b t a a

where,

1

2
and

, 15

k q k q

k k q q k k q q

k

k k k

i

i i i

kq

kq k q

0 ind

ind

, , ,

, , ,

0 

å

å å åw

= +

=

= + +

¢ ¢
¢ ¢ ¢ ¢

¯̂ ¯̂ ˆ

ˆ ˆ ˆ ˆ ˆ

¯̂ ˆ ˆ ˆ ˆ ˆ ˆ ( )

† †

† † †

withUk k q q i
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, , ,

i
k q

i
qk

k q i

i
kq

i
q k

k q i

* *

   
= å -

w w¢ ¢ - - - +

¢ ¢ ¢ ¢⎡
⎣⎢

⎤
⎦⎥

( ) ( )
and t Ukq r rkqr

1

2
= å . The derivation of Ĥ̄ can be found in the

appendix. akˆ
† is the creation operator for a particle in the Bloch state kc ñ∣ with energy k

1 ( ), while gk k AB
1 = +( ) ,

and bi
ˆ†
the one for the Bogoliubovmode vi*. Thematrix elements g N g u x v x

i
kq

B AB k i i qc c= á + ñ∣ ( ) ( )∣ can be

interpreted as a coupling of Bloch states,mediated by Bogoliubovmodes. This coupling is resonantly enhanced,

when the bandwidth òk−òq, assuming k q¹ and restricting to the lowest band,matches the energy of a

Bogoliubovmodeωi. On top of the induced interactionVind
ˆ , an additional one-body term, having the character

of a hopping termwith hopping elements tkq, occurs in theHamiltonian. The ground state of the total wave

function is a product state of the ground state of the BogoliubovHamiltonian and the ground state of the residual
Hamiltonian, consisting of the induced terms and HA

ˆ .We can now easily calculate the ground state for theB

species, which is given by the Bogoliubov vacuum. The calculation for the latticeA species is simplified, since

there is no direct coupling to theB species. For all the upcoming considerations we restrict everything to the

lowest band and set an upper-bound for the energy of the Bogoliubovmodes. Before calculating the ground state

for theA species, we analyze the tensor elementsUk k q q, , ,¢ ¢ and hopping elements tkq, thereby gaining an
understanding of the induced attractive interaction.

Infigure 6we show the diagonal elements and ameasure for the off-diagonal elements of the tensorU, aswell

as the inducedhopping terms tij for different values of the lattice depth. Infigures 6(b)–(c)wecan see that the

dominant elements are those for equal indices (Ui,i,i,i), followedbydiagonal termswith respect to theparticles

(Ui,j,i,j). Theparticle exchange symmetry and the spatial translation symmetry is also reflected in thefigures.All the

Table 1.Variance of the particle

number operator n a ai i i=ˆ ˆ ˆ† for a
specific site i.

ni
2D( )

Uncorrelated regime
2

3

Correlated regime 2

Mott insulator 0
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other elements, which are off-diagonal, have almost no contribution compared to thediagonal termsMoreover,

for increasingV0 the elementsUi,i,i,i, corresponding to theoperator a a a a n n 1i i i i i i= -ˆ ˆ ˆ ˆ ˆ ( ˆ )† † , become larger. Since

this element is negative and themost dominant one, the total termU n n 1i i i i i i, , , -ˆ ( ˆ ) suggests an attractive on-site

interaction among theA species. Still, we cannotmake any definite statements concerning the structure of thewave

function, based solely on the tensor elementsUi,j,k,l. Instead, it is useful to additionally analyze the behavior of the

matrix elements of theone-body term tij for different lattice depths.Here, the off-diagonal terms are of interest,

since they describe an inducedhopping,whereas thediagonal elements just forman energetic offset. Infigure 6(a)

weobserve that thehopping tends towards zero for increasingV0, which canbe viewed as an indicator for the

localization of the lattice atoms in this transformed frame.

Now, onemight expect that the ground state for the subsystemAwill consist of localized lattice atoms for large

lattice depths and interspecies interaction strengths. But since the above analysis is performed in the transformed

frame,wefinally have to transformback to the laboratory frame. In order to obtain the ground state of the coupled

two-species system,wedo the following:firstly,wedetermine the ground state of the subsystemA, by performing a

diagonalization of theHamiltonian H b bi i i iw- å¯̂ ˆ ˆ†
in thenumber state basis, spannedby theWannier states of

the lowest band. The ground state of the subsystemB is givenby the Bogoliubov vaccum.The total ground state,

consisting of a tensorproduct of both subsystemground states,we transformback to the laboratory frameby

applying the operator S S Sexp 1 2
2- » - +( ˆ) ˆ ˆ (see appendix) to the total ground state up to secondorder. This

ismotivatedby our initial assumptionof small interactions, where termsof Ŝ which are higher than secondorder

in gAB are neglected. Finally,we compute the probability offinding the ground state in thenumber state 3, 0, 0 Wñ∣ ,

spannedby lowest bandWannier states, aswell as the species depletion. Both quantities are available exactlywithin

theML-MCTDHXapproach, being quantitativelywell converged for all interspecies interaction strengths and

lattice depthswe investigated. For the calculations using the detour via the transformed frame,we expect

appropriate results for small interspecies interaction strengths. Figure 7 shows the above-mentioned quantities and

compareswith the results of theML-MCTDHXsimulations in termsof a relative deviation.

Atfirst glance, the species depletion infigure 7(a) resembles the one infigure 1(b) up to an interspecies

interaction strength of gAB/ERλ≈0.05.However, this resemblance is solely of qualitative nature, which

becomes obvious in the relative deviation (figure 7(b)). Here, we see a quantitative difference of the two

methods, being of the order of up to 20% for amaximumvalue of gAB/ERλ≈0.02. A relative deviation of 20%

corresponds to a relative deviation of 1 0.3%NakáY Yñ - »∣ ∣ ∣ —due to the non-unitarity of the transformation—

for the total wave function’s norm fromunity, where NakYñ∣ is the ground state wave function calculated by the

effective approach. Also, the behavior of the probability offinding the ground state in the number state

3, 0, 0 Wñ∣ (figure 7(c)) qualitatively agrees with the results obtained by theML-MCDTHXmethod, but again

Figure 6. (a)Matrix elements of the one-body term tij, (b) diagonal of the tensorUdiag=Ui,j,i,j and (c) ameasure for the off-diagonal
termsU Umax i j i j i joff , 0 , , ,= a b> + +∣ ∣ (if e.g. i 3a+ > , the resulting index is replaced by [i+α] mod 3), deviating byα andβ from the
diagonal elements, for different lattice depthsV0. The quantities are depicted in theWannier basis, being restricted to the lowest band.
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quantitatively deviates for large enough gAB. But here, the range of validity w.r.t. the domains of gAB andV0 values

ismore extended.Nevertheless, both the species depletion as well as the probability show the same qualitative

behaviorwe observe for the correspondingML-MCTDHX results. In particular, with this effectiveHamiltonian

approach the cross-over diagram could be qualitatively reproduced for the uncorrelated regime, extending

towards the border of the transition region and thereby indicating the latter.

5. Conclusions

In the present paper we have investigated the appearance of correlations of a lattice trapped bosonic species

coupled to a BEC.We have found a transition froman uncorrelated to a highly correlated state and characterized

the associated quantum states from amany-body perspective. This transition is driven by interspecies

correlations, bringing the system froman uncorrelated to a strongly correlated state. For small interspecies

couplingswe identified the transition region by energetic andmean-field arguments. Furthermore, we deduced

expressions for the full systemwave function for both regimes, using aWannier and a Bloch basis analysis. In the

uncorrelated state, theA atoms populate the lowest Bloch state and theB atoms are approximately

homogeneously spread. In contrast, the correlated state is a superposition of states where allA atoms cluster

together in this well, while theB atoms are expelled from it. In order tomeasure the transition and in particular

the correlated state, we propose to use the variance of the number of particles per well as an experimental

signature and order parameter for correlations. Alternatively, we calculated the ground state, using the

transformation into theNakajima frame, which is valid for small interspecies couplings.With this ansatz, we

could reproduce only a small portion of the cross-over diagram for small lattice depths and interspecies

interaction strengths, but gained a deeper insight into the role of induced interactions and induced hoppings for

the process of localization. Eventually, this also demonstrated the uniqueness and power of theML-MCTDHX

method, which allowed—compared to the effectiveHamiltonian ansatz—for calculations far beyond themean-

field approach. This analysis is also applicable for a larger number of particles in the environment, while still

remaining in the few particle regime (we have tested this for N 10, 30B Î [ ]), resulting in the same transition

froman uncorrelated to a correlated state. However, such a particle increase will also increase the attractive

induced interaction for a given choice ofV0 and gAB, thereby shifting the transition region.

The understanding of the cross-over in terms of a localized states analysis and induced interactions serves as

a perfect starting-point for evenmore complex setups. For example, when introducingmore lattice atoms or a

repulsive intra-species interaction gAA, it is reasonable to assume that the cross-over diagramwill exhibit

Figure 7.Results based on the effective theory (see equation (15)) and transforming back to the laboratory frame. (a) Species depletion
(seefigure 1(b)) and (b) the corresponding relative deviation from theML-MCTDHX calculation 11 0 Nak0 lD = - -l- ∣[ ]

1 1M M0 0l l- -[ ] ∣ [ ] . The indexNak refers to calculations using theNakajima transformation, andM refers to theML-MCTDHX
simulations. (c)Probability offinding the system in the state 3, 0, 0 Wñ∣ (seefigure 4(b)) and (d) the relative deviation. The red
boundary indicates the area of gAB andV0 values for which the relative deviation of the total wave function’s norm fromunity is
smaller than 0.3%.White spaces indicate that the effective theory is not valid (exhibiting non-physical values) in (a) and (c) or that the
relative deviation is higher than 20% in (b) and (d).

10

New J. Phys. 20 (2018) 033030 KKeiler et al

Chapter 3 Scientific contributions

44



additional states with the number of bunched atoms at one site smaller than the total number of particles. Also

the increase of the intra-species interaction strength gBB and/or correspondinglyNB of the environmentmight

lead to amore complex state, by coupling to the secondBloch band due to an increase of the interspecies

interaction energy as a result of a smaller densitymodulation in the BEC. Furthermore, it is of particular interest

how the correlated state will respond dynamically, for example to an external quench through the cross-over

diagram. Especially, the possibility of reducing correlations dynamically by lowering the lattice depth is of

immediate interest. Beyond that, also dynamically driven setupsmight exhibit particularly interesting effects,

such as persistent currents [67] induced by the interspecies interaction.
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Appendix. Derivation of the effectiveHamiltonian

The intra-species interaction among theBECatoms triggers an excitationofBogoliubovmodes [68, 69], so thatwe

canwrite thefieldoperator for the subsystemof theB species as x x0f f df= +ˆ ( ) ( ) ˆ with

u b v bx xp p p p p*df = å +ˆ [ ( ) ˆ ( ) ˆ ]
†
. NB0f = is the condensatemode, being spatially homogeneous anddepending

only on thenumber ofBECatoms.up(x) and v xp*( ) are theBogoliubovmodes for ahomogeneousBECand bp
ˆ†
the

respective creationoperator. For theHamiltonianof theB species this leads to thewell-knowneffectiveHamiltonian

within theBogoliubov approximation H b bB i i i iw= å¯̂ ˆ ˆ†
, settingÿ=L=mA/B=1. Plugging this ansatz for xf̂ ( )

into the expressionof the interspecies couplingHamiltonian HAB
ˆ wearrive at the following expression

g x f x b f x b x xd , A.1AB AB

L

i
i i i i

0

*ò å c cD = +ˆ [ ( ) ˆ ( ) ˆ ] ˆ ( ) ˆ ( ) ( )
†

†

with f x x u x x v xi i i0 0
*f f= +( ) ( ) ( ) ( ) ( ) and xĉ ( )† the creationfield operator for theA species. Here, we have

neglected terms of the order gAB
2df( ˆ ) , assuming that 2

0
2df f( ˆ ) ∣ ∣ and gAB

2df df( ˆ ) ˆ . This can be fulfilled
for small interspecies interaction strengths and in the case of a small number of Bogoliubovmode excitations.
Representing xĉ ( )† in terms of Bloch states x

k
*c ( )with corresponding creation operators akˆ

†, theHamiltonian
takes the form

H a a b b g b g b a a , A.2
k

k k k

i

i i i

i k q
i
kq

i i
qk

i k q

, ,

*å å åw» + + +ˆ ˆ ˆ ˆ ˆ [ ˆ ( ) ˆ ] ˆ ˆ ( )† † † †

with g g f x
i
kq

AB k i qc c= á ñ∣ ( )∣ and gk k AB
1 = +( ) with the single particle energy k

1 ( ), corresponding to the kth

Bloch state.We omit off-set energy terms in theHamiltonian stemming solely from themean-fieldf0(x). So far,

we have rewritten theHamiltonian using the Bogoliubov approximation. Now,we transform theHamiltonian

in order to decouple the subsystems, using a unitary transformation S H Sexp exp-( ˆ) ˆ ( ˆ)with Ŝ being anti-

hermitian. If we neglect termswhich are higher than second order in gAB, the transformation gives

H H H S
1

2
, . A.30 1= +~̂ ˆ [ ˆ ˆ] ( )

Here, we assumed H S H,0 1= -[ ˆ ˆ] ˆ in order to cancel the two-body term in theHamiltonian. This condition

allows us to determine the operator Ŝ .Making an ansatz, resembling the two-body term

S x g b y g b a ai k q i
kq

i
kq

i i
kq

i
qk

i k q, , *= å +ˆ [ ˆ ( ) ˆ ] ˆ ˆ
† † , and determining x kqi and y kqi we arrive at thefinalHamiltonian

H H V

V U a a a a

H a a b b t a a

where,

1

2

, A.4

k q k q

k k q q k k q q

k

k k k

i

i i i

kq

kq k q

0 ind

ind

, , ,

, , ,

0 

å

å å åw

= +

=

= + +

¢ ¢
¢ ¢ ¢ ¢

¯̂ ¯̂ ˆ

ˆ ˆ ˆ ˆ ˆ

¯̂ ˆ ˆ ˆ ˆ ˆ ˆ ( )

† †

† † †

withUk k q q i

g g g g
, , ,

i
k q

i
qk

k q i

i
kq

i
q k

k q i

* *

   
= å -

w w¢ ¢ - - - +

¢ ¢ ¢ ¢⎡
⎣⎢

⎤
⎦⎥

( ) ( )
and t Ukq r rkqr

1

2
= å . The transformation leads to a decoupling of

the subsystems, thereby introducing an effective interaction termVind
ˆ for theA species.

11

New J. Phys. 20 (2018) 033030 KKeiler et al

3.1 Correlation induced localization of lattice trapped bosons coupled to a

Bose–Einstein condensate

45



References

[1] Giamarchi T 2004QuantumPhysics inOneDimension (Oxford:OxfordUniversity Press)

[2] CazalillaMA,Citro R, Giamarchi T,Orignac E andRigolM2011Rev.Mod. Phys. 83 1405

[3] Kinoshita T,Wenger T andWeissD S 2005Phys. Rev. Lett. 95 190406

[4] Haller E,Hart R,MarkM J,Danzl J G, Reichsöllner L, GustavssonM,DalmonteM, PupilloG andNägerlH-C 2010Nature 466 597

[5] OlshaniiM1998Phys. Rev. Lett. 81 938

[6] ChinC,GrimmR, Julienne P andTiesinga E 2010Rev.Mod. Phys. 82 1225

[7] BüchlerHP, Blatter G andZwergerW2003Phys. Rev. Lett. 90 130401

[8] Lazarides A andHaqueM2012Phys. Rev.A 85 063621

[9] GreinerM,MandelO, Esslinger T,Hänsch TWandBloch I 2002Nature 415 39

[10] JakschD, BruderC, Cirac J I, Gardiner CWandZoller P 1998Phys. Rev. Lett. 81 3108

[11] ModugnoG, Ferrari G, Rosati G, Brecha R J, Simoni A and InguscioM2001 Science 294 1320

[12] Myatt C, Burt E,Ghrist R, Cornell E andWiemanC 1997Phys. Rev. Lett. 78 586

[13] Pflanzer AC, Zöllner S and Schmelcher P 2009 J. Phys. B: At.Mol. Opt. Phys. 42 231002

[14] Pflanzer AC, Zöllner S and Schmelcher P 2010Phys. Rev.A 81 023612

[15] HuA,Mathey L,Danshita I, Tiesinga E,WilliamsC J andClarkCW2009Phys. Rev.A 80 023619

[16] HuA,Mathey L,Danshita I, Tiesinga E,WilliamsC J andClarkCW2011Phys. Rev.A 84 041609

[17] Palzer S, Zipkes C, Sias C andKöhlM2009Phys. Rev. Lett. 103 150601

[18] Krönke S, Knörzer J and Schmelcher P 2015New J. Phys. 17 053001

[19] GangardtDMandKamenev A2009Phys. Rev. Lett. 102 070402

[20] SchecterM,GangardtDMandKamenevA 2016New J. Phys. 18 065002

[21] SchecterM,GangardtDMandKamenevA 2012Ann. Phys. 327 639

[22] ZvonarevMB, CheianovVV andGiamarchi T 2007Phys. Rev. Lett. 99 240404

[23] Meinert F, KnapM,Kirilov E, Jag-Lauber K, ZvonarevMB,Demler E andNägerlH-C 2017 Science 356 948

[24] Cucchietti FMandTimmermans E 2006Phys. Rev. Lett. 96 210401

[25] Kalas RMandBlumeD2006Phys. Rev.A 73 043608

[26] HuM,Van deGraaffM J, KedarD, Corson J P, Cornell EA and JinD S 2016Phys. Rev. Lett. 117 055301

[27] FröhlichH1954Adv. Phys. 3 325

[28] Lee TD, LowFE and PinesD 1953Phys. Rev. 90 297

[29] Schultz TD 1959Phys. Rev. 116 526

[30] Landau LD and Pekar S I 1948Zh. Eksp. Teor. Fiz. 18 419

Landau L 2008 J. Phys. 53 25

[31] Massignan P, ZaccantiM andBruunGM2014Rep. Prog. Phys. 77 034401

[32] Grusdt F, AstrakharchikGE andDemler EA 2017New J. Phys. 19 103035

[33] Volosniev AG andHammerH-W2017Phys. Rev.A 96 031601(R)

[34] Dehkharghani A S, Volosniev AG andZinnerNT 2015Phys. Rev.A 92 031601(R)

[35] García-MarchMA,Dehkharghani A S andZinnerNT2016 J. Phys. B: At.Mol. Opt. Phys. 49 075303

[36] Catani J, Lamporesi G,NaikD,GringM, InguscioM,Minardi F, KantianA andGiamarchi T 2012Phys. Rev.A 85 023623

[37] Fukuhara T et al 2013Nat. Phys. 9 235

[38] BrudererM,KleinA, Clark S R and JakschD 2007Phys. Rev.A 76 011605

[39] BrudererM,KleinA, Clark S R and JakschD 2007New J. Phys. 9 411

[40] BrudererM,KleinA, Clark S R and JakschD 2008New J. Phys. 10 033015

[41] Nakajima S 1955Adv. Phys. 4 363

[42] Lieb EHand LinigerW1963Phys. Rev. 130 1605

[43] Lieb EH1963Phys. Rev. 130 1616

[44] Meinert F, PanfilM,MarkM J, Lauber K, Caux J-S andNägerlH-C 2015Phys. Rev. Lett. 115 085301

[45] HendersonK, RyuC,MacCormickC andBoshierMG2009New J. Phys. 11 043030

[46] LeBlanc L J andThywissen JH2007Phys. Rev.A 75 053612

[47] Krönke S, Cao L, Vendrell O and Schmelcher P 2013New J. Phys. 15 063018

[48] CaoL, Krönke S, Vendrell O and Schmelcher P 2013 J. Chem. Phys. 139 134103

[49] Cao L, BolsingerV,Mistakidis S I, Koutentakis G, Krönke S, Schurer JM and Schmelcher P 2017 J. Chem. Phys. 147 044106

[50] Horodecki R,Horodecki P,HorodeckiM andHorodecki K 2009Rev.Mod. Phys. 81 865

[51] PenroseO andOnsager L 1956Phys. Rev. 104 576

[52] Mueller E J, HoT-L, UedaMandBaymG2006Phys. Rev.A 74 033612

[53] Löwdin PO1955Phys. Rev. 97 1474

[54] Bloch F 1929Z. Phys. 52 555

[55] García-MarchMA, Julià-Díaz B, AstrakharchikGE, BuschTh, Boronat J and Polls A 2014New J. Phys. 16 103004

[56] Kivelson S and Schrieffer J R 1982Phys. Rev.B 25 6447

[57] Kivelson S 1982Phys. Rev.B 26 4269

[58] Ashida Y andUedaM2015Phys. Rev. Lett. 115 095301

[59] YamamotoR, Kobayashi J, KatoK, KunoT, Sakura Y andTakahashi Y 2017Phys. Rev.A 96 033610

[60] Recati A, Fuchs JN, Peça C S andZwergerW2005Phys. Rev.A 72 023616

[61] KleinA and FleischhauerM2005Phys. Rev.A 71 033605

[62] Dehkharghani A S, Volosniev AG andZinnerNT 2017 arXiv:1712.01538v2

[63] Chen J, Schurer JM and Schmelcher P 2017 arXiv:1711.05171

[64] FröhlichH1952Proc. R. Soc.A 215 296

[65] Bardeen J and PinesD 1955Phys. Rev. 99 1140

[66] Bardeen J, Cooper LN and Schrieffer J R 1957Phys. Rev. 108 1175

[67] CominottiM, RossiniD, RizziM,Hekking F andMinguzzi A 2014Phys. Rev. Lett. 113 025301

[68] Stringari S and Pitaevskii L P 2003Bose–Einstein Condensation (Oxford: OxfordUniversity Press)

[69] PethickC J and SmithH2008Bose–Einstein Condensation inDilute Gases 2nd edn (Cambridge: CambridgeUniversity Press)

12

New J. Phys. 20 (2018) 033030 KKeiler et al

Chapter 3 Scientific contributions

46



3.2 State engineering of impurities in a lattice by coupling to a

Bose gas

47



           

PAPER • OPEN ACCESS

State engineering of impurities in a lattice by coupling to a Bose gas

To cite this article: Kevin Keiler and Peter Schmelcher 2018 New J. Phys. 20 103042

 

View the article online for updates and enhancements.

This content was downloaded from IP address 134.100.111.101 on 02/11/2018 at 16:01

Chapter 3 Scientific contributions

48



New J. Phys. 20 (2018) 103042 https://doi.org/10.1088/1367-2630/aae98f

PAPER

State engineering of impurities in a lattice by coupling to a Bose gas

KevinKeiler
1,3

andPeter Schmelcher
1,2

1 Zentrum fürOptischeQuantentechnologien, Universität Hamburg, Luruper Chaussee 149,D-22761Hamburg, Germany
2 TheHamburgCentre forUltrafast Imaging, Universität Hamburg, Luruper Chaussee 149, D-22761Hamburg, Germany
3 Author towhomany correspondence should be addressed.

E-mail: kkeiler@physnet.uni-hamburg.de and pschmelc@physnet.uni-hamburg.de

Keywords:many-body physics, correlations, Bose gas, optical lattice, impurities

Abstract

We investigate the localization pattern of interacting impurities, which are trapped in a lattice

potential and couple to a Bose gas. For small interspecies interaction strengths, the impurities populate

the energetically lowest Bloch state or localize separately in different wells with one extra particle being

delocalized over all thewells, depending on the lattice depth. In contrast, for large interspecies

interaction strengths wefind that due to the fractional filling of the lattice and the competition of the

repulsive contact interaction between the impurities and the attractive interactionmediated by the

Bose gas, the impurities localize either pairwise or completely in a single well. Tuning the lattice depth,

the interspecies and intraspecies interaction strength correspondingly allows for a systematic control

and engineering of the two localization patterns. The sharpness of the crossover between the two states

as well as the broad region of their existence supports the robustness of the engineering.Moreover, we

are able tomanipulate the ground state’s degeneracy in the formof triplets, doublets and singlets by

implementing different boundary conditions, such as periodic and hardwall boundary conditions.

1. Introduction

The interest in the properties and dynamics of ultracold atomicmixtures has been substantially increasing in the

last few decades. This is not only due to their high degree of controllability, especially of the underlying trapping

potentials and inter-atomic interactions [1, 2], but also because they show a plethora of intriguing phenomena.

These range frompair-tunnelling effects in lattices [3, 4] to phase separation processes [5–8] and composite

fermionization [9–11], and go as far as the spontaneous generation of solitons [12, 13]. Compared to systems

with a single species themulti-component case of different bosons [14, 15] allows for correlations to appear not

only within one type of species, but especially between different bosonic species. One-dimensional systems are of

particular interest, since they allow for strong correlations in the dilute regime [16, 17]which is related to the

inverse scaling of the effective interaction strength to the density [18, 19].

A specific case of bosonicmixtures is given by the immersion of aminority species, consisting of a few

particles and typically called impurities, into amajority species ofmany particles. Such setups have been studied

theoretically [20–29] and experimentally [30–34] for a single impurity, as simulator for polaron physics, as well

as formany impurities [35–38]. Especially the latter case is of immediate interest since the bath, intowhich the

impurities are immersed,mediates an effective attractive interaction between the impurities, leading to a

clustering of these very particles [39–41].

One could think of exploiting thismediated interaction in order to configure the impurities, e.g. in a lattice,

in a controlled and systematicmanner. Such state preparations are indeed relevant for applications e.g. in

quantum information processing and atomtronics [42–44]. One pathway is to use a small number ofminority

atoms in order to influence a larger number ofmajority atoms. In a triple-well structure this is achieved by

increasing the number ofminority atoms in the central well, exploiting the increase of atom–atom interactions,

and thereby initiating and enhancing tunnelling from the left to the right well of themajority atoms [45].

Pushing this to the extreme, it is in principle possible to implement a single-atom-transistor, which shall serve as
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a switch [46–50]. In other atomtronic switching devices, often a triple-well is considered, where one identifies

thewells as source, gate and drain. Themiddle well which is called the gate serves as amediator of particle

transfer between the outerwells, i.e. the source and the drain [51, 52]. Such electronic analogues have the

potential to serve as building blocks for cold atom-based quantum computation [53, 54] aswell as atom chip

technologies [55]. A problemmost of these systems suffer from, is the fact that they are considered to be isolated

andwould lose their coherence when coupled to an environment due to dissipation.However, dissipation can

also be used as a resource for quantum state engineering [56–58].

In the present work, we explicitly take advantage of the coupling to an environment in order to engineer the

properties of impurities in a triple-well. Instead of following the path that ismentioned above in the context of

atomtronics, we control the behaviour of aminority species by coupling to amajority one.Hence, we

concentrate on static configurations of the impurities, whichmight be used as an input to logical gates or

starting-points for the control of particle transfer. In the systemunder investigation, the competition of the

attractive interactionwhich ismediated by themajority species and the repulsive contact interaction among the

minority impurity species allows for the engineering of the impurity distribution in the lattice. The induced

interaction hereby depends on the interplay between the lattice depth and the interspecies interaction strength,

whereas the impurity repulsion can be directly influenced by the intraspecies interaction strength among the

impurities. Setting the latter to zero and increasing the lattice depth and the interspecies interaction strength, the

ground state wave function undergoes a transition from anuncorrelated to a highly correlated state, which

manifests itself in the localization of the lattice atoms in the latter regime [59]. Thismeans that all impurity

atoms cluster in a single well, while themajority Bose gas atoms are expelled from it. In the present workwe go a

significant step beyond the latter scenario and include a repulsive intraspecies interaction among the impurities.

Wefind that for small interspecies interaction strengths and depending on the lattice depth the system can be

divided into the unitfilling insulator state and one extra particle delocalized over thewells and the state where all

impurities populate the energetically lowest Bloch state. In particular, we show that for large interspecies

interaction strengths our binarymixture exhibits two specific impurity distributions for a fractional filling of the

lattice. These are either a pairwise clustering of the impurities or a full localization. For periodic boundary

conditions themany-body ground states exhibiting these two distributions are threefold degenerate (triplets) in

both regimes of pairwise and complete clustering and can be changed to doublets or singlets by implementing

different boundary conditions.

Ourwork is structured as follows: in section 2we present the systemunder investigation consisting of a

bosonic impurity species which is trapped in a one-dimensional latticewith periodic or hardwall boundary

conditions and couples to a Bose gas of a secondmajority species of bosons. Afterwards, we briefly discuss the

computationalmethodwhich is used for obtaining our results. Sections 3.1 and 3.2 provide a thorough analysis

of the system’s possiblemany-body ground states in dependence of the interspecies interaction strength, the

lattice depth and the intraspecies interaction strength among the impurities.We conclude in section 3.3with a

discussion of the ground state’s degeneracy in the different regimes in dependence of the boundary conditions.

In section 4we summarize ourfindings and present possible applications and future studies.

2. Setup andmethodology

Our system consists of amixture of two bosonic species. The bosonic A species is trapped in a one-dimensional

latticewith periodic or hardwall boundary conditions. It is immersed in a Bose gas of a secondB species of

bosons obeying the same boundary conditions butwithout the lattice potential. This setup lies within reach of

current experimental techniques, since beyond controlling the dimensionality, various trapping potentials for

the atoms can be achieved, including in particular one-dimensional ring geometries [60] and box potentials [61].

The optical lattice potential for the A atoms (impurities) does not affect the Bose gas, which is achievable by

choosing the corresponding laserwavelengths and atomic species [62]. Thereby, we create a two-component

systemwith each species being trapped individually. Furthermore, we introduce a couplingHamiltonian HAB
ˆ

between the two species. Both subsystems are confined to a longitudinal direction, accounting for the one-

dimensional character, and excitations in the corresponding transversal direction are energetically suppressed

and can therefore be neglected. This finally results in aHamiltonian of the form H H H HA B AB= + +ˆ ˆ ˆ ˆ . The

Hamiltonian of theA species reads

H
m

V
k

L
gdx x

2

d

dx
sin

x
x x x , 1A

L

A
AA

0

2 2

2 0
2

ò c
p

c c c= - + +⎜ ⎟
⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥ˆ ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( ) ( )† †

where ĉ† is thefield operator of the latticeA bosons,mA theirmass,V0 the lattice depth, gAA the intraspecies

interaction strength, k the number of wells in the lattice and L is the length of the system. TheB species is

described by theHamiltonian of the Lieb–Linigermodel [63–65] for periodic boundary conditions

2
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H
m

gdx x
2

d

dx
x x x , 2B

L

B
BB

0

2 2

2


ò f f f f= - +

⎡
⎣⎢

⎤
⎦⎥ˆ ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( ) ( )

† †

where f̂
†
is thefield operator of theB species, gBB>0 is the interaction strength of the two-body contact

interaction among theB atoms andmB is the correspondingmass.Moreover, we assume equalmasses for the

speciesmA=mB. The interaction between the speciesA andB is given by

H g dx x x x x , 3AB AB

L

0
ò c c f f=ˆ ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( ) ( )† †

where gAB is the interspecies interaction strength. The interaction strengths ga ( A B AB, ,a Î { }) can be

expressed in terms of three dimensional s-wave scattering lengths a3D
a , when assuming the above-mentioned

strong transversal confinement with the same trapping frequencies w w=s^ ^ for both species A B,s Î { }. In

this case it is possible to integrate out frozen degrees of freedom, leading to a quasi one-dimensionalmodel
with g a2 3Dw=a a^ .

Throughout this workwe consider a triple-well and focus on the scenario of small particle numbers with

four impuritiesNA=4, thereby having fractional filling in the lattice, andNB=10 atoms in the Bose gas. The

interaction among the latter atoms is set to a valuewhere the depletion is negligible in case of no interspecies

coupling, i.e. g E 6.8 10BB R
3l = ´ - , with E m2 2R A

2 2p l= ( ) being the recoil energy and L k2l = the
optical lattice wavelength.

Our numerical simulations are performed using the ab initioMulti-LayerMulti-Configuration Time-

DependentHartreemethod for bosonic (fermionic)Mixtures (ML-MCTDHX) [66–68], which is able to take all

correlations into account.WithinML-MCTDHXone has access to the completemany-bodywave function

which allows us consequently to derive all relevant characteristics of the underlying system. In particular, this

means that we are able to characterize the system in terms of number states by projecting onto an appropriate

basis [69, 70]. Besides investigating the quantumdynamics it allows us to calculate the ground (or excited) states

by using either imaginary time propagation or improved relaxation [71], thereby being able to uncover also

possible degeneracies of themany-body states. In standard approaches for solving the time-dependent

Schrödinger equation, one typically constructs thewave function as a superposition of time-independent Fock

states with time-dependent coefficients. Instead, theML-MCTDHXapproach considers a co-moving time-

dependent basis on different layers, i.e. the Fock states and thus the single particle functions spanning them are

time-dependent, in addition to time-dependent coefficients. This leads to a significantly smaller amount of basis

states that are needed to obtain an accurate description and eventually reduces the computation time.

3. State control and engineering

Let us analyse the ground state of ourmixture in dependence of the lattice depthV0, the interspecies coupling

strength gAB and the intraspecies interaction strength gAA. As a first step, we calculate the ground state using

ML-MCTDHX, thereby obtaining the full wave function. In order to be able to interpret thewave function, we

project in a second step the numerically obtained ground state wave function onto number states n nA Bñ Ä ñ
 

∣ ∣ .

The number states n Añ


∣ for theA species are spanned by generalizedWannier states [72, 73], whereas the

number states for the Bose gas of speciesB are either planewaves or infinite square well eigenstates, i.e. the

eigenstates of the kinetic energy operator using either periodic or hardwall boundary conditions. As a result,

Figure 1. Sketch of the two-componentmixture. The impurities interact repulsively via an intraspecies contact interaction of strength
gAA and via an interspecies interaction of strength gABwith the atoms of the Bose gas. Due to the latter coupling a Bogoliubovmode
(red) in the formof a phonon in the Bose gas of speciesB (yellow)mediates an attractive (long-range) interaction between the
impurities (blue).
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we gain a clear insight into the ground state in the different regimes, whichwill be defined by the distribution of

theA species atoms among theWannier states or Bloch states. In the following, tensor products n nA Bñ Ä ñ
 

∣ ∣

with different number states n Añ


∣ will be called configurations. Additionally, we explore the effect of hardwall

boundary conditions compared to periodic ones, thereby revealing how they affect the ground state properties.

3.1. Localization pattern of impurities

In the following, we explore the ground state of the systemwith periodic boundary conditions for varyingV0 and

gAB,fixing the intraspecies interaction strength to gAA/ERλ=0.0236. It turns out, that this interaction strength
lies within the range of possible values which lead to themanifestation of regimes inwhich the ground states

differ substantially. An analysis of the dependence on gAA is performed in section 3.2. In order to extract

information out of the completemany-bodywave function, we project onto the above-mentioned number

states n nA Bñ Ä ñ
 

∣ ∣ and determine the probability of being in the number state n Añ


∣ for the impurityA species,

irrespective of the number state configurations of theB species, namely

P n n n , 4A

i
i
B A 2åñ = á Ä á Yñ

  
(∣ ) ∣ ∣ ∣ ∣ ( )

where ni
Bñ


{∣ } could be any number state basis set of the Bose gas with fixed particle number and Yñ∣ is the total

many-body ground state wave function. In order to associate the impurity state n n n, ,A A A
1 2 3 ñ∣ with a spatial

distributionwe construct the number states either with a generalizedWannier basis of the lowest band or the

corresponding Bloch basis set, indicated in the following by the subscriptW orBl, respectively. In principle it is

necessary to consider alsoWannier states of higher bands, but it turns out that themany-body ground state wave

function is approximately well described by a superposition of tensor products of number states n nA Bñ Ä ñ
 

∣ ∣

with the Fock space of theA species restricted to the lowest band.Number states spanned byWannier or Bloch

states of higher bands do not contribute. The order of the entries in the number state, built ofWannier states, is

connected to the localization of theWannier states in thewells from left to right, e.g. n1 describes the number of

A atoms in the left localizedWannier state of the lowest band. In contrast to that, the ordering for the number

states, built of Bloch states, follows the energy of the Bloch states of the lowest band, e.g. n1 corresponds to the

energetically lowest Bloch state. The transformation between Bloch andWannier states is given by

w
k

pRx
1

exp i x , 5R
b

p
p
bå f= -( ) ( ) ( ) ( )

where w xR ( ) is theWannier state associatedwith the positionR of the correspondingwell, k the number of

lattice sites, p themomentumof the Bloch states xpf ( ) and b the index of the band.

Figure 2 shows that themany-body ground state can be divided into four different regions. For small lattice

depths and interspecies interaction strengths all four particles of theA species populate the energetically lowest

Bloch state (figure 2(c)). Increasing the lattice depth for small gAB three lattice atomswill localize separately in

different wells with the one extra particle being delocalized over all thewells (figure 2(a)). This can be seen by the

fact that the corresponding probability is given by P 2, 1, 1 W
1

3
ñ =(∣ ) ,meaning that the remainder of the

probability is equally distributed over the states 1, 2, 1 W∣ ⟩ and 1, 1, 2 W∣ ⟩ , resulting in the state

1

3
2, 1, 1 1, 2, 1 1, 1, 2 . 6M W B W B W B

1 2 3y y yYñ = ñ Ä ñ + ñ Ä ñ + ñ Ä ñ⎡⎣ ⎤⎦∣ ∣ ∣ ∣ ∣ ∣ ∣ ( )

Due to translational symmetry each of the states contributes equally with a probability of
1

3
. The reader should

note that the structure of thewave function, given in equation (6), can only be uncovered by the procedure of

projection onto number states n nA Bñ Ä ñ
 

∣ ∣ and is not explicitly given by the numerical simulation. Therefore,

MYñ∣ is not the exact result ofML-MCTDHXbut an approximation to it. Our approach is to perform the

correlation-includingML-MCTDHXcalculations and to subsequently analyse them.

Interestingly, the increase of gAB leads to two different regions in the configuration space, in contrast to the

case of gAA=0 [59]. For gAA=0, increasing the lattice depth and the interspecies interaction strength, the
ground state wave function undergoes a transition from anuncorrelated to a highly correlated state, which

manifests itself in the localization of the lattice atoms in the latter regime of large lattice depths and interspecies

interaction strengths. Thismeans that allA atoms cluster in a single well, while theB atoms are expelled from it.

This clustering can be understood in terms of an attractive induced impurity–impurity interaction, which is

mediated by theB species (see figure 1). In contrast to that, allowing for a repulsive intraspecies interaction of

strength gAA between theA atoms counteracts the induced interaction.However, these two types of interactions

do not simply add up, since the induced interaction is of long-range type, whereas the intraspecies interaction is

of contact type. As a result, depending on the choice of the lattice depthV0 and the interspecies interaction

strength gAB the impurities of speciesA either accumulate all in onewell (figure 2(b)), which is already happening

in the case of gAA=0, or pairwise in two different wells (figure 2(d)). Apparently, in the case of pairwise
localization of the lattice atoms (figure 2(d)) the repulsive interaction counteracts an accumulation of all lattice

4
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atoms due to the induced interaction. Performing a thorough analysis of the excitation spectrumof themany-

body system,wefind that the ground state for large gAB is in both regions threefold degenerate (triplet). This

essentiallymeans that in the corresponding region the ground states are either given by

2, 2, 0 , 2, 0, 2 and 0, 2, 2 or by 7W B W B W B
1 2 3ñ Ä Y ñ ñ Ä Y ñ ñ Ä Y ñ∣ ∣ ¯ ∣ ∣ ¯ ∣ ∣ ¯ ( )

4, 0, 0 , 0, 4, 0 and 0, 0, 4 . 8W B W B W B
1 2 3ñ Ä Y ñ ñ Ä Y ñ ñ Ä Y ñ∣ ∣ ∣ ∣ ∣ ∣ ( )

The states B
iY ñ{∣ } and B

iY ñ{∣ ¯ }
4 are each normalized to unity and incorporate the localization effect of theA

species by e.g. spatially avoiding the impurities correspondingly, which can be seen in the one-body density (see

section 3.3,figure 5). Due to the degeneracy of the ground state one can choose such superpositions of the states

in equations (7) and (8), which preserve the translational invariance of the totalHamiltonian. For this reason the

probabilities infigures 2(a), (b), (d) are bounded by amaximumvalue of 1/35. Furthermore, it is nowpossible to

use this degeneracy in order to select any of the states in the respective degeneratemanifold. Technically, this is

simply done by applying a small asymmetry to the lattice potential, thereby energetically favouring one of the

above-mentioned states. For example,marginally increasing the depth of the left well of the lattice potential will

break the translational symmetry and thereby lift the degeneracy, such that the ground state is solely given by
4, 0, 0 W B

1ñ Ä Y ñ∣ ∣ in one regime. In this sense, with the lattice depth of individual wells we have introduced an

additional control parameter for themanipulation of impurity configurations.

So far, we gained insight into the state configurations that are populated by the impurities.While thisfinding

itself allows for a systematic control of the impurities in the lattice, it is nevertheless of interest inwhichway the

correlationwith the Bose gas impacts this very species. Therefore, we also analyse the probability distribution

P n Bñ


(∣ ) of the number states n Bñ


∣ that build the corresponding B species states B
iY ñ{∣ } and B

iY ñ{∣ ¯ }.Wefind that

for each of the strongly coupled degenerate ground states the B species states B
iY ñ{∣ } and B

iY ñ{∣ ¯ }each populate

the same number states with equal probability, i.e. n nB
B
i B

B
j2 2á Y ñ = á Y ñ

 
∣ ∣ ∣ ∣ ∣ ∣ with i j, 1, 2, 3Î { }, while

differing only in a relative phase for each coefficient of the number state. This is why it is sufficient to show only

the probability distribution of oneB species state for the states in equations (7) and (8). As a basis for the number

Figure 2.Probability offinding the impurityA species atoms (a) being localized separately in differentwellswith the one extra particle
being delocalized over all thewells, (b) all localized in a singlewell, (c) residing in the energetically lowest Bloch state and (d) localized
pairwise in twodifferentwells in dependence of the lattice depthV0 and the interspecies interaction strength gAB for gAA/ERλ=0.0236.
The number stateswhich are spannedbyWannier states ((a), (b), (d)) are chosen exemplarily since all wells are equally valid due to
translational symmetry, and therefore the corresponding translationally equivalent configurations show the samebehaviour.

4
In the following, B

iY ñ{∣ }will refer to the B species states corresponding to fully localized impurity states and B
iY ñ{∣ ¯ } corresponding to

pairwise localized impurity states.
5
However, this effect is solely due to the fact that imaginary time propagationwithML-MCTDHX for obtaining the ground state wave

functionwill conserve translational symmetry, if it is, as we did, initially assumed.

5
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states n n n n n, , , ,B B B B B
1 2 3 4 5 ñ∣ we choose planewaves L1 exp i xk( ) ( ), withwave vectors z L2k p=

(z=0,±1,±2,K), where n1 corresponds to theκ=0mode, n2, n3 correspond to z=±1 and n4, n5 to

z=±2. It turns out that the population of all highermomentum states is negligible, whichwe checked explicitly

by projecting onto the corresponding number states. Infigure 3, we see that due to the correlationwith the

impurity species the Bose gas can no longer be described by a single number statewith all particles occupying the

0k = mode6. Interestingly, it is also not sufficient to consider only single particle excitations. It is rather

necessary to consider up to four particle excitations for theB species states in both regimes. Comparing the B

species states in the two regimes, onefinds that they strongly populate the same number states, but differ w.r.t.

the quantitative distribution among those number states. For example, infigure 3(a) the number states

9, 1, 0, 0, 0ñ∣ and 9, 0, 1, 0, 0ñ∣ are less populated than the number state 10, 0, 0, 0, 0ñ∣ , whereas their

probability exceeds that of 10, 0, 0, 0, 0ñ∣ infigure 3(b). Thesefindings support the choice of our treatment of

themany-body problemusing amethod that is in particular capable of taking all necessary correlations into

account. An approximation of themany-bodyHamiltonianwhich relies on few-particle excitations, will not

capture the localization pattern presented infigure 2.

3.2.Dependence on the intraspecies coupling

In the previous subsection,wehave identified four different number state configurations for the impurity species,

while assuming afixed intraspecies interaction strength of g E 0.023 6AA Rl = .However, it is not clearwhether
this holds for a broad regimeof couplings gAA. In order to explore the range of validity of this crossover, wefix the

lattice depth aswell as the interspecies interaction strength such that for gAA=0we arrive at a degenerate subspace
of ground states given by equation (8), instead of the one given by equation (7) for gAA/ERλ=0.0236. The reader
shouldnote that for gAA=0 the correlated region,which is split into two sub-regions for gAA/ERλ=0.0236, is
solely described by the degeneratemanifold in equation (8) (see [59]). Again,we calculate the probability P n Añ


(∣ ),

while varying the coupling strength gAA forfixedV0 and gAB. Infigure 4,we see that for small gAA the correlated

region iswell describedby a single triplet of ground states, as in the case of g 0AA = , where all impurities
accumulate in a singlewell. A further increase of the intraspecies interaction strength leads to a break-upof the

cluster into twopairs (equation (7)) andfinally results in a ground statewith allA atoms localized separately in

differentwellswith theone extra particle being delocalized over all thewells (see equation (6)). Essentially, this

means that one needs a certain intraspecies interaction strength gAAbetween the impurities in order to arrive at a

crossover diagramas infigure 2. Below that critical value the crossover iswell captured by the gAA=0 case,
including, if g 0AA ¹ , a regime for small gAB and largeV0where the ground state is given by MYñ∣ (equation (6)). In
otherwords, for small gAA the crossover diagram infigure 2will consist of three different regimes,where the two

regimes infigures 2(b) and (d)willmerge into a single one, describing complete localization of the impurities in a

singlewell (equation (8)). Thus, the ground state comprising pairwise localization of theA atomswill not exist in

this case.

Qualitatively, the crossover infigure 4 can be understood again in terms of a competition between the

attractive induced interaction and the repulsive intraspecies contact interaction. For small gAA the induced

Figure 3.Probability distribution for the states of theB species for gAA/ERλ=0.0236, gAB/ERλ=0.135 and (a)V0/ER=18 or (b)
V0/ER=22.5. (a) describes ground states with a complete localization ofA atoms in a single well (see equation (8)), whereas (b)
describes ground states with a pairwise localization in twowells (see equation (7)).

6
Of course, the depletion of the Bose gas due to intraspecies interactions of strength gBBwill also lead to population of 0k ¹ momentum

states. But since the depletion is rather small for gAB=0 this effect plays aminor role.

6
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interaction is dominating the behaviour of theA species atoms, leading to their complete localization in a single

well. At a certain interaction strength gAA this is no longer the case, resulting in a pairwise accumulation ofA

atoms. Apparently, the different nature of the competing interactions (long-range and contact) does not lead to a

trivial reduction of the four-impurity cluster to a three-impurity cluster, but rather leaves this out as a possibility

and directly favours a two-impurity cluster. Astonishingly, the crossover between the different configurations is

very sharp, such that the systemoccupies only one of the triplets without superposing them. Furthermore, it is

possible to control thewidth of the plateau of the pairwise localization by adjusting the interspecies coupling

strength gAB correspondingly. The plateau (red) corresponding to a degeneratemanifold of ground states with

pairwise localization ofA atoms ismuch broader for a larger value of gAB (seefigure 4(b)). This alsomeans that a

smaller value of the interspecies interaction strength gAB leads to a smaller critical value of gAA (see figure 4(a)) at

which the transition to the ground state MYñ∣ takes place (black plateau, equation (6)). In essence, wefind that by

tuning the intraspecies interaction strength, we are able to control and engineer the localization of theA atoms in

the lattice. The sharpness of the crossovers allows for a clear and systematic way of choosing the ground states,

while the broad plateausmake the triplets robust with respect tofluctuations of gAA. In this sense, the coupled

system serves as a transistor-like switching device for number state preparation of impurities in a lattice.

3.3. Boundary conditions

Ourfindings in the previous sections so far relied on the fact that we assumed periodic boundary conditions. It is

therefore of immediate interest inwhichway the localization pattern infigures 2(b) and (d) depends on the

choice of the boundary conditions. For this reason, we consider solely values of the lattice depthV0 and

interspecies interaction strength gAB of the crossover diagram such thatwe arrive at the ground state

configurations in equations (7) and (8). The corresponding values are given in table 1. Subsequently, for those

two regimeswe change the boundary conditions to hardwall boundary conditions. Obviously, this changewill

break the translational symmetry of theHamiltonian. Instead, theHamiltonian nowobeys parity symmetry,

suggesting that the former ground state degeneracy of a tripletmight nowbe given by a doublet. Indeed, for the

states comprising complete localization of theA atoms in a single well (equation (8))we arrive at the subspace of

degenerate ground states, where the atoms of speciesA localize in the outer wells, i.e. 4, 0, 0 W B
1ñ Ä Y ñ∣ ∣ and

0, 0, 4 W B
2ñ Ä Y ñ∣ ∣ 7 . However, the degenerate ground statewith pairwise localization for periodic boundary

conditions does not exhibit any degeneracy for hardwall boundary conditions anymore. In this sense, the

ground state in that regime is given by a non-degenerate parity symmetric ground state of the form

2, 0, 2 W Bñ Ä Y ñ∣ ∣ ¯ (singlet).

Investigating the one-body density of the Bose gas of speciesB, one gets an intuition for the reasonwhy in

one region the ground state triplet becomes a doublet and in the other it becomes a singlet for hardwall

boundary conditions. The one-body density shows that the Bose gas accumulates in the centre of the box

potential8 (not shown here), because it is energetically favourable for themajority of the bosons of the Bose gas to

occupy the energetically lowest eigenmode of the box potential and not accumulate to either side of the box. As a

consequence, theA atoms localize in the outer wells due to the repulsive coupling to theB species, thereby

avoiding occupation of themiddle well. For the ground states comprising complete localization ofA atoms in a

single well, the restriction of theA atoms to the outerwells allows for two possiblemany-body states out of three

Figure 4.Probability distribution of the number state configurations of the impurities in dependence of the intraspecies coupling
strength gAA forV0/ER=22.5 and (a) gAB/ERλ=0.084 or (b) gAB/ERλ=0.135.

7
The reader should note that theWannier states building the number states are calculated using hardwall boundary conditions.

Furthermore, the states of theB species will change correspondingly.We omit indication of the boundary conditions in order to avoid
confusion.
8
We introduce the equally valid term ‘box potential’ as a synonym for hardwall boundary conditions.

7
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in equation (8), whereas for the ground states with pairwise localization ofA atoms only a single state in

equation (7) obeys this restriction.

Following the above line of argumentation, onemight now askwhether it is possible to change the singlet

ground state into a doublet and vice versa by forcing the Bose gas out of the centre and thereby to either side of

the box. In order to achieve this we implement a repulsiveGaussian potential for theB species in themiddle of

the boxwhich is localized in themiddle well of the lattice and has an amplitudeA0 that is approximately twice as

large asV0, i.e.A0/ER=50. It turns out that this procedure has the effect we aim for, leaving an imprint on the

one-body density of the correspondingB species states (seefigures 5(e) and (f)), which is defined as

x dx ... dx x, x , , x , 9
B

i
N B

i
N

1 ,
2 2

2
B Bòr = Y ¼( ) ∣ ( ) ∣ ( )( )

integrating over allB atoms except for one.

Infigure 5, we show the one-body density
B

i1 ,r( ) (i 1, 2, 3Î { }) of the states of theB species, following the

nomenclature in table 1. Figure 5(e) shows that the one-body density of theB species indeed exhibits aminimum

in the centre of the box, leading to an accumulation to both sides. Consequently, theA atoms accumulate in the

Figure 5.One-body density
B

i1 ,r( ) for the states of theB species in table 1with gAA/ERλ=0.0236, gAB/ERλ=0.135 and (left column)

V0/ER=18 or (right column)V0/ER=22.5. The first row is based on periodic boundary conditions, the second row is based on hard
wall boundary conditions and the third one incorporates a repulsive Gaussian potential for theB species in the centre of the box in
addition to the hardwall boundary conditions. The dotted line is a sketch of the lattice potential, indicating the position of thewells
(see footnote 7).

Table 1.Degenerate subspaces of the ground state for different boundary conditions for gAB/ER
λ=0.135 and gAA/ERλ=0.0236. The third row incorporates a repulsiveGaussian potential for theB
species in the centre of the box in addition to the hardwall boundary conditions. The different values of
the lattice depthV0 lead either to a complete localization ofA atoms in a single well or to a pairwise
localization (see footnote 7).

Boundary conditions V0/ER=18 V0/ER=22.5

Periodic 4, 0, 0 W B
1ñ Ä Y ñ∣ ∣ 2, 2, 0 W B

1ñ Ä Y ñ∣ ∣ ¯

0, 4, 0 W B
2ñ Ä Y ñ∣ ∣ 2, 0, 2 W B

2ñ Ä Y ñ∣ ∣ ¯

0, 0, 4 W B
3ñ Ä Y ñ∣ ∣ 0, 2, 2 W B

3ñ Ä Y ñ∣ ∣ ¯

Hardwalls 4, 0, 0 W B
1ñ Ä Y ñ∣ ∣ 2, 0, 2 W Bñ Ä Y ñ∣ ∣ ¯

0, 0, 4 W B
2ñ Ä Y ñ∣ ∣

Hardwalls and repulsiveGaussian potential 0, 4, 0 W Bñ Ä Y ñ∣ ∣ 2, 2, 0 W B
1ñ Ä Y ñ∣ ∣ ¯

0, 2, 2 W B
2ñ Ä Y ñ∣ ∣ ¯

8
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middlewell, such that only onemany-body ground state out of equation (8) fulfills this restriction, namely

0, 4, 0 W Bñ Ä Y ñ∣ ∣ . In contrast to that, for pairwise impurity localization forcing theB species out of the centre of

the box allows for two possible ground states from equation (7) (see figure 5(f)), namely 2, 2, 0 W B
1ñ Ä Y ñ∣ ∣ ¯ and

0, 2, 2 W B
2ñ Ä Y ñ∣ ∣ ¯ . Table 1 summarizes the engineering of the degenerate subspace of the ground state in

dependence of the boundary conditions for pairwise and complete localization of theA atoms in a single well.

Figure 5(a) resembles the case of gAA=0, where the particles of speciesB are expelled from thewell where all the

A atoms fully localize, leaving an imprint on the one-body density. Infigure 5(b) theB species atoms need to be

expelled from twowells due to the pairwise localization ofA atoms. Because of the fact that there are less

impurities per well the hereby reduced interspecies interaction allows for a larger one-body density of speciesB

in the region of the pairwise occupiedwells. Figures 5(c) and (d) are similar to (a) and (b) except for a shifting of

the density closer to the centre of the box potential. This is simply an effect of the change to hardwall boundary

conditions. Apart from two specific ground state configurations (figure 5(b) red and 5(d) green) it is possible to

identify any of themany-body ground states in table 1 just by analysing the position of the one-body density of

theB species states with respect to the lattice potential—irrespective of the boundary conditions.

Thus, we are able to engineer the character of degeneracy of the ground state by choosing the boundary

conditions correspondingly (in combinationwith aGaussian potential). Combining this with the fact that it is

possible to switch between differently localized configurations of the impurities by tuningV0, gAB and gAA, one

might think of an (adiabatic) particle transfer of the following type. Initially, we prepare the ground state in one

of the doublet states (using hardwall boundary conditions), e.g. 4, 0, 0 W B
1ñ Ä Y ñ∣ ∣ . Increasing the intraspecies

interaction strength gAA adiabatically the ground state will reconfigure to the singlet 2, 0, 2 W Bñ Ä Y ñ∣ ∣ ¯ .

Essentially, this can be interpreted as a transfer of two impurities from the left to the right well.

4. Conclusions

Wehave shown that it is possible tomanipulate the configuration space of lattice trapped impurities with

fractionalfilling immersed in a Bose gas. For small interspecies interaction strengths, the impurities populate the

energetically lowest Bloch state or localize separately in different wells with the one extra particle being

delocalized over all thewells, depending on the lattice depth. In contrast, for large interspecies interaction

strengths and depending on the lattice depth and intraspecies couplingwefind that the impurities either localize

pairwise or completely in a single well of the lattice. Astonishingly, in dependence of the intraspecies and

interspecies coupling as well as the lattice depth the system switches between those two internal state

configurations, allowing for an engineering of the impurity distribution in a systematic and controlledmanner.

Furthermore, the change fromperiodic to hardwall boundary conditions will reconfigure the ground state from

a triplet to either a doublet for ground states where theA atoms fully localize in onewell, or to a singlet for

ground states where they localize pairwise in onewell.We can exploit this degeneracy even further in order to

select individual states out of themanifold by applying a small asymmetry to the lattice potential. Eventually, we

are not only able to let the impurities cluster in a certainway, but alsomanipulate inwhichwells they

accumulate. Additionally, we are able to influence the ground state’s character of degeneracy. In the spirit of

atomtronics, we have developed a switching device formany-body state preparation, thereby controlling the

accumulation of impurities in a lattice. This analysis is also applicable for a larger number of particles in the

environment, while still remaining in the few particle regime (wehave tested this for N 10, 30B Î [ ]), resulting in

the same crossover to the two localization patterns for large gAB. However, such a particle increase will also

increase the attractive induced interaction for a given choice ofV0 and gAB, thereby shifting the transition region.

Increasing the number of impurities, the impuritiesmight formmulti-atom clusters of different types

depending on the parameter regime due to the long-range character of the induced interaction.We have

additionally performed calculations for three impurities in the same setup. In this case the splitting into the two

regions of pairwise and complete localization for large gAB does not occur. Instead, for large interspecies

interaction strengthswe find only one regime inwhich the impurities cluster completely in a single well.

Furthermore, it is of interest for future studies how the number of lattice sites affects the localization pattern. A

natural question appearing in the case of four lattice sites is related to how the two-impurity clusters will

distribute in the lattice. Theymight appear next to each other or such that one lattice site is empty between two

two-impurity clusters.

The control over the impurity distribution serves as a perfect starting point for dynamical particle transfer

scenarios, where onewould prepare the impurities in a fully localized state and dynamically transfer it to a

pairwise localized state, thereby transferring two particles. In particular, this could also be of interest for the

implementation of quantum logical gates, where the position of the impurities shall indicate a logical operation.

Especially the dynamical responsemay pave newpathways to applications in atomtronics.Moreover, one could

think of exploiting this engineering of the impurity distribution in order to createmulti-atom clusters which are

9
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not of binary type. These clusters could serve as a static-disordered potential for the study of Anderson

localization using ultracold atoms as proposed in previous works [74–76].
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We investigate the tunneling dynamics of an ultracold bosonic impurity species which interacts repulsively

with a second, larger Bose gas. Both species are held in a finite-sized quasi-one-dimensional box potential. In

addition, the impurity bosons experience a periodic potential generated by an optical lattice. We initially prepare

our binary mixture in its ground state, such that the impurities and Bose gas are phase separated and the impurities

localize pairwise in adjacent sites of the periodic potential, by tuning the interaction strengths and the lattice

depth correspondingly. The dynamics is initiated by suddenly lowering the repulsive interspecies interaction

strength, thereby entering a different regime in the crossover diagram. For specific postquench interspecies

interaction strengths we find that a single impurity tunnels first to the neighboring empty site and depending

on the quench strength can further tunnel to the next-neighboring site. Interestingly, this effect is highly sensitive

to the presence of the Bose gas and does not occur when the Bose gas does not interact with the impurity species

throughout the dynamics. Moreover, we find that the tunneling process is accompanied by strong entanglement

between the Bose gas and the impurity species as well as correlations among the impurities.

DOI: 10.1103/PhysRevA.100.043616

I. INTRODUCTION

Ultracold atoms have proven to represent a very flexible

platform for exploring many-body (MB) quantum effects.

They allow for varying the trapping potential in numerous

ways, ranging from the manipulation of the dimensionality to

“painting” arbitrary external confinements [1]. Additionally,

Feshbach and confinement induced resonances [2,3] enable

the tuning of the interaction strength between the atoms. In

this spirit ultracold atoms allow one to realize even rather

complex many-body systems. In particular, one-dimensional

(1D) systems are under intense investigation since they exhibit

intriguing phenomena. Due to their inverse scaling of the

effective interaction strength to the density [4–6] they allow

for entering the strong-interaction regime, while remaining

dilute [7,8]. Consequently, 1D ultracold systems provide us

with the possibility to enter regimes where effective theories

are no longer valid.

Apart from controlling single-component fermionic or

bosonic ensembles in a systematic manner it is possible to

extend this control to mixtures of ultracold atoms [9,10] such

as Bose-Bose, Fermi-Fermi, and Bose-Fermi mixtures. The

fact that we add to the already present intraspecies interactions

an interspecies interaction leads to a significant extension

of the already very rich phenomenology of the case of a

single species, ranging from pair-tunneling [11,12] to phase

separation processes [13–16] and composite fermionization

[17–19]. Here, especially particle-imbalanced mixtures are

currently of immediate interest. Such a setup can consist of

an impurity species of a few particles which are immersed

in a majority species of many particles. Extensive theoretical

[20–31] as well as experimental [32–36] studies have been

performed for this case. A single impurity immersed in a

majority species leads to the notion of a polaron, which plays a

central role in our understanding of quantum matter. Consider-

ing several impurities interacting with a majority species, one

finds that the latter mediates an effective attractive interaction

between the impurities [37–43], leading to a clustering of the

impurities assuming they are bosons [44–47]. As it turns out,

it is even possible to engineer the localization properties of

the impurities by including a repulsive intraspecies interaction

between them [48].

In the present paper, we investigate a binary Bose-Bose

mixture consisting of an ultracold bosonic impurity species

which interacts repulsively with a second, larger majority

species. Both species are held in a finite-sized quasi-one-

dimensional box potential. In addition, the impurity bosons

experience a periodic potential generated by an optical lattice.

Exploiting the aforementioned possibility to engineer the

localization properties of the impurities, we prepare an initial

wave function which constitutes a phase separation of the

impurity species and the Bose gas, while the impurities accu-

mulate pairwise in adjacent wells of the lattice potential. Upon

lowering the interspecies interaction strength we explore the

dynamical response of the system. The corresponding quench

is performed across crossover boundaries of regimes which

constitute different distributions of the impurities in the lattice

depending on the interspecies interaction strength. Building

upon this, we aim at a dynamical particle transfer, which

takes place in a systematic manner due to the presence of the

majority species. We find that a sufficiently strong quench

leads to the tunneling of a single impurity through the lattice

out of the initial four-impurities cluster. Interestingly, this

process is only possible for a finite postquench interspecies

interaction strength and does not appear when the Bose

gas is transparent to the impurity species in the course of
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time. We observe that the tunneling process of the impurity

species is accompanied by a strong entanglement between

the subsystems as well as strong correlations among the

impurities. Increasing the number of particles in the majority

species, we observe that the tunneling of the impurity species

persists, while exhibiting a slightly lower tunneling amplitude.

Our paper is structured as follows. In Sec. II we present the

system under investigation along with the numerical method

employed for simulating the correlated many-body dynamics.

Section III provides a discussion of the quench protocol as

well as the initial ground state. Section IV is dedicated to

a thorough analysis of the dynamical response as a function

of the interspecies interaction strength and the number of

majority species particles. We conclude in Sec. V with a

summary of our findings, present possible applications, and

discuss directions for future studies.

II. SETUP AND COMPUTATIONAL APPROACH

A. Computational approach

Our numerical simulations are performed using the

ab initio multilayer multiconfiguration time-dependent

Hartree method for bosonic (fermionic) mixtures (ML-

MCTDHX) [49–51], which is able to take all correlations

into account [52–57]. As a first step, the total many-body

wave function |�MB(t )� is expanded in M species functions

|�σ (t )� of species σ and written as a Schmidt decomposition

[58]:

|�MB(t )� =

M�

i=1

�
λi(t )

���A
i (t )

�
⊗

���B
i (t )

�
. (1)

Here, the Schmidt coefficients
√

λi, in decreasing order, pro-

vide information about the degree of population of the ith

species function and thereby about the degree of entanglement

between the impurities and the majority species. In case that

λ1 = 1 the species A and B are not entangled and the system

can be described with a species mean-field ansatz (M = 1).

Furthermore, the species wave functions |�σ (t )� describ-

ing an ensemble of Nσ bosons are expanded in a set of

permanents:
���σ

i (t )
�
=

�

�nσ |Nσ

Cσ �n(t )|�nσ ; t�, (2)

where the vector �nσ = (nσ
1 , nσ

2 , . . .) denotes the occupations

of the time-dependent single-particle functions of the species

σ . The notation �nσ |Nσ indicates that for each |�nσ ; t� we

require the condition
�

i nσ
i = Nσ . The time propagation of

the many-body wave function is achieved by employing

the Dirac-Frenkel variation principle �δ�MB|(i∂t − H)|�MB�
[59–61] with the variation δ�MB. Within ML-MCTDHX one

has access to the complete many-body wave function which

allows us consequently to derive all relevant characteris-

tics of the underlying system. In particular, this means that

we are able to characterize the system by projecting onto

number states with respect to an appropriate single-particle

basis [62,63]. Besides investigating the quantum dynamics

it allows us to calculate the ground (or excited) states by

using either imaginary-time propagation or improved relax-

ation [64], thereby being able to uncover also possible de-

generacies of the many-body states. In standard approaches

for solving the time-dependent Schrödinger equation, one

typically constructs the wave function as a superposition

of time-independent Fock states with time-dependent coeffi-

cients. Instead, it is important to note that the ML-MCTDHX

approach considers a comoving time-dependent basis on dif-

ferent layers, meaning that in addition to time-dependent

coefficients the single-particle functions spanning the number

states are also time dependent. This leads to a significantly

smaller number of basis states and configurations that are

needed to obtain an accurate description and thus reduces the

computation time [65].

B. Setup

Our system consists of a mixture of two bosonic species.

The minority species A (impurities) is trapped in a one-

dimensional lattice with hard wall boundary conditions. It is

immersed in a majority species B obeying the same boundary

conditions but without the lattice potential. This setup lies

within reach of current experimental techniques. Various trap-

ping potentials for the atoms can be achieved, including in par-

ticular one-dimensional ring geometries [1] and box potentials

[66]. The optical lattice potential for the impurities does not

affect the Bose gas, which is achievable by choosing the corre-

sponding laser wavelengths and atomic species [67]. Thereby,

we create a two-component system with each species being

trapped individually. Furthermore, we introduce a coupling

Hamiltonian ĤAB between the two species. Both subsystems

are confined to a longitudinal direction, accounting for the

one-dimensional character, and excitations in the correspond-

ing transversal direction are energetically suppressed and can

therefore be neglected. This results in a Hamiltonian of the

form Ĥ = ĤA + ĤB + ĤAB. The Hamiltonian of the A species

reads

ĤA =

� L/2

−L/2

dx �̂
†
A(x)

�
− h̄2

2mA

d2

dx2
+ V0 sin2

�
πkx

L

�

+ gAA �̂
†
A(x)�̂A(x)

�
�̂A(x), (3)

where �̂
†
A is the field operator of the lattice A bosons, mA

is their mass, V0 is the lattice depth, gAA is the intraspecies

interaction strength of the two-body contact interaction among

the A atoms, k is the number of wells in the lattice, and L is the

length of the system, while x ∈ [−L/2, L/2]. The B species is

described by the Hamiltonian

ĤB =

� L/2

−L/2

dx �̂
†
B(x)

�
− h̄2

2mB

d2

dx2

+ gBB �̂
†
B(x)�̂B(x)

�
�̂B(x), (4)

where �̂
†
B is the field operator of the B species, gBB > 0 is the

interaction strength of the two-body contact interaction among

the B atoms, and mB is the corresponding mass. Moreover, we

assume equal masses for the species mA = mB. Experimen-

tally this can be achieved by preparing, e.g., 87Rb atoms in two

different hyperfine states, i.e., |F = 2, mF = −2� represents

the impurity species and |F = 1, mF = −1� represents the

Bose gas, thereby obtaining a two-species bosonic mixture.
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Using the so-called tune-out wavelength of the |F = 1, mF =

−1� state it is possible to create species-dependent potentials

[67,68], such that the optical lattice potential for the impurities

does not affect the Bose gas. Consequently, the Bose gas

experiences a vanishing light shift, while the light shift for the

impurity species can be used to trap this species in an optical

lattice potential. The interaction between the species A and B

is given by

ĤAB = gAB

� L/2

−L/2

dx �̂
†
A(x)�̂A(x)�̂†

B(x)�̂B(x), (5)

where gAB is the interspecies interaction strength. The in-

teraction strengths gα (α ∈ {A, B, AB}) can be expressed in

terms of the three-dimensional s-wave scattering lengths a3D
α .

By assuming the above-mentioned strong transversal confine-

ment with the same trapping frequencies ωσ
⊥ = ω⊥ for both

species σ ∈ {A, B} it is possible to integrate out frozen degrees

of freedom, leading to a quasi-one-dimensional model with

gα = 2h̄ω⊥a3D
α .

Throughout this paper we consider a k = 5 well lattice and

focus on small particle numbers with NA = 4 impurities, lead-

ing thus to a fractional filling in the lattice, and NB ∈ {10, 30}

majority atoms. The interaction among the majority atoms is

set to a value where the quantum depletion of the Bose gas

is negligible in case of an absent interspecies coupling, i.e.,

gBB/ERλ = 6.8 × 10−3, with ER = (2π h̄)2/2mAλ2 being the

recoil energy and λ = 2L/k the optical lattice wavelength.

In the following, we present the quench protocol which

induces the tunneling dynamics. We prepare our system in

its ground state with gAA/ERλ = 0.067, gAB/ERλ = 0.142,

and V0/ER = 13. This choice of parameters ensures that we

arrive approximately at the following MB wave function

|�MB� ≈ |2, 2, 0, 0, 0�W ⊗ |�B�, where the impurities accu-

mulate pairwise in adjacent sites (see Fig. 1). The number

state |2, 2, 0, 0, 0�W is spanned by Wannier states of the lowest

band for the impurity species, whereas |�B� denotes the

species wave function of the majority species. Hence, initially

the subsystems are not entangled, thereby forming a single

product state. We further note that the two species strongly

avoid overlap in this ground-state configuration (see [48]),

reminiscent of the phase separation of two Bose gases [13].

This can be seen in the one-body density of the ground state

|�MB� of the species σ [see Fig. 1(b)], which is defined as

ρ (1)
σ (x) = ��MB|�̂†

σ (x)�̂σ (x)|�MB�. (6)

The quench is performed by lowering the interspecies interac-

tion strength. Varying the postquench interspecies interaction

strength gAB, we explore the dynamical response of the binary

mixture, focusing in particular on the tunneling behavior of

the impurity species.

III. THE QUENCH PROTOCOL AND ITS UNDERLYING

PHYSICS

A. Crossover diagram

Before discussing the dynamical response of the binary

mixture upon quenching the interspecies interaction strength

gAB, we shall motivate the employed quench protocol. For

this purpose, we determine the ground state of the system for

FIG. 1. (a) Sketch of the initial state of the two-component mix-

ture. The impurities [blue (dark shading) dots] interact repulsively

via an intraspecies contact interaction of strength gAA and via an

interspecies contact interaction of strength gAB with the atoms of the

Bose gas. The latter atoms in turn weakly interact via an intraspecies

contact interaction of strength gBB. Due to the interplay between the

interspecies and the intraspecies interaction among the impurities the

latter accumulate pairwise in adjacent sites, minimizing the overlap

with the majority species. (b) One-body density of the many-body

ground state of the σ species ρ (1)
σ (x, t ) for NA = 4, NB = 10, a

lattice depth of V0/ER = 13, intraspecies interaction strengths of

gAA/ERλ = 0.067 and gBB/ERλ = 6.8 × 10−3, and an interspecies

interaction strength of gAB/ERλ = 0.142. x is given in units of λ.

different lattice depths V0 and gAB. We note that the underlying

single-particle functions of the ground state are optimized

with respect to the respective many-body problem and can

in general be of arbitrary structure. We extract information

from the complete many-body wave function by projecting

onto number states |�nA� ⊗ |�nB� and determine the probability

of being in the number state |�nA� for the impurity species

A, irrespective of the number state configurations of the B

species, namely,

P(|�nA�) =
�

i

����nB
i

�� ⊗ ��nA|�MB�
��2

, (7)

where {|�nB
i �} could be any number state basis set of the

Bose gas with fixed particle number and |�MB� is the total

many-body ground-state wave function. In order to associate

the impurity state |�nA� = |nA
1 , nA

2 , nA
3 , nA

4 , nA
5 � with a spatial

distribution we construct the number states with a generalized

Wannier basis (see subscript W ) of the lowest band [69–71].

In Fig. 2 we show the probability P(|�nA�) of finding the

impurity A species atoms in the respective number state

043616-3
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FIG. 2. Probability of finding the impurity species (a) forming

one two-impurity cluster next to a single impurity and one impurity

residing along the opposite wall, (b) localized pairwise in adjacent

wells, and (c) localized separately in the outer wells as a function of

the lattice depth V0 and the interspecies interaction strength gAB for

gAA/ERλ = 0.067. The number states in panels (a) and (b) are chosen

as an example and therefore the corresponding parity-symmetric

configurations show the same behavior. In panel (d) we show the

one-body density of the species A as a function of the interspecies

interaction strength for a fixed lattice depth of V0/ER = 13. In region

I the impurities localize separately in the outer wells. In region II

they form one two-impurity cluster next to a single impurity and

one impurity residing along the opposite wall and in region III they

are localized pairwise in adjacent wells (see Table I). The particle

number of the respective species is chosen as NA = 4 and NB = 30.

x is given in units of λ, V0 is given in units of ER, and gAB is given in

units of ERλ.

|�nA� as a function of V0 and gAB. Predominantly the states

|1, 1, 0, 1, 1�W , |2, 1, 0, 0, 1�W , and |2, 2, 0, 0, 0�W are occu-

pied. Focusing on large lattice depths the impurity species is

well described by a single number state of the aforementioned

kind depending on the interspecies interaction strength. For

small gAB and large lattice depths we observe that the impuri-

ties are localized separately in the outer wells [see Fig. 2(c)].

Increasing gAB we find a transition to a state exhibiting one

two-impurity cluster next to a single impurity and one impu-

rity residing along the opposite wall [see Fig. 2(a)]. For even

larger gAB, the impurities accumulate pairwise in adjacent

sites [see Fig. 2(b)]. This behavior is also reflected in the

one-body density ρ
(1)
A (x) of the impurity species, shown in

Fig. 2(d). We note here that the many-body ground states

in Figs. 2(a) and 2(b) for large lattice depths are degener-

ate with an energetically equivalent counterpart of the type

TABLE I. Degenerate subspaces of the ground state referring to

the regimes in Fig. 2(d) for NB = 10 and V0/ER = 13.

Regime

I II III

|1, 1, 0, 1, 1�W ⊗
���1

B

�
|2, 1, 0, 0, 1�W ⊗

���2
B

�
|2, 2, 0, 0, 0�W ⊗

���3
B

�

|1, 0, 0, 1, 2�W ⊗
���̄2

B

�
|0, 0, 0, 2, 2�W ⊗

���̄3
B

�

|1, 0, 0, 1, 2�W ⊗ |�̄2
B� or |0, 0, 0, 2, 2�W ⊗ |�̄3

B�, where |�̄ i
B�

and |� i
B� denote the respective species wave function of the

majority species B (the bar denotes the species wave function

B for the degenerate counterpart). For large lattice depths we

can now classify the ground states for varying interspecies

interaction strengths into three regimes as depicted in Table I.

Next, we prepare the binary mixture in the ground-state

many-body wave function |�0� ≈ |2, 2, 0, 0, 0�W ⊗ |�3
B� by

choosing a lattice depth of V0/ER = 13 and an interspecies

interaction strength of gAB/ERλ = 0.142. Lowering now in-

stantaneously the interspecies interaction strength and thereby

crossing the different regimes in the crossover diagram in

Fig. 2, the corresponding ground states would be given by

more delocalized configurations (see Table I). In this spirit,

one might expect that the former two-impurity cluster will

split up in the course of the dynamics, leading to a tunneling of

the impurities in the lattice. Of course, this simple picture will

not give insight into the explicit complex dynamical response

of our system, but rather serves as a starting point as well as a

motivation for the chosen quench protocol. An extensive study

of the actual dynamics observed in the two-component system

will be the subject of the following sections.

B. Single-impurity dynamics

Instead of diving directly into the results for the case of

NA = 4 impurities in the subsystem A, we will first briefly

discuss the case of a single impurity, i.e., NA = 1, coupled to

a majority species of NB = 10 particles. Assuming the same

parameters as discussed above and setting the lattice depth

to V0/ER = 13 and the interspecies interaction strength to

gAB/ERλ = 0.14, the impurity will accumulate to one of the

most outer lattice sites, similar to the case of NA = 4 impuri-

ties. Quenching now the interspecies interaction strength to a

lower value, we find two distinct regimes for the dynamical

response of the impurity, identified by the temporal evolution

of the one-body density for both species upon quenching

gAB. We observe that initially the impurity is localized in

the rightmost well, whereas the majority species distributes

such that it avoids the overlap with the impurity. For a

postquench interspecies interaction strength of gAB/ERλ = 0,

we observe a tunneling of the impurity through the lattice

potential structure to the leftmost well [see Fig. 3(a)]. This is

followed by a rather complex tunneling between the various

lattice sites. Throughout the dynamics the majority species

exhibits high-frequency oscillations of the one-body density

[see Fig. 3(c)]. For any postquench interspecies interaction

strength not close to zero the impurity remains localized in

the initially populated well in the course of the dynamics

[see Fig. 3(b)], whereas the B species exhibits again high-

frequency oscillations on top of an overall breathing of the

one-body density [see Fig. 3(d)]. Apparently, the finite repul-

sive coupling of the impurity to the majority species does

not allow for a transfer of the impurity to the neighboring

lattice sites due to the latter species acting as an effective

material barrier. Instead it is necessary to quench the system

such that the majority species basically becomes transparent

to the impurity in order to achieve a tunneling of the impurity.

In this sense, the dynamical response of the system can be

defined by two distinct regimes. Either the impurity performs
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FIG. 3. Temporal evolution of the one-body density of the A

species ρ
(1)
A (x, t ) (upper row) and B species ρ

(1)
B (x, t ) (lower row) for

a single impurity coupled to the majority species B for a lattice depth

of V0/ER = 13 and a postquench interspecies interaction strength of

(a, c) gAB/ERλ = 0 and (b, d) gAB/ERλ = 0.032. x is given in units

of λ and t is given in units of h̄/ER.

a rather complex tunneling through the lattice potential, while

exhibiting traces of an oscillation from one side to the other

side of the system, for postquench gAB = 0 or close to zero,

or it remains localized in the initially populated well for

weaker quench amplitudes. In the following discussion we

will explicitly show that the case of four impurities initially

accumulating pairwise in adjacent sites exhibits impurity tun-

neling for finite postquench couplings to the majority species

and strong enough quench amplitudes, whereas quenching to

gAB/ERλ = 0 results in a localization of the impurity species

in the initially populated wells in the course of time.

IV. CORRELATED TUNNELING DYNAMICS

A. Density evolution and correlation analysis

We explore the dynamics of NA = 4 impurities coupled

to a majority species of NB = 10 bosons. Motivated by the

crossover diagram in the previous section [see Fig. 2] we

choose a lattice depth of V0/ER = 13 and an interspecies

interaction strength of gAB/ERλ = 0.14 in order to prepare the

binary mixture in the ground state |�0� ≈ |2, 2, 0, 0, 0�W ⊗
|�3

B�. We perform a quench of the interspecies interac-

tion strength to a lower value and determine the dynamical

response of the system numerically using ML-MCTDHX,

which is capable of taking all correlations into account. In the

first step, we identify four different regimes of the dynamical

response of our system, depending on the postquench inter-

species interaction strength gAB, based on qualitatively dif-

ferent dynamical patterns of the one-body densities. Figure 4

shows the temporal evolution of the one-body density of the A

and B species for various postquench interspecies interaction

strengths. For weak quench amplitudes [see Figs. 4(d) and

4(h)], the impurities remain trapped in the initially occupied

wells and appear not to respond dynamically to the quench,

whereas the majority species performs high-frequency oscilla-

tions in the one-body density. The origin of these oscillations

will be discussed in Sec. IV B. This scenario resembles the

case of a single impurity coupled to the majority, which has

been discussed in the context of Fig. 3. However, quenching

to even lower values of gAB initiates a tunneling process to

the neighboring unoccupied lattice site [see Fig. 4(c)]. We

observe a rather periodic oscillation of the one-body density

ρ
(1)
A (x, t ) between the second and third lattice site. These

oscillations are imprinted on the one-body density profile of

the majority species, which tries to minimize the overlap to the

minority species [see Fig. 4(g)], on top of the high-frequency

oscillations. We can extend this tunneling behavior of the

impurities by reducing the postquench interspecies interaction

strength even further. This leads to a tunneling of the impurity

FIG. 4. Temporal evolution of the probability Pl of finding an impurity particle in the lth Wannier state upon quenching to (a) gAB/ERλ =

0.051 and (e) gAB/ERλ = 0.032. Temporal evolution of the one-body density of the A species ρ
(1)
A (x, t ) (upper row) and B species ρ

(1)
B (x, t )

(lower row) for a lattice depth of V0/ER = 13 and a postquench interspecies interaction strength of (b, f) gAB/ERλ = 0.032, (c, g) gAB/ERλ =

0.051, and (d, h) gAB/ERλ = 0.065. The particle number of the respective species is chosen as NA = 4 and NB = 10. x is given in units of λ

and t is given in units of h̄/ER.
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species into the third, as in the previous case, and in particular

into the fourth well. Again, this will leave an imprint on the

one-body density of the B species [see Fig. 4(f)]. Remarkably,

for a postquench interspecies interaction strength of gAB = 0,

such that the majority species is transparent to the impurities,

the latter will remain localized in the initially populated wells

(not shown here). In contrast to the case of a single impurity

(see Fig. 3), the two-impurity cluster remains stable and does

not deviate from its initial configuration in the course of time.

Such stable composite objects exhibit rather large lifetimes

and have already been observed experimentally in optical

lattices [72]. The majority species, however, does respond

strongly to the quench, which manifests itself in an initial

dipolelike motion of the species, which stabilizes in time due

to interference processes (not shown here).

In order to deepen our insight into the mechanisms un-

derlying the dynamics in the binary mixture, we will now

analyze the correlations which accompany the dynamics, in

particular the entanglement between the impurity species and

the majority species. For this purpose we introduce the von

Neumann entropy

SAB(t ) = −
�

i

λi(t ) ln[λi(t )] (8)

as a measure for the entanglement between the subsystems

A and B, where λi are the Schmidt coefficients defined in

Eq. (1). In the case of a single contributing product state in

Eq. (1), the subsystems are disentangled and the von Neumann

entropy is given by SAB = 0, whereas any deviation from this

value indicates entanglement between the A and the B species.

In the same manner we want to define a measure for the

correlations which are present in each subsystem itself. Let

us first remember the spectral decomposition of the one-body

density of species σ , which reads

ρ (1)
σ (x, t ) =

�

j

nσ j (t )�∗
σ j (x, t )�σ j (x, t ), (9)

where nσ j (t ) in decreasing order, obeying
�

j nσ j = 1, are

the so-called natural populations and � jσ (x, t ) are the cor-

responding natural orbitals. In this sense, the natural orbitals

are the eigenstates, while the natural populations are the

corresponding eigenvalues, which are determined by diago-

nalizing the one-body density matrix. Similar to the Schmidt

coefficients the natural populations serve as a measure for

the correlations in a subsystem. In this spirit, we define the

fragmentation in the subsystem σ as

Sσ (t ) = −
�

j

nσ j (t ) ln[nσ j (t )]. (10)

Here, the case of Sσ = 0 means that the subsystem σ is not

depleted, meaning that all particles occupy the same single-

particle state, i.e., nσ1 = 1.

Figure 5 shows the temporal evolution of the von Neumann

entropy SAB(t ) and the fragmentation of the impurity species

SA(t ) as well as of the majority species SB(t ) for the four

different regimes of the dynamical response of our system,

depending on the postquench interspecies interaction strength

gAB. Again, we start by analyzing the results for the weak

quench to gAB/ERλ = 0.065. Analogously to the one-body

FIG. 5. Temporal evolution of (a) the von Neumann entropy

SAB(t ), (b) the fragmentation of the impurity species SA(t ), and (c) the

fragmentation of the the majority species SB(t ) for the postquench

interspecies interaction strengths discussed in Fig. 4 corresponding

to the four emerging regimes. t is given in units of h̄/ER.

density of the impurity species the fragmentation SA(t ) is

in general dynamically stable, while showing only marginal

fluctuations. The same is true for the von Neumann entropy

SAB(t ) as well as the fragmentation of the majority species

SB(t ). Quenching to gAB/ERλ = 0.051 leads to a strong re-

sponse of the aforementioned quantities. The initial tunneling

of the impurity species into the third well is accompanied

by an increase of the fragmentation SA(t ) and SB(t ) as well

as the von Neumann entropy SAB(t ), whereas the reduction

of the impurity species’ density in the third well will reduce

said quantities. We note that this effect is the strongest for

the von Neumann entropy and the fragmentation of species

A. The impact on the fragmentation of the majority species is

minor and appears to stabilize in the course of time. Initially,

the subsystems are disentangled, i.e., SAB(t = 0) = 0, which

manifests itself in the system being described by a single
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product state |�0� ≈ |2, 2, 0, 0, 0�W ⊗ |�3
B�. The moment the

impurity species tunnels into the third well it will become

entangled with the majority species, while in the case when

the impurity species tunnels back the entanglement is reduced.

However, in this case the von Neumann entropy does not

drop to SAB = 0, but rather the subsystems remain entangled

to some extent. This is due to the fact that a fraction of the

impurity species density remains in the third well, thereby in-

creasing the overlap with the majority species, even though it

is not clearly visible in the one-body density in Fig. 4(c). This

will become evident in the following discussion of Fig. 4(e).

For stronger quenches, i.e., gAB/ERλ = 0.032, the sub-

systems will get even more entangled, while at the same

time the impurity species exhibits stronger correlations. How-

ever, these correlations as well as the von Neumann entropy

evolve less regularly compared to the previously discussed

postquench interspecies interaction strength. As expected,

when quenching to gAB = 0 and thereby making the majority

species transparent to the impurity species the subsystems

remain disentangled in the course of time. Since the impurity

species remains localized in the first and second well, also

the fragmentation SA only weakly deviates from the initial

value with time. In contrast to that, the impact of this quench

on the fragmentation of the subsystem B is rather strong,

but shall not be the focus of the current paper’s analysis.

In summary, we have found four different regimes for the

dynamical response of the binary mixture upon quenching

the interspecies interaction strength. In the regimes in which

the impurity species undergoes a tunneling to the neighboring

wells, we observe strong entanglement between the majority

and the impurity species as well as correlations among the

impurity atoms.

B. Microscopic characterization of the tunneling process

This section is dedicated to an in-depth analysis of the

many-body wave function, in particular focusing on the

regimes where the impurity species undergoes a tunneling

to the neighboring wells. In a first step, we want to analyze

the probability of finding an impurity particle in a specific

single-particle state. Naturally, for the impurity species we

consider generalized Wannier functions, which are obtained

by diagonalizing the position operator in the eigenbasis of the

single-particle Hamiltonian H
(1)
A = − h̄2

2mA

d2

dx2 + V0 sin2( πkx
L

),

while being restricted to the lowest band. In a second step, we

build number states using the Wannier functions and project

the time-dependent full many-body wave function onto these

number states, as described in Eq. (7). Again, the reader

should note that the complete many-body wave function is

obtained via ML-MCTDHX and subsequently we analyze this

high-dimensional object by projecting onto the corresponding

number states. In order to obtain the probability of finding an

impurity particle in a specific Wannier state, we construct the

operator

Ô
(1)
l

=
1

NA

NA�

i

��
w

i
l

��
w

i
l

��, (11)

where |wi
l��wi

l | projects the ith particle of the A species onto

the lth Wannier state. Evaluating this operator with respect to

the complete many-body wave function yields the probability

Pl = ��MB|Ô
(1)
l

|�MB� of finding an impurity particle in the

lth Wannier state. In the following the Wannier states are

ordered from left to right, i.e., |w1� and |w2� describe the

Wannier states which are associated with the initially (t = 0)

populated wells. The Wannier states prove to be a suitable

basis set, since in all cases analyzed in the following we find

that
�

l Pl ≈ 99.97%. Figures 4(a) and 4(e) show the prob-

ability Pl of finding an impurity particle in the lth Wannier

state upon quenching gAB. For a weak quench, i.e., gAB/ERλ =

0.065, a single impurity is to be found either in the first or

second Wannier state (not shown here), and therefore in the

first or second well. For larger quenches, gAB/ERλ = 0.051

[see Fig. 4(a)], we mainly find oscillations between a single

impurity populating the second and third well, which confirm

our assumptions regarding the tunneling discussed in Sec. IV.

We additionally find small fluctuations for populating the first

Wannier state, which were not directly visible in the respective

one-body density of the impurity species. Finally, quenching

to gAB/ERλ = 0.032 a single impurity will in the course of

time populate the fourth Wannier state, i.e., the fourth well,

apart from populating Wannier states 1–3. Apparently, the

tunneling is of such nature that mainly the second well is

depleted, whereas the probability of finding an impurity in

the first well only slightly reduces [see Fig. 4(e)]. Using

these quantities we gain a first quantitative description of the

tunneling behavior of the impurity species in terms of Wannier

states.

There remains the question of how many particles actually

tunnel to the neighboring wells. Such an insight can be gained

by analyzing P(|�nA�)(t ) [see Eq. (7)]. We will in particular fo-

cus on the two postquench interspecies interaction strengths,

gAB/ERλ = 0.032 and 0.051, featuring a tunneling of the

impurity species. In Fig. 6 we show the probability P(|�nA�)(t )

of finding the impurity species in the number state |�nA� upon

quenching to gAB/ERλ = 0.032 and 0.051. We find that the

number states with the largest contribution to the complete

many-body wave function |�MB� are given by |2, 2, 0, 0, 0�W ,

|2, 1, 1, 0, 0�W , and |2, 1, 0, 1, 0�W , whereas for the quench

to gAB/ERλ = 0.051 predominantly the first two states con-

tribute. For t = 0 the impurities accumulate pairwise in ad-

jacent sites and the corresponding many-body wave function

is well described by |�0� ≈ |2, 2, 0, 0, 0�W ⊗ |�3
B�. Directly

after the quench the probability of finding the impurities in the

configuration |2, 2, 0, 0, 0�W reduces, while the probability

of finding the impurities in the configuration |2, 1, 1, 0, 0�W

increases. In essence, this means that a single impurity out

of the cluster of impurities tunnels to the third well. In that

way we have identified the tunneling process, discussed in

Sec. IV, as a single-particle process. Focusing now on the

stronger quench to gAB/ERλ = 0.032, the increased density in

the fourth well [see Fig. 4(b)] can be again associated with a

single-particle tunneling into that well. Considering solely the

time evolution in Fig. 6(b) one might assume that the tunnel-

ing to the fourth well (blue line), i.e., the probability of finding

the impurity species in the number state |2, 1, 0, 1, 0�W , shows

a rather irregular behavior. However, analyzing the long-time

evolution of the respective probabilities [Fig. 6(c)] one finds

a more regular behavior of the aforementioned probabilities.

It appears that the single impurity tunnels between the third
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FIG. 6. Temporal evolution of the probability P(|�nA�)(t ) of find-

ing the impurity species in the number state |2, 2, 0, 0, 0�W [(a)–(c),

first row], |2, 1, 1, 0, 0�W [(a)–(c), second row], and |2, 1, 0, 1, 0�W

[(b, c), third row], irrespective of the number state configurations

of the B species upon quenching to (a) gAB/ERλ = 0.051 and (b,

c) gAB/ERλ = 0.032. Panel (c) shows the long-time evolution for a

quench to gAB/ERλ = 0.032. The particle number of the respective

species is chosen as NA = 4 and NB = 10. t is given in units of h̄/ER.

and fourth well, while the probability of finding the impurities

in the configuration |2, 2, 0, 0, 0�W is strongly reduced and

exhibits high-frequency fluctuations.

Employing the projection onto number states, we obtained

a detailed description of the actual character of the tunneling

process in the impurity species. The initial pairwise accumu-

lated impurity cluster breaks up in such a way that a single

impurity is transferred to the neighboring well. Increasing

the strength of the quench it is even possible to transfer this

single impurity to the fourth well. We note that this effect

is due to a finite coupling to the majority species during the

dynamics and cannot be achieved when the impurity species

is not coupled to the majority species in the course of the

dynamics, i.e., gAB = 0.

Since the majority species plays an important role for the

tunneling process it is of imminent interest to understand in

which way this species is excited due to the quench. For this

purpose, we aim at projecting the complete many-body wave

function onto number states |�nA� ⊗ |�nB�, but rather determine

the probability of being in the number state |�nB� irrespective

of the number state configurations of the impurity species.

Before this can be done we need to find an appropriate single-

particle basis set upon which to build the number states |�nB�,
which is defined as

P(|�nB�) =
�

i

����nB| ⊗
�
�nA

i

���MB

���2
. (12)

Instead of using the single-particle functions associated with

the geometry, i.e., the eigenstates of a single particle in

a box (hard wall boundary conditions), we rather want to

employ a basis which is more tailored to the many-body

problem and exhibits an impact of the interspecies interaction.

For this reason we determine the effective single-particle

Hamiltonian for the B species, assuming the product ansatz

|�0� ≈ |2, 2, 0, 0, 0�W ⊗ |�3
B� of our ground state for t = 0.

Integrating out the impurity species we arrive at the following

effective noninteracting single-particle Hamiltonian for the B

species:

Ĥ
(1)
B = − h̄2

2mB

d2

dx2
+ gABNAρ

(1)
A (x, t = 0). (13)

Through diagonalization of Ĥ
(1)
B in a discrete variable repre-

sentation basis [73] we obtain an eigenbasis for the majority

species which takes the density modulation due to the pres-

ence of the impurity species into account. In Fig. 7(a) we

show the corresponding eigenstates f
(1)
Bi (x) together with their

eigenenergies E
(1)
Bi . The single-particle ground-state wave

function f
(1)
B1 (x) is localized such that it strongly avoids the

effective potential imposed by the impurity species. Apart

from a slightly larger overlap with the potential gABNAρ
(1)
A (x),

the first excited state f
(1)
B2 (x) also avoids the latter, but addi-

tionally it exhibits a single node. The next energetically higher

state f
(1)
B3 (x) is distributed between the peaks of the effective

potential, as well as in the region where the potential is zero,

having two nodes in total.

Using these single-particle functions we build the corre-

sponding number states |�nB� and determine analogously to

the previous analysis P(|�nB�)(t ). Again we only focus on the

most populated number states in the following. We note that

excitations into higher excited states are negligible and it is

sufficient to consider only three single-particle states for the

construction of the number states. In Fig. 8 we observe that

the temporal evolution of the probability P(|�nB�)(t ) of finding

the majority species in a specific number state is dominated

by single-particle excitations, i.e., |9, 1, 0�B and |9, 0, 1�B. In

this sense, the tunneling of the impurity into the neighbor-

ing sites is correlated with single-particle excitations in the

majority species. Compared to the rather regular behavior

of excitations in the impurity species, the excitations in the

majority species fluctuate strongly, which is related to the
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FIG. 7. (a) Spatial resolution of the eigenvectors f
(1)

Bi (x) of the

effective single-particle Hamiltonian Ĥ
(1)
B [Eq. (13)] and their re-

spective eigenenergies E
(1)
Bi (dashed lines). (b) One-body density of

the many-body ground state (i = 1) and first excited state (i = 2)

with respect to the Hamiltonian ĤA,eff. The dash-dotted gray line

in panel (a) refers to the potential gABNAρ
(1)
A (x) (with prequench

gAB/ERλ = 0.142) and that in panel (b) refers to gABNBρ
(1)
B (x) +

V0 sin2 ( πkxi

L
) (with postquench gAB/ERλ = 0.051) in the respective

effective Hamiltonian with V0/ER = 13. The particle number of the

respective species is chosen as NA = 4 and NB = 10. x is given in

units of λ and E
(1)
Bi is given in units of ER.

high-frequency oscillations of the corresponding one-body

density. The initial species wave function of the B species

is given by |�3
B� ≈ |10, 0, 0�B. Following the quench, the

population of the number state |10, 0, 0�B is reduced dra-

matically in the course of time. Additionally, we observe

two-particle excitations which contribute strongly shortly af-

ter the quench, but reduce in the course of time to a few

percent [see Fig. 8(c)]. A similar observation is made for a

quench to gAB/ERλ = 0.051, but with a lowered contribution

of two-particle excitations. Concluding, we have found that

the tunneling of a single impurity to the neighboring wells of

the lattice is accompanied by single-particle excitations in the

majority species with respect to the eigenstates of an effective

Hamiltonian.

Finally, using the obtained knowledge about the micro-

scopic processes we give an explanation of the origin of

the frequency content of the one-body densities ρ (1)
σ (x, t ) in

Fig. 4, and in particular unravel the nature of the different

time scales of the corresponding oscillations. In the follow-

ing we focus on the quench to gAB/ERλ = 0.051, where we

observe tunneling of a single impurity solely to the third

well [Fig. 4(c)]. The employed effective Hamiltonians are

constructed with respect to the postquench interspecies in-

teraction strength (i.e., gAB/ERλ = 0.051) which appears in

gABNσρ (1)
σ (x), σ ∈ {A, B}. In ρ

(1)
B (x, t ) [Fig. 4(g)] we observed

high-frequency oscillations upon quenching to gAB/ERλ =

0.051. We can identify two dominant fundamental frequen-

FIG. 8. Temporal evolution of the probability P(|�nB�)(t ) of find-

ing the majority species in the number state |10, 0, 0�B [(a, b), first

row], |9, 1, 0�B [(a, b), second row], |9, 0, 1�B [(a, b), third row],

|8, 2, 0�B [(c), first row], and |8, 1, 1�B [(c), second row], irrespective

of the number state configurations of the A species upon quenching

to (a) gAB/ERλ = 0.051 and (b, c) gAB/ERλ = 0.032. Panel (c) shows

the probability for two-particle excitations for the latter quench. The

particle number of the respective species is chosen as NA = 4 and

NB = 10. t is given in units of h̄/ER.

cies with single-particle excitations from the state f
(1)
B1 (x)

to f
(1)
B2 (x) with (E

(1)
B2 − E

(1)
B1 )/ER ≈ 0.18 and from f

(1)
B1 (x)

to f
(1)
B3 (x) with (E

(1)
B3 − E

(1)
B1 )/ER ≈ 0.37. This single-particle

picture is justified by the fact that the particles of the majority

species are interacting weakly with each other. However,

the fundamental frequency of ρ
(1)
A (x, t ) with respect to the

tunneling into the third well cannot be identified in a single-

particle picture since the impurities interact rather strongly

via an intraspecies interaction of strength gAA/ERλ = 0.067.

For this reason, we construct a many-body Hamiltonian for
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TABLE II. Degenerate subspaces of the ground state referring to the regions in Fig. 9(c) for V0/ER = 13 and NB = 30 particles in the

majority species.

Regime

I II III IV

|1, 1, 0, 1, 1�W ⊗
���1

B

�
|2, 1, 0, 0, 1�W ⊗

���2
B

�
|2, 0, 0, 0, 2�W ⊗

���3
B

�
|2, 2, 0, 0, 0�W ⊗

���4
B

�

|1, 0, 0, 1, 2�W ⊗
���̄2

B

�
|0, 0, 0, 2, 2�W ⊗

���̄4
B

�

the impurity species by integrating out the majority species

analogously to Eq. (13), yielding

ĤA,eff =

NA�

i=1

�
− h̄2

2mA

d2

dx2
i

+ gABNBρ
(1)
B (xi, t = 0)

+V0 sin2

�
πkxi

L

��
+ gAA

�

i< j

δ(xi − x j ). (14)

In Fig. 7(b) we present the one-body density of the ground

state (i = 1) and first excited state (i = 2) of the many-body

Hamiltonian ĤA,eff. We find that the fundamental frequency

of ρ
(1)
A (x, t ) corresponds to a transition from the ground state

to the first excited state with (EA2 − EA1)/ER ≈ 0.043. In the

one-body density of the excited state this manifests itself in

a higher density in the third and fifth well of the effective

potential, thereby indicating the observed tunneling of the

impurity species.

C. Increasing the number of majority species particles

Let us now find out whether the observed tunneling pro-

cesses for NB = 10 particles in the majority species persist if

the number of particles in the majority species is increased.

For this purpose, we set the latter to NB = 30 and perform a

similar analysis as compared to the previous sections. Before

we turn to the dynamical response of the binary mixture

let us first investigate the ground-state wave function for

varying interspecies interaction strength. Instead of analyzing

the explicit form of the wave function by projecting onto the

corresponding number states as done in Sec. III we investigate

the one-body density of the impurity species. In Fig. 9(c)

we show the one-body density of the impurity species for

varying interspecies interaction strengths gAB. We find four

different regimes for the distribution of the impurities in the

lattice, whereas for NB = 10 the ground-state wave function

was classified by three regimes. The additional regime is char-

acterized by impurities accumulated pairwise in the outermost

wells, while the majority species occupies the central region

(see [48]). The corresponding regimes, taking into account the

degenerate subspaces of the wave function, are summarized in

Table II. We now prepare our system with the same parameters

as in the previous sections, i.e., we choose a lattice depth

of V0/ER = 13 and an interspecies interaction strength of

gAB/ERλ = 0.14. This leads to an initial wave function |�0� ≈
|2, 2, 0, 0, 0�W ⊗ |�4

B� of the same form as in Sec. IV. Again

by quenching the interspecies interaction strength to lower

values we initiate the tunneling dynamics of the impurity

species. In order to quantify the tunneling of the impurity

species we analyze the probability Pl = ��MB|Ô
(1)
l

|�MB� of

finding an impurity particle in the lth Wannier state. In Fig. 9

we show the temporal evolution of Pl upon quenching to

(a) gAB/ERλ = 0.03 and (b) gAB/ERλ = 0.051. For a quench

to gAB/ERλ = 0.03 we observe a tunneling of the impurity

species to the third and fourth site, while being slightly

reduced in the intensity [Fig. 9(a)] compared to the case of

NB = 10 particles [see Fig. 4(b)]. However, for a quench to

gAB/ERλ = 0.051 we solely observe a tunneling of the impu-

rity species between the initially populated wells [Fig. 9(b)].

A reduction of the probability of finding a single impurity in

the first well is accompanied by an increase of that probability

in the second well and vice versa. Compared to the previous

study with NB = 10 particles in the majority species we do

not find scenarios with a tunneling of the impurities which is

restricted to the the third well [see Fig. 4(c)]. Apparently, the

increased repulsive interspecies interaction with the majority

species due to the increased particle number leads to the

fact that the impurity species will be forced to populate

the outermost well more strongly compared to the case of

NB = 10 particles. Nevertheless, quenching to gAB/ERλ = 0

still results in a localization of the impurities in the initially

populated wells in the course of time (not shown here).

In conclusion, we have found that increasing the number of

particles in the majority species leads to an altered crossover

diagram where an additional regime appears. The dynamical

response of the binary mixture changes due to the increased

number of majority species particles. However, it is still

possible to transfer the impurity species through the lattice

by quenching the interspecies interaction strength. Again, this

effect is due to the presence of the majority species, i.e., a

finite coupling to the latter, and does not occur when the

majority species is transparent to the impurities, i.e., gAB = 0.

Quenching to gAB = 0 barely alters the initial distribution of

the impurities, such that they remain localized throughout the

dynamics.

V. CONCLUSIONS AND OUTLOOK

We have demonstrated that it is possible to transfer a single

impurity out of initially clustered impurities through a lattice

by coupling this species to a majority species. Starting from

four impurities which accumulate pairwise in adjacent lattice

sites we have quenched the interspecies interaction strength

to a lower value. Utilizing this quench protocol we cross

the boundaries of the crossover diagram of the ground state.

The different regimes show different impurity distributions as

a function of the interspecies interaction strength. For suf-

ficiently small postquench interspecies interaction strengths

we observe the tunneling of a single impurity out of the

cluster, whereas a quench to gAB = 0 leads to a localization of
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FIG. 9. Temporal evolution of the probability Pl of finding

an impurity particle in the lth Wannier state upon quenching to

(a) gAB/ERλ = 0.03 and (b) gAB/ERλ = 0.051. (c) One-body density

ρ
(1)
A (x) of the species A as a function of the interspecies interaction

strength for a fixed lattice depth of V0/ER = 13 (see Table II). The

particle number of the respective species is chosen as NA = 4 and

NB = 30. x is given in units of λ, t is given in units of h̄/ER, and gAB

is given in units of ERλ.

the impurities in the initially populated wells. The tunneling

process of the impurity species is accompanied by strong

entanglement of the subsystems as well as strong correlations

among the impurities. The effect on the majority species

manifests itself predominantly in single-particle excitations

with respect to the eigenstates of an effective Hamiltonian

which accounts for the initial one-body density distribution

of the impurity species. In contrast to this we find that a

single impurity does not lead to a controlled tunneling in the

presence of a majority species. Furthermore, we have inves-

tigated the robustness of the tunneling process by increasing

the number of particles in the majority species and revealed

that it is still possible to transfer the impurity species through

FIG. 10. Temporal evolution of the probability P3 of finding

an impurity particle in the third Wannier state upon quenching to

gAB/ERλ = 0.051 for NB = 10 particles in the majority species. t is

given in units of h̄/ER

the lattice by quenching the interspecies interaction strength

in case of a larger majority species. This controlled ejection

of a single impurity may indeed be of interest for future

applications in atomtronics [74]. In this context, it might

pave new pathways, since we explicitly take advantage of the

coupling to an environment, whereas usually such systems

would lose their coherence when coupled to an environment

due to dissipation.

There are several possible directions of future investiga-

tions. For example, it would be of immediate interest to allow

for a spin degree of freedom in the impurity species, such that

the initial distribution is characterized not only by a spatial

distribution of the impurities but also by a spin distribution.

In this spirit, a quench of the interspecies interaction strength

might lead to a spatial transport of the impurities as well as a

spin transport.

ACKNOWLEDGMENTS

K.K. thanks M. Pyzh for many insightful discussions.

P.S. gratefully acknowledges funding by the Deutsche

Forschungsgemeinschaft in the framework of SFB 925, “Light

induced dynamics and control of correlated quantum systems”

Project No. 170620586 and support by the excellence cluster

“The Hamburg Centre for Ultrafast Imaging: Structure, Dy-

namics and Control of Matter at the Atomic Scale” of the

Deutsche Forschungsgemeinschaft Project No. 194651731.

K.K. gratefully acknowledges a scholarship of the Studiens-

tiftung des deutschen Volkes.

APPENDIX: CONVERGENCE ANALYSIS WITHIN

ML-MCTDHX

In the following, we briefly discuss the convergence of our

results using a specific example case and the necessity of a

computational approach which is able to take beyond mean-

field effects into account for the description of the dynamical

response of our binary mixture. The degree of truncation of

043616-11

Chapter 3 Scientific contributions

72



KEVIN KEILER AND PETER SCHMELCHER PHYSICAL REVIEW A 100, 043616 (2019)

the underlying Hilbert space is given by the orbital config-

uration C = (M, dA, dB). Here, M refers to the number of

species functions in the Schmidt decomposition [see Eq. (1)],

while dσ with σ ∈ {A, B} denote the number of single-particle

functions spanning the time-dependent number states |�nσ ; t�
[see Eq. (2)]. For M = dA = dB = 1 we obtain the solution

of the Gross-Pitaevskii mean-field approximation. Increasing

the number of species functions as well as single-particle

functions we are able to recover the solution of the many-

body quantum system with an increasing degree of accuracy.

However, choosing too many species and single-particle func-

tions is computationally prohibitive. Nevertheless, numerical

solutions which incorporate the relevant correlations and go

beyond mean-field approximations can be obtained using ML-

MCTDHX. In order to determine the effect of the truncation,

we investigate as a representative example the probability

P3 of finding the impurity species in the third well [see

Eq. (11)] upon varying the orbital configuration C. In Fig. 10

we show this, for example, for a quench to gAB/ERλ = 0.051

and NB = 10 particles in the majority species. We observe

that it is possible to achieve convergence by systematically

increasing the number of species functions M and single-

particle functions dσ . Therefore, the orbital configuration C =

(5, 5, 3) has been employed for all many-body calculations in

the main text, yielding sufficiently converged results of our

observables.
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Abstract

We investigate the ground state properties and the nonequilibrium dynamics of a lattice trapped
bosonic mixture consisting of an impurity species and a finite-sized medium. For the case of one
as well as two impurities we observe that, depending on the lattice depth and the interspecies
interaction strength, a transition from a strongly delocalized to a localized impurity distribution
occurs. In the latter regime the two species phase separate, thereby forming a particle–hole pair.
For two impurities we find that below a critical lattice depth they are delocalized among two
neighboring outer lattice wells and are two-body correlated. This transition is characterized by a
crossover from strong to a suppressed interspecies entanglement for increasing impurity-medium
repulsion. Turning to the dynamical response of the mixture, upon quenching the interspecies
repulsion to smaller values, we reveal that the predominant tunneling process for a single impurity
corresponds to that of a particle–hole pair, whose dynamical stability depends strongly on the
quench amplitude. During the time-evolution a significant increase of the interspecies
entanglement is observed, caused by the build-up of a superposition of states and thus possesses a
many-body nature. In the case of two bosonic impurities the particle–hole pair process becomes
unstable in the course of the dynamics with the impurities aggregating in adjacent lattice sites
while being strongly correlated.

1. Introduction

Ultracold atomic physics offers an excellent testbed for probing the static properties and in particular the

nonequilibrium quantum dynamics of multicomponent systems for both fermions and bosons [1, 2]. It

provides an exquisite level of control of several system parameters including, for instance, the intra- and

intercomponent scattering lengths via Feshbach resonances [1, 3], the shape of the external trapping

potential [4, 5] as well as the particle number with remarkable experimental achievements especially in one

spatial dimension [6, 7].

Recently, a major focus has been placed on the study of highly particle imbalanced setups [8–11] namely

impurities in a many-body environment. In this context, the presence of intercomponent interactions

results in the dressing of the impurities by the excitations of their medium giving rise, among others, to the

concept of quasiparticles [12] e.g. polarons [8, 13, 14]. The latter exhibit extraordinary features such as an

effective mass [15–17] and induced interactions [18, 19]. Owing to the very recent experimental realization

of these impurity systems [9–11, 21, 22], an intense theoretical activity has been triggered for the

investigation of their stationary properties [23] e.g. unveiling their excitation spectra [10, 14, 24, 25],

induced-interactions [26, 27] and self-localization [28]. However, their corresponding nonequilibrium

dynamics still remains largely unexplored. This partly stems from the fact that the impurities consist

few-body subsystems and thus correlation-induced phenomena are expected to be pronounced especially

during the dynamics, which has also been experimentally confirmed [29]. Notable examples here involve,
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for instance, nonlinear pattern formation [15, 30], induced-correlations [31–33], relaxation processes
[34–37], collisional aspects of an impurity with its host [38–41] as well as tunneling dynamics of impurities
in optical lattices [42–50]. In this latter context transport properties of impurities [42–46], self-trapping
phenomena [47, 51] and Bloch oscillations [52] have been evinced.

However, the majority of these lattice trapped impurity investigations have been mainly focusing on the
case that only the impurities experience the lattice potential and the host resides in a homogeneous
environment. Moreover, they have been predominantly restricted to the single impurity case [53] and
operated within the lowest-band approximation [54, 55]. Thus, the situation where both the impurities and
their medium are trapped in the same lattice potential remains an open question. In such a setting the
impurities act as defects possessing a particle character and it would be intriguing to study the different
phases that arise in the ground state of this composite system for variable impurity-medium interactions
and unveil their underlying correlation properties. Recall that lattice trapped particle-balanced bosonic
mixtures exhibit quantum phases [56–59, 61] being absent in their single-component counterpart. This is,
partly, caused by the non-negligible presence of interspecies correlations [62]. For instance, modifications of
the Mott-insulator (MI) to the superfluid (SF) phase transition [56–60] have been reported due to the
existence of a second component leading to the so-called paired and counterflow superfluid states [63, 64],
quantum emulsion states [57, 65] as well as losses of the intracomponent coherence [66]. In this sense, it is
natural to investigate the existence and interplay of the different phases in the particle imbalanced scenario
with respect to the interspecies interaction strength. As a prototypical example, henceforth we consider one
or two bosonic impurities immersed in a majority species of bosons with both components being lattice
trapped in one-dimension.

Having established the ground state properties of this setup another fruitful prospect is to inspect its
corresponding nonequilibrium dynamics by quenching the system between the different emergent phases.
Here the analysis and consequent control of the tunneling dynamics of the impurities is of particular
importance since it might give rise to a variety of complex transport phenomena, self-trapping events and
formation of (repulsively) bound pairs [48–51, 67, 68]. Furthermore, the identification of the correlated
many-body nature of the different tunneling processes will allow us to infer their microscopic origin which
is certainly of interest. To track the static properties and the quench dynamics of the particle imbalanced
Bose–Bose mixture we utilize the variational multi-layer multi-configuration time-dependent Hartree
method for atomic mixtures (ML-MCTDHX) [69–71] which enables us to capture all the relevant
interparticle correlations of this multicomponent setup.

Regarding the ground state of a single and two bosonic impurities immersed in a majority bosonic
species we find a transition from a SF to a MI phase of the composite system (doped insulator) for a specific
lattice depth and increasing interspecies repulsion. This is in sharp contrast to the case of a homogeneous
bath where a MI state cannot be naturally achieved. This transition takes place for weaker
impurity-medium interactions for deeper lattices, a result which is more pronounced in the two impurity
case. Within the SF phase the impurity and the majority species show a delocalized behavior with the
interspecies entanglement being enhanced and the medium being characterized by strong two-body
correlations. However entering the MI state of the mixture, the species phase separate forming a particle
hole-pair and their entanglement is suppressed [48, 72]. The formation of the particle hole-pair is
exclusively caused by the impurity acting as a defect for the bath, an effect being absent in particle-balanced
mixtures due to their similar intrinsic composition. In this latter case the many-body state of the system
exhibits a two-fold degeneracy [74]. Moreover, for two impurities we observe that below a critical lattice
depth the impurities are delocalized among two neighboring outer wells of the lattice and are two-body
correlated.

Turning to the dynamical response of the mixture, upon quenching the interspecies repulsion from a MI
to a SF phase, we reveal that the predominant tunneling process for a single impurity corresponds to that of
a particle–hole pair [73], whose dynamical stability depends strongly on the quench amplitude. More
specifically, the initially localized impurity becomes spatially delocalized in the course of the evolution while
it gradually tunnels from one side of the lattice to the other. On the other hand, the majority species
particles tend to avoid the impurity in the course of the tunneling. During the time-evolution a significant
increase of the interspecies entanglement is observed, which is due to the build-up of superposition of states
and thus possesses a many-body nature. Additionally, strong correlations occur between the particles of the
majority species. In the case of two bosonic impurities the particle–hole pair process becomes unstable
during the evolution with the impurities aggregating in adjacent lattice sites while being strongly correlated.

This work is structured as follows. In section 2 we introduce our setup and discuss the variational
many-body approach. Section 3 presents the ground state properties in a finite lattice for a single and two
impurities immersed in a strongly interacting majority bosonic species with filling smaller than unity. The
nonequilibrium dynamics of the impurities by quenching the interspecies interaction strength from the
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doped insulator to the SF phase is analyzed in section 4. We summarize our results and provide an outlook
in section 5. Appendix A elaborates on the lattice trapped ground state phase diagram of an impurity in a
unit filling majority species.

2. Setup and variational many-body approach

2.1. Treatment of many-body correlations and dynamics

Our computation approach is the ab-initio multi-layer multi-configuration time-dependent Hartree
method for bosonic (fermionic) mixtures (ML-MCTDHX) [69–71], which accounts for all the relevant
correlations of the atomic mixture [50, 72, 75–78]. As a first step, the total many-body wave function
|ΨMB(t)� is expanded in M species functions |Ψσ(t)� of species σ and written as a Schmidt decomposition
[79]

|ΨMB(t)� =
M�

i=1

�

λi(t)|ΨA
i (t)� ⊗ |ΨB

i (t)�. (1)

Here, the Schmidt coefficients
√
λi, in decreasing order, provide information about the degree of

population of the ith species function and thereby determine the degree of entanglement between the
impurities and the majority species. In case that λ1 = 1 the species A and B are not entangled and the
system can be described with a species mean-field ansatz corresponding to a single product state (M = 1).

Furthermore, the species wave functions |Ψσ(t)� describing an ensemble of Nσ bosons are expanded in a
set of permanents

|Ψσ
i (t)� =

�

�nσ |Nσ

Cσ�n(t)|�nσ; t�, (2)

where the vector �nσ = (nσ
1 , nσ

2 , . . .) denotes the occupations of the time-dependent single-particle functions
of the species σ. The notation �nσ|Nσ indicates that for each |�nσ; t� we require the condition

�

in
σ
i = Nσ .

The time propagation of the many-body wave function is achieved by employing the Dirac–Frenkel
variation principle �δΨMB|(i∂t −H)|ΨMB� [80–82] with the variation δΨMB. ML-MCTDHX provides
access to the complete many-body wave function which allows us consequently to derive all relevant
characteristics of the underlying system. In particular, this means that we are able to characterize the system
by projecting onto number states with respect to an appropriate single-particle basis [83, 84]. Besides
investigating the quantum dynamics it allows us to determine the ground (or excited) states by using either
imaginary time propagation or improved relaxation [85], thereby being able to uncover also possible
degeneracies of the many-body states. We remark that in commonly used approaches for solving the
time-dependent Schrödinger equation, one typically constructs the wave function as a superposition of
time-independent Fock states with time-dependent coefficients. Instead, it is important to note that the
ML-MCTDHX approach considers a co-moving time-dependent basis on different layers, meaning that in
addition to time-dependent coefficients the single particle functions spanning the number states are also
time-dependent. This leads to a significantly smaller number of basis states and configurations that are
needed to obtain an accurate description of the system under consideration and thus reduces the
computation time [86].

The degree of truncation of the underlying Hilbert space is given by the orbital configuration
C = (M, dA, dB). Here, M refers to the number of species functions in the Schmidt decomposition (cf
equation (1)), while dσ with σ ∈ {A, B} denote the number of single-particle functions spanning the
time-dependent number states |�nσ; t� (cf equation (2)). The orbital configuration C = (7, 7, 7) has been
employed for all many-body calculations presented in the main text, yielding a converged behavior of our
observables.

2.2. Lattice trapped bosonic mixture

Our system consists of a mixture of two bosonic species which are trapped in a one-dimensional lattice with
hard wall boundary conditions at its endpoints (figure 1). The impurity species with NB = 1, 2 particles is
denoted as species B and the majority species containing NA = 4 (main text) or NA = 5 (appendix A)
particles is referred to as species A. This setup lies within reach of current experimental techniques [87, 88].
Furthermore, we introduce a coupling Hamiltonian ĤAB between the two species. Both subsystems are
confined along the longitudinal spatial direction, accounting for the one-dimensional character of our
setup. Excitations in the corresponding transversal direction are energetically suppressed in the scenario
under investigation and can therefore be neglected in our setup. This results in a Hamiltonian of the form
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Figure 1. (a) Sketch of the two-component lattice trapped bosonic mixture. The majority species atoms (blue spheres) interact
repulsively via an intraspecies contact interaction of strength gAA and an interspecies repulsion of strength gAB with the bosonic
impurities.

Ĥ = ĤA + ĤB + ĤAB. The Hamiltonian of the species σ, with σ ∈ {A, B}, reads

Ĥσ =

� L/2

−L/2

dx Ψ̂†
σ(x)

�

− �
2

2mσ

d2

dx2
+ V0 sin2

�
πkx

L

�

+ gσσ Ψ̂
†
σ(x)Ψ̂σ(x)

�

Ψ̂σ(x), (3)

where Ψ̂
†
σ is the field operator of species σ, mσ their mass and V0 the lattice depth. Also, gσσ refers to the

intraspecies interaction strength of the two-body contact interaction among the σ atoms, k is the number of
lattice wells and L is the length of the system, while x ∈ [−L/2, L/2]. Moreover, we assume equal masses for
the species mA = mB. Experimentally this can be achieved by preparing e.g. 87Rb atoms in two different
hyperfine states [89]. The interaction between the species A and B is given by

ĤAB = gAB

� L/2

−L/2

dx Ψ̂
†
A(x)Ψ̂A(x)Ψ̂†

B(x)Ψ̂B(x), (4)

where gAB is the effective one-dimensional interspecies interaction strength. The interaction strengths gα
(α ∈ {A, B, AB}) can be expressed in terms of the three dimensional s-wave scattering lengths a3D

α . By
assuming the above-mentioned strong transversal confinement with the same trapping frequencies
ωσ
⊥ = ω⊥ for both species σ ∈ {A, B} it is possible to integrate out frozen degrees of freedom, leading to a

quasi one-dimensional model with gα = 2�ω⊥a3D
α .

Throughout this work we consider a k = 5 well lattice, while the interaction among the majority atoms
is set to a value where the particles distribute in a Mott-like state for large lattice depths, namely
gAA/ERλ = 0.04. Here, ER = (2π�)2/2mAλ

2 is the recoil energy and λ = 2L/k the optical lattice
wavelength.

3. Ground state properties

Let us analyze the ground state properties of the Bose–Bose mixture with respect to the lattice depth V0 and
the interspecies coupling strength gAB for NB = 1 and NB = 2 impurities. We calculate the many-body
ground state of the Bose–Bose mixture using ML-MCTDHX, which enables us to obtain the resulting full
many-body wave function. In order to be able to interpret the wave function, we shall analyze reduced
quantities such as the von Neumann entropy and the one- and two-body densities of each species on the
basis of the numerically obtained many-body wave function. As a result, we are able to gain an in-depth
insight into the spatial distribution of the two species in the lattice potential and the accompanying intra-
and inter-species correlations.

3.1. Single impurity

In the following, we explore the ground state of the system containing a single impurity, i.e. NB = 1, for
varying V0 and gAB, while keeping fixed the intraspecies interaction strength to gAA/ERλ = 0.04. As a first
step, we analyze the spatial distribution of the two species in terms of the one-body density of the ground
state |ΨMB� of the species σ, which is defined as

ρ(1)
σ (x) = �ΨMB|Ψ̂

†
σ(x)Ψ̂σ(x)|ΨMB�. (5)

Additionally, in order to deepen our understanding of the ground state of the binary mixture, we investigate
the degree of correlations and, in particular the entanglement between the impurity species and the
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Figure 2. (a) The von Neumann entropy SAB as a function of the interspecies interaction strength gAB and the lattice depth V0.
(b) One-body density ρ(1)

σ (x) of the σ-species for V0/ER = 7.3 and gAB/ERλ = 0.047. This density distribution corresponds to
the case where the von Neumann entropy is very large [see green dot in panel (a)]. One-body density ρ(1)

σ (x) of (c) the species A
and (d) of the species B in dependence of the interspecies interaction strength gAB for a fixed lattice depth of V0/ER = 10.5. The
particle number of the respective species is NA = 4 and NB = 1.

majority species. For this purpose, we introduce the von Neumann entropy

SAB = −
�

i

λi ln(λi) (6)

as a measure for the entanglement between the subsystems A and B, where λi are the Schmidt coefficients
defined in equation (1). Recall that in the case of a single contributing product state in equation (1), the
subsystems are disentangled and the von Neumann entropy is SAB = 0, whereas any deviation from this
value indicates entanglement between the A and the B species.

Figure 2(a) shows the von Neumann entropy of the ground state as a function of the interspecies
interaction strength gAB and the lattice depth V0. For small gAB we observe that SAB ≈ 0, which indicates
that our system is well described by a single product state. Increasing gAB leads to a growth of the von
Neumann entropy. For sufficiently large lattice depths SAB is maximized for a specific value of gAB (cf
V0/ER = 7.3 and gAB/ERλ = 0.047), while any further increase of the latter leads to a sudden reduction of
the entropy becoming subsequently close to zero which again corresponds to a single product state
representation of the many-body wave function.

In order to understand the relationship between the particle distribution of each species and the von
Neumann entropy it is useful to investigate the one-body density of the σ-species as a function of the
interspecies interaction strength (see figures 2(c) and (d)). As it can be seen, up to a specific value gAB the
majority species A is distributed over the whole lattice geometry, with a slight decrease (increase) of the
density in the central (outer) well(s) for a larger gAB. From this critical value onward the majority species
forms a hole in one of the outer wells and it is now only distributed over the four remaining wells. Similarly,
we observe for the impurity that up to this critical value of gAB it is distributed over the central three sites,
showing an increasing density in the outer wells for larger gAB. However, as soon as a hole is formed in the
majority species the impurity localizes in a single outer well which is unoccupied by the majority species.
The latter is accompanied by the formation of a two-fold degeneracy in the ground state. In this sense, the
ground state is given by the density distribution for large gAB as depicted in figures 2(c) and (d) and its
parity-symmetric (with respect to x = 0) counterpart. Consequently, the densities shown for large gAB

correspond to only one of the two energetically degenerate ground states. Focusing on the above-described
critical value of gAB, e.g. for V0/ER = 10.5 we observe a minor population of the impurity in the outer wells.
However, this spatial species distribution in ρ

(1)
B (x) is more pronounced for smaller values of V0. This means

that the corresponding one-body density is increased in the outer wells. Indeed, for V0/ER = 7.3 and
gAB/ERλ = 0.047 (as compared to V0/ER = 10.5 and gAB/ERλ = 0.02 in figure 2(d)) the impurity is largely
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Figure 3. The two-body density for (a1) two particles of the majority species ρ(2)
AA and (b) for one particle of the majority species

and one being an impurity ρ(2)
AB. (a2) The noise-correlation for two particles of the majority species ρ(2)

AA . We consider
V0/ER = 10.5 and gAB/ERλ = 0.12. The particle number of the respective species is NA = 4 and NB = 1.

distributed over the lattice geometry and exhibits an increased density in the outer wells (see figure 2(b)).
Correspondingly, the density of the majority species is smaller in the outer wells compared to the central
ones. This large overlap between the two species on the level of the one-body densities is responsible for the
maximized von Neumann entropy at the critical value of gAB. In turn, this explains the sudden decrease of
SAB which is associated with a phase-separation of the two species [90–93] and the formation of a doped
insulator for the composite system. Concluding, an increase of the von Neumann entropy is associated with
a strong delocalization of the impurity, thereby leading to a large overlap of the two species. From a critical
value of gAB onward we observe a phase-separation of the two species which is accompanied by a decrease of
the von Neumann entropy to SAB ≈ 0. This can also be viewed as the formation of a particle–hole pair [73],
where the majority species forms the hole in one of the outer wells.

To obtain a deeper understanding of the particle distribution, as a next step, we inspect the two-body
reduced density which reads

ρ(2)
σσ	(xσ1 , xσ

	
2 ) = �ΨMB|Ψ̂

†
σ(xσ1 )Ψ̂†

σ	(xσ
	

2 )Ψ̂σ(xσ1 )Ψ̂σ	(xσ
	

2 )|ΨMB�, (7)

where σ,σ	 ∈ {A, B}. This measure corresponds to the probability of finding a particle of species σ at the
position xσ1 and another particle of species σ	 at the position xσ

	
2 .3 Figure 3(a1) illustrates this quantity for

two particles of the majority species and figure 3(b) for one particle of the majority species and one
impurity for V0/ER = 10.5 and gAB/ERλ = 0.12. This parameter set corresponds to the case where the two
species form a particle hole-pair and thereby phase-separate. This fact can also be observed in the behavior
of the interspecies two-body density ρ(2)

AB (see figure 3(b)). Indeed, the probability of finding a particle of
species A and a particle of species B at the same position is approximately zero, i.e. ρ(2)

AB(x, x) ≈ 0. Instead,
measuring the impurity in one of the outermost wells, we may find the majority species localized in any
other well with approximately the same probability. This indicates that the majority species is equally
distributed over four out of the five wells. In this context, the question arises how the majority species
particles distribute among each other. As shown, in figure 3(a1) we find that the probability of detecting two
particles of species A at the same position is approximately zero, i.e. ρ(2)

AA(x, x) ≈ 0. This means that two
particles of the majority species tend to avoid each other and do not occupy the same well. From this we can
conclude, that they form a Mott insulator-like state on the four populated wells. In this sense, the complete
wave function of the system in this regime can be well described as follows

|ΨMB� ≈ |1, 1, 1, 1, 0�A ⊗ |0, 0, 0, 0, 1�B. (8)

Here, the number state |�nσ� = |nσ
1 , nσ

2 , nσ
3 , nσ

4 , nσ
5 �σ is constructed with a generalized Wannier basis of the

lowest band [94, 95]. This means that e.g. nσ
1 describes the number of σ atoms in the left localized Wannier

state of the lowest band. This state essentially describes the doped insulator configuration of the composite
system.

In order to unravel the role of correlations for the ground state distribution in the strong interaction
regime, we calculate the noise correlation [64] between particles of species σ and σ	 which is defined as

g(2)
σσ	(xσ1 , xσ

	
2 ) = ρ(2)

σσ	(xσ1 , xσ
	

2 ) − ρ(1)
σ (xσ1 )ρ(1)

σ (xσ
	

2 ). (9)

The noise correlation is a measure for the deviation of the conditional probability of finding two particles at
specific positions from the unconditional one given by the product of two single-particle events. In this
sense, it gives insight into whether two particles can be viewed as independent from each other or not and

3 Please note, that in the case two particles are of the same species, we omit the superscript of the species label at the position symbol.
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Figure 4. (a) The von Neumann entropy SAB as a function of the interspecies interaction strength gAB and the lattice depth V0.
(b) Distance �|x1 − x2|� of the two impurities as a function of gAB for various V0. One-body density ρ(1)

A (x) of the species A for a
fixed lattice depth of (c) V0/ER = 5.7 and (e) V0/ER = 8.9. One-body density ρ(1)

B (x) of the impurities in dependence of the
interspecies interaction strength for a fixed lattice depth of (d) V0/ER = 5.7 and (f) V0/ER = 8.9. The particle number of the
respective species is NA = 4 and NB = 2.

therefore suggest the occurrence of beyond single-particle processes in the system. In the former case
g(2)
σσ	 = 0 and in the latter case g(2)

σσ	 
= 0. In figure 3(a2) we show g(2)
AA = 0 corresponding to the previously

discussed two-body density for two particles of the A species for V0/ER = 10.5 and gAB/ERλ = 0.12. Let us
remark that in case of g(2)

σσ	 < 10−2, two-body processes are negligible and therefore we set the color of the
colormap to white. Moreover, we do not show the interspecies noise correlation, since it does not exhibit
any significant structures due to the ground state being well described by the wave function of equation (8).
The measurement of one particle of species A does not depend on the previous measurement of the particle
in species B and vice versa. However, as one might expect the noise correlation between two particles of
species A shows a more involved structure. In particular the conditional probability of finding two particles
of the majority species at the same position deviates strongly from the unconditional one. This is a clear
signature of the Mott insulator-like state formed by the A species. Furthermore, we find a difference
between the two probabilities in the off-diagonal elements of g(2)

AA, which again emphasizes the correlated
nature of this state.

In summary, we have found that our system containing a single impurity interacting repulsively with a
majority species undergoes a transition regarding the ground state of the system in dependence of the
interspecies interaction strength and the lattice depth. This transition manifests itself in an increase of
interspecies entanglement with increasing gAB, which is accompanied by a delocalization of the impurity
followed by a sudden decrease of the entanglement. The latter is due to the phase-separation (or
particle–hole formation) between the species constituting a doped insulator, which takes place for
sufficiently large gAB and exhibits an energetic degeneracy of the ground state.

3.2. Two bosonic impurities

In the following, we investigate the ground state of the above-discussed system, but with an additional
impurity, i.e. NB = 2. In order to focus on the effect of the interspecies interaction we set the intraspecies
interaction strength among the impurity particles to zero, i.e. gBB = 0. Analogously to the analysis above we
first examine the interspecies entanglement and the corresponding one-body densities of each species.
Evidently, in figure 4(a) we observe an alteration of the crossover diagram, given by the von Neumann
entropy as a function of gAB and V0, compared to the case of a single impurity (see also figure 2(a)). More
specifically, for large lattice depths an increase of entanglement between the species takes place up to a
critical value of the interspecies interaction strength followed by a sudden reduction of SAB to zero for a
further increase of gAB. This increase of entanglement is again related to the delocalization of the impurities
in the lattice, thereby enhancing the overlap between the species on the one-body density level (see
figure 4(f)). The sudden reduction of SAB in turn is a result of the phase-separation of the two species (see
figures 4(e) and (f)), similar to the case of a single impurity. However, for smaller values of the lattice depth
(e.g. V0/ER = 5.7) we observe a slightly different behavior of the entanglement and the related one-body
densities, as compared to the case of a single impurity. We still find a critical gAB which is associated with
the delocalization of the impurity species, while for larger values of gAB the entanglement does not drop to
zero. Instead, SAB saturates towards a finite value, which means that the two species remain entangled and
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Figure 5. The two-body density for two particles (a1) and (d1) of the majority species ρ(2)
AA, for (b1) and (e1) of the impurity

species ρ(2)
BB and (c1) and (f1) for one particle of the majority species and one impurity ρ(2)

AB. The noise-correlation for two particles
(a2) and (d2) of the majority species ρ(2)

AA and (b2) and (e2) of the impurity species ρ(2)
BB . The column (ai)–(ci) corresponds to a

lattice depth of V0/ER = 5.7 and gAB/ERλ = 0.12, while for (di)–(fi) V0/ER = 8.9 and gAB/ERλ = 0.12, with i ∈ {1, 2}. The
particle number of the respective species is NA = 4 and NB = 2.

the ground state cannot be described by a single product state. The reason for this can be traced back to the
distribution of the one-body densities of the two species. For large gAB the impurity species distributes over
two of the outer wells with an increased density in the well which is closer to the center (see figure 4(d)).
The majority species in turn exhibits a residual density in this very well (see figure 4(c)), which leads to a
finite overlap of the two species and thereby to a finite entanglement. Let us again remark here that the
above-discussed two ground states for V0/ER = 5.7 and V0/ER = 8.9 and large gAB (cf figures 4(c)–(f)) are
two-fold degenerate with a parity-symmetric counterpart (with respect to x = 0).

In the next step, we want to understand how the two impurities are distributed. As a first measure, we
investigate the relative distance [30, 32] of the two impurities

�|x1 − x2|� =
� L/2

−L/2

� L/2

−L/2

dx1dx2|x1 − x2|ρ
(2)
BB(x1, x2), (10)

with ρ(2)
BB(x1, x2) being the previously introduced two-body density of two impurities. Figure 4(b) shows the

impurity distance as a function of the interspecies interaction strength for various lattice depths. We
observe that for increasing gAB and fixed V0 the distance of the impurities decreases and saturates to a
specific value for even larger gAB. Also, for smaller V0 we identify a larger impurity distance. Apparently, in
spite of the delocalization of the impurity species in the one-body density up to a critical value, the distance
�|x1 − x2|� decreases, which suggests that the nature of the delocalization is not completely intuitive and
needs to be inspected in detail (see below). The saturation of the impurity distance towards a finite value for
large gAB can be associated with the localization of the impurities in a single outer well for very deep lattices
or in two adjacent sites for smaller V0. The fact that the distance for the latter case should be larger as
compared to the former one, becomes evident in the clear separation of the corresponding lines for large
gAB (cf black diamonds and green dashed line in figure 4(b)). In general, note that the decay of the relative
impurity distance is indicative of an induced attractive interaction between the impurities [18–20, 74].
However, this quantity does not allow for a detailed insight into the actual spatial distribution of the
individual impurities. This can be gained by investigating the spatially resolved two-body density of the
impurities (see equation (7)).

Let us in the following focus on the two cases of large gAB, where the impurity species either localizes on
a single site (cf figure 4(f)) or on two adjacent sites (cf figure 4(d)), a result that depends on the lattice
depth. For the case where the impurities localize on a single site we find that the majority species exhibits
mostly a Mott insulator like structure (cf figure 5(d1)) as in the single impurity scenario. This implies that
the particles of the majority species mostly tend to avoid each other and each one occupies a single distinct
lattice site. Moreover, in this context the probability ρ(2)

BB of finding two impurities at specific positions x1

and x2 accumulates at a single outer site of the lattice geometry (see figure 5(e1)]. This means that the two
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impurities tend to occupy the same site. The previously observed phase-separation of the two species is then
also reflected in the corresponding two-body density ρ(2)

AB (cf figure 5(f1)]. In general, we can conclude that
two impurities behave similarly to a single impurity for large lattice depths and large interspecies interaction
strengths. However, the situation is not that intuitive when the impurity species occupies two adjacent sites
for smaller lattice depths. Here, the majority species does not exhibit a Mott insulator-like structure, where
the particles avoid each other. Instead, two particles of the majority species can be mostly found either at
the same site or on two different ones, while the occupied sites are dominantly those which are not
populated by the impurity species (see figure 5(a1)). The latter fact can also be observed in the two-body
density ρ

(2)
AB for two particles of different species (see figures 5(c1) and (f1)). Indeed, to a large extent the two

species avoid each other, which indicates a phase separation where the impurity species occupies two
adjacent outer wells and the majority species populates the other unoccupied wells. Nevertheless, this
phase-separation is not complete and there is a finite, but small, overlap of the two species which we already
discussed in the framework of the von Neumann entropy (see figure 4(a)).

Coming back to the question of how the individual impurities distribute, in figure 5(b1) it becomes clear
that the impurity species occupying two adjacent sites may either have two particles at the same site or on
two different sites. In this sense, the impurities are delocalized over these two sites. We also note that we
have a slightly increased probability of finding the impurities at the same site which is adjacent to the sites
occupied by the majority species.

In order to understand whether the findings in the two-body densities are dominated by two-body
processes we subsequently investigate the noise-correlation for two particles of the same species (see
equation (9)) for V0/ER = 5.7, V0/ER = 8.9 and gAB/ERλ = 0.12. For V0/ER = 8.9 the structure of the
noise-correlation for two particles of the A species (figure 5(d2)) is similar to the one for a single impurity
in figure 3(a2) which is to be expected since the particles of the majority species are in a Mott insulator-like
state. Interestingly, in this scenario the noise-correlation for two impurities only shows a very weak
structure of the order of 10−2 4 (see figure 5(e2)). This means that the accumulation of the two impurities in
a single site is well described by the one-body densities such that the measurement of one impurity is
independent of the previous one of the other impurity. However, this is not the case for V0/ER = 5.7 and
gAB/ERλ = 0.12, where the impurities accumulate in adjacent sites. Here, the conditional probability of
finding two particles of the impurity species at the same position deviates strongly from the unconditional
one (see figure 5(b2)). This is also the case for finding the impurities at different sites. Also, for two particles
of the majority species we observe that g(2)

AA 
= 0 in the relevant occupied sites (see figure 5(a2)), with a
structure similar to figure 5(d2). Therefore, we can conclude that for V0/ER = 5.7 not only the particles of
the A species exhibit two-body correlation effects but also the two impurities as compared to the case of
V0/ER = 8.9.

In summary, we have found that for large lattice depths and strong interspecies interaction strengths two
impurities accumulate in a single outer lattice well, a behavior that is similar to the case of a single impurity.
As a result the majority species occupies the other four lattice sites in a Mott insulator-like state and the
composite system forms a doped insulator configuration. However, for smaller lattice depths the impurity
species distributes over two adjacent lattice sites which in turn leads to a larger overlap of the two species.
Also, the majority species now dominantly populates the three remaining unoccupied wells. This change in
the distribution is accompanied by the presence of non-negligible correlations not only among the majority
species atoms, as in the previous case, but also between the impurity atoms.

4. Correlated tunneling dynamics

Having analyzed in detail the ground state properties of a lattice trapped bosonic mixture, we subsequently
study its dynamical response upon quenching the interspecies interaction strength. To this end, we prepare
our system, for one as well as two impurities, in its ground state for large lattice depths and strong
interspecies interaction strengths such that the impurity species occupies one of the outer wells. In this
regime the two species phase separate and form a particle–hole pair, as discussed in the previous sections5.
By suddenly lowering the interspecies interaction strength we aim at initiating a tunneling process of the
impurity species through the lattice geometry. We start by examining the tunneling properties in the case of
a single impurity and then extend it to two impurities.

4 These are due to a very small population of the impurity species in the site adjacent to the opposite outer well.
5 This selection of one of the two degenerate ground states can be performed by applying for example a small asymmetry to the lattice
potential.
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Figure 6. Temporal evolution of the one-body density (a) ρ(1)
B (x) of the species B and of (b) ρ(1)

A (x) of the species A upon
quenching the interspecies interaction strength from gAB/ERλ = 0.04 to gAB/ERλ = 0.025. (c) Temporal evolution of the center
of mass �X̂B� upon quenching to various gAB (see legend). (d) Density profiles of each species corresponding to the time indicated
by the white line in panel (a) and (b), where the impurity is distributed the most in the lattice. Temporal evolution of (e) the von
Neumann entropy SAB and (f) the fragmentation SA upon quenching to different gAB values (see legend). The particle number of
the respective species is NA = 4 and NB = 1 and the lattice depth V0/ER = 10.5.

4.1. Transporting a single impurity

In the following we prepare our system in its ground state with a lattice depth V0/ER = 10.5 and an
interspecies interaction strength gAB/ERλ = 0.04. This choice leads to a doped insulator density distribution
of the two species as depicted in figures 2(c) and (d). In this sense the two species phase-separate and
thereby form a particle–hole pair where the impurity plays the role of the particle. Moreover, the majority
species atoms occupy each well separately. To trigger the dynamics, we quench the interspecies interaction
strength to a smaller value such that we cross the transition from SAB ≈ 0 to large values of SAB regarding
the ground state entanglement crossover diagram shown in figure 2(a).

As a representative example of the emergent tunneling dynamics of each species in figures 6(a) and (b)
we present the temporal evolution of the corresponding one-body densities following a quench to
gAB/ERλ = 0.025, while keeping fixed V0/ER = 10.5. In this case the impurity tunnels through the lattice
geometry and ends up well localized in the opposite outer well (see figure 6(a)). On the other hand the hole
of the majority species in the initial well vanishes, which means that particles of the majority species travel
towards this well which was initially solely populated by the impurity. Finally, for t/(�/ER) ≈ 600 a hole can
again be found at the opposite outer well where now the impurity resides (see figure 6(b)).

In order to appreciate the involved tunneling processes we next examine the probability of finding an
impurity particle in a specific Wannier state. To this end, we construct the operator

Ô(1)
l = |wB

l ��wB
l |, (11)

where |wB
l ��wB

l | projects the particle of the B species onto the lth Wannier state of the lowest band.
Evaluating this operator with respect to the complete many-body wave function yields the probability
Pl = �ΨMB|Ô

(1)
l |ΨMB� of detecting an impurity particle in the lth Wannier state. Note that the complete

many-body wave function is obtained via ML-MCTDHX and subsequently we analyze this
high-dimensional object by evaluating Ô(1)

l with respect to the wave function. In the following the Wannier
states are ordered from left to right, i.e. |w5� describes the Wannier state which is associated with the
initially (t = 0) populated well. The Wannier states prove to be a suitable basis set, since in all cases
analyzed in the following, we find that

�

l Pl ≈ 99.9%. Figure 7(b), shows the probability Pl of finding the
impurity in the lth Wannier state upon quenching to gAB/ERλ = 0.025. The energetically ordered associated
Wannier states are depicted in figure 7(a). The probability of finding the impurity in the initially occupied
well decreases in the course of time to zero, while the other wells are populated such that at the end of the
process a maximum probability in the left Wannier state occurs. This behavior clearly leaves an imprint on
the relative energy of the subsystems σ

�Ĥrel
σ �(t) = �Ĥσ�(t) − �Ĥσ�(t = 0), (12)

which we define as the deviation of the expectation values of the individual Hamiltonians Ĥσ (with
σ ∈ {A, B, AB}) deviating from their initial value at t = 0. The energy of the impurity first decreases during
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Figure 7. (a) Profile of the Wannier states associated with the lattice geometry. The offset of the probability density is given by
the energy expectation value of ĤB with respect to the respective Wannier states. The grey dash-dotted line represents the lattice.
(b) Temporal evolution of the probability Pl of finding the impurity in the lth Wannier state upon quenching to
gAB/ERλ = 0.025. (c) Temporal evolution of the relative energy of the subsystems σ as defined in equation (12). The particle
number of the respective species is NA = 4 and NB = 1 and the lattice depth V0/ER = 10.5.

the transport to the opposite outer well and then increases again (see figure 7(c)). This can be easily
understood in terms of the population of the corresponding Wannier states. The energy of the three central
Wannier states is smaller as compared to the two outer ones (see figure 7(a)). Since the former are strongly
populated in a superposition in the course of time, we observe a decrease of the impurity energy. The
revival of the energy is in turn associated with the population of the other outer well which has again an
increased energy (due to the hard-wall boundary conditions). The reduction of the impurity energy is
accompanied by an increase of the energy of the majority species and the interspecies energy. The reason for
the latter will be discussed below.

First, let us turn back to the superposition of the three central Wannier states in the course of time.
Interestingly, the propagation of the impurity species cannot be understood as a subsequent tunneling from
one well to the adjacent one. The impurity rather delocalizes over the lattice geometry with a maximum
delocalization indicated by the white dashed line in figures 6(a) and (b). The one-body density for this
scenario is depicted in figure 6(d). Here, the impurity strongly localizes in the central well, with around half
of that population in the two directly adjacent sites and a minor density in the outer wells. Apparently, in
order to avoid overlap, the majority species exhibits a density minimum in the central well with increasing
density towards the outer wells. This can also be observed in the population of the corresponding Wannier
states (see figure 7(b)). It is also worth noticing, that the one-body densities of both species clearly deviate
from the ones discussed in the context of the ground states in figure 2(b) where the roles of the two species
are reversed with respect to the distribution of the one-body densities. However, this increased overlap not
only increases the interspecies energy (see figure 7(c)) but additionally leads to a drastic increase of the von
Neumann entropy as in the static case for the ground states (see figure 6(e) dashed blue line). Initially, we
start with a von Neumann entropy of SAB ≈ 0 which then increases to a maximum and decreases again
when the impurity species resides in the outermost well. This decrease is due to the fact that the two species
again phase-separate at later evolution times. Let us remark here that SAB does not drop back to zero since a
minor residual density of the impurity remains in the second well.

This tunneling process also has an impact on the correlations among the particles of the majority
species. To unravel the role of these correlations, we define a measure for the correlations which are present
in each subsystem itself. The spectral decomposition of the one-body density of species σ reads

ρ(1)
σ (x, t) =

�

j

nσj(t)Φ∗
σj(x, t)Φσj(x, t), (13)

where nσj(t) in decreasing order, obeying
�

j nσj = 1, are the so-called natural populations and Φσj(x, t) the
corresponding natural orbitals. In this sense, the natural orbitals are the eigenstates, while the natural
populations are the corresponding eigenvalues [69, 70, 85], which are determined by diagonalizing the
one-body density matrix. Similar to the Schmidt coefficients the natural populations serve as a measure for
the correlations in a subsystem. In this spirit, we define the fragmentation [49, 77, 78] in the subsystem σ as

Sσ(t) = −
�

j

nσj(t) ln(nσj(t)). (14)

Here, the case of Sσ = 0 means that the subsystem σ is not depleted, implying that all particles occupy the
same single particle state, i.e. nσ1 = 1. As just discussed, the delocalization of the impurity species is
accompanied by a delocalization of the majority species. We observe that this is also reflected in the
fragmentation SA of the majority species (see figure 6(f)). At t = 0 the majority species already exhibits a
non-negligible fragmentation which is due to the fact that this species resides in a Mott insulator-like state.
During the transport process, the majority species delocalizes which leads to an increase of SA, thereby
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Figure 8. Snapshots of the two-body density for (a)–(c) two particles of the majority species ρ(2)
AA and (d)–(e) for one particle of

the majority species and one impurity ρ(2)
AB upon quenching to gAB/ERλ = 0.025. The first column corresponds to t = 0, the

second to t/(�/ER) = 370 and the third to t/(�/ER) = 629. The particle number of the respective species is NA = 4 and NB = 1
and the lattice depth V0/ER = 10.5.

maximizing the latter. The subsequent decrease of the fragmentation can be associated with the transition
back to a Mott insulator-like state. Since this transition is not complete due to residual densities in the wells,
the fragmentation does not drop back to its initial value.

In order to clarify that this tunneling process is not unique to a specific post-quench interspecies
interaction strength, we show in figure 6(c) the temporal evolution of the center of mass of the impurity
which is defined as

�X̂B� =
� L/2

−L/2

dxρ(1)
B (x)x. (15)

The initial value of the impurity’s center of mass is given by �X̂B�/λ ≈ 1, while the final position when the
impurity is completely transported to the opposite outer well is �X̂B�/λ ≈ −1. For various post-quench gAB

we find that the impurity can be transported to the opposite outer well, while the time it takes for the
impurity to reach that well decreases with smaller gAB. We also note that the impurity tunnels back to the
initially occupied site afterwards, which shall not be the focus of further discussions. Nevertheless, it
becomes additionally clear that it needs a certain minimal post-quench interspecies interaction strength in
order to observe the impurity tunneling within the depicted time interval. E.g. for post-quench
gAB/ERλ = 0.03 the impurity rather resides in the initially occupied well, instead of tunneling through the
lattice geometry, whereas for smaller gAB the tunneling process takes place. As in the case of
gAB/ERλ = 0.025, which we discussed in detail, also for smaller gAB the von Neumann entropy as well as the
fragmentation of the majority species are affected by the tunneling of the two species. However, the well
separated initial increase and the subsequent decrease in both measures become less clear or not even
evident anymore, which indicates that also the correlated tunneling takes place in a less structured manner
with decreasing post-quench gAB.

In order to understand the above-described difference with varying post-quench gAB, we first analyze the
temporal evolution of the two-body densities for an interspecies interaction strength to gAB/ERλ = 0.025.
These observables provide a more comprehensive insight into the involved correlated processes indicated by
the von Neumann entropy and the fragmentation of the majority species. In figure 8 we present temporal
snapshots of ρ(2)

AB and ρ(2)
AA. The first column corresponds to t = 0, while the second one refers to the case

where the impurity species strongly delocalizes over the lattice geometry, thereby maximizing SAB. The third
column represents the time instance when the impurity resides in the opposite outer well with
�X̂B�/λ ≈ −1. Focusing now on the majority species we clearly identify that throughout the tunneling
process two particles of this species avoid to occupy the same site. Even in the case of maximum
delocalization of the majority species two particles do not reside in the same site. We can understand this
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process as a superposition of all number states where four particles are distributed separately among the five
Wannier states, e.g. |1, 1, 1, 1, 0�A, |1, 1, 1, 0, 1�A etc. In this sense, the hole in the majority species is
delocalized over the lattice geometry. Moreover, we can infer that measuring the impurity at a specific site
we will most probably not find a majority species atom at the same site. Even in the case of maximum
delocalization these two particles will avoid each other. In this manner, the increase of SAB in the context of
the delocalization is not a trivial single-particle effect. It is rather due to the strong avoidance of the two
species and thereby the involved superposition of many contributing states, e.g.
|1, 1, 1, 1, 0�A ⊗ |0, 0, 0, 0, 1�B, |1, 1, 1, 0, 1�A ⊗ |0, 0, 0, 1, 0�B etc, which leads to the increase of the von
Neumann entropy. This in turn leads to the delocalization of the two species on the level of the one-body
densities when integrating out the respective degrees of freedom (see equation (5)). Based on these findings
we have strong indications that the tunneling of the two species manifests itself in the effective transport of
a particle hole-pair from one of the outer wells to the opposite one.

To further quantify this tunneling process we determine the probability of finding a particle hole pair in
any lattice site in the course of time. We define this as the expectation value of the operator

Ô(2)
ph = 𝟙A ⊗ 𝟙B −

1

NANB

5�

l=1

|wB
l ��wB

l |⊗
NA�

i

|wiA
l ��wiA

l |, (16)

with respect to the system’s wave function, i.e. �Ô(2)
ph �. Here, |wB

l ��wB
l | projects the particle of the B species

onto the lth Wannier state and |wiA
l ��wiA

l | projects the ith particle of the A species onto the lth Wannier
state. 𝟙σ are the unity operators of the respective subsystems σ. Figure 9(a) presents the temporal evolution
of the probability of finding a particle hole pair in any lattice site for various post-quench interspecies
interaction strengths. Since our system is prepared in its ground state for all post-quench gAB, initial
particle–hole pair probability of �Ô(2)

ph �(t = 0) ≈ 98.8% holds. This means that we can safely assume that
our system exhibits a particle–hole pair.

Focusing on the case of gAB/ERλ = 0.025, which corresponds to the two-body densities depicted in
figure 8, the quench leads to a slight reduction of �Ô(2)

ph � which recovers again for larger times. Closely
inspecting the particle hole-pair probability (see figure 9(b)), we can deduce that the strongest decrease
happens at the time interval in which the two species strongly delocalize over the lattice geometry. For this
reason, we can assume that our system is not solely described by the superposition of number states
exhibiting a particle–hole pair, e.g. |1, 1, 1, 1, 0�A ⊗ |0, 0, 0, 0, 1�B, |1, 1, 1, 0, 1�A ⊗ |0, 0, 0, 1, 0�B etc.
Nevertheless, the admixture of other states is rather small since in the case with the largest deviations we
still find a particle hole-pair with a probability of �Ô(2)

ph � ≈ 93.2%. Moreover, we observe that �Ô(2)
ph �

increases again in the course of time, if not completely to its initial value, which is associated with the
impurity then occupying dominantly the opposite outer well. In contrast, when quenching to smaller values
of gAB, the stability of the particle–hole pair cannot be guaranteed anymore. For a quench to
gAB/ERλ = 0.01 we lose up to 20% of the particle–hole pair which becomes even more for a quench close
to zero, i.e. gAB/ERλ = 0.002. In the latter case �Ô(2)

ph � drastically decreases to 65% in the first few time steps.
In this sense, in order to maintain a stable particle–hole pair during the transport of the impurity to the
opposite outer well it is necessary not to quench too strongly. On the other hand a quench which is too
weak allows for a stable particle–hole pair, which resides in the well initially occupied by the impurity, e.g.
gAB/ERλ = 0.03 (see figure 9(a) red line).

In conclusion, we have found that quenching the binary mixture starting in a phase separated state leads
to a very controlled correlated tunneling dynamics. On the one hand the majority species tunnels such that
its particles do not occupy the same lattice site. On the other hand we observe the effective transport of a
particle–hole pair from one of the outer wells to the opposite one whose stability strongly depends on the
presence of a finite interspecies interaction strength. Moreover, the tunneling dynamics is accompanied by a
strong entanglement between the species as well as correlations among the majority species atoms.

4.2. Transport properties of two bosonic impurities

Having understood the correlated tunneling dynamics of a single impurity interacting repulsively with a
majority species we now turn to the case of two non-interacting bosonic impurities. We prepare our system
in its ground state characterized by a lattice depth V0/ER = 8.9 and interspecies interaction strength
gAB/ERλ = 0.05, while gAA/ERλ = 0.04. This leads to a density distribution of the two species as depicted in
figures 4(e) and (f), such that the two species phase-separate. Moreover, the two impurities accumulate at
the same single lattice site, while the majority species atoms strongly avoid each other, occupying the lattice
sites each one separately. In this sense, our initial state is similar to the one with a single impurity, apart
from the additionally added impurity.
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Figure 9. (a) Temporal evolution of the probability �Ô(2)
ph � of finding a particle hole pair in any lattice site for various

post-quench interspecies interaction strengths (see legend). (b) Magnification of �Ô(2)
ph � for gAB/ERλ = 0.025. The particle

number of the respective species is NA = 4 and NB = 1, while the lattice depth is V0/ER = 10.5.

Quenching the interspecies interaction strength to gAB/ERλ = 0.002 we observe a tunneling of the
impurity species to the opposite outer well (see figure 10(b)). However, compared to the case of a single
impurity a larger portion of density remains in the wells which are traversed during the dynamics. This
means that compared to the single impurity case the transport portion of two impurities is less complete
due to some density remaining in the traversed lattice sites. In turn the majority species tunnels in a
counterflow into the opposite direction as compared to the direction of the impurities. In this context, one
might again ask whether this process can be described by an effective transport of a particle hole-pair.
Figure 10(a) shows the corresponding particle hole-pair probability �Ô(2)

ph � during the evolution. Initially,

the particle hole-pair process is the dominant tunneling channel with a probability of �Ô(2)
ph � ≈ 98.6%

which later on drastically decreases to �Ô(2)
ph � ≈ 63.8%. The subsequent increase of this probability, which is

associated with the impurities residing in the opposite outer well, does not revive to its initial value,
indicating the loss of the particle hole-pair. This effect is similar to the one discussed for a single impurity
when quenching to very small values of gAB, where the stability of the particle hole-pair cannot be
guaranteed either. Apart from that, the system still exhibits a rather pronounced increase of correlations in
the course of time. This involves for example the increase of the von Neumann entropy which can be traced
back to the residual impurity density in the remaining wells during their transport to the other side of the
lattice geometry. As a result the spatial overlap between the species is increased and thereby also SAB (see
figure 10(d)). Furthermore the initially uncorrelated impurity pair, SB(t = 0) ≈ 0, develops correlations
during the propagation to the opposite outer well which can be attributed to the incomplete transfer of the
impurities to this very site (see figure 10(e)). Similarly, the increase of SA is attributed to the incomplete
transfer of the effective hole into the opposite direction (as compared to the propagation direction of the
impurities) (see figure 10(f)).

Furthermore, it is of interest to analyze in which manner the two bosonic impurities propagate in
relation to each, i.e. whether they move as a pair or they delocalize in the course of time. In order to answer
this question we inspect the two-body density of the impurities ρ(2)

BB upon quenching to gAB/ERλ = 0.002
(see figures 10(g)–(i)). The initially accumulated (in an outer well) impurities delocalize over
next-neighbour sites, which means that it is possible for the two impurities to either reside at the same site
or in adjacent ones (see figure 10(h)). However, during the propagation there are time instances at which
the probability of finding the impurities at the same site is more pronounced as compared to detecting them
in adjacent ones (not shown here). From this we can conclude that in general the impurities delocalize
during the propagation until they reach the opposite outer well where they eventually strongly localize (see
figure 10(i)).

Let us finally remark that in comparison to the single impurity case, for two impurities it is necessary to
quench to lower interspecies interaction strengths in order to achieve a significant transport of the impurity
species to the opposite outer well. For smaller quench amplitudes we either find no tunneling of the two
species (cf figures 10(d)–(f) green crosses) or the impurities delocalize over the lattice geometry without
accumulating in the opposite outer well. Therefore, a transport of the impurity species to the opposite outer
well as in the case of a single impurity is only possible for large quench amplitudes. However, this leads to a
loss of the initial particle–hole pair and a less structured development of correlations.
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Figure 10. (a) Temporal evolution of the probability �Ô(2)
ph � of finding a particle hole-pair in any lattice site for a post-quench

gAB/ERλ = 0.002. Temporal evolution of the one-body density (b) ρ(1)
B (x) of the species B and of (c) ρ(1)

A (x) of the species A upon
quenching the interspecies interaction strength from gAB/ERλ = 0.05 to gAB/ERλ = 0.002. Temporal evolution of (d) the von
Neumann entropy SAB, (e) the fragmentation SA and (f) the fragmentation SB upon quenching to various gAB. (g)–(i) Snapshots
of the two-body density of the impurities ρ(2)

BB upon quenching to gAB/ERλ = 0.002. The particle number of the respective species
is NA = 4 and NB = 2 and we set the lattice depth to V0/ER = 8.9.

5. Conclusions and outlook

We have investigated the ground state properties of a binary bosonic mixture trapped in a one-dimensional
lattice geometry consisting of a majority species which is doped by one or two bosonic impurities. We
demonstrate the existence of a crossover diagram of the interspecies entanglement as a function of the
lattice depth and the interspecies interaction strength. The transition from strong interspecies entanglement
to SAB = 0 is accompanied by a crossover from a spatially delocalized impurity species to its strong
localization in one of the outer lattice wells. For large lattice depths we find this transition for the case of a
single as well as two bosonic impurities. Moreover, analyzing the corresponding two-body densities we can
conclude that the majority species occupies a Mott insulator-like state, while the two species phase-separate,
thereby forming a particle hole-pair. For two impurities we additionally observe in the case of smaller lattice
depths a localization of the impurity species in two adjacent sites. This phenomenon also manifests itself in
the impurity–impurity correlations, which we do not find when the impurities localize in a single site.

Having understood the ground state distributions, in the next step we aimed at transporting the
impurity species through the lattice by performing an interspecies interaction quench from a Mott to the
superfluid phase of the composite system. For a single impurity the initial particle hole-pair tunnels to the
opposite outer lattice well, while we are able to control the stability of the particle hole-pair by varying the
post-quench interspecies interaction strength. Here, it is important to perform weak amplitude quenches in
order to maintain the initial particle hole-pair. However, for two impurities we cannot guarantee a stable
transport of this pair. This is due to the fact that only large quench amplitudes can initiate a significant
transport of the impurities to the opposite outer well at all. As in the case of a single impurity such large
quench amplitudes lead to a strong loss of the particle hole-pair probability.

The understanding of the crossover between a spatially delocalized to a localized bosonic impurity
species serves as a perfect starting point for even more complex setups, e.g. by introducing more lattice
atoms and sites. Indeed, there are several possible directions of future investigations. For example, it would
be of interest to allow for a spin degree of freedom in both species, such that the particle hole-pair may
carry an additional effective spin. In this spirit, a quench of the interspecies interaction strength might lead
to a redistribution of the spins in the system or an effective spin transport. Another fruitful perspective is to
investigate the ground state phase diagram of the setting considered herein but including dipolar
interactions within and between the species. In this way, it would be possible to generate more phases due
to the long-range character of the interactions.
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Figure 11. (a) The von Neumann entropy SAB as a function of the interspecies interaction strength gAB and the lattice depth V0.
The two-body density for (b) two particles of the majority species ρ(2)

AA and (c) for one particle of the majority species and one
impurity ρ(2)

AB . We consider V0/ER = 10.5 and gAB/ERλ = 0.12. The particle number of the respective species is NA = 5 and
NB = 1.
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Appendix A. Doping a unit-filling bosonic majority species

To explicitly showcase the generalization of our findings regarding the ground state properties of the
considered lattice trapped bosonic mixture, we consider a unit filling of the majority species, doping it with
a single impurity, i.e. NA = 5 and NB = 1. We explore the ground state of the system for varying V0 and
gAB, while fixing the intraspecies interaction strength to gAA/ERλ = 0.04. Figure 11(a) shows the von
Neumann entropy of the ground state as a function of the interspecies interaction strength gAB and the
lattice depth V0. As in the case of NA = 4 and NB = 1 (figure 2(a)), we find a region of increased
interspecies entanglement, which decreases to zero for a further increase of gAB. This is again associated with
a strong delocalization of both species for large SAB and a phase separation in case of SAB ≈ 0 occurring for
large gAB. However, there is a slight change compared to NB = 4 in the corresponding two-body densities
for V0/ER = 10.5 and gAB/ERλ = 0.12, where an interspecies phase-separation takes place. Since the
majority species exhibits an additional particle, the latter distributes over the four lattice sites which are
occupied by the majority species in case of an interspecies phase-separation. For this reason a
non-negligible, but small, probability of finding two particles of the A species at the same site occurs. In ρ(2)

AB

the phase separation is still reflected with an increased probability of finding the majority species in the two
central occupied sites, which is due to the additional majority species particle. In this sense, also for NA = 5
we find the formation of a particle hole-pair for large gAB, while the additional particle in the majority
species delocalizes over the sites occupied by the latter.
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Abstract

Weunravel the correlated tunneling dynamics of an impurity trapped in a doublewell and interacting

repulsively with amajority species of lattice trapped bosons. Upon quenching the tilt of the double

well it is found that the quench-induced tunneling dynamics depends crucially on the interspecies

interaction strength and the presence of entanglement inherent in the system. In particular, for weak

couplings the impurity performs a rather irregular tunneling process in the doublewell. Increasing the

interspecies coupling it is possible to control the response of the impurity which undergoes a delayed

tunnelingwhile themajority species effectively acts as amaterial barrier. For very strong interspecies

interaction strengths the impurity exhibits a self-trapping behavior.We showcase that a similar

tunneling dynamics takes place for twoweakly interacting impurities and identify its underlying

transportmechanisms in terms of pair and single-particle tunneling processes.

1. Introduction

Ultracold atoms offer a versatile platform for studyingmany-body effects in an extraordinarily controlled

manner. Apart from varying the external confining potential and its dimensionality [1–3], it is also possible to

tune the interaction strength between the atoms via Feshbach or confinement induced resonances [4, 5]. This

exquisite level of control over single component fermionic or bosonic ensembles can be extended tomixtures of

ultracold atoms such as Bose–Bose [6–16], Fermi–Fermi [17, 18] andBose–Fermi [19, 20]mixtures. In

particular, one-dimensional systems exhibit intriguing phenomena since they allow for correlations to appear in

the dilute regime [21–24].

In this context, especially strongly particle imbalancedmixtures have attracted a lot of interest recently. In

the extreme case such systems consist of a single impurity immersed in amajority species. These setups have

been studied theoretically [25–32] and experimentally [33–36], for a single impurity, serving as a simulator of

polaron physics, as well as formany impurities [37–42] and are indeed a subject of ongoing research.While the

ground state properties of a single impurity in a bath are to a certain extent well understood, less focus has been

placed on the transport properties and the emergent collisions of the impurity through the bath [43–46]. Indeed,

in these systems correlation effects, such as entanglement, are expected to be a crucial ingredient since the

impurities form a few-body subsystem [47].Moreover, the underlying trapping potential plays an important

role for the behavior of the impurity species, which has been analyzed for homogeneous systems [48–50],

harmonic confinements [51–55] as well as lattice potentials [33, 56, 57]. Themajority of the above-mentioned

investigations have been focusing on the case where both species are trapped in the same geometry.However,

introducing different trapping potentials for each species is expected to alter significantly the observed

dynamics. A setting of particular interest involves a bath of lattice trapped bosonswhich act asmultiplematerial

barriers for the tunneling dynamics of the impurity.

In the present workwe explicitly focus on an impurity which is confined in a one-dimensional double well

and interacts repulsively via contact interactionwith amajority species of bosons trapped in a lattice. For single

component bosons in a double well the analog of thewell-known superconducting Josephson junction can be
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established. The bosonic Josephson junction provides the testbed formany, also experimentally observed,

intriguing phenomena, such as Josephson oscillations,macroscopic quantum self-trapping [58–63] and

correlated pair tunneling [64–66]. Extensions of these phenomena tomulticomponent setups have also been

extensively studied, see for instance [67–70]. Herein, we extend these investigations by exploring the dynamics

of impurities in a doublewell immersed in a few-body bath of lattice trapped bosons. This gives rise to an

effective potential for the impurities whose shape strongly depends on the interspecies interaction strength.

Depending on the latter, one can realize tunneling scenarios which are beyond thewell-known regimes of

Josephson oscillation and quantum self-trapping and rely on the interspecies entanglement. This can be of

particular interest for future applications in atomtronics [71].

In our setupof a single impurity in a doublewell the dynamics is steeredby the repulsive coupling to the

majority species. Varying the interspecies interaction strengthweunravel different dynamical response regimes of

the impurity uponquenching the tilt of the doublewell. These regimes range fromrather irregular tunneling in the

doublewell for small interspecies interaction strengths to dynamical self-trapping in a single site for very strong

couplings [6, 7, 55]. For intermediate coupling strengthsweobserve a strong impact of thedensity distributionof

themajority species on the impurity’s tunneling dynamics. The impurity initially collideswith thematerial barrier

imposed by the density of themajority species and then tunnels to the corresponding other site of thedoublewell.

This offers a controlledway of transporting the impuritywithin thedoublewell. The entire tunneling process in the

case of intermediate interspecies interaction strengths is accompanied by a strong entanglement between the

subsystems revealing the complexity of this phenomenon.We remark that in the absenceof entanglement this

process does not take place. Additionally, in this case the self-trapping behavior is altered. Surprisingly,wefind that

thedynamics of the impurity canbedescribed in termsofWannier states [41, 42]which are associatedwith the

superpositionof the effective time-averaged potential inducedby the density of themajority species and the double

well potential. This proves to be a valuable tool that captures the dynamics of the impurity adequately, even though

a strong entanglement persists throughout the dynamics [12, 46]. Due to the strong correlations appearing inour

system it is necessary toutilize an approachwhichoperates beyond lowest band andmean-field approximations,

such as theBose–Hubbardmodel orGross–Pitaevskii approximation.Thereforewe track the emergent non-

equilibriumdynamics by employing theMulti-LayerMulti-Configurational Time-DependentHartreeMethod for

atomicMixtures (ML-MCTDHX) [72–74] that enables us to capture all the important particle correlations.

Ourwork is structured as follows: in section 2we present the systemunder investigation and the employed

computationalmethodology. In section 3we unravel the quench-induced tunneling dynamics of the impurity,

revealing also the crucial role of the inter- and intraspecies correlations. Section 4 is dedicated to an in-depth

characterization of themicroscopic effects involved in the dynamical response of the impurity.We extend our

results to the case of twoweakly interacting impurities in section 5 and concludewith a summary of our findings

and a discussion of future directions in section 6.

2. Setup andmulti-configurational approach

2.1. Setup andHamiltonian

Our setup consists of two different species of bosonsA andB, also referred to as themajority species and the

impurity, respectively, which interact repulsively via a contact potential of strength gAB. Each species is confined

in a different one-dimensional optical potential at zero temperature. Experimentally this can be realized by

preparing e.g. 87Rb atoms in two different hyperfine states, i.e. = = - ñF m2, 2F∣ and = = - ñF m1, 1F∣ ,

thereby obtaining a two-species bosonicmixture. Utilizing the so-called ‘tune-out’wavelength [75, 76] it is

possible to create species-dependent potentials, such that the two species experience different optical potentials

[3]. ThemajorityA species, composed of bosons ofmassmA and interacting repulsively via a contact interaction

of strength gAA, is trapped in a six-well lattice potential. TheminorityB species on the other hand, consisting of

NB impurities ofmassmB interacting repulsively via a contact interaction of strength gBB, resides in an initially

tilted double well potential. The resultingmany-bodyHamiltonian of the system reads
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0( ) of themajority species is characterized by its depthV0 andwave

vector k0=π/lwhere l denotes the distance between two successiveminima of the potential. The doublewell of
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is constructed by the combination of a harmonic

oscillator potential with frequencyωB and aGaussian potential characterized by awidthw and a height h.

Additionally, we superimpose a linear tilting potentialVtilt=αxi
B to the doublewell leading to an asymmetry

between the twowells, whose degree can be controlled by the parameterα. Assuming zero temperature we can

model the inter- and intraspecies interaction potential between the atoms via a bare delta potential with effective

coupling strength = -ss

z

¢
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whereσ and s¢ refer to the corresponding speciesA andB

[4]. Here, =
+

MAB
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A B

A B

represents the reducedmass and =
w^
^


a

MAB
the transversal length scalewhich is

steered by the frequency of the transversal confinementω⊥perpendicular to theone-dimensional Bose gas. Apart

fromvaryingω⊥, it is possible to control the coupling strength ss¢g through the free space, three-dimensional

scattering length ss¢a0 which canbe tuned via Feshbach resonances inmagnetic or opticalfields [5, 77–80].

Throughout this workwe consider afixed number of bosons for themajority speciesNA= 8 and set

m=mA=mB. Asmentioned above, our setup can be experimentally realized by considering twohyperfine

states of 87Rb.Note that we have also simulated the corresponding dynamics of amass imbalanced system

consisting e.g. of a 87Rb bosonic ensemble and a 133Cs impurity. For this latter case we confirmed that an overall

similar phenomenology compared to themass balanced case occurs but the emerging tunneling regimes to be

presented below take place at smaller interspecies interaction strengths. The energy scales for theHamiltonian in
equation (1) are given in units of the recoil energy = E k m2r

2
0
2 ( ), whereas the length and time scales are

expressed in units of -k0
1 and w =- -Er r

1 1. For the lattice potential of themajority species we use a depth of

V0/Er=8. The harmonic part of the doublewell potential of the impurities has a harmonic oscillator frequency
of w w = 0.1 2r · and the barrier height andwidth are =-h E k 2r 0

1 and =-w k 10
1 , respectively.

Furthermore, the intraspecies interaction strength among the bosons of themajority species is kept fixed to the
value =-g E k 1AA r 0

1 . Hard-wall boundary conditions are imposed at p= -x k 30
1 .

In the following, we present the quench protocol which induces the tunneling dynamics. A sketch of the

employed procedure is depicted infigure 1. First, we obtain themany-body ground state of our system,
assuming the abovementioned parameters. Here, the tilting strength of the doublewell is set to a =-E k 0.1r 0

1

(the effect of a smaller tilting strength is analyzed in the Appendix), such that the impurities localize in the left

well of the asymmetric doublewell potential. To trigger the tunneling dynamics of the impurities the system is

quenched to a geometry, constituting a symmetric doublewell, i.e. the tilting strength is set toα= 0. Varying the

interspecies interaction strength gAB, we explore the dependence of the systemdynamics on gAB.

2.2. Approach to the correlatedmany-body dynamics

Tounravel the dynamics of the systemwe employML-MCTDHX [72–74]. As explicated below, this ab initio

method gains its efficiency from the time-dependent andwith the system co-moving basis set. In the first step,

the totalmany-bodywave function Y ñtMB∣ ( ) is expandedwith respect toMdifferent species functions Y ñs t∣ ( ) for

each of the speciesσ and expressed according to the following Schmidt decomposition [81]

å lY ñ = Y ñ Ä Y ñ
=

t t t t . 2
i

M

i i
A

i
B

MB

1

∣ ( ) ( ) ∣ ( ) ∣ ( ) ( )

Here, the Schmidt coefficients l ti ( ) , in decreasing order, provide information about the degree of population

of the ith species function and thereby signify the degree of entanglement between the two species. In the case

that only one Schmidt coefficient is non-zero, the speciesA andB are not entangledwith each other and the

system can be described by a speciesmean-field ansatz (M= 1). However, in general it is necessary to provide

several species functions for the expansion of the totalmany-bodywave function, since entanglementmight

prove crucial for the adequate description of the systems dynamics.

Furthermore, the species wave functions Y ñs t∣ ( ) describing an ensemble ofNσ bosons are expanded in a set

of permanents, namely

åY ñ = ñs
s

s

s
s

t C t n t . 3i
n N

n∣ ( ) ( ) ∣ ( ) ( )
∣






Suchanexpansionallowsus to take intraspecies correlationsof theσ-species into account.Moreover, in this expression

the vector = ¼s s sn n n, ,1 2( )


describes theoccupationsof the time-dependent single-particle functions (SPF)of the

speciesσ,which are further expanded in termsof a time-independentdiscrete variable representation [82]. The

notation s
sn N∣


indicates that for each sni theparticle number conservationconditionå =s sn Ni i has tobe fulfilled.

For the timepropagationof themany-bodywave functionweemploy theDirac-Frenkel variational principle

dá Y ¶ - Y ñi tMB MB∣( )∣ [83–85]with the variationδΨMB andobtain the corresponding equationsofmotion [74, 86].

In conclusion, theML-MCTDHXmethod takes all inter- and intraspecies correlations into account and

gives us access to the completemany-bodywave function. In contrast to standard approaches, where thewave

function for solving the time-dependent Schrödinger equation is built upon time-independent Fock states with

3
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time-dependent coefficients, theML-MCTDHXmethod takes a co-moving time-dependent basis into account,

where the Fock states, spanned by the SPFs, as well as the coefficients are time-dependent. This concept of a

time-dependent basis reduces not only the required number of basis states and, hence, improves the

computational effort, but it also provides at the same time an accurate description of the system’smany-body

state.We note here that in order to ensure the convergence of ourmany-body simulations, to be presented

below,we have employedM=6 (M= 10) species and dA= 6, dB= 6 (dA= 6, dB= 6) SPFs respectively for the

case of a single (two) impurity atom(s). In this context we define the orbital configurationC=(M, dA, dB)which

determines the size of the truncatedHilbert space.

3. Correlated tunneling dynamics of a single impurity

In the followingwe consider amass-balanced bosonicmixture described by theHamiltonian of equation (1)

where themajority species consists ofNA= 8 and the impurity species ofNB= 1 particles.We initially prepare
our system in its ground state with a tilting strength of a =-E k 0.1R 0

1 for different interspecies interaction

strengths gAB. Due to the initial tilt the impurity is found to bewell localized in a single site of the doublewell

potential.Moreover, wefind that the impurity species exhibits a rather large spatial overlapwith themajority

species for small gAB (seefigure 1(b))which of course reduces with increasing repulsive gAB (see figure 1(c)). In

particular, for small gAB themajority species occupies all sites of the lattice potential, such that the impurity

strongly overlapswith it (seefigure 1(b)). However, for strong repulsive interactions themajority species

depopulates thewell of the lattice potential inwhich the impurity tends to localize, resulting in aweak spatial
overlap of the two species (see figure 1(c)). Upon quenching the tilting strength to a =-E k 0R 0

1 towards a

symmetric doublewell we initiate the tunneling dynamics, thus favoring the tunneling of the impurity to the

right well as the corresponding energy offset between the twowells vanishes, see alsofigure 1(a). As a

consequence the impurity becomesmobile, thereby collidingwith the lattice trappedmajority species which in

general acts as amaterial barrier for the impurity dynamics. Varying the interspecies interaction strengthwe find

four different regimes for the dynamical response of the impurity (see below).

As a first step, we quantify these regimes bymonitoring the time evolution of the one-body density

r = áY Y Y Y ñ
s s sx t t x x t,1

MB MB( ) ( )∣ ˆ ( ) ˆ ( )∣ ( )( ) †
of the corresponding subsystemsσ. The spectral decomposition of

theσ-species one-body density is given by

år = F F
s s s sx t n t x t x t, , , , 4

j

j j j
1 *( ) ( ) ( ) ( ) ( )( )

where nσ j(t) are the so-called natural populations andΦσ j(x, t) the corresponding natural orbitals. The dynamics
of r

s
x t,1 ( )( ) is presented infigure 2, for different interspecies interaction strengths gAB. As it can be seen rs x t,1 ( )( )

exhibits four distinct dynamical response regimes. For small interspecies interaction strengths, in our case
=-g E k 0.2AB R 0

1 , the impurity undergoes a rather complex tunneling dynamics to the other site of the double
well (figure 2(a)). This is a single-particle effect caused by the strong initial tilt and is therefore also present for
gAB=0. For short evolution times, i.e. w< <-t0 50r

1 , the impurity performs oscillations in the initial well

and then tunnels (see ellipse infigure 2(a)) to the other well. Here, the oscillations within each of the twowells,

which still persist even for gAB=0 (not shownhere), are caused by the rather strong initial tilt of the double well

and are not present for smaller tilts3 (see figure 11(a)). In this sense, themajority species barely affects the

Figure 1. (a) Schematic representation of our setup before (t = 0) and after the quench ( >t 0). Themajority species (blue balls)
resides in the lattice potentialVA. The impurity is embedded in a doublewell potentialVBwith an initially superimposed tilt potential
Vtilt of strength a =-E k 0.1r 0

1 . The quench is performed by setting the tilting strength to zero, thereby quenching to a symmetric
double well configuration.One-body density of themany-body ground state (t = 0) of the speciesσ for (b) =-g E k 0.2AB r 0

1 and

(c) =-g E k 4.0AB r 0
1 .We consider aminority species consisting ofNB = 1 particle and amajority species composed ofNA = 8

particles which interact repulsivelywith =-g E k 1.0AA r 0
1 .

3
Wenote that this tunneling behavior differs from that of a single particle in a doublewell potential in the case of smaller tilts, yielding a

single frequency Rabi tunneling.
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tunneling dynamics of the impurity and exhibits weak amplitudemodulations from its initial profile due to the

finite gAB (figure 2(e)).

However, for larger coupling strengths the impurity is strongly influenced by the density distribution of the

majority species, e.g. see figures 2(b) and (f). Themajority species distributes over the lattice such that r x t,
A
1 ( )( )

is accumulated close to theminima of the lattice potential. Due to the repulsive interspecies interaction the

impurity has to overcome on top of the double well barrier these additionalmaterial barriers imposed by the

accumulation of the density of themajority species. This leads to an oscillation of the impurity through the

neighboring densitymaximumof theA species (see white rectangle infigure 2(b)). This tunneling through the

material barrier imposed by themajority species wewill refer to asmaterial barrier tunneling in the following.

Throughout this enduring oscillation process the impurity performs a transport [87, 88] to the other site of the

doublewell (see ellipse infigure 2(b))where it again encounters amaterial barrier of speciesA and pursues the

initialmaterial barrier tunneling behavior (see red rectangle infigure 2(b)). Compared to theweakly interacting

regime (figure 2(a)), in the intermediate regime the transport of the impurity to the other site of the double well

takes place in a very controlled and systematicmanner.Moreover, it is even possible to prolong the initial

material barrier tunneling process by further increasing the interspecies interaction strength (figure 2(c)). In this

case, the impurity undergoes aweak amplitude tunneling to the other site of the doublewell (see figure 8(c)), at

least within the considered evolution time. In the limit of very large gAB the impurity is trapped in the initial site

of the doublewell due to the strong interspecies repulsion (seefigures 1(c) and 2(d)) and as a result we enter the

self-trapping regime.We remark that this self-trapping behavior is caused by the presence of themajority

species, in sharp contrast to thewell-known case of interacting bosons in a double well. Note also that the

impurity undergoes dipole-like oscillations within the left site of the doublewell. Also, we have checked that this

self-trapping behavior (see figure 2(d)) of the impurity persists up to w =-t 400r
1 evolution times (not

shownhere).

Considering the behavior of themajority species A, we observe the development of excitations of r x t,
A
1 ( )( ) as

a back-action of the tunneling process of the impurity [12]. In particular, r x t,
A
1 ( )( ) is transferred through the

lattice (figures 2(f) and (g)). Predominantly, this is the case for the inner fourwells. This behavior of themajority

species is caused by the repulsive interspecies interactionwhich leads in the course of the impurity tunneling to a

shift of the density of species A, thereby reducing the overlap between the species. In the extreme case (see

=-g E k 4.0AB R 0
1 )/ where the impurity remains localized in one site of the double well, themajority species

redistributes such that a density hole is formed in one lattice site (see figure 2(h)), in order to avoid the impurity.

Here, the overall density of themajority species barely changes in time due to the absence of the impurity’s

tunneling.

In order to quantify the dynamical response of the system even further it is convenient to analyze how

strongly the time-dependentmany-bodywave function deviates from the initial state Y ñ0∣ at t=0 in the course
of time. This is well captured by thefidelity = áY Y ñF t tMB 0

2( ) ∣ ( )∣ ∣ which is defined as the overlap between the

time-dependent and the initial wave function. Figure 3 shows thefidelity F(t) for various interspecies interaction

Figure 2.Temporal evolution of the one-body densities for (a)–(d) the impurity speciesB and (e)–(h) themajority speciesA upon
quenching the tilting strength from a =-E k 0.1R 0

1 to a =-E k 0R 0
1 . Each column corresponds to a different interspecies

interaction strength gAB, from left to right for =-g E k 0.2, 1.0, 2.0, 4.0AB R 0
1 . The dashed yellow line represents the doublewell

potential for the impurity species.We consider aminority species consisting ofNB = 1 particle and amajority species ofNA = 8
particles which interact repulsivelywith =-g E k 1.0AA r 0

1 .

5

New J. Phys. 22 (2020) 023027 FTheel et al

3.5 Entanglement-assisted tunneling dynamics of impurities in a double well immersed

in a bath of lattice trapped bosons

101



strengths corresponding to the four different tunneling regimes identified in the time evolution of the one-body

densities infigure 2.We clearly observe that the behavior of thefidelity is qualitatively driven by the one-body

density distribution of the impurity over time. For the cases inwhich the impurity tunnels to the other site of the

doublewell (figures 2(a) and (b)), thefidelity deviates significantly fromunity, i.e. Y ñtMB∣ ( ) deviates from the

ground state Y ñ0∣ . However, in the regimeswhere the tunneling of the impurity is suppressed thefidelity remains

close to unity, e.g. see F(t) for gAB=2.0, 4.0. In this sense, thefidelity evolution provides an indicator of the
tunneling process of the impurity and serves as afirst characterization for the tunneling (figures 2(a) and (b)) and

self-trapping regimes (figures 2(c) and (d)). Nevertheless, using solely thefidelity it is not possible to distinguish

between the different tunnelingmechanisms. In order to discern between the above-mentioned four possible

regimes of the impurity’s dynamical response it is useful to consider the integrated one-body density of the

impurity ò r
-

-
x t x, d

L

L

B2

4 1 ( )( ) , where L is the size of the system. This quantity provides the probability offinding

the impurity in one half of the initially populatedwell of the double well. Indeed, the integrated density allows to

distinguish between the emergent tunneling dynamics since it incorporates the effect of thematerial barrier. In

figure 4(a)we show the temporal evolution of this quantity for the correlatedmany-body approach4 for different

gAB.We clearly observe four distinct regimes for the response of the impurity which correspond to the one-body

densities infigures 2(a)–(d). Indeed, in regime I an irregular oscillatory pattern of the integrated density is found.

Regime II exhibits regular oscillations whose intensity decays in time. This corresponds to thematerial barrier

tunnelingwith afinal transfer of the impurity to the other site of the double well (seefigure 2(b)). In regime III

the oscillations of the integrated density remain stable in timewhich is due to thematerial barrier tunneling of

the impurity in the initially populatedwell without a transfer to the other site. Finally, in regime IVwefind a

higher-frequency oscillatory behavior with afinite amplitude throughout the evolution. This behavior

corresponds to the self-trapping regime (see figure 2(d)). Regarding the dependence of the tunneling behavior

on the different systemparameters see appendix B.

However, so far we did not get insight into the degree of the system’s correlation throughout the dynamics.

To unravel the degree of correlations which accompanies the tunneling dynamics of the impurity we distinguish

between inter- and intraspecies correlations. The former are described by the Schmidt coefficients

(equation (2)), which provide ameasure for the degree of entanglement between the subsystems, whereas the

latter can be inferred from the natural populations (see equation (4)). Since theB species consists of a single

particle, the natural populations of theB species coincidewith the Schmidt coefficients. Therefore, in the

followingwe invoke the deviation 1− nB1(t) as ameasure of entanglement between the subsystems.

Figure 3.Temporal evolution of the fidelity F(t) for different interspecies interaction strengths gAB upon quenching the tilting strength
to a =-E k 0R 0

1 .We consider aminority species consisting ofNB = 1 particle and amajority species consisting ofNA = 8 particles
which interact repulsively with =-g E k 1.0AA r 0

1 .

4
Themany-body approach refers to our treatmentwithinML-MCTDHX in contrast tomean-field approaches.
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Accordingly, 1− nA1(t) indicates the degree of intraspecies correlations of themajority species. The temporal

evolution of the depletion 1− nσ1(t) of themost populated natural orbital of theA and theB species is illustrated

infigure 5 for different gAB upon quenching the tilting strength.We observe that for small interspecies

interaction strengths, i.e. gAB = 0.2, the subsystems aremainly disentangled throughout the dynamics, since

1− nB1(t)≈0. Increasing the interspecies interaction strength to =-g E k 1.0AB R 0
1 the subsystems become

strongly entangled in the course of time, i.e. 1− nB1(t)>0. This can be associatedwith tunneling of the
impurity to the other site of the double well and the involved increasing interspecies interaction between the

subsystems.Naturally, themotion of the impurity through themajority species has an impact on the natural

populations of theA species which is connected to the intrinsic tunneling processes of theA species in the lattice

potential (see figures 2(e)–(f)). Indeed, 1− nA1>0 independently of gAB and it ismaximized in the above-

described third tunneling region. Interestingly, the rather strong degree of entanglement remains in the self-

trapping regime for =-g E k 4.0AB R 0
1 , even though the impurity barely overlapswith themajority species.

In order to emphasize the importance of the entanglement between the subsystems for the tunneling

behavior of the impurity, we additionally perform calculations assuming only a single product state

Y ñ = Y ñ Ä Y ñMB A B∣ ∣ ∣ in equation (2), thereby neglecting all interspecies correlations. The dynamics of theσ-

species one-body densities employing a speciesmean-field ansatz, i.e. assuming a single product state between

the species but still including intraspecies correlations, are shown infigure 6. For =-g E k 0.2AB R 0
1 wefindno

visible differences between the fullmany-body approach and the speciesmean-field calculations. This is an

expected result, as the degree of entanglement is rather small for these interactions (see figure 5). However, as

soon as entanglement becomes important, wefind strong deviations in the corresponding one-body densities.

In particular, for =-g E k 1.0AB R 0
1 in the speciesmean-field case (seefigure 6(b))wedonot observe the

previously predicted tunneling to the other site of the doublewell (see figure 2(b)). Furthermore, the one-body

density of the impurity for =-g E k 2.0AB R 0
1 exhibits additional oscillation frequencies in the species-mean field

scenario (see figure 6(c)) compared to the fullmany-body case (figure 2(c)). In the self-trapping regime,

=-g E k 4.0AB R 0
1 , the speciesmean-field calculations seem to capture the dynamics quite well atfirst glance.

However, on a closer inspection of the one-body density it turns out that the spatial position of the impurity

differs compared to the completemany-body approach, while the temporal oscillations of the density are also of

different amplitude and frequency, see figures 2(d) and 6(d). This general difference in the tunneling dynamics is

well captured by the integrated density shown infigure 4. Indeed, the speciesmean-field ansatz is not able to

recover regime II infigure 4(a), while the self-trapping regime III infigure 4(b) is strongly altered compared to

that one infigure 4(a) corresponding to regime IV in themany-body treatment. Even regime III infigure 4(a) is

quantitatively changedwhen using the speciesmean-field ansatz (seefigure 4(b) regime II). In this sense,

entanglement between the impurity and themajority species plays a crucial role, in order to describe the

dynamics correctly.

Figure 4.Temporal evolution of the integrated one-body density of the impurity ò r
-

-
x t x, d

L

L

B2

4 1 ( )( ) upon variation of the interspecies

interaction strength gAB for (a) the fullmany-body approach and (b) the speciesmean-field approach. The regimes I–IV in panel (a)
correspond to the one-body densities infigures 2(a)–(d). Regimes I, III in panel (b) correspond to the one-body densities in
figures 6(a) and (d), respectively, whereas regime II in panel (b) relates tofigures 6(c) and (d).We consider aminority species consisting
ofNB = 1 particle and amajority species ofNA = 8 particles which interact repulsively with =-g E k 1.0AA r 0

1 .
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4. Characterization of the impurity dynamics

To analyze the tunneling behavior of the impurity and the accompanying correlations due to the presence of the

majority species (seefigure 2)wenext develop an effective potentialmodel for the impurity. This effective

potential is obtained by superimposing the time-averaged density of themajority species to the external double

well potential. To adequately describe the dynamical response of themajority species we employ the associated

Figure 5.Temporal evolution of the depletion - sn t1 1( ) of themost populated natural orbital of theA and theB species for different
interspecies interaction strengths gAB upon quenching the tilting strength to a =-E k 0R 0

1 . Note that the natural populations of theB
species coincide with the Schmidt coefficients sinceNB = 1, thereby describing also the degree of entanglement between the
subsystems.We consider aminority species consisting ofNB = 1 particle and amajority species composed ofNA = 8 particles which
interact repulsively with =-g E k 1.0AA r 0

1 .

Figure 6.Temporal evolution of the one-body densities for (a)–(d) the impurity speciesB and (e)–(h) themajority speciesA upon
quenching the tilting strength from a =-E k 0.1R 0

1 to a =-E k 0R 0
1 , assuming a speciesmean-field ansatz. Each column

corresponds to a different interspecies interaction strength gAB, ranging from left to right with =-g E k 0.2, 1.0, 2.0, 4.0AB R 0
1 . The

dashed yellow line represents the doublewell potential for the impurity species.We consider aminority species consisting ofNB = 1
particle and amajority species consisting ofNA = 8 particles which interact repulsively with =-g E k 1.0AA r 0

1 .
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Wannier functions. In particular, we project the completemany-bodywave function obtained viaML-

MCTDHXonto theseWannier functions in order to analyze the behavior of the impurity in afixed basis set.

4.1. Construction of the effective potential

Initially, we prepare our system such that it is given by the ground state of theHamiltonian (equation (1))with an

underlying asymmetric doublewell.With respect to the quenchedHamiltonian (t>0) our system and in

particular the impurity is energetically excited due to the tilting. This enables the impurity to tunnel through the

potential barrier of the double well into the right well. However, asmentioned in section 3, for specific

interspecies interaction strengths this residual energy appears to be not large enough to overcome the potential

barrier. Therefore, the impurityB rather performs a tunneling in the initial site of the doublewell through the

material barrier imposed by the one-body density of themajority species (see figure 2(c)).

In the following, we aim at understanding this tunneling behavior using an effective potential for the

impurity.We remark that this effective potential serves only as a tool for an analysis of the underlying tunneling

processes. Integrating out themajority species we arrive at the following effective potential for the impurity

r= +V x t N g x t V x, , . 5B B
A AB A

B
B

B
eff

1( ) ( ) ( ) ( )( )

This effective potential is composed by the doublewell potentialVB and the one-body density of themajority
species r

A
1( ) beingweighted by the number of particlesNA and the interspecies interaction strength gAB. Note that

r x t,
A

B1 ( )( ) is calculatedwithin the correlatedmany-body approach and thereby includes all necessary

correlations. r x t,
A

B1 ( )( ) cannot be recoveredwithin amean-field approach. To proceed, we average this effective
potential over time and obtain a Time-Averaged Effective Potential (TAEP)

ò=V x
T

V x t t
1

, d , 6B B
T

B B
eff

0
eff( ) ( ) ( )

whereTdenotes the total propagation time.Wecan justify this time-average by the small one-bodydensity

deformations of themajority species over time. Furthermore,we remark that equation (5) is a speciesmean-field

effective potential and, therefore, only assumes a single product state. Even thoughwehave seen infigure 5 that the

entanglement between the subsystemsplays a crucial role this ansatz turns out to be a powerful tool to analyze the

basic aspects of the tunneling behavior of the impurity and gives an intuitive understanding [12, 46, 91]. The time-

averaged effective potentials are depicted infigure 7(a) for the four interspecies interaction strengths
=-g E k 0.2, 1.0, 2.0, 4.0AB r 0

1 corresponding to the four tunneling regimes already discussed in section3. For

weak interspecies interaction strengths, e.g. =-g E k 0.2AB r 0
1 , theTAEP resembles the shapeof thedoublewell

potentialVB, and only small deviations are visible raised from the superimposed one-bodydensity of themajority

species.Moreover, the height of the central potential barrier of theTAEP (≈0.89Er) is approximately the same as
for thedoublewellVBwith a value of p »h w2 0.80( ) at xB= 0.Therefore, one can assume that the tunneling

dynamics of the impurity in theTAEPwoulddiffer onlymarginally compared to thebehavior of a single particle
confined in the doublewellVB, i.e. for gAB=0. Since in theTAEP theone-body density r

A
1( ) of themajority species

isweighted by the interspecies interaction strength gAB, the spatial distribution of rA
1( ) becomesmore pronounced

for increasing gAB. Consequently, for a larger gABweobserve the appearanceof sixmaximaon top of the double

well structure,which stem from themajority species trapped in theminimaof the lattice potentialVA.Wefind that
for an interspecies interaction strength of =-g E k 1.0AB r 0

1 the density of themajority species distributes such that
weobtain a nearly parity symmetricTAEPwith respect to x=0 (seefigure 7(d)).

In the following, we refer to thefirst, second, etcmaximumof the TAEP ordered from left to right excluding
the case of =-g E k 0.2AB r 0

1 due to the small deviations of the TAEP from the double well structure. Increasing
the interspecies interaction strength eventually breaks the spatial symmetry of the TAEPw.r.t. x=0, which can
be readily seen e.g. at =-g E k 2.0AB r 0

1 and =-g E k 4.0AB r 0
1 (see figures 7(e) and (f)). In particular, the TAEP

for =-g E k 4.0AB r 0
1 exhibits a distinct asymmetry. Here, the secondmaximumof the TAEP is strongly

suppressed compared to the othermaxima. This can be attributed to the fact that the one-body density of the

majority species r
A
1( ) in the secondwell ofVA, counted from the left, coincides with the position of the second

maximumof the TAEP.Here, r
A
1( ) is strongly depopulated compared to the otherwells ofVA (seefigure 2(h))

which leads to the suppression of the secondmaximumof the TAEP. Focusing on themaxima of the TAEP

especially, on the third and fourthmaximum,we can interpret thesemaxima as the potential barriers that the

impurity has to overcome in order to tunnel from the left to the right side of the TAEP.We observe that the

correspondingmaxima heights increase with increasing gAB, which indicates that the effective potential barrier

for the impurity also increases with gAB.

In the following, we investigate this effective potential barrier that separates the left from the right side of the

TAEP. For this purpose, we calculate the relative differenceD = L - L Li imax,
eff

2
eff

2
eff( ) between the second

maximumheight L2
eff and third and fourthmaximumheight, L3

eff and L4
eff , of the TAEP,where i=3,4.

Figure 7(b) shows the relative differenceD imax, , which serves in the following as ameasure for the effective

potential barrier, in dependence on the interspecies interaction strength gAB. For values below =-g E k 1.0AB r 0
1
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the effective potential barrierD » 0imax, for i= 3, 4meaning that themaxima barely deviate. For values above

=-g E k 1.0AB r 0
1 the third and fourthmaximumheight of the TAEPbecome larger than the second one,

breaking in thismanner the symmetry of the TAEP. For large interspecies interaction strengths, e.g.

=-g E k 4.0AB r 0
1 , the effective potential barrierΔmax,i abruptly increases which is also due to the absence of rA

1( )

in the secondwell of the lattice potential and, subsequently, the lowering of the secondmaximumheight of the

TAEP. The abrupt increase of the effective potential barrierΔmax,i intuitively leads to the assumption that for

large interspecies interaction strengths, e.g. =-g E k 4.0AB r 0
1 , a tunneling of the impurity from the left to the

right TAEP should be strongly suppressed, as already seen in the one-body density (see figure 2(d)) obtained

within the completemany-body approach.

Let us also describe the tunneling behavior of the impurity in terms of states that are highly localized in the

minima of the TAEP. Since, for sufficiently strong interspecies interaction strengths gAB the TAEP resembles a

latticewith five sites (see figure 7(a))we calculate five of those functions. For this purpose, we construct an

effectiveHamiltonian = - + 
V x

B

m x

B B
eff 2

d

d effB

2 2

2
ˆ ( )

( )

( )
using the TAEP. For the localized functions we use the

notion of generalizedWannier functions [89, 90]which have the advantage that they can be also obtained in the

presence of a non-periodic potential. To obtainfive generalizedWannier functions wi
B( ) wefirst calculate thefive

energetically lowest eigenfunctions of
B

eff
ˆ ( )

. Using these eigenfunctions as a basis we diagonalize the position

operator X̂ yielding eigenstates which are highly localized in theminima of the TAEP. For simplicity, we shall

call the generalizedWannier functions in the followingWannier functions and, further, wewill refer to thefirst,

second, etc.Wannier function as theWannier function localized in thefirst, second, etc well of the TAEP.

Figures 7(c)–(f) presents the absolute squares of theWannier functions together with the TAEPs for the four

different tunneling regimes corresponding to the interspecies interactions strengths =-g E k 0.2, 1.0,AB r 0
1

2.0, 4.0. For =-g E k 0.2AB r 0
1 (figure 7(c))wefind, compared to the results for larger gAB, the largest overlap

between theWannier functions. This indicates that thoseWannier functions are rather ill-defined. The reason

can be found in the TAEPwhich resembles for small interspecies interaction strengths, e.g. =-g E k 0.2AB r 0
1 ,

more a doublewell than a lattice potential. Increasing gAB (see figures 7(d)–(f)), theWannier functions become

more localized in theminima of the TAEP and, therefore, are suited for the further analysis of themany-body

wave function.

In summary, we have developed an effective one-bodyHamiltonian using a TAEP for the purpose of

constructing generalizedWannier functions from the eigenfunctions of this effective one-bodyHamiltonian.

This procedure resulted in functionswhich are highly localized in thewells of the TAEP for sufficiently large

interspecies interaction strengths gAB. Projecting theseWannier functions onto the fullmany-bodywave

Figure 7. (a)Time-Averaged Effective Potential (TAEP) (equation (6)) for the four different interspecies interaction strengths gAB
corresponding to the four tunneling regimes of the impurity. (b)The relative difference of the height between the secondmaxima and
the third and fourthmaxima of the TAEPD imax, (seemain text for definition) depending on gAB. (c)TheTAEP (gray lines) for

=-g E k 0.2AB r 0
1 together with the correspondingWannier functionswhich are calculated from the effectiveHamiltonian

constructed by the TAEP. (d)-(f)The same as in (c), but for different gABʼs, viz. =-g E k 1.0AB r 0
1 , =-g E k 2.0AB r 0

1 and

=-g E k 4.0AB r 0
1 , respectively.We consider aminority species consisting ofNB=1 particle and amajority species withNA=8

particles which interact repulsivelywith gAA/Erk0
−1=1.0.
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function, obtained in the course of our numerical simulations, we are in the following able to get a deeper insight

into the tunneling dynamics of the impurity.

4.2.Dynamical response in terms ofWannier states

In the following discussion, we analyze the results of the correlatedmany-body calculations utilizing the

Wannier functions derived in the previous sectionmore specifically. Therefore, we project the ithWannier

function wi
B( ) onto themany-bodywave function and thereby receive the time-dependent probability P wB

i
B1, ( )( )

that the impurity occupies the ith well of the TAEP. This probability is defined as

= á Y ñP w w . 7B
i
B

i
B1,

MB
2( ) ∣ ∣ ∣ ( )( ) ( )

Before discussing the results, let us comment on theWannier functions as a basis set for the species wave

function of the impurity. By summing up thefive occupation probabilities of theWannier functions, we obtain

for each time instant of the evolution ameasure for the accuracy of this basis representation. For our results we
find thatå >P w 0.95i

B
i

B1, ( )( ) so thatwe can consider theWannier functions as an adequate basis set for

describing the tunneling dynamics of the impurity. The time evolution of the probability P wB
i

B1, ( )( ) for the four

distinct tunneling regimes corresponding to =-g E k 0.2, 1.0, 2.0, 4.0AB r 0
1 is shown infigure 8. In the

following, we aim at understanding the respective one-body densities r
B
1( ) obtained from themany-body

calculation (see figures 2(a)–(d))with the aid of the occupation probabilities P wB
i

B1, ( )( ) . Starting from

=-g E k 0.2AB r 0
1 (figures 8(a1) and (a2)), we observe a rather irregular time evolution of the occupation

probabilities. Here,manyWannier functions are occupied simultaneously indicating that the state of the

impurity consists of a superposition of the correspondingWannier functions. Atfirst glance the behavior of the
time evolution of P wB

i
B1, ( )( ) at =-g E k 1.0AB r 0

1 depicted infigures 8(b1) and (b2) is similar compared to the
one in panel (a1) and (a2). In both cases we observe a reduction of the occupation probabilities of the first and
secondWannier function, representing the left side of the TAEP, and an increase of P wB

i
B1, ( )( ) of the fourth and

fifthWannier function, representing the right side of TAEP. This gradual depopulation of the left and

subsequent population of the right side of the TAEP reflects precisely the observed tunneling process observed in
the one-body density r

B
1( ) of the impurity. However, wefind that at =-g E k 1.0AB r 0

1 the transfer of the

occupation probabilities from the left to the right side of the TAEP ismore uniform than at =-g E k 0.2AB r 0
1 .

Initially, we observe an exchange of probability between thefirst and secondWannier states (see

figure 8(b1)), which represents thematerial barrier tunneling process in the initial site of the double well.

Eventually, probability is transferred from thefirst and second to the fourth andfifthWannier state (see

figure 8(b2)), reflecting the controlled tunneling behavior observed infigure 2(b). Partially, this can be

understood in terms of the TAEPwhich exhibits a lattice structure on top of the doublewell, while being still
spatially symmetric with respect to x=0. For stronger interspecies interaction strengths, e.g. =-g E k 2.0AB r 0

1

and =-g E k 4.0AB r 0
1 , the first twoWannier functions are predominantly occupied. As shown infigure 8(c), for

times directly after the quench the firstWannier function is themost occupied one, whereas for larger times the

occupation probability for the secondWannier function becomes the dominant one.We can understand this

intuitively by inspecting the corresponding TAEPdepicted in figure 7(e). Here, the TAEP exhibits a global

minimum in the secondwell whichmakes it energetically favorable for the impurity to reside there.

Figure 8.Probability P wB
i

B1, ( )( ) of themany-bodywave function to occupy a specificWannier function (see legend), which is localized

to onewell in the corresponding TAEP. The probability P wB
i

B1, ( )( ) is shown in panels for four different interspecies interaction
strengths =-g E k 0.2, 1.0, 2.0, 4.0AB r 0

1 in the panels (a)–(d), respectively. Panel (a1) and (a2) refer to =-g E k 0.2AB r 0
1 , while panel

(b1) and (b2) refer to =-g E k 1.0AB r 0
1 .We consider aminority species consisting ofNB = 1 particle and amajority species with

NA = 8 particles which interact repulsively with =-g E k 1.0AA r 0
1 .
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Furthermore, the first and second occupation probability exhibit a strong counterwise oscillation behavior.

Comparing this with the oscillation of the one-body density of the impurity around a potential barrier imposed

by themajority species (seefigure 2(c)), wefind very good agreement.Moreover, wefind that the occupation

probability for the otherWannier functions, i.e. the third fourth and fifth, are strongly suppressed, but seem to

continuously increase over time. Therefore onemight assume that for sufficiently long evolution times the

impurity eventually tunnels to the right side of the TAEP.
Turning to the occupation probabilities at =-g E k 4.0AB r 0

1 (figure 8(d)), we observe that the occupation
probabilities of the third, fourth and fifthWannier function are close to zero during the entire time propagation.

We can understand this in terms of an effective potential barrier that separates the left side of the TAEP from the

right sidew.r.t. x=0.Here, the value for the relative differenceD imax, for =-g E k 4.0AB r 0
1 ismuch larger than

for the other considered interspecies interaction strength gAB (seefigure 6(b)) and, therefore, it is very unlikely

that the impurity will tunnel to the right side of the TAEP even for later times. Additionally, the occupation

probabilities of thefirst and secondWannier function perform a counterwise oscillation, likewise to the
probabilities at =-g E k 2.0AB r 0

1 (figure 8(c)). In contrast to the aforementioned oscillation of the occupation

probabilities, we observe for =-g E k 4.0AB r 0
1 almost twice the number of oscillation periods during the

dynamics as well as a reduction of the amplitudes. A hint for understanding this gives again the corresponding

TAEP (seefigure 6(f)). Here, the secondmaximumheight is strongly suppressed and thefirst and second

Wannier functions have a large overlap. From this we can infer that the species wave function of the impurity

consistsmainly of a superposition of thefirst and secondWannier functionwhose contributions oscillate

over time.

In conclusion, we generated localizedWannier functions associatedwith the TAEP and projected themonto

the time-dependentmany-bodywave function.Having this at handwewere able to describe themany-body

impurity dynamics in terms of the evolution of the occupation probabilities of the respectiveWannier functions.

As a natural next step, we shall investigate the two-body correlations between the impurity and themajority

species.More precisely, we determine the discrete correlation function associatedwith the impurity occupying a

specificwell of the TAEP and a single particle of themajority species occupying a certainwell of the lattice

potentialVA.

First we generateWannier functions associatedwith the single-particleHamiltonian for themajority species

= - + 
V x

A

m x A
A

2

d

d A

2 2

2
ˆ ( )

( )

( )
, following the procedure explained above5. Furthermore, we determine the one-

body probability for a particle of themajority species to occupy the jthwell of the lattice potentialVA by

projecting themany-bodywave function onto theWannier function wj
A( ), thereby constructing the probability

= á Y ñP w wA
i

A
i

A1,
MB

2( ) ∣ ∣ ∣( ) ( ) . The conditional probability = áY Y ñP w w O,AB
i

A
j
B

ij
2,

MB
2

MB( ) ∣ ˆ ∣( ) ( ) ( )
offinding a single

particle of themajority species in the ithwell ofVA and at the same time the impurity in the jthwell of the TAEP

is defined as the expectation value of the following operator

å= ñá Ä ñá
=

O
N

w w w w
1

, 8ij
A l

N

i
A l

i
A l

j
B

j
B2

1

, ,
A

ˆ ∣ ∣ ∣ ∣ ( )
( ) ( ) ( ) ( ) ( )

with respect to themany-bodywave function Y ñMB∣ . The summation runs over the number of particles of the

subsystemA. The discrete two-body correlation function is then given by

=g w w
P w w

P w P w
,

,
. 9AB

i
A

j
B

AB
i
A

j
B

A
i
A B

j
B

2,

2,

1, 1,
( )

( )

( ) ( )
( )( ) ( )

( ) ( )

( ) ( )

This function provides information about the correlation between a single particle of themajority species

localized at the ithwell ofVA and the impurity species localized at the jthwell of the TAEP. In case the discrete
correlation function g w w,AB

i
A

j
B2, ( )( ) ( ) equals unity the particle of themajority species and the impurity are

termed uncorrelated since the conditional probability equals the unconditional one. However, if
g w w,AB

i
A

j
B2, ( )( ) ( ) is larger (smaller) than unity the impurity and the particle of themajority species are said to be

correlated (anti-correlated) [15, 73].

The time evolution of the discrete correlation function for the impurity occupying the secondWannier

function w B
2
( ) of the TAEP and the particle of themajority species occupying one of the sixWannier functions of

the lattice potentialVA is shown infigure 9.We choose to present only results for g AB2, where the impurity is

occupying the secondWannier state w B
2
( ) since for this casewe are already able to observe and analyze all relevant

properties of the discrete correlation function. Figures 9(a)–(c2) depict g AB2, for the interspecies interaction

strengths =-g E k 1.0, 2.0, 4.0AB r 0
1 , respectively6. At =-g E k 1.0AB r 0

1 (figure 9(a)), we observe that initially
the system is rather uncorrelated and develops stronger correlations for larger time.Here, the particle of the

5
Note that theWannier functions are sorted from the left to right regarding the sites of the lattice potential.

6
Here, we do not show the results for =-g E k 0.2AB r 0

1 , because as alreadymentioned before theWannier basis is ill-defined in this case.
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majority species in the fourth/fifthwell ofVA and the impurity species in the secondwell ofV B
eff show an

increasing correlation amplitude over time, whereas an anti-correlation between the particle of themajority

species in the second/thirdwell ofVA and the impurity species in the secondwell ofV B
eff occurs. The particle of

themajority species being in thefirst and sixthwell exhibits a similar correlation behavior with the impurity in

the secondwell.We note that the strongest correlation (anti-correlation) occurs within the time intervals where

the impurity tunnels to the right side of the TAEP (see figure 2(b)).
Turning to the discrete correlation functions at =-g E k 2.0, 4.0AB r 0

1 , depicted infigures 9(b1), (b2) and
(c1), (c2)wefind that the system is in both cases slightly two-body correlated. Predominantly, this is the case for

=-g E k 4.0AB r 0
1 where the impurity exhibits a self-trapping behavior, showing only aweak distinct correlated

or anti-correlated behavior between the impurity in the secondwell of the TAEP and one particle of themajority

species in a specificwell of the lattice potential (seefigures 9(c1) and (c2)). However, infigure 9(b1)we observe

an oscillating correlation behavior between themajority species in the thirdwell ofVA and the impurity species

in the secondwell ofV B
eff . Here, g w w,AB A B2,

3 2( )( ) ( ) oscillates between the anti-correlated and uncorrelated case

whichmight be associatedwith thematerial barrier tunneling of the impurity in the initial site of the doublewell

(seefigure 2(c)). Concluding, we observe an overall decrease of the discrete correlationwith increasing

interspecies interaction strength, which appears to be related to themanifestation of the self-trapping of the

impurity.

5. Correlated tunneling dynamics of two impurities

So farwe have investigated the tunneling dynamics of a single impurity coupled to amajority species and found

that the tunneling behavior can be steered by varying the interspecies interaction strength gAB. In the following

we unravel whether a similar controlled tunneling process can be realized employing two impurities. For this

purpose, we consider twoweakly interacting impurities, i.e. they interact repulsively via a contact potential of

strength =-g E k 0.2BB r 0
1 , embedded in the same potential setup as shown infigure 1. The parameters for the

majority species remain unchanged compared to the single impurity case, i.e.NA= 8 and =-g E k 1.0AA r 0
1 . The

tunneling process is induced by performing the same quench protocol as in the case of a single impurity. Due to a

tilting potentialVtilt theminority species is initially prepared in the left side of the double wellVB. SettingVtilt

suddenly to zerowemonitor the respective tunneling dynamics.

Figures 10(a)–(d) present the one-body densities r x t,
B
1 ( )( ) of the two impurities for varying interspecies

interaction strengths. As it can be seen, the dynamics of r x t,
B
1 ( )( ) forNB= 2 resemble the one-body densities in

the case of a single impurity (seefigures 2(a)–(d)). Forweak interspecies interaction strengths, i.e.

=-g E k 0.2AB r 0
1 , we again observe a rather irregular tunneling dynamics of the impurity species (see

figure 10(a)). Increasing gAB, also forNB= 2 the impurity species performs amaterial barrier tunnelingwithin

the initially populatedwell and finally tunnels to the other well (see figure 10(b)). A further increase of gABfinally

yields a self-trapping behavior of the impurity species due to the strong repulsion (seefigure 10(d)). As a result

also a systemwith two impurities exhibits the aforementioned four tunneling regimes. However, introducing an

Figure 9.Temporal evolution of the discrete two-body correlations g w w,AB
i

A B2,
2( )( ) ( ) between the impurity occupying the second site

of the TAEP and one particle of themajority species occupying the ith site of the lattice for interspecies interaction strengths (a)
=-g E k 1.0AB r 0

1 , (b1), (b2) =-g E k 2.0AB r 0
1 and (c1), (c2) =-g E k 4.0AB r 0

1 . In panel (c1)we explicitly exclude the results for

g w w,AB A B2,
2 2( )( ) ( ) , because here the occupation probability P wA A1,

2( )( ) is very small during the time propagation leading to an artificial

amplification of g w w,AB A B2,
2 2( )( ) ( ) (see equation (9)).We consider aminority species consisting ofNB = 1 particle and amajority

species consisting ofNA = 8 particles which interact repulsively with =-g E k 1.0AA r 0
1 .
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additional impurity to the system leads to a shift of the tunneling regimes (see figures 10(b) and (c))with respect

to the interspecies interaction strength ( =-g E k 0.2, 0.8, 1.3, 4.0AB r 0
1 ). Therefore, we can conclude that also

for two impurities we are able to control the quench induced tunneling process via the coupling to themajority

species.

Having identified the existence of the four tunneling regimes of the impurity species the question that arises

is whether the impurities tunnel pairwise through the potential landscape, whichwewould refer to as pair

tunneling, orwhether they tunnel individually, whichwewould call single particle tunneling. To expose the

underlyingmechanismswe present infigures 10(e)–(h) the conditional probability P w w,BB
i

B
j
B2, ( )( ) ( ) of

detecting one impurity in theWannier state wi
B( ) and the other impurity in theWannier state wj

B( ). Here, wewill

refer to wi
B( ) as the generalizedWannier states associatedwith the TAEPwhichwe introduced in section 4.1 (see

also equation (6)). Figures 10(e) and (f) show the conditional probability P w w,BB
i

B
i

B2, ( )( ) ( ) that the two

impurities occupy the sameWannier state for interspecies interaction strengths =-g E k 0.8AB r 0
1 (figure 10(e))

and =-g E k 1.3AB r 0
1 (figure 10(f)). Thus, we focus on the two cases where amaterial barrier tunneling of the

impurity species takes place orwhere the latter process is accompanied by a subsequent tunneling to the other

site of the double well. Infigure 10(e)we observe a decreasing probability P w w,BB
i

B
i

B2, ( )( ) ( ) tofind both

impurities in the secondWannier state, whereas the probability to detect both impurities in the fourthWannier

state increases. This probability transfer indicates a pair tunneling from the left to the right side of the TAEP

w.r.t. x=0. Additionally, the impurities perform thematerial barrier tunneling as a pair, which can be inferred

from the alternating increase and decrease of P w w,BB B B2,
1 1( )( ) ( ) and P w w,BB B B2,

2 2( )( ) ( ) . A schematic

representation of this process is illustrated infigure 10(i) assuming the TAEP at =-g E k 0.8AB r 0
1 . For the

investigation of the single particle tunnelingwe show infigures 10(g) and (h) the conditional probability tofind

one impurity in the secondWannier state and the other impurity in anotherWannier state for the above-

mentioned gAB. A decrease of the probability tofind one impurity in the second and one impurity in thefirst

Wannier state P w w,BB B B2,
2 1( )( ) ( ) is observed for times up to w =-t 100r

1 (figure 10(g)), while the conditional

probability P w w,BB B B2,
2 4( )( ) ( ) increases. This suggests a tunneling of one impurity from thefirst well of the TAEP

to the fourthwell, whereas the other impurity remains in the secondwell. This process is depicted infigure 10(j).

Figure 10. (a)-(d)Temporal evolution of the one-body density of the two impurities for =-g E k 0.2, 0.8, 1.3, 4.0AB r 0
1 , respectively.

The dashed yellow line represents the double well potential for the impurity species. Conditional probability P w w,BB
i

B
j
B2, ( )( ) ( ) tofind

one impurity in theWannier state wi
B( ) associatedwith the TAEP and another impurity in wj

B( ) at (e), (g) =-g E k 0.8AB r 0
1 and at (f),

(h) =-g E k 1.3AB r 0
1 . (i) Sketch of a pair-particle tunneling process and (j) of a single-particle tunneling process w.r.t. the TAEP for

=-g E k 0.8AB r 0
1 .
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Wenote that this is one ofmany single particle tunneling processes that can take place. In this sense, the

tunneling process of the impurity species is rather complex, consisting of single particle and pair tunneling

processes.

Concludingwe have realized the four tunneling regimeswhichwe previously identified infigures 2(a)–(d)

also for twoweakly interacting impurities coupled to amajority species. This implies that it is also possible to

control the tunneling process of two impurities via the interspecies interaction strength. Eventually, we have

characterized the tunneling processes underlying the dynamical response of the impurity species in terms of

single particle and pair tunneling processes [55].

6. Conclusions and outlook

Wehave investigated the correlated tunneling dynamics of impurities trapped in a double well potential and

immersed in a lattice trappedmajority species. The tunneling dynamics was initiated by implementing an

initial tilt of the double well, thereby localizing the impurity species in one of the wells, and quenching this to a

symmetric potential configuration. In case of a single impurity we have identified four different tunneling

regimes w.r.t. the interspecies interaction strength. For very weak interspecies interaction strengths the

tunneling of the impurity can be characterized as rather complex, exhibiting no regular or repetitive structure.

However, increasing the coupling to themajority species leads to a regular tunneling behavior of the impurity,

which consists of an initial material barrier tunneling due to the presence of themajority species and is

followed by a transfer of the impurity to the other site of the double well. Additionally, this effect is

accompanied by a strong entanglement between the subsystems. A further increase of the interspecies

interaction strength leads to a solematerial barrier tunneling in the initial site of the double well for long time

intervals and finally for very large couplings forces the impurity to localize in the initially populated well and

being self-trapped.

In order to gain insight into the underlyingmicroscopic processes of the emergent correlated tunneling

dynamics, we have constructed a time-averaged effective potential (TAEP) based on the one-body density of

themajority species. Depending on the interspecies interaction strength, this effective potential exhibits an

additional structure in each site of the double well, thus explaining thematerial barrier tunneling. Increasing

the coupling to themajority species, the TAEP is predominantly formed by the one-body density of the

majority species and the presence of the double well is ofminor consequence, resulting in the observed self-

trapping of the impurity.Moreover, the generalizedWannier states associatedwith this potential allowed for a

characterization of the impurity’s dynamical response as well as the involved correlations.We concluded our

study with an investigation of twoweakly repulsively interacting impurities whichwe prepared analogously to

the case of a single impurity.Wewere able to identify the previous four tunneling regimes for smaller

interspecies interaction strengths, being shifted to =-g E k 0.2, 0.8, 1.3, 4.0AB r 0
1 respectively, compared to

the scenario of a single impurity. Employing again the TAEPwe have developed an understanding of the

tunneling dynamics, which consists of a superposition of pair tunneling as well as single particle tunneling

processes.

There are various interesting research directions that prove to be promising for future investigations relying

on thefindings of the current work. A direct extension involves the inclusion of spin degrees of freedombetween

the impurities. Here, the possible formation of an analog of a Cooper-pair in the course of the tunneling

dynamics would be of immediate interest. Another straightforward directionwould be to consider quench

protocols which also include a variation of the interspecies interaction strengths. For example, onemight think

of a subsequent interaction quench after a transfer of the impurity in order to prevent tunneling to the initially

populated site. Also, dynamically driving the corresponding parameters of the systemmight be useful for

transferring the impurity species in amore controlled and systematicmanner.
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AppendixA. Tunneling dynamics for smaller tilting strength

In the followingwe demonstrate that a certainminimal tilting strengthα is necessary for observing the tunneling

dynamics as infigure 2wherewe considered a single impurity and a =-E k 0.1R 0
1 . Figure 11 shows the

temporal evolution of the one-body densities of the impurity (figures 11(a)–(d)) and themajority species

(figures 11(e)–(h)) using a tilting strength a =-E k 0.01R 0
1 , within the fullmany-body approach. Analogously

to the previous discussion in section 3, we induce the dynamics by initially tilting the double wellVB of the

impurity with a tilting strengthα and let the system evolve in time for a = 0. However, in the present case

lowering the initial tilting strength to a =-E k 0.01R 0
1 leads to a smaller initial energy offset between the sites

ofVB.
For weak gAB, i.e. =-g E k 0.2, 1.0AB r 0

1 , we find a rather regular tunneling of the impurity from the

left to the right side of the doubleVB (see figures 11(a) and (b)). Comparing this with the dynamical response

of an impurity for an initial tilting strength of a =-E k 0.1R 0
1 (see figure 2(b))we find nomaterial barrier

tunneling triggered by the density of themajority species. The difference between the two initial tilting

strengths is also evident for larger interspecies interaction strengths, e.g. =-g E k 2.0, 4.0AB r 0
1 . Here, the

impurity essentially remains localized throughout the dynamics and does not perform any oscillations

(see figures 11(c) and (d)). Furthermore, the one-body density of themajority species behaves accordingly

and does not exhibit a distinctive dynamics compared to the a =-E k 0.1R 0
1 . Namely, r

A
1( ) remains well

localized at the sites of the lattice potential during the propagation (see figures 11(e)–(h)). These observations

lead to the conclusion that indeed a sufficiently high initial tilting strengthα is needed in order to observe a

material barrier tunneling with a subsequent controlled transfer of the impurity to the other side of the

double well.

Appendix B.Dependence of the tunneling process on the systemparameters

Wehave analyzed the tunneling behavior of the impurity species for a specific choice of the intraspecies

interaction strength gAA of themajority species and the barrier height h. Infigure 12we show that the qualitative

behavior of the tunneling dynamics discussed in themain text can be recovered for significantly varying gAA
andh. As ameasure for the characteristic dynamical response of the impuritywe again investigate the temporal

evolutionof the integrated one-bodydensity of the impurity ò r
-

-
x t x, d

L

L

B2

4 1 ( )( ) . The latter enables us to distinguish

between the different tunneling regimes, for afixed interspecies interaction strength of =-g E k 1.0AB R 0
1 . This

value lies in regime II infigure 4(a), whereweobserve amaterial barrier tunnelingwithin the initially populated

wellwith afinal transport of the impurity to the other site of the doublewell. Infigure 12(a)weobserve that an

increase of gAA leads to a faster revival of thematerial barrier tunneling in the initially populatedwell.Decreasing

Figure 11.One-body density of (a)–(d) the impurity and (e)–(h) themajority species using a tilting strength a =-E k 0.01R 0
1 within

the fullmany-body approach. The results in each column correspond to the same interspecies interaction strength gAB, ordered from
left to right with =-g E k 0.2, 1.0, 2.0, 4.0AB r 0

1 .We consider aminority species consisting ofNB=1 particle and amajority species
withNA=8 particles which interact repulsively with gAA/Erk0

−1=1.0.
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gAA leads to a temporal prolongationof thematerial barrier tunneling and thereby adelayed transfer of the impurity

to the other site of the doublewell.

A similar process can be observed when increasing the height of the double well barrier (see figure 12(b)).

However, at a certain height of the barrier, e.g. =-h E k 5.0r 0
1 , the impurity is barely able to tunnel to the

other site of the double well within the considered time interval and solely performs thematerial barrier

tunneling in the initial well. In contrast, a sufficiently small barrier height, e.g. =-h E k 1.0r 0
1 , leads to a less

dominantmaterial barrier tunneling within the initial well since the impurity can be easily transferred to the

other well.

Finally, we have investigated the dependence of the impurity’s dynamical response on the initial tiltα (see

figure 12(c)). For small tilts wefind almost no oscillations in the initially populatedwell and the impurity is

directly transferred to the other site of the double well (see alsofigure 11(b)). For increasing tiltsα the oscillations

due to thematerial barrier tunneling becomemore prominent and thereby the tunneling to the otherwell is

delayed. In this sense, wefind that thematerial barrier tunneling can be recovered for various parameters of the

system.

AppendixC. Convergence of themany-body simulations

In the following we briefly discuss the convergence behavior of our results. As discussed in section 2

the size of theHilbert space is given in terms of the orbital configuration =C M d d, ,A B( ). Here,M describes

the number of species functions in the Schmidt representation (see equation (2)), while dσwith s Î A B,{ }

refer to the number of SPFs building the time dependent number states ñsn t∣ ( )


(see equation (3)). In the

process of increasing the number of species functions and SPFs it is possible to recover the solution of the

many-body wave function with an increasing accuracy. Due to the exponentially increasing size of the

Hilbert space it is computationally prohibitive to use toomany species and SPFs. However, we are

able to obtain numerical solutions which incorporate all the necessary correlations and go beyond

mean-field approximations utilizingML-MCTDHX.We determine the effect of the truncation of the

Hilbert space by investigating as a representative example the integrated one-body density of the

impurity ò r
-

-
x t x, d

L

L

B2

4 1 ( )( ) upon varying the orbital configurationC. In figure 13 we show the latter for

an interspecies interaction strength of =-g E k 1.0AB R 0
1 (see figure 2(b)). Note that =-g E k 1.0AB R 0

1 lies

in the interval where the degree of correlations ismaximized (see figure 5). As it can be seen, increasing the

size of theHilbert space systematically it is possible to achieve convergence. Based on these findings the

orbital configurationC=(6, 6, 6) has been employed in all many-body calculations presented in the

main text.

Figure 12.Temporal evolution of the integrated one-body density of the impurity ò r
-

-
x t x, d

L

L

B2

4 1 ( )( ) upon variation of (a) the

intraspecies interaction strength gAA, (b) the barrier height h and (c) the tiltα for an interspecies interaction strength of
=-g E k 1.0AB R 0

1 . For each variation the remaining parameters have been fixed to the values as introduced in section 2.1. The yellow
lines correspond to the parameter choice in themain text.We consider aminority species consisting ofNB = 1 particle and amajority
species ofNA = 8 particles which interact repulsively with =-g E k 1.0AA r 0

1 .
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We unravel the many-body dynamics of a harmonically trapped impurity colliding with a bosonic medium
confined in a double well upon quenching the initially displaced harmonic trap to the center of the double well.
We reveal that the emerging correlation dynamics crucially depends on the impurity-medium interaction strength
allowing for a classification into different dynamical response regimes. For strong attractive impurity-medium
couplings the impurity is bound to the bosonic bath, while for intermediate attractions it undergoes an effective
tunneling. In the case of weak attractive or repulsive couplings the impurity penetrates the bosonic bath and
performs a dissipative oscillatory motion. Further increasing the impurity-bath repulsion results in the pinning
of the impurity between the density peaks of the bosonic medium, a phenomenon that is associated with a strong
impurity-medium entanglement. For strong repulsions, the impurity is totally reflected by the bosonic medium.
To unravel the underlying microscopic excitation processes accompanying the dynamics, we employ an effective
potential picture. We extend our results to the case of two bosonic impurities and demonstrate the existence of a
qualitatively similar impurity dynamics.

DOI: 10.1103/PhysRevResearch.3.023068

I. INTRODUCTION

Due to their extraordinary controllability, ultracold atoms
have been used to study various properties of many-body
quantum systems. Indeed, they can be confined in arbitrary
trapping geometries and dimensions [1–4], the underlying
interatomic interactions are tunable via Feshbach resonances
[5–9] while mixtures of quantum gases, namely, Bose-Bose
[10,11], Bose-Fermi [12,13], and Fermi-Fermi ones [14–17]
can be realized. Recently, major attention has been placed
on strongly particle imbalanced mixtures where for instance
a single impurity is immersed in a many-body environment.
Here, the concept of a polaron [18], which has been exhaus-
tively studied in solid-state physics, can be recovered where
the impurity plays the role of an effective particle dressed by
the excitations of its surroundings. In this context, the exis-
tence and characteristics of Fermi [19–23] and Bose polarons
[24–31] have been unveiled, mainly focusing on their station-
ary properties [29,32–37] and more recently on the dynamics
[38–41] of these quasiparticles.

The involved confining potentials have a major impact
on the dynamical behavior of the impurity. For instance, it
has been shown that the impurity-medium interaction quench
dynamics in a harmonic trap leads to oscillatory [42], dipole-
like, and dissipative impurity [43] motion depending on the

Published by the American Physical Society under the terms of the

Creative Commons Attribution 4.0 International license. Further

distribution of this work must maintain attribution to the author(s)

and the published article’s title, journal citation, and DOI.

impurity-bath coupling strength or to temporal orthogonality
catastrophe events for strong repulsions [28]. Another impor-
tant aspect of such impurity settings concerns their transport
properties through the environment [44]. Indeed, the tunnel-
ing dynamics of impurities confined in a double well and
coupled to a lattice trapped medium has been studied in the
context of an effective potential [45,46]. Additionally, de-
phasing and clustering processes [47,48] as well as distinct
transport pathways [49] were observed for impurities confined
in lattice potentials. Furthermore, the collisional dynamics of
impurities with a Bose-Einstein condensate (BEC) has been
studied experimentally [50,51] and theoretically [52]. In the
latter case, the complete reflection of the impurities from a
harmonically trapped BEC, their trapping within the bath, as
well as the generation of dark and bright solitons have been
revealed in the absence of correlations.

Apart from the above-described intriguing collisional
channels, certainly a much richer dynamical response is ex-
pected to emerge in the presence of a lattice potential. Here,
the periodic structure of the medium’s density imprinted by
the external potential acts as a material multibarrier which
enforces specific tunneling pathways for the impurity. A min-
imal setup of this type consists of a bosonic bath trapped in
a double-well potential, where complex dynamical response
regimes of the impurity are anticipated. For instance, dephas-
ing dynamics of the impurity associated with enhanced energy
redistribution processes can be triggered [43,53] or in the case
of attractive impurity-bath coupling strengths bound states
can emerge. Moreover, the back-action of the impurity on the
bosonic background where the former is expected to induce
tunneling of the medium emulating a Josephson junction [54]
is certainly of interest. Here, also the intraspecies coupling

2643-1564/2021/3(2)/023068(16) 023068-1 Published by the American Physical Society
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of the bath particles enforcing the latter to configure in a
superfluid or Mott state, thus affecting their mobility, is ex-
pected to impact the impurity’s response. In this context the
interplay of the boson-boson interaction with the impurity-
impurity induced correlations is also a relevant direction of
study. Another interesting aspect is whether the emergent
dynamical response regimes, found in the double-well case,
remain robust in a setup where the bath is trapped in a
multiwell potential. Additionally, due to the collision of the
impurities with their environment strong impurity-medium
correlations are expected to emerge, giving rise to beyond-
mean-field collisional channels. To trace the nonequilibrium
quantum dynamics, we employ the multilayer multiconfig-
uration time-dependent Hartree method for atomic mixtures
(ML-MCTDHX) [55–57], which is capable of capturing all
relevant interspecies and intraspecies correlations.

To address these aspects we consider a harmonically
trapped impurity which is coupled via a contact interaction
potential to a bosonic environment confined in a double well.
The dynamics is induced by quenching the initially displaced
harmonic confinement of the impurity to the center of the
double well. By steering the impurity-medium interaction
strength from attractive to strongly repulsive values we are
able to identify five dynamical response regimes in the case of
a single impurity [58]. These regimes range from a bound-
state formation between the impurity and its environment
for strong attractive impurity-bath interaction strengths to
its dissipative oscillatory motion [43,59] within the bosonic
background at weak attractive and repulsive couplings and,
finally, its total reflection from the medium for strong re-
pulsive interactions. For intermediate attractive or repulsive
interaction strengths, the impurity effectively tunnels between
the sites of the double-well potential or it is pinned between
the later, respectively [45]. In all of the above-mentioned cases
we reveal the buildup of a significant impurity-medium entan-
glement [28] which is mostly pronounced in the dissipative
oscillation and the pinning regimes. To unravel the micro-
scopic processes participating in the dynamics, we construct
an effective potential [40,43,49,60]. This picture enables us to
understand the dynamical behavior of the impurity in all re-
sponse regimes and, in particular, uncover hidden excitations
in the pinning regime. Extending our results to the two-
impurity case we identify five qualitatively similar response
regimes as compared to the single-impurity scenario. In this
case we explicate the involvement of single- and two-particle
excitation processes of the impurities within the effective po-
tential [61] and also reveal the interplay of impurity-impurity
induced correlations for different intraspecies interactions of
the bath. To demonstrate the generalization of the identified
dynamical response regimes of the impurity, we additionally
consider a bosonic bath trapped in a triple well. In this context,
we find that the steady bound state, the dissipative oscillation,
and the total reflection regimes remain robust (see in particular
Appendix E).

This work is structured as follows. In Sec. II we introduce
the system under investigation and specify the used quench
protocol. The employed variational method to trace the many-
body dynamics is outlined in Sec. III. Section IV provides a
detailed classification and analysis of the dynamical response
regimes in dependence of the impurity-medium interaction

strength. We extend our results to two impurities in Sec. V
and conclude this work in Sec. VI providing a summary and
an outlook of possible future research directions. In the Ap-
pendices we further elaborate on the features of the identified
dynamical response regimes discussing energy redistribution
processes (Appendix A), the impurity-medium two-body cor-
relation dynamics at strong attractions (Appendix B), the
effective mass of the impurity (Appendix C), and the exposure
of hidden excitations revealed for repulsive impurity-medium
couplings (Appendix D). Appendix E demonstrates the colli-
sional dynamics when considering a bosonic bath in a triple
well.

II. SETUP AND QUENCH PROTOCOL

Our setup consists of two different species of bosons B

and I , also referred to as the medium and impurity species,
respectively. For the two species we consider NB and NI

particles of mass mB and mI , respectively. We operate in the
ultracold regime and thus s-wave scattering is the dominant
process allowing us to model the interaction between the
atoms with a contact interaction potential [62]. Therefore,
we employ for the impurity-bath interaction a contact inter-
action potential of strength gBI , while particles of the same
species interact with a contact interaction potential among
each other with strengths gBB for the environment and gII for
the impurity species. Each species is confined in a different
one-dimensional optical potential Vσ at zero temperature. This
can be easily achieved experimentally [11,63–65] especially
for the mass-imbalanced case under consideration of, i.e.,
87Rb atoms for the bath and 133Cs atoms for the impurity
species. The resulting Hamiltonian of the system reads as
Ĥ = ĤB + ĤI + Ĥint where

Ĥσ =

Nσ�

i=1

�
− h̄2

2mσ

∂2

�
∂xσ

i

�2
+ Vσ

�
xσ

i

�
+ gσσ

�

i< j

δ
�
xσ

i − xσ
j

��

(1)

is the Hamiltonian of species σ ∈ {B, I}. The bosonic
medium and impurity species are coupled via Ĥint =

gBI

�NB

i=1

�NI

j=1 δ(xB
i − xI

j ). The impurities are confined in

a harmonic oscillator potential VI (xI
i ) = mIω

2
I (xI

i + xI
0)2/2,

where ωI is the trapping frequency with xI
0 being the spa-

tial displacement of the trap. The environment is trapped in

a double well VB(xB
i ) = mBω2

B(xB
i )2/2 + hB√

2πwB

exp(− (xB
i )2

2(wB )2 )

which is constructed by superimposing a harmonic oscilla-
tor potential of frequency ωB and a Gaussian of width wB

and height hB [29]. We consider for the bosonic medium
NB = 20 87Rb atoms with mass mB = 1, and for the impurity
species NI = 1, 2 133Cs atoms with mass mI = 133

87 [66].
Experimentally, a one-dimensional potential can be real-

ized by employing a strong harmonic confinement along the
transverse direction in order to freeze out the relevant degrees
of freedom [62,67]. Subsequently, we provide the energy of
the Hamiltonian Ĥ in terms of Ẽ = h̄ω̃, where ω̃ is the fre-
quency of the perpendicular confinement. The length scales
and timescales are then expressed in units of x̃ =

√
h̄/(mBω̃)

and ω̃−1 = h̄Ẽ−1, respectively. Regarding the frequency of
the harmonic oscillator potential of the impurities we use
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FIG. 1. Sketch of the setup under consideration at t = 0 (left
panel). The harmonic trap of the impurity (red circle) is initially
displaced by xI

0 with respect to the center of the double-well potential
of the bosonic medium (blue shaded area). The dynamics is induced
by quenching the potential of the impurity to xI

0 = 0 (right panel).

ωI/ω̃ = 0.2. For the harmonic contribution to the double-well
potential we employ a frequency of ωB/ω̃ = 0.15 and for the
Gaussian a width of wB/x̃ = 0.8 and a height of hB/Ẽ x̃ = 2.0
leading to a central barrier of the double well below which
the six energetically lowest eigenstates of the corresponding
one-body Hamiltonian are located.

We prepare the system in its ground state with the harmonic
trap of the impurities displaced by xI

0. The spatial overlap
between the species in the noninteracting case is of about
3.5% for xI

0 = 8 and increases (decreases) for attractive (re-
pulsive) impurity-medium interactions. After a gBI -dependent
ground state is found the dynamics is induced by quenching,
at t = 0, the trap center of the impurity’s harmonic potential
to the center of the bosonic environment, i.e., setting xI

0 = 0
(see Fig. 1 for t > 0). Thereby, a collision of the initially
displaced impurities with the bosonic medium is triggered, a
process that strongly depends on the impurity-medium cou-
pling strength gBI as we shall demonstrate below.

III. MANY-BODY WAVE-FUNCTION ANSATZ

To calculate the quantum dynamical behavior of the binary
system we employ the ab initio multilayer multiconfiguration
time-dependent Hartree method for atomic mixtures (ML-
MCTDHX) [55–57]. Within this approach we express the
many-body wave function |�MB(t )� of the binary mixture
using the Schmidt decomposition [68,69]

|�MB(t )� =

M�

i=1

�
λi(t )

���B
i

�
⊗

���I
i

�
. (2)

For our purposes we expand each species in M = 6 species
functions |�σ

i � with σ ∈ {B, I}. Moreover, the species func-
tions are weighted with the time-dependent Schmidt coeffi-
cients λi which contain information about the entanglement
between the two species. For instance, in the case of only one
nonvanishing Schmidt coefficient the species are considered
to be not entangled since the system can be described by a
single product state (species mean-field ansatz) [69,70]. Next,
each species function is expanded in a set of time-dependent
number states |�nσ

i (t )�:
���σ

i

�
=

�

�n|Nσ

Cσ
i,�n(t )

���nσ
i (t )

�
, (3)

with time-dependent coefficients Cσ
i,�n. Each number state

|�nσ
i (t )� determines the configurational occupation of Nσ par-

ticles on dσ single-particle functions (SPFs) where, at the
same time, the number of occupied SPFs must add up to the
total particle number Nσ (indicated by �n|Nσ ). In this work we
employed dB = dI = 6 SPFs. Eventually, the single-particle
functions are represented in a time-independent discrete vari-
able representation (DVR) [71]. The propagation in time is
performed by employing the Dirac-Frenkel variational prin-
ciple [72,73] leading to a set of equations of motion for the
system (see for more details [57,74]).

The advantage of this method is its underlying multilay-
ering architecture of the total wave function combined with
its time-dependent basis set [Eqs. (2) and (3)]. Especially,
with the latter a comoving basis set is utilized leading to a
significant reduction of required basis functions compared,
e.g., to an exact diagonalization approach. On the other hand,
the multilayering structure provides access to all relevant in-
terspecies and intraspecies correlations of the system in an
efficient manner.

IV. DYNAMICAL RESPONSE REGIMES

OF A SINGLE IMPURITY

In the following we analyze the collisional dynamics of a
single impurity (NI = 1) trapped in a harmonic oscillator and
interacting with a bosonic medium confined in a double well.
Initially, the system is prepared in its ground state with the
impurity’s harmonic trap being spatially shifted by xI

0/x̃ = 8
with respect to the center of the double well. The dynamics
is induced by quenching the harmonic oscillator of the im-
purity to xI

0/x̃ = 0. Varying the impurity-medium interaction
strength gBI from the strongly attractive to the strongly re-
pulsive regime we discuss the emergent dynamical response
of the impurity and its back-action to the environment. The
intraspecies interaction strength between the medium particles
is fixed to gBB/Ẽ x̃ = 0.5.

To reveal the overall dynamical response of the sys-
tem, we initially inspect the one-body density ρ (1)

σ (x, t ) =

��MB(t )|�̂†
σ (x)�̂σ (x)|�MB(t )� of species σ , where �̂σ (x) is

the bosonic field operator of the corresponding species. The
spectral decomposition of the one-body density [75,76] reads
as

ρ (1)
σ (x, t ) =

�

j

nσ
j (t )
∗

σ, j (x, t )
σ, j (x, t ), (4)

where nσ
j denote the natural populations and 
σ, j the natural

orbitals of species σ .
Figure 2 presents the time evolution of ρ (1)

σ (x, t ) for differ-
ent impurity-medium interaction strengths gBI ranging from
strongly attractive to strongly repulsive values. In Figs. 2(a1)
and 2(a2) we monitor the one-body density of the impurity
ρ

(1)
I (x, t ) and the bosonic environment ρ

(1)
B (x, t ) in the course

of the evolution for gBI/Ẽ x̃ = −0.9, namely, for strong attrac-
tive couplings. As a result of the quench, the impurity starts to
oscillate with a small amplitude which decays during the time
evolution. Thereby, the spatial maximum of ρ

(1)
I (x, t ) remains
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FIG. 2. Temporal evolution of the one-body density of (a1)–(f1)
the impurity and (a2)–(f2) the bosonic medium. We induce the
dynamics by quenching the initial displacement xI

0/x̃ = 8 of the
harmonic trap to xI

0 = 0. Different dynamical response regimes are
realized by steering the impurity-medium interaction strength gBI

(see legends). The system consists of a NI = 1 impurity and NB = 20
bath particles with gBB/Ẽ x̃ = 0.5.

in the vicinity of the left site of the double-well potential.1

Also, ρ
(1)
B (x, t ) exhibits a maximum at the same location [cf.

Fig. 2(a2)], a phenomenon that is attributed to the strong
impurity-bath attraction [77]. Due to this behavior, i.e., the
enhanced spatial localization tendency of the impurity and the
medium, and the fact that the impurity dominantly occupies
a state with negative eigenenergy [see for details Fig. 5(a1)]
we refer to this dynamical response regime as the steady

bound-state regime. A similar dynamical response where the
impurities localize at the maximum of the medium’s one-body
density has also been observed in the case of a harmonically
trapped bath [52].

For intermediate attractive impurity-medium interactions,
gBI/Ẽ x̃ = −0.7, corresponding to the one-body densities
shown in Figs. 2(b1) and 2(b2) the impurity does not localize
exclusively on one site of the double well anymore as in the
above discussed case. Rather, we observe a decay of ρ

(1)
I (x, t )

on the left site and a simultaneous increase at the right site of
the double well. This response of the impurity is reminiscent
of the tunneling dynamics of a single particle confined in a
double well [78]. Later on, we will show that the effective
potential encountered by the impurity resembles a double well

1We have checked that also for a longer evolution time t/ω̃−1 =

1600 the impurity remains localized at the left site of the double well.

since it accounts for the effects of the attractive impurity-
medium coupling [cf. Fig. 5(b1)]. In this sense we label this
response region as the (effective) tunneling regime. Note that
the back-action of the impurity on the bosonic medium leads
to a shift of the maximum of ρ

(1)
B (x, t ) following the impu-

rity’s tunneling behavior. Interestingly, this effective tunneling
behavior of the impurity at intermediate attractions resembles
the dynamical response of an impurity trapped in a double
well and repulsively coupled to a lattice-trapped bosonic bath
[45].

The next response regime, which we will refer to as the
dissipative oscillation regime, emerges at weakly attractive
or repulsive impurity-medium interaction strengths, e.g., for
gBI/Ẽ x̃ = −0.2, 0.3. Here, the impurity-medium coupling is
sufficiently small such that the impurity is able to completely
penetrate its environment. Consequently, the impurity initiates
a tunneling of ρ

(1)
B (x, t ) from one site of the double well to

the other which decays in the course of time. The resulting
impurity dynamics turns out to be a decaying oscillatory mo-
tion with an initial amplitude as large as the spatial extent
of ρ

(1)
B (x, t ) [cf. Figs. 2(c1), 2(c2) and 2(d1), 2(d2)]. We at-

tribute this decay process to a continuous energy transfer from
the impurity to the medium (see Appendix A for details). A
more detailed analysis of this dissipative behavior estimating
also the effective mass of the emergent quasi-particle can be
found in Appendix C. Note that such a dissipative behavior
of impurities is a generic feature caused by the buildup of
impurity-medium correlations and has been reported, e.g., in
[43,52,59].

In the case of intermediate repulsive impurity-bath cou-
plings, e.g., gBI/Ẽ x̃ = 1.0, we observe a spatial localization
tendency of the impurity at the trap center accompanied by
vanishing oscillations [cf. Fig. 2(e1)]. Therefore, we refer
to this response regime as the pinning regime. During the
impurity’s localization process, an intrawell dynamics is in-
duced on the bosonic background. Here, the central barrier
of the double well is effectively enlarged due to the material
barrier created by the impurity and leading to an oscillatory
motion of the bath cloud in each site of the double well.
Further increasing gBI to strong impurity-medium interaction
strengths, e.g., gBI/Ẽ x̃ = 2.0, the underlying repulsion be-
tween the impurity and the bath particles in the left site of the
double well becomes sufficiently large such that the impurity
is totally reflected [see Fig. 2(f1)]. In this sense, we shall
address this behavior as the total reflection regime. Thereby,
the bosonic environment experiences a population imbalance
in the double-well potential [cf. Fig. 2(f2)] which is accom-
panied by the phase separation between the medium and the
impurity, a well-known process occurring in the strongly re-
pulsive case [28,52].

In conclusion, we have captured five different dynam-
ical response regimes of the impurity depending on the
impurity-medium interaction strength. Remarkably, by tuning
the impurity-bath coupling gBI it is possible to control the
location of the impurity. Note that, in each of the above-
described regimes, Josephson-type oscillations of the bath
take place induced by the coupling to the impurity. Further-
more, in all response regimes, apart from the total reflection
regime, the impurity exhibits a finite spatial overlap with the
bath in the course of the evolution. Thus, it can be dressed by
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the excitations of the latter, allowing in principle for quasi-
particle, in particular Bose polaron, formation [28,79,80]. In
the total reflection regime, the impurity phase separates from
its environment after the first collision and, therefore, the
polaron, even it is formed for very short evolution times, de-
cays. Similar manifestations of a decaying polaron formation
at strong repulsive impurity-medium couplings in the course
of the evolution have been already reported in the literature,
being referred to as temporal orthogonality catastrophe events
[28,80,81].

In order to further classify the above-discussed response
regimes, we invoke the mean position of the impurity �x̂I (t )�
[see Fig. 3(a)] for different impurity-medium interactions
corresponding to the aforementioned dynamical regimes. Ev-
idently, �x̂I (t )� exhibits individual characteristics in each
regime allowing for their clear distinction. For instance, in the
case of weak impurity-bath couplings, e.g., gBI/Ẽ x̃ = −0.2,
an oscillatory behavior of �x̂I (t )� takes place as expected
from ρ

(1)
I (x, t ) [cf. Fig. 2(c1)]. Turning to the total reflection

regime, e.g., for gBI/Ẽ x̃ = 2.0, �x̂I (t )� captures the irregular
behavior of the impurity on the left edge of the double well,
thus indicating its total reflection from the bosonic environ-
ment. The long-time evolution of �x̂I (t )� for gBI/Ẽ x̃ = −0.2
is illustrated in the inset of Fig. 3(a). As can be seen, the
decreasing amplitude of �x̂I (t )� becomes evident which is
caused by the continuous energy transfer from the impurity
to the bosonic medium (see also Appendix A).

To provide the complete response phase diagram of the
impurity we show the behavior of �x̂I (t )� in dependence of
the impurity-medium interaction strength gBI , thus capturing
the dynamical crossover between the aforementioned regimes
[see Fig. 3(b)]. For convenience, the five identified response
regimes are labeled from I to V. Regime I corresponds to
the steady bound-state formation, see the small amplitude
oscillations of ρ

(1)
I (x, t ) in the vicinity of the left site of the

double-well. In regime II we find the expected behavior of
�x̂I (t )� represented by its low-frequency oscillations around
the trap center as shown in Fig. 3(a). For weak impurity-
medium interaction strengths, corresponding to regime III, the
dissipative oscillatory motion of �x̂I (t )� occurs characterized
by a relatively large amplitude of the underlying oscillations.
Increasing gBI to intermediate repulsive values we reach the
pinning regime (cf. regime III) where the mean position satu-
rates towards xI = 0. For larger gBI the impurity is not able
to penetrate the bath anymore and it is totally reflected at
the edge of the latter. This regime corresponds to the total
reflection one and it is denoted by V in Fig. 3(b). Finally,
we comment on the response regimes in which the mean
position obtains values close to zero, viz., the pinning and the
tunneling regime. Even though the impurity’s mean position
within these regimes is well distinguishable [see Fig. 3(a)] in
a corresponding experiment a clear distinction might be chal-
lenging. To ensure a clear distinction between these regimes,
one can use the experimentally accessible position variance
s = �x̂�2 − �x̂2� [82,83]. Since in the tunneling regime the
impurity is distributed over the double well the respective
variance is larger than the one in the pinning regime where
the impurity is localized at the trap center (not shown here).

In order to expose the robustness of the impurity dy-
namics with respect to parametric variations, we present in

FIG. 3. (a) Time evolution of the mean position of the impurity
for different impurity-medium interaction strengths gBI (see legend).
Each value of gBI corresponds to one of the five dynamical response
regimes of the impurity. The inset of (a) shows the long-time evolu-
tion of the mean position obtained for gBI/Ẽ x̃ = −0.2. (b) Temporal
evolution of the mean position as a function of the impurity-medium
interaction strength gBI . (c) Long-time evolution of the von Neumann
entropy SVN(t ) obtained for the same gBI as used in (a).

Fig. 4 �x̂I (t )� for a wide range of system parameters. As we
emphasized previously, it is possible to distinguish between
the dynamical response regimes by inspecting the behavior
of �x̂I (t )�. Therefore, we choose the impurity-bath coupling
strength gBI such that we obtain a behavior of �x̂I (t )� which
can be in turn associated with a specific dynamical response
regime. Figures 4(a) and 4(b) show �x̂I (t )� obtained for
xI

0/x̃ = 5 and 10, respectively. Here, each mean position ex-
hibits the same behavior as the corresponding one depicted in
Fig. 3(a) for xI

0/x̃ = 8. As expected within the dissipative os-
cillation regime, an amplification of the oscillation amplitude
occurs as the initial displacement increases. Based on these
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FIG. 4. Time evolution of the impurity’s mean position for varying system parameters (see legends). (a) Corresponds to an initial
displacement xI

0/x̃ = 5 of the impurity’s harmonic trap and (b) refers to xI
0/x̃ = 10. In both cases gBB/Ẽ x̃ = 0.5. In (c) and (d) the intraspecies

interaction strengths are set to gBB/Ẽ x̃ = 0.2 and 1.0, respectively, for fixed xI
0/x̃ = 8. The impurity-medium couplings gBI are chosen such

that the mean positions exhibit a behavior which can be attributed to the distinct dynamical response regimes.

observations we conclude that the impurity dynamics is robust
with respect to the initial displacement and, more precisely,
for values from xI

0 = 5 to 10. We remark that in the limit of
small displacements xI

0 and intermediate repulsive interaction
strengths the ground state is altered, viz., the impurity is
initially located between the two one-body density maxima
of the bath where it remains in the course of the evolution.

Varying the intraspecies coupling strength gBB between
the bath particles we are again able to realize the respective
dynamical response regimes but for shifted gBI [see Figs. 4(c)
and 4(d)]. For smaller intraspecies interaction strengths, e.g.,
gBB/Ẽ x̃ = 0.2, the dynamical regimes are shifted towards
smaller absolute values of gBI [cf. Fig. 4(c)] and vice versa
in case of a larger gBB, e.g., gBB/Ẽ x̃ = 1.0 [cf. Fig. 4(d)]. In
particular, in order to realize the steady bound-state regime
for a larger gBB stronger impurity-medium attractions are nec-
essary than in the case of a weakly interacting medium (small
gBB). We attribute this property to the mobility of the bath par-
ticles, i.e., the compressibility of the medium, which becomes
smaller (larger) for increasing (decreasing) gBB. Therefore,
in the case of a strongly interacting bath, larger impurity-
medium attractions are needed in order to shift a sufficient
amount of the medium’s one-body density to the left site of
the double well which, eventually, binds the impurity [see also
the mean positions corresponding to the steady bound-state
regime in Figs. 4(c) and 4(d)]. On the other hand, for strongly
repulsive impurity-medium interactions the total reflection
regime emerges in the case of a weakly interacting bath at
smaller gBI compared to the case of a strongly interacting bath.
We attribute this property to the gBB dependence of the spatial
extension of the medium’s cloud. The latter is broadened for
large gBB and becomes narrower at the sites of the double well
for small gBB, leading in the latter case to an increased ef-
fective potential barrier experienced by the impurity [see also
Eq. (6)]. Therefore, it is easier for the impurity to overcome
the bosonic medium at the left site of the double well in the
case of a larger gBB, i.e., for a broadened background, than in
the case of a smaller gBB, e.g., compare the mean positions of
gBI/Ẽ x̃ = 2.0 in Figs. 4(c) and 4(d).

Hence, the intraspecies interaction strength gBB indeed
impacts the impurity dynamics. However, the same dynam-
ical regimes can be recaptured by properly adjusting gBI at

least in the considered cases of relatively weak and strong
intraspecies interaction strengths, i.e., gBB/Ẽ x̃ = 0.2, 1.0
considered herein. We remark that for even stronger repul-
sions where the medium resides in a Mott-type state an altered
dynamical response of the impurity is expected, an investiga-
tion which is left for future studies.

Subsequently, we aim to quantify the associated impurity-
medium entanglement by monitoring the von Neumann
entropy [84], which reads as

SV N (t ) = −
M�

i=1

λi(t ) ln λi(t ). (5)

This expression possesses an upper bound for maximal en-
tanglement between the species, viz., λi = 1/M leading to
SV N

max = ln M = 1.79 in our case (M = 6), and vanishes when
no entanglement is present, e.g., λi = 1 with λi>1 = 0. In
Fig. 3(c) we provide the long-time evolution of the von Neu-
mann entropy for different values of gBI corresponding to the
five dynamical response regimes of the impurity. We find in all
regimes a finite impurity-medium entanglement [28,43] which
tends to saturate for larger times (t/ω̃−1 > 1500) besides the
tunneling regime where SV N (t ) performs an oscillatory mo-
tion. Among the investigated regimes, the steady bound state
and the total reflection regime appearing at large attractive
and repulsive gBI couplings experience the smallest amount
of entanglement. Indeed, SV N (t ) is maximized within the
pinning (gBI/Ẽ x̃ = 1.0) and the dissipative oscillation regime
(gBI/Ẽ x̃ = −0.2). Additionally, in the latter response regime
the entanglement increases with time and reaches a plateau at
around t/ω̃−1 = 300. During this time interval the impurity
penetrates the bosonic medium 20 times, thereby enhancing
the entanglement at each penetration. In the pinning regime,
the system becomes maximally entangled after the impurity
penetrates its environment a single time and, subsequently,
becomes pinned between the effective barriers raised by the
bosonic medium.

To obtain a better understanding of the underlying mi-
croscopic mechanisms appearing in the respective response
regimes we analyze, in the following, the impurity dynamics
with respect to an effective potential [40,43,45], which reads
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FIG. 5. (a1)–(d1) Time-averaged effective potential of the impurity V eff
I (xI ) (gray solid lines) together with the first six energetically

lowest eigenfunctions (see legend) shifted by the respective eigenenergies obtained from the associated single-particle Hamiltonian Ĥ(1)

(see text). (a2)–(d2) Time-dependent probabilities for the impurity to occupy one of the eigenfunctions shown in (a1)–(d1), respectively.
Each column corresponds to a particular dynamical response regime (with a specific value of gBI ) which is sorted from left to right by
gBI/Ẽ x̃ = −0.9, −0.7, 1.0, 2.0.

�
i P1

i (t ) > 0.94 is fulfilled for times later than the threshold time depicted by the gray dashed lines.

as

V eff
I (xI ) =

1

T

� T

0

�
NBgBIρ

(1)
B (xI , t ) + VI (xI )

�
dt . (6)

Here, we choose xI
0 = 0 for the harmonic confinement VI (xI ).

This effective potential is based on the assumption of a
product state ansatz |�MB(t )� = |�B(t )� ⊗ |�I (t )� where the
degrees of freedom of the bosonic medium are integrated
out. Thus, the effective potential is the superposition of the
harmonic confinement VI (xI ) after the quench and the one-
body density of the environment weighted with the particle
number NB and the impurity-medium interaction strength gBI

[45]. Since the bosonic medium remains to a certain extent
well localized at the sites of the double well in the course
of the evolution the averaging of the effective potential over
the total propagation time T/ω̃−1 = 200 is justified. Note that
even though we considered a product state ansatz for the con-
struction of V eff

I (xI ), beyond-mean-field effects are included
in the one-body density ρ

(1)
B (x, t ) which is calculated with a

many-body ansatz (see Sec. III).
The time-averaged effective potentials (gray solid lines)

for four representative dynamical response regimes corre-
sponding to gBI/Ẽ x̃ = −0.9,−0.7, 1.0, 2.0 are demonstrated
in Figs. 5(a1)–5(d1). For the steady bound-state regime, at
gBI/Ẽ x̃ = −0.9 the effective potential V eff

I (xI ) takes the form
of an asymmetric double well [cf. Fig. 5(a1)] with a deeper left
site since ρ

(1)
B (x, t ) is attracted to the impurity and, therefore,

it is shifted to the left site of the double well. For intermediate
attractions, e.g. gBI/Ẽ x̃ = −0.7, V eff

I (xI ) has the shape of a
nearly symmetric double-well potential [see Fig. 5(b1)]. In
this case, the symmetry can be ascribed to the fact that the
averaging in Eq. (6) is performed over the period T/ω̃−1 =

200 during which the maximum of ρ
(1)
B (x, t ) shifts from one

site of the double well to the other, leading on average to the
observed nearly symmetric double well. This in turn explains
the tunneling behavior of the impurity depicted in Fig. 2(b1).

This picture changes drastically for repulsive impurity-
medium interactions. Here, the bosonic medium imprints a
potential barrier with two maxima located at the two sites
of its actual double well. Therefore, in this case, e.g., for
gBI/Ẽ x̃ = 1.0, the effective potential V eff

I (xI ) obtains the
shape of a deformed harmonic oscillator having an additional
prominent dip at the trap center [Fig. 5(c1)]. As gBI increases
to gBI/Ẽ x̃ = 2.0, the aforementioned two density maxima of
ρ

(1)
B (x, t ) become visible, giving rise to two potential barriers.

Due to the superposition of the latter with the initially con-
sidered harmonic confinement VI (xI ), the effective potential
of the impurity V eff

I (xI ) deforms to an asymmetric triple well
[see Fig. 5(d1)].

As a next step, we construct for each V eff
I (xI ) the single-

particle Hamiltonian Ĥ(1) = h̄2

2mI

∂2

∂x2 + V̂ eff
I and calculate its

first six energetically lowest-lying eigenfunctions ψeff
i . The

corresponding absolute squares of the eigenfunctions shifted
by their eigenenergies are shown in Figs. 5(a1)–5(d1). In
the following, these sets of eigenfunctions ψeff

i are taken as
basis sets in order to analyze the underlying microscopic
mechanisms in the course of the impurity dynamics. The time-
dependent probability for the impurity to occupy the state ψeff

i

reads as

P1
i (t ) =

�

j

����MB(t )
��ϕB

j

�
⊗

��ψeff
i

���2
, (7)
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where {ϕB
j } is an arbitrary basis set covering the whole sub-

space of the bosonic medium. By summing over all basis
states of the bath we single out the probability to find the im-
purity in ψeff

i . Note that |�MB(t )� is the full many-body wave
function defined via ML-MCTDX [Eq. (2)], while ψeff

i serves
as a basis set to unravel the underlying participating dynami-
cal processes. The occupation probabilities for the respective
basis sets [Figs. 5(a1)–5(d1)] are presented in Figs. 5(a2)–
5(d2). In order to justify the quality of the basis, we sum up
all nonvanishing occupation probabilities P1

i (t ) and determine
the time at which the sum exceeds and subsequently remains
above 0.94 (dashed gray lines).

For gBI/Ẽ x̃ = −0.9 the impurity predominantly populates
the energetically lowest eigenstate on the left site of the tilted
effective double well V eff

I (xI ), while the probability to occupy
energetically higher-lying states is strongly suppressed as time
evolves [see Fig. 5(a2)]. Based on this behavior of P1

i (t ), i.e.,
the spatial localization of the impurity, and the fact that the
eigenenergies are negative we associate the bound-state for-
mation with the energetically lowest eigenstate of the effective
potential V eff

I (xI ) [43]. A further analysis of this steady bound
state is provided in Appendix B in terms of the involved two-
body density. For intermediate attractive impurity-medium
couplings corresponding to the tunneling regime V eff

I (xI ) has,
in contrast to the steady bound-state regime, the shape of a
nearly symmetric double well. Accordingly, the impurity dy-
namics is mainly determined by the superposition of the two
energetically lowest eigenstates of V eff

I (xI ) [see Fig. 5(b2)].
In the case of intermediate repulsive interactions, a pinning

of the impurity between the density maxima of the bosonic
bath is realized [cf. Fig. 5(c2) with gBI/Ẽ x̃ = 1.0]. Here,
the occupation probabilities start to saturate after t/ω̃−1 =

50 which in turn leads to the energetically lowest eigen-
state of V eff

I (xI ) being predominantly populated. However, we
observe that the probability to find the impurity in an en-
ergetically higher-lying eigenstate is approximately 40 %. In
this sense, the broadening of ρ

(1)
I (x, t ) around the trap center

[see Fig. 2(e1)] can be interpreted as impurity excitations with
respect to the effective potential. We refer to those excitations
as hidden excitations since they can only be identified by such
a microscopic analysis. It is worth noticing that the spatial
structure of the first three species functions of the impurity
|�I

i � are in a good agreement with the three energetically low-
est eigenfunctions of V eff

I (xI ) (see Appendix D). For strong
repulsive couplings, e.g., gBI/Ẽ x̃ = 2.0, the effective potential
exhibits the shape of a triple well where the two potential
barriers stem from the bosonic medium being localized at the
sites of the double-well potential. Since these potential bar-
riers are comparatively large, the impurity is totally reflected
by the left barrier and predominantly occupies the eigenstates
located in the left site of the triple well [see Fig. 5(d2)].

In summary, the analysis of the effective potential enables
us to unravel the underlying microscopic mechanisms of the
impurity dynamics. In particular, it allows for a deep under-
standing of the steady bound-state formation and proves to
be crucial in order to identify the hidden excitations in the
pinning regime. Note that for an analogous analysis of the dis-
sipative oscillation regime, a much larger set of eigenfunctions
has to be taken into account to achieve a comparable quality of
the employed single-particle basis (similar to a coherent state

FIG. 6. (a) Temporal evolution of the two impurities’ mean posi-
tion for various impurity-medium coupling strengths gBI . (b) Time-
averaged effective potential calculated for the two-impurity case for
gBI/Ẽ x̃ = −0.9 [see Eq. (6)]. The associated eigenfunctions ψ eff

i of
the effective potential are shifted with respect to their eigenenergies
Ei. (c) Time evolution of the conditional probability P2

i j (t ) to find

one impurity in ψ eff
i while at the same time the other impurity

occupies the eigenstate ψ eff
j . Panels (d) and (e) showcase the time

evolution of the one-body densities ρ
(1)
I (x, t ) for gBI/Ẽ x̃ = −1.0 and

gBB/Ẽ x̃ = 0.5, 1.0, respectively. Each inset illustrates a snapshot of
the respective two-body density ρ

(2)
I,I (xI

1, xI
2) at t/ω̃−1 = 15 (green

dashed line).

in a harmonic oscillator). In Appendix C we provide a dis-
cussion of the impurity dynamics in the dissipative oscillation
regime where we compare the motion of its mean position to
a damped harmonic oscillator.

V. DYNAMICAL RESPONSE REGIMES

OF TWO IMPURITIES

To generalize our findings, in the following, we consider
two noninteracting impurities (gII = 0) coupled to the bosonic
environment. Therefore, all interactions between the impu-
rities are induced by their coupling to the bosonic medium
[27,40,85]. The quench protocol is the same as described in
Sec. II.

In order to characterize the dynamics of the two bosonic
impurities, we monitor the time evolution of their mean
position, i.e., their center-of-mass position, for different
impurity-bath coupling strengths gBI [Fig. 6(a)]. Analogously
to the one-impurity case, we identify five dynamical re-
sponse regimes depending on gBI and appearing for similar
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interaction strengths as for NI = 1 [see also Fig. 3(b)]. How-
ever, we find in the response regime II [Fig. 6(a)] that the
mean position is almost constant with �xI� = 0, whereas in the
single-impurity case �x̂I (t )� oscillates with a small amplitude
around zero. By inspecting the impurity’s one-body density
ρ

(1)
I (x, t ) for the corresponding regime II (not shown here) it

is observed that ρ
(1)
I (x, t ) is almost equally distributed over

the effective double-well potential (mediated by the bosonic
bath) yielding a mean position close to zero. Moreover, the
discrepancy between the tunneling and the pinning regime
regarding the impurities’ mean position can be revoked by
inspecting the variance s analogously to the single-impurity
case [see also Fig. 3(b)]. Additionally, we observe a broad-
ening of the transition from the pinning to the total reflection
regime for increasing gBI with respect to the single-impurity
case where we identified a sharper transition [see Fig. 6(a)].
As a case example we shall focus on the steady bound-state
regime and unravel the microscopic processes in the case of
two impurities.

To provide a qualitative understanding of the dynamics
in the steady bound-state response regime we will describe
the impurity dynamics within an effective potential picture,
similarly to the previously discussed single-impurity case. For
this purpose, we calculate the effective potential V eff

I (xI ) [see
Eq. (6)] for gBI/Ẽ x̃ = −0.9 which we present in Fig. 6(b).2

Additionally, we compute the effective single-particle eigen-
states ψeff

i shifted by their eigenenergies Ei [see Fig. 6(b)]. A
comparison with the effective potential in Fig. 5(a1) reveals
that the left site of V eff

I (xI ) in the two-impurity case is much
deeper. Therefore, the two energetically lowest eigenfunctions
ψeff

1 and ψeff
2 in the two-impurity scenario are located at the

left site of V eff
I (xI ).

Next, we unravel the interplay between the impurities
by studying the conditional probabilities to occupy specific
eigenstates of their effective potential. In particular, we define
P2

i j (t ) as the probability for one impurity to occupy the effec-

tive eigenstate ψeff
i while at the same time the other impurity

populates the eigenstate ψeff
j .

In Fig. 6(c) we demonstrate P2
i j (t ) with respect to the five

energetically lowest-lying eigenstates of the effective poten-
tial for gBI/Ẽ x̃ = −0.9 [cf. Fig. 6(b)].3 Interestingly, we can
infer that the two impurities predominantly occupy simulta-
neously the same energetically lowest eigenstate, which is in
accordance with the observations made in the single-impurity
case [Fig. 5(a2)]. However, also single-particle excitations
in the second eigenstate ψeff

2 [P2
12(t )] as well as two-particle

excitations contribute to the many-body wave function of the
impurities [45,49]. For instance, we find a small but nonvan-
ishing probability for observing two impurities in the second
eigenstate P2

22(t ). Notice that an analogous analysis for the
other response regimes, apart from the dissipative oscillation
one, leads to similar observations where one or two impurities

2Note that Eq. (6) can be also employed in the case of two impuri-
ties.

3The sum of the presented probabilities exceeds 0.94 at t/ω̃−1 ≈
100 (dashed gray line).

occupy simultaneously the same or different excited eigen-
states of V eff

I (xI ) (not shown here).
In the following, we demonstrate that the dynamical re-

sponse of two impurities can be tuned by changing the
intraspecies interactions gBB of the bath, similarly to the
single-impurity case (cf. Sec. IV). As a characteristic exam-
ple, we present in Figs. 6(d) and 6(e) the time evolution of the
impurities’ one-body densities for strong impurity-medium
attractions and two different intraspecies couplings gBB. In the
case of a weakly interacting bath [cf. Fig. 6(d)] the major
portion of the medium’s one-body density is shifted to the
left site of the double well (not shown here) such that the
impurities are permanently bound to the medium at this site.
Therefore, this situation corresponds to the steady bound-
state regime [cf. regime I in Fig. 6(a)]. By increasing the
intraspecies interaction strength, the compressibility of the
bath is reduced and, thus, also the amount of the medium’s
one-body density accumulated at the left double-well site.
In this sense, the impurities cannot be permanently bound
at one site of the double well and distribute over the latter
performing an effective tunneling dynamics.4 In particular,
the corresponding one-body density ρ

(1)
I (x, t ) splits into two

branches with each one oscillating at an individual site of the
double well [see Fig. 6(e)]. Thereby, this dynamical response
of the impurities resembles the dynamics corresponding to
regime II in Fig. 6(a) in the case of a weakly interacting
medium.

To further shed light on the spatial configuration of the
two impurities, we investigate their reduced two-body density
ρ

(2)
I,I (xI

1, xI
2), defined as

ρ
(2)
I,I

�
xI

1, xI
1

�
=

�
dxB

1 . . . dxB
NB

���MB
�
xI

1, xI
2, xB

2 , . . . , xB
NB

���2
.

(8)

In the inset of Fig. 6(d) the reduced two-body density of
the impurities is provided for a weakly interacting bath
at a specific time instant t/ω̃−1 = 15. It exhibits an elon-
gated peak along the diagonal which is, in particular, located
at the left double-well site. This behavior indicates non-
vanishing impurity-impurity induced correlations [40]. On
the other hand, for a strongly interacting medium and at
t/ω̃−1 = 15 (corresponding to the time instance where the
one-body density features the splitting) the two-body den-
sity reveals two dominant maxima in the diagonal and in
terms of the amplitude two smaller ones in the off diago-
nal [see inset of Fig. 6(e)]. Thereby, the diagonal peaks of
ρ

(2)
I,I (xI

1, xI
2) explicate that both impurities move together and

reside in either of the double-well sites. Complementarily,
the smaller off-diagonal peaks hint at a suppressed proba-
bility of finding each impurity at a different site. Thus, a
scenario in which one impurity remains at one double-well

4In order to realize the dynamics corresponding to the steady
bound-state regime occurring for large gBB, the impurity-medium
attraction needs to be adjusted accordingly. For instance, we have
verified for gBB/Ẽ x̃ = 1.0 and gBI/Ẽ x̃ = −2.0 the formation of a
steady bound-state response.
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site while the other impurity tunnels to the other one is less
probable.

In summary, we have deduced that the dynamical response
regimes of two noninteracting impurities are similar to the
single-impurity case with a small modification regarding the
effective tunneling regime. Furthermore, we can gain insights
into the time-dependent microscopic configuration of the two
impurities by investigating the associated conditional proba-
bility to find the impurities in two particular eigenstates of
their effective potential. Particularly, we exemplified that for
the steady bound-state regime the impurities predominantly
occupy simultaneously the lowest-lying eigenstate of V eff

I (xI ).
However, we also observed the occurrence of single- and two-
particle excitations in higher-lying eigenstates. Additionally,
for strong impurity-medium attractions we varied the com-
pressibility of the bath by considering a weakly and a strongly
interacting medium. Thereby, we observed an alteration of the
dynamical response of the impurities from a steady bound
state (for small gBB) to a distribution of the impurities over the
double well (for large gBB). The respective two-body density
distributions revealed that in the latter case the impurities
tend to move together manifesting the dominant presence of
attractive induced interactions during the effective tunneling
dynamics of the impurities.

VI. SUMMARY AND OUTLOOK

We have investigated the dynamical behavior of bosonic
impurities colliding with a BEC trapped in a double well. The
impurities are initially confined in a harmonic oscillator which
is spatially displaced with respect to the double well of the
bosonic medium. Upon quenching the harmonic potential to
the trap center of the double well the quantum dynamics is
induced such that the impurities collide with the bosonic envi-
ronment. The correlated nonequilibrium dynamics is tracked
with the variational ML-MCTDHX method which enables us
to access the full many-body wave function of the system,
thereby, including all relevant interspecies and intraspecies
correlations.

By varying the impurity-medium interaction strength gBI

from strongly attractive to repulsive values, we are able to
control the collisional dynamics of the impurity and iden-
tify five distinct dynamical response regimes by inspecting
the associated one-body density evolution. These response
regimes correspond to the steady bound-state regime, the tun-

neling regime, the dissipative oscillation motion, the pinning

regime, and the total reflection regime. We demonstrate that
they can be easily identified by monitoring the mean posi-
tion of the impurity. Moreover, by calculating a crossover
phase diagram of the impurity’s mean position with re-
spect to the impurity-medium coupling strength we obtain
an overview of the emergent dynamical response regimes as
a function of gBI and identify smooth transitions between
two consecutive ones. Additionally, we explicate the robust-
ness of the response regimes for different parametric system
variations, i.e., the intraspecies interaction strength of the
bath and the initial displacement of the impurity’s harmonic
trap.

To provide a better understanding of the involved mi-
croscopic mechanisms, we employ a time-averaged effective

potential picture. By projecting the total many-body wave
function onto the eigenstates associated with this effective
potential allows us to gain insights into the underlying excita-
tion processes for different interactions. In particular, we find
that the impurity is bound to the bosonic medium for strong
attractive impurity-bath interaction strengths corresponding to
the steady bound-state regime and unveil hidden excitations
in the pinning regime occurring for intermediate repulsive
gBI . We extend our study to the two-impurity case where
we showcase the emergence of similar dynamical response
regimes as in the single-impurity scenario. Furthermore,
we unravel the underlying microscopic mechanisms of the
impurities’ dynamics analogously to the single-impurity case.
Here, for the steady bound-state regime the participation of
single- as well as two-particle excitations into energetically
higher-lying states of the effective potential is demonstrated.
Additionally, for strong impurity-medium attractions we show
that the dynamical response of the impurities can be altered
from a steady bound state (for a weakly interacting medium)
to a configuration where the impurities distribute over the
double well (for a strongly interacting medium).

The results of this work are beneficial for future ultracold-
atom experiments of impurity-medium scattering for in-
vestigating the corresponding collisional channels caused
exclusively by presence of the impurity-bath entanglement.
Furthermore, this setup can be extended by implementing an
additional spin degree of freedom for two noninteracting or
weakly interacting impurities. In this case it would be interest-
ing to identify the individual spin configurations and related
spin-mixing processes in dependence of the impurity-medium
coupling and whether the impurities evolve as a “Cooper pair.”
Certainly, the generalization of our results to higher dimen-
sions is an intriguing perspective.
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APPENDIX A: IMPURITY-MEDIUM ENERGY

TRANSFER PROCESSES

Due to the initial quench of the harmonic oscillator po-
tential, the impurities collide with their bosonic background
and, thereby, a transfer of energy to the latter is triggered
[28,58,80]. The total energy of the system can be written
as Etot = EB

tot + E I
tot + Eint where Eσ

tot = ��MB|Ĥσ |�MB� rep-
resents the total energy of species σ ∈ {B, I} and Eint =

��MB|Ĥint|�MB� the interaction energy between the species.
In order to capture the quench-induced impurity-medium

energy transfer, we present in Fig. 7 the relative energy of
species σ defined as Eσ

rel(t ) = Eσ
tot(t ) − Eσ

tot(0). In each dy-
namical response regime we observe an energy transfer from
the impurity to its environment. The smallest energy transfer
occurs for attractive impurity-medium interaction strengths
where, due to the attraction to the bath, the impurity resides
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FIG. 7. Time evolution of the relative energy Eσ
rel(t ) = Eσ

tot(t ) −
Eσ

tot(0) of species σ ∈ {B, I} for different gBI (see legend). In each dy-
namical response regime the impurity transfers energy to the bosonic
medium.

closer to the trap center, leading to a smaller initial total
energy E I

tot(0) than in the case of repulsive gBI [compare with
the mean position in Fig. 3(a)].

For weak impurity-bath coupling strengths of either sign,
i.e., gBI/Ẽ x̃ = −0.2, 0.3, the impurity continuously transmits
energy to its environment until the relative energy of both
species eventually saturates for longer times [58,80]. This loss
of impurity energy essentially causes its dissipative oscilla-
tory behavior [cf. Fig. 3(a)]. The largest energy transfer takes
place in the pinning regime. Here, the impurity overcomes the
bosonic medium in the left site of the double well only once
and, thereby, transfers a large amount of energy to the bosonic
medium such that the impurity becomes pinned within the
latter.

APPENDIX B: TWO-BODY CORRELATION IN THE

STEADY BOUND-STATE REGIME

To elucidate the interplay between the bosonic medium and
the impurity in the steady bound-state regime in more detail,
we perform an analysis of the impurity-medium reduced two-
body density ρ

(2)
B,I (xI , xB; t ), defined as

ρ
(2)
B,I (xI , xB; t )

=

�
dxB

2 . . . dxB
NB

���MB
�
xI , xB, xB

2 , . . . , xB
NB

; t
���2

. (B1)

This quantity provides information about the probability of
finding the impurity at position xI and one particle of the
bosonic background located at xB.

A snapshot of the one-body density ρ (1)
σ (xσ ) with σ ∈

{B, I} and the two-body density ρ
(2)
B,I (xI , xB), respectively, at

t/ω̃−1 = 150 and for gBI/Ẽ x̃ = −0.9 is depicted in Figs. 8(b)
and 8(c). Here, we find the impurity to be localized at the left

FIG. 8. (a) Time evolution of the diagonal elements of the
two-body density ρ

(2),diag
B,I (x, t ) for gBI/Ẽ x̃ = −0.9 corresponding to

the steady bound-state regime. (b), (c) Snapshot of the one-body
density matrix ρ (1)

σ (xσ ) with σ ∈ {B, I} and the two-body density
ρ

(2)
B,I (xI , xB ), respectively, at t/ω̃−1 = 150.

maximum of the bosonic medium corresponding to the left
site of the double well which agrees with the observations
made for the single-impurity case in Figs. 5(a1) and 5(a2).
Furthermore, the two-body density indicates that the proba-
bility to find one particle of the bath at the left site of the
double well, i.e., close to the impurity, is enhanced compared
to the respective probability for the right site. In particular,
the diagonal of ρ

(2)
B,I (xI , xB) [dashed white line in Fig. 8(c)]

represents the probability to capture the impurity and one
particle of the environment at the same position which we
will refer to as ρ

(2),diag
B,I (x, t ). Figure 8(a) shows the time evo-

lution of ρ
(2),diag
B,I (x, t ) which strongly resembles the one-body

density of the impurity for t/ω̃−1 > 100 [cf. Fig. 2(a1)] and
designates a high probability for the impurity and one particle
of the bosonic medium to be at the same location [40,43].

APPENDIX C: DISSIPATIVE OSCILLATION RESPONSE

REGIME: EFFECTIVE MASS AND DAMPING OF THE

BOSE POLARON

Let us also analyze the dissipative oscillation regime in
the case of a single impurity in more detail. As observed in
Fig. 3(a), the mean position of the impurity for weak impurity-
medium couplings exhibits a damped oscillatory behavior.
Therefore, in the following we compare the analytical solu-
tion of a damped harmonic oscillator with the mean position
�x̂I (t )� and mean momentum � p̂I (t )� obtained within the ML-
MCTDHX method (see Sec. III). The equation of motion of a
particle subjected to a damped harmonic oscillator [86] reads
as

ẍ +
γ eff

meff
ẋ + (ωeff)2x = 0, (C1)

where γ eff denotes the effective damping constant, ωeff the
effective trapping frequency, and meff refers to the effective
mass of the impurity. Here, we interpret the impurity as a
quasiparticle, namely, a Bose polaron, which is dressed by
the excitations of its surroundings and moves in an effective
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FIG. 9. (a) Time-averaged effective potential V eff
I (xI ) [see

Eq. (6)] for gBI/Ẽ x̃ = −0.2 and 0.2 together with the harmonic
oscillator potential of the impurity (dashed gray line). Equations (C2)
and (C3) are fitted to the many-body results of the impurity’s mean
position and mean momentum with respect to the effective mass meff,
the damping constant γ eff, and the effective frequency ωeff, shown in
(b)–(d), respectively.

harmonic oscillator. The mean position for a particle obeying
Eq. (C1) reads as

�x̂eff(t )� = exp

�
− γ eff

2meff
t

�

×

�
x0 cos(ω0t ) − x0γ

eff

2ω0(meff)2
sin(ω0t )

�
, (C2)

with ω0 =

�
(ωeff)2 − ( γ eff

2meff )
2
. Additionally, we assume that

the particle is initially at rest, i.e., p0 = 0, and shifted by xeff
0 =

�x̂I (0)�. The corresponding mean momentum of Eq. (C1) is
accordingly written as

�p̂eff(t )� = − exp

�
− γ eff

2meff
t

�

×

�
meffω0x0 +

x0(γ eff)2

4ω0(meff)2

�
sin(ω0t ). (C3)

Subsequently, we fit the analytical results of Eqs. (C2) and
(C3) to the mean position and mean momentum calculated
from the ML-MCTDHX approach for the free parameters γ eff,
ωeff, and meff [43,60].

In Figs. 9(b)–9(d) we present the fitted parameters
for impurity-medium interactions ranging exemplarily from
gBI/Ẽ x̃ = −0.2 to 0.2. We find that the effective mass
[28,60] of the impurity decreases for larger absolute values
of gBI . This property is attributed to the fact that the bath
is confined in a double-well potential. Closely inspecting
Figs. 2(c1) and 2(d1) one can observe that a large part of
the impurity’s density performs a damped oscillatory motion
while a smaller fraction of its one-body density accumu-
lates either in the center of the double well for repulsive
impurity-medium interactions or within the double-well sites
for attractive couplings. Consequently, the corresponding dy-
namics of the mean position and momentum of the impurity
capture this damped oscillatory motion. Thereby, the reason
of this damping behavior is twofold. First, the nonvanishing
impurity-medium coupling and the associated energy transfer

[28,43,44] from the impurity to the medium (cf. Appendix A)
enforce a damped oscillatory behavior on the mean position
and momentum. Second, the accumulation of the impurity’s
one-body density around xI = 0 additionally enhances the
damping of the mean position’s and momentum’s oscillation,
i.e., the decrease of the mean position’s and momentum’s
amplitude in time. Interestingly, the fitting procedure reveals
that this damping is not only caused by a damping constant
larger than zero, but is also due to an effective mass smaller
than the bare value. Furthermore, this effect (damping) can
be enhanced by slightly increasing the attractive or repulsive
impurity-medium coupling strength (within a parameter range
corresponding to the dissipative oscillation regime) leading to
a pronounced energy transfer and an accompanied increase of
the amount of density accumulated around the trap center. In
this sense, we relate the decrease of the effective mass (in the
picture of a damped harmonic oscillator) to the accumulation
of density around the trap center which reduces the oscillating
fraction of the impurity’s one-body density. Therefore, the
(unexpected) decrease of the effective mass can be traced back
to the particular choice of the double-well potential experi-
enced by the bath atoms. Finally, we remark that in the case of
a harmonically trapped bath an increase of the effective mass
due to the dressing is anticipated [43].

Moreover, the increase of γ eff for increasing attractive and
repulsive couplings can be explained by the corresponding
growing influence of the bosonic environment. Additionally,
we find an approximately linear decrease of the effective
frequency ωeff. In order to intuitively explain this behavior, we
show in Fig. 9(a) the time-averaged effective potential for the
two considered extrema of gBI (i.e., gBI/Ẽ x̃ = −0.2 and 0.2).
As can be seen, the effective potential is deeper in the case of
attractive gBI compared to the one obtained for repulsive gBI

leading to a higher effective frequency ωeff in the attractive
case than in the repulsive one.

Finally, we calculate the effective mass for the impurity
in the steady bound-state regime for gBI/Ẽ x̃ = −0.9 [cf.
Fig. 2(a1)]. Since in this regime the impurity’s one-body den-
sity exhibits small-amplitude oscillations within the left site of
the double-well potential, the above-mentioned procedure can
be applied to the mean position and momentum of the impu-
rity. Thereby, we extract an effective mass meff = 1.96 ± 0.06
which is significantly heavier than the bare impurity mass. In
contrast to the dissipative oscillation regime in which the ac-
cumulation of density around the trap center led to a decreased
effective mass, in the steady bound-state regime the complete
one-body density of the impurity undergoes a damped oscil-
latory motion which, eventually, leads to the increase of meff .

APPENDIX D: ANALYZING THE HIDDEN

EXCITATIONS OF THE PINNING REGIME

The pinning regime appears at intermediate repulsive
impurity-medium interaction strengths where the impurity be-
comes pinned within the bosonic environment residing in the
double well. We attribute the origin of this pinning mechanism
to the comparatively large energy transfer of the impurity
when it penetrates the bosonic medium for the first time (see
Fig. 7). Furthermore, we have verified that the impurity does
not solely occupy the energetically lowest eigenstate of the
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FIG. 10. (a1)–(c1) Overlap Pi; j (t ) = |�� I
j (t )|ψ eff

i �|2 of the jth
highest occupied species function |� I

j � of the impurity and the ith
eigenfunction of the effective potential [cf. Fig. 5(c1)]. Insets (a2)–
(c2) show the time evolution of the respective densities of the species
functions. In all panels we set gBI/Ẽ x̃ = 1.0 which corresponds to
the pinning regime.

effective potential, but also populates energetically higher-
lying states [Figs. 5(c1) and 5(c2)]. In the main text we
referred to these states as hidden excitations since they are not
apparent by merely inspecting the evolution of the one-body
density ρ

(1)
I (x, t ) [see Fig. 2(e1)].

In the following we aim at investigating these hidden ex-
citations in more detail. To this end, we monitor the time
evolution of the density associated with the individual species
functions |�I

j� for gBI/Ẽ x̃ = 1.0 [Figs. 10(a2)–10(c2)]. As
it can be readily seen, the densities of the species functions
remain constant once the impurity is pinned. Moreover, a
careful inspection of the densities of the first three species
functions reveals an ascending number of nodes which is
tantamount to the existence of energetically higher-lying ex-
citations of |�I

j �.
In order to unravel the structure of the aforementioned

species functions we project them on the basis set consist-
ing of the eigenfunctions ψeff

i of the effective potential [cf.
Fig. 5(c1)] and take the absolute square of the respective over-
lap, i.e., Pi; j (t ) = |��I

j (t )|ψeff
i �|2, where j = 1, 2, 3. Indeed,

we find that the three dominantly occupied species functions

FIG. 11. Dynamical response regimes of the impurity as cap-
tured by its mean position for the case that the bosonic medium
is confined in a triple well. (a) Time evolution of the impurity’s
mean position for specific values of gBI (see legend) corresponding to
six identified dynamical response regimes. The triple-well potential
of the environment (gray line) is also presented. (b) Dynamical
crossover phase diagram of the impurity’s mean position with respect
to gBI .

correspond to the three energetically lowest eigenfunctions of
the effective potential [see Figs. 10(a1)–10(c1)]. In particular,
|� I

1(xI , t )|2 matches with the energetically lowest eigenstate
ψeff

1 , whereas |� I
2(xI , t )|2 and |�I

3(xI , t )|2 correspond to the
second and third eigenstates, i.e., ψeff

2 and ψeff
3 .

APPENDIX E: DYNAMICAL RESPONSE FOR A

TRIPLE-WELL TRAPPED ENVIRONMENT

To extend our basic conclusions regarding the impurity’s
response, described in Sec. II, we replace the double well
of the bosonic medium with a triple well. However, the
harmonic trap of the impurity as well as the employed quench
protocol to induce the dynamics remain unchanged. The
triple well of the bosonic environment reads as VB(xB) =

mBω2
B(xB)2/2 + g−(xB) + g+(xB), where a superimposed har-

monic trap with frequency ωB/ω̃ = 0.15 and two Gaussians

g±(xB) = hB√
2πwB

exp(− (xB∓�)2

2(wB )2 ) shifted by � from the trap

center are used. Also, the Gaussians have a width of wB/x̃ =

0.8 and a height of hB/Ẽ x̃ = 1.8 while the displacement is
�/x̃ = 2.5. The system consists of NB = 20 bosons for the
bosonic medium and a single impurity NI = 1. Additionally,
we employ M = 6 species and dB = dI = 6 single-particle
functions for the calculations to be presented below.

Figure 11(a) shows the time evolution of the impurity’s
mean position corresponding to the six identified dynamical
response regimes which are labeled as I–VI in the respective
crossover diagram in terms of gBI illustrated in Fig. 11(b). As
in the double-well case [see Fig. 3(a)], we find that for strong
attractive impurity-medium interactions (regime I) a localiza-
tion of the impurity in the vicinity of the most left site of
the triple well occurs. This behavior is attributed to the initial
large overlap of the impurity with the bath on the left site.5

5Note that for larger attractions the overlap of the impurity with the
medium is initially larger at the central site of the triple well such that
the impurity is initially localized at the trap center, where it remains
in the course of the evolution.
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By decreasing gBI to intermediate attractive couplings, i.e.,
gBI/Ẽ x̃ = −0.5 corresponding to the regime II, we observe
that the impurity localizes at the central site of the triple well.
Entering the weak attractive and repulsive impurity-medium
coupling strengths we identify a dissipative oscillation of the
impurity similar to the case in which the bosonic bath is
trapped to a double well [Fig. 3(b)]. For stronger repulsive
gBI the aforementioned oscillatory character vanishes (regime
IV) and the one-body density of the impurity ρ

(1)
I (x, t ) (not

shown) exhibits two humps located at the two maxima of the
triple well. Here, �x̂I (t )� tends to zero, e.g., for gBI/Ẽ x̃ = 0.7.
Note that even though the regimes II and IV show a similar
behavior in terms of �x̂I (t )� we can distinguish them by eval-
uating the variance (s) which is in the attractive case smaller
than in the repulsive one (not shown here). A further increase
of the impurity-bath repulsion to gBI/Ẽ x̃ = 1.2 leads to a
localization of the impurity at the position between the left and

central sites of the well [cf. regime V in Fig. 11(b)]. For strong
repulsive impurity-medium interaction strengths we reach the
regime VI which corresponds to the total reflection of the
impurity as in the double-well case [45].

In summary, similarly to the double-well scenario we ob-
serve for a triple well continuous transitions between the
emergent dynamical response regimes of the impurity with
respect to gBI . Analogously to the double-well case, the setup
including a triple well also leads to a bound state and a total
reflection regime at strong attractive and repulsive impurity-
medium interactions as well as a dissipative oscillation regime
at weak gBI . Only at intermediate attractive and repulsive
gBI corresponding to the effective tunneling and the pinning
regime in the double-well case, the impurity features an al-
tered tunneling dynamics. Still, we find that the behavior of
the impurity can be steered and controlled via the impurity-
medium coupling strength.
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We unravel the polaronic properties of impurities immersed in a correlated trapped one-
dimensional (1D) Bose-Bose mixture. This setup allows for the impurities to couple either at-
tractively or repulsively to a specific host, thus offering a highly flexible platform for steering the
emergent polaronic properties. Specifically, the polaronic residue peak and strength of induced
interactions can be controlled by varying the coupling of the impurities to the individual bosonic
components. In particular, it is possible to maintain the quasiparticle character for larger inter-
action strengths as compared to the case of impurities immersed in a single bosonic species. We
explicate a hierarchy of the polaron binding energies in terms of the impurity-medium interactions,
thereby elucidating the identification of the polaronic resonances in recent experimental radiofre-
quency schemes. For strong attractive impurity-medium couplings bipolaron formation is captured.
Our findings pave the way for continuously changing the quasiparticle character, under the impact
of trap effects, while exposing the role of correlations in triple mixture settings.

Introduction.- Ultracold atoms provide pristine plat-
forms for probing quantum phenomena in multi-
component fermionic and bosonic [1, 2] settings offering
an exquisite tunability [1, 3, 4]. Highly particle imbal-
anced mixtures [5–8] have lately received major atten-
tion in terms of the quasiparticle context [9], leading to
fundamentally new insights concerning Fermi and Bose
polarons [5, 10, 11]. The quasiparticle notion extends far
beyond cold atom settings in semiconducting [12] and
superconducting devices [13], while interactions among
quasiparticles in liquid Helium mixtures [14, 15] and
cuprates [16, 17] are a promising candidate for conven-
tional and high-Tc superconductivity [18–24]. Owing to
the recent experimental realization of these impurity sys-
tems [6–8, 25, 26], an intense theoretical activity has been
triggered for the investigation of their stationary prop-
erties [27, 28] e.g. unveiling their effective mass [29–31],
excitation spectra [7, 11, 32, 33] and induced-interactions
[34–39]. These studies considered an impurity immersed
in a single component bath. Only very recently, exten-
sions to impurities interacting with a coherently coupled
two-component Bose-Einstein condensate (BEC) [40, 41]
and Bose-Bose mixtures [42] have been considered. Espe-
cially in the intermediate and strong interaction regime
the emergent polaronic states are largely unexplored. To
adequately describe the latter, approaches that include
higher-order correlations [43–45] and thus operate be-
yond lower order descriptions [42, 46–60], are necessary
as it has been demonstrated already in the case of binary
systems, i.e. impurities immersed in a single component
bath. It is hence an intriguing perspective to explore
whether also higher-order correlations play a crucial role
in triple mixture setups, where impurities are immersed
in a cumulative bath consisting of a Bose-Bose mixture.

The generalization to triple mixture settings allows
for the impurities to selectively couple to the individ-

ual hosts, thus offering an efficient platform for tuning
the emergent polaronic properties. This includes the
longevity of the polarons and the control of their induced
interactions. For this reason, in this Letter, we explore
the polaronic properties of impurities coupled to a 1D
[61, 62] harmonically trapped Bose-Bose mixture span-
ning a wide range of attractive and repulsive impurity-
medium coupling strengths, while including all particle
correlations. Commonly polarons are studied in spatially
uniform systems, while we account for trap effects which
are relevant to typical ultracold atom experiments. We
exemplify that for a single impurity, the distribution of
the polaronic residue in terms of the impurity-medium
couplings can be steered by adjusting the different inter-
actions to the respective bath of the mixture. In par-
ticular, when coupling to the one host repulsively and
attractively to the other one, the residue peak can be
broadened, such that the polaronic character is main-
tained for larger interaction strengths. For strong repul-
sive or attractive impurity-medium interactions we cap-
ture the catastrophe of the Bose polaron associated with
a vanishing residue. These results hold independently
of the particle number of the hosts and the impurity-
bath atomic mass ratio. The behavior of the dressed
impurity can be intuitively interpreted in terms of an ef-
fective potential, which provides a good approximation
for weak impurity-bath coupling strengths, where inter-
species entanglement is suppressed. The location of the
attractive and repulsive quasiparticle resonances is cap-
tured by monitoring the polaron binding energy. Upon
considering two bosonic impurities, we identify the pres-
ence of attractive induced interactions whose strength
can be steered by the coupling to the respective host of
the Bose-Bose mixture. Induced interactions strongly in-
fluence the impurities’ spatial distribution allowing, for
instance, bipolaron formation and lead to a reduction of

Chapter 3 Scientific contributions

136



2

the polaron residue.
Model.- We consider a Bose-Bose mixture consisting

of two species A and B with equal masses mA = mB = m
and NA = NB = 10 particles. We note that our results
persist for larger NA, NB , see [63]. NC = 1, 2 bosonic
impurities of mass mC are immersed in this 1D harmoni-
cally confined [64, 65] mixture of interacting atoms. The
trap frequencies are ωA = ωB = ωC = ω = 1.0. The
many-body (MB) Hamiltonian of the system reads

Ĥ =
�

σ∈{A,B,C}

Ĥσ + ĤAB + ĤAC + ĤBC . (1)

Here, Ĥσ =
�
dxΨ̂†

σ(x)(− h̄2

2mσ

d2

dx2 + 1
2mσω

2
σx

2)Ψ̂σ(x) +

gσσ
�
dxΨ̂†

σ(x)Ψ̂
†
σ(x)Ψ̂σ(x)Ψ̂σ(x) describes the Hamil-

tonian of species σ ∈ {A,B,C}, with contact in-
traspecies interaction of gAA = gBB > 0 and gCC = 0.
Ψ̂σ(x) is the σ-species bosonic field operator. Ĥ

σσ
� =

g
σσ

�

�
dxΨ̂†

σ(x)Ψ̂σ(x)Ψ̂
†

σ
� (x)Ψ̂σ

� (x) denotes the contact
interspecies interaction of strength g

σσ
� [66]. In this

sense, ĤA + ĤB + ĤAB build the Bose-Bose mixture
serving as a cumulative bath for the impurity species,
described by ĤC . The impurities couple repulsively or at-
tractively to both A and B hosts via a contact interaction
of strength gAC and gBC , as captured by ĤAC and ĤBC .
To directly expose the pure effect of impurity-impurity
induced interactions we set gCC = 0. We focus on the
case of equal masses m = mC , which can be experimen-
tally realized to a good approximation by considering a
mixture of isotopes, e.g. a 87Rb BEC where the Bose-
Bose mixture refers to two hyperfine states [67, 68] and
85Rb for the impurities. The effects of mass-imbalance
are discussed in Ref. [63]. Throughout this work, we
consider gAA = gBB = 0.2 and gAB = 0.1 in units of
�

h̄3ω/m, leading to a miscible mixture of species A and

B. Spatial scales are given in harmonic units of
�

h̄/mω

and energies in terms of h̄ω.
To address the ground state of our three-component

system we use the variational Multi-Layer Multi-
Configuration Time-Dependent Hartree method for
atomic mixtures (ML-MCTDHX) [1–3]. This non-
perturbative approach relies on expanding the MB wave-
function with respect to a variationally optimized time-
dependent basis. The ground states are determined by
using imaginary time propagation. The multilayer struc-
ture of the wave function is tailored to account for all
the emergent intra- and interspecies correlations which
are indeed crucial for describing the emergent polaronic
properties [63].

Results and discussion.- As a first step, we vary the
individual impurity-medium coupling strengths gAC and
gBC of a single impurity to the cumulative bath from
attractive to repulsive values and obtain the ground state
of the triple mixture. The underlying polaronic residue

FIG. 1. Polaron (a) residue Z, (b) energy �ĤC� and (c)
binding energy ∆E for different impurity-bath couplings gAC

and gBC . The violet circles represent the binary mixture with
N = 20 single species bath atoms and g = 0.2.

Z [5] is determined by

Z = |�Ψ0|Ψ�|2, (2)

where |Ψ0� is the MB wavefunction for a non-interacting
impurity with gAC = gBC = 0, while |Ψ� denotes the
interacting case. Additionally, we determine the residue
for a binary mixture, which we define here as an impu-
rity immersed into a bath of N = 20 single species bosons
interacting repulsively with a strength of g = 0.2. Fig-
ure 1 (a) illustrates the polaronic residue upon varying
the impurity-bath couplings gAC and gBC . In all cases we
find that Z exhibits a broad peak with respect to gAC and
decreases towards zero for strongly either attractive or re-
pulsive gAC , implying the decay of the polaron [60]. This
orthogonality catastrophe of the polaron is caused by the
phase-separation of the impurity with its hosts for strong
repulsions, thus rendering no dressing possible, see also
[63]. In contrast, for strong attractions gAC � 0 the im-
purity either lies within both hosts for gBC < 0 or solely
resides within host A while host B forms a shell structure
for gBC > 0 [63]. The width of the residue distribution
for gBC = 0 is larger than for the binary system due to
the smaller interspecies coupling strength gAB = 0.1, as
compared to the intraspecies coupling strength g = 0.2.
For repulsive gBC we observe a decrease and shift of the
polaronic residue peak with increasing gBC as compared
to the case of gBC = 0 and the binary mixture. These
phenomena are again attributed to the presence of the
impurity-hosts phase-separation taking place for a larger
range of values of gAC with increasing gBC [see Ref. [63]].
Furthermore, the width of the residue distribution de-
creases for increasingly repulsive values of gBC . However,
for attractive gBC a broadening of the residue distribu-
tion occurs towards repulsive values of the couplings gAC ,
while the corresponding value of the maximum. The fact
that Z < 1 for gAC = 0 is attributed to the finite coupling
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gBC , leading already to polaron formation by the host B,
while for gAC 
= 0 the polaron experiences an additional
dressing. Importantly, a powerful asset of the binary host
is that depending on the combination of attractive and
repulsive impurity-bath couplings it is possible to flexibly
control and maintain the polaron for larger values of the
coupling strength gAC to the medium. This effect can
also be retrieved for heavier impurities, e.g. with mass
ratios m/mC = 87/133 and m/mC = 87/174, where the
baths consist of 87Rb atoms and the impurities are either
133Cs or 174Yb atoms, respectively (see Ref. [63]).

The competition of the impurity-medium coupling
strengths also naturally impacts the polaronic energy
�ĤC� = �Ψ|ĤC |Ψ� − �Ψ0|ĤC |Ψ0� [Fig. 1(b)]. While
for increasingly attractive gAC an increase of the energy
occurs for arbitrary values of gBC , for repulsive gAC the
energy tends to saturate towards different values depend-
ing on gBC , see also the discussion below. For gBC > 0
and gAC > 0 we generally encounter larger polaron ener-
gies suggesting an increasing effective mass [60] as com-
pared to the case gBC < 0. Consequently, it is possible
to distinguish between repulsive and attractive impurity-
bath coupling strengths gBC based on the corresponding
polaron energy. Next, we estimate the polaron binding
energy

∆E = E(NC , gAC , gBC)−E(NC = 0, gAC = 0, gBC = 0)
(3)

being defined as the energy difference due to the injec-
tion of the impurity, where E(NC , gAC , gBC) is the to-
tal energy of the system with NC impurities interacting
with an effective strength gAC and gBC with the respec-
tive species [Fig. 1 (c)]. As expected, ∆E decreases for
increasingly attractive gAC and saturates for repulsive
values, similarly to the behavior of �ĤC�. The former
can be associated with a strong binding of the impu-
rity to its hosts, thereby reducing ∆E, while the latter
is a consequence of the resultant phase-separation pro-
cess where the impurity forms a shell structure around
the baths [34, 63]. Evidently, we find a clear hierarchy
of ∆E depending on gBC , namely decreasing gBC ap-
parently leads to a reduction of ∆E for any fixed gAC .
Therefore, experimentally, e.g. utilizing a radiofrequency
scheme [72–74], the corresponding polaronic resonances
are well distinguishable from each other. We have veri-
fied that a similar behavior of ∆E takes place for a larger
cumulative bath with NA = NB = 50 particles [63].

To offer an intuitive understanding into the impurity’s
state for varying gAC and gBC we construct an effective
potential [75] by considering the Bose-Bose mixture as a
static potential superimposed to the harmonic confine-
ment of the impurity. It reads

Veff =
1

2
mCω

2x2 + gACρ
(1)
A (x) + gBCρ

(1)
B (x), (4)

where ρ
(1)
σ (x) is the one-body density of σ = A,B bath

species calculated within the correlated MB approach

FIG. 2. (a) Effective potential Veff and corresponding eigen-
vector distributions |φi(x)|

2 for gAC = 0.5 and different
gBC . (b)-(e) Probability of finding the impurity in the single-
particle eigenstate |φi�, i = 1, 2, 3, 4, of Veff .

and thereby includes all necessary correlations, i.e. it
cannot be recovered within a mean-field treatment. Ac-
cordingly, the impurity may occupy the eigenstates |φi�
of Veff . It is important to note that the simplification
in terms of Veff neglects several phenomena that are im-
portant for the description of the impurity’s state, such
as the renormalization of the impurity’s mass as well as
the possible emergence of induced interactions. Figure 2
(a) shows the deformations of the effective potential and
its underlying eigenstates |φi� under variations of gBC

for gAC = 0.5. For gBC � 0, specifically gBC = −1,
the harmonic oscillator potential exhibits an additional
dip which becomes more prominent with decreasing gBC ,
whereas for gBC > 0 a double well structure forms. This
has an impact on the related eigenstates such that quasi-
degeneracies develop. The probability of finding the im-
purity in the ith eigenstate of Veff irrespectively of the
states that are populated by the Bose-Bose mixture is
given by

Pi =
�

kl

|��nA
k |��nB

l |�φi|Ψ�|2, (5)

where {|�nσ�} is an arbitrary complete Fock basis of the
σ = A,B baths. For all gBC , except for gBC = 2.0,
the ground state of the impurity is well described, i.e.
P1 > 0.9, by the corresponding ground state within the
effective potential for weak attractive and weak repul-
sive gAC [Fig. 2 (b)]. Further decreasing gAC towards
attractive couplings the occupation of |φ1� is reduced,
whereas |φ2� starts to contribute [Fig. 2 (c)]. This behav-
ior can still be recovered for gAC > 0, while for attractive
impurity-bath couplings gBC < 0 and gAC > 0 we find
a drastic decrease of P1 accompanied by the substantial
occupation of the excited states |φ2�, |φ3� and |φ4� [Fig.
2 (c)-(e)]. Accordingly, the effective potential picture is
no longer valid and does not provide a proper description
of the impurity coupled to a cumulative bath. This is in
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FIG. 3. (a) Polaron residue Z and (b) impurity distance r12
for NC = 2 upon varying the impurity-bath couplings gAC

and gBC , while gCC = 0. The violet circles represent the
binary mixture with N = 20 bath atoms. Two-body density

ρ
(2)
CC(x1, x2) of the two impurities for combinations (gAC , gBC)

of (c) (−2.1,−1), (d) (8, 2) and (e) (8,−1).

line with the behavior of the polaronic residue Z which
drops to zero in this interaction range [Fig. 1 (a)]. Inter-
estingly, for gBC > 0 the prominent decrease of Z does
not necessarily lead to an equally strong reduction of P1.
Thus, in these cases the ground state of the impurity can
be well approximated by |φ1�.

Let us now discuss the behavior of NC = 2 bosonic
impurities immersed in a Bose-Bose mixture. Monitoring
the polaronic residue [Eq. (2)] in order to extract the im-
pact of the coupling on the impurity, we generally observe
a similar behavior [Fig. 3 (a)] as compared to the single
impurity case. For gBC < 0 the peaks of Z are broad-
ened while being reduced in height, whereas for gBC > 0
a smaller width of the residue distribution is encountered
compared to NC = 1. The effect of the additional impu-
rity can be evinced in the strong suppression of the peak
height of Z for all finite impurity-bath couplings gBC (e.g.
a reduction by ∼ 50% for gBC = −1), signalling stronger
coherence losses when compared to the NC = 1 scenario
[73]. Consequently, this leads to a decreasing polaronic
residue Z. In the case of NC = 2 the question regarding
their effective interactions mediated by the hosts and be-
ing naturally related to their relative distance arises. For
this reason we analyze the experimentally tractable [76]
impurity distance [35, 77, 80]

r12 =

� �

dx1dx2|x1 − x2|ρ
(2)
CC(x1, x2), (6)

with ρ
(2)
CC(x1, x2) being the two-body density of two im-

purities which is defined as

ρ
(2)
CC(x1, x2) = �Ψ|Ψ̂†

C(x1)Ψ̂
†
C(x2)Ψ̂C(x1)Ψ̂C(x2)|Ψ�.

(7)
This quantity can be interpreted as the probability of
finding simultaneously one impurity at position x1 and
the other one at x2. Around gAC = 0 we find a peak
of the impurities’ distance, which is most pronounced for
gBC = 0, gBC = 0.5 and the binary system [Fig. 3 (b)].
In all cases the manifestation of attractive induced inter-
actions mediated by the hosts is evident by the decreasing
behavior of r12 for finite gAC . Accordingly, the strength
of the induced interactions in the region of the existence
of the polaron becomes stronger when considering two
hosts. More precisely r12 features a decreasing trend to-
wards zero for gAC < 0, while for gAC > 0 it saturates
to a finite value. These finite values of r12 barely differ
from each other for gBC ≥ 0 and in the case of the binary
system. In sharp contrast, for gBC < 0 a saturation to-
wards smaller distances is observed, indicating that the
impurities lie closer with respect to one another.

In order to clarify whether indeed induced interac-
tions are established, we further investigate the impu-
rities’ spatial configuration invoking their two-body den-
sity [Eq. 7]. Note that the actual profile of the induced
interaction has only been recovered for small interspecies
entanglement, corresponding to weak impurity-medium
couplings, in binary systems [38]. For triple mixture set-
tings the structure and strength of the induced interac-
tions are completely unexplored. Let us first discuss the
interaction regime in which r12 is independent of gAC < 0

[Fig. 3 (b)]. As a characteristic example we present ρ
(2)
CC

for gAC = −2.1 and gBC = −1 [Fig. 3 (c)]. Here, the
two impurities lie together at the trap center and the
probability to be located at different positions is reduced,
yielding an elongated pattern along x1 = x2. Hence, the
impurities experience an induced interaction due to the
cumulative bath. Importantly, this shrinking along the

anti-diagonal of ρ
(2)
CC is indicative of a bound state hav-

ing formed between the impurities known as a bipolaron
state [78–80]. Turning now to the case of gAC > 0 for
gBC = 2 [Fig. 3 (d)] it is possible to infer that the impuri-
ties form a shell structure, indicating a phase-separation
with their hosts. Moreover, they tend to occupy the
same position, residing in a particular side of the appear-
ing shell [39]. A slight elongation as for gBC = −1 and
gAC = −2.1 [Fig. 3 (c)] is also visible. Apart from form-
ing a smaller shell structure for gBC = −1 and gAC = 8
[Fig. 3 (e)] the off-diagonal contribution is suppressed
as compared to gBC = 2 and gAC = 8 [Fig. 3 (d)],
indicating the enhancement of the impurities induced in-
teractions. This explains the saturation of r12 towards
a smaller value as compared to gBC = 2 [Fig. 3 (b)].
In this sense, it is possible to steer the strength of the
induced interactions by varying gBC as well as the width
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of the shell structure formed by the impurities.

Conclusions.- We have revealed that triple mixtures
provide an ideal testbed for emergent polaronic proper-
ties with more flexibility as compared to binary systems
since they allow for coupling the impurities selectively
to the individual hosts. For a single impurity interact-
ing with a correlated Bose-Bose mixture we unravel that
the width of the quasiparticle residue distribution and
peak can be controlled, such that the polaron state can
be maintained for larger impurity-medium couplings as
compared to the binary system. In the case of two im-
purities we exemplify the appearance of induced interac-
tions, which can be changed by tuning the coupling to the
respective bosonic host and strongly influences the impu-
rities’ spatial distribution. Our results pave the way for
controlling the quasiparticle character and induced in-
teractions as well as to expose the role of correlations
in triple mixture settings. The latter lays the founda-
tions for studying related quantum phase transitions and
pattern formation. Another intriguing step would be to
consider the sudden injection of the impurity species [75]
into the Bose-Bose mixture for the simulation of spectro-
scopic techniques [72–74] in order to unravel the polaron
dynamics. The generalization of our findings to higher-
dimensional settings, where topological effects play an
important role, is certainly a valuable perspective.

The authors thank C. Weitenberg for a detailed feed-
back on the manuscript. P. S. gratefully acknowledges
funding by the Deutsche Forschungsgemeinschaft in the
framework of the SFB 925 ”Light induced dynamics and
control of correlated quantum systems”. K. K. gratefully
acknowledges a scholarship of the Studienstiftung des
deutschen Volkes. S. I. M gratefully acknowledges finan-
cial support in the framework of the Lenz-Ising Award of
the University of Hamburg.

[1] S. Inouye, J. Goldwin, M.L. Olsen, C. Ticknor, J.L.
Bohn, and D.S. Jin, Phys. Rev. Lett. 93, 183201 (2004).

[2] T. Fukuhara, S. Sugawa, Y. Takasu, and Y. Takahashi,
Phys. Rev. A 79, 021601 (2009).

[3] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev.
Mod. Phys. 82, 1225 (2010).

[4] A. N. Wenz, G. Zürn, S. Murmann, I. Brouzos, T. Lompe,
and S. Jochim, Science 342, 457 (2013).

[5] P. Massignan, M. Zaccanti, and G. M. Bruun, Rep. Prog.
Phys. 77, 034401 (2014).

[6] C. Kohstall, M. Zaccanti, M. Jag, A. Trenkwalder, P.
Massignan, G.M. Bruun, F. Schreck, and R. Grimm, Na-

ture 485, 615 (2012).
[7] M. Koschorreck, D. Pertot, E. Vogt, B. Fröhlich, M. Feld,
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Supplemental Material: Polarons and their induced interactions in highly imbalanced
triple mixtures

VARIATIONAL MANY-BODY APPROACH:

ML-MCTDHX

Our approach to determine the ground state properties
of the triple mixture relies on the ab-initio Multi-Layer
Multi-Configuration Time-Dependent Hartree method
for bosonic (fermionic) mixtures (ML-MCTDHX) [S1–
S3], which accounts for all the relevant interparticle cor-
relations [S4–S9]. As a first step, the total many-body
(MB) wave function |Ψ(t)� is expanded in Mσ species
functions |Ψσ(t)� of species σ

|Ψ(t)� =
MA,MB ,MC�

ijk=1

Aijk|Ψ
A
i (t)� ⊗ |ΨB

j (t)� ⊗ |ΨC
k (t)�,

(S1)
where the coefficients Aijk account for interspecies corre-
lations [S10]. Furthermore, in order to capture the cor-
relations within each component the species wave func-
tions |Ψσ(t)� describing an ensemble of Nσ bosons are
expanded in a set of permanents

|Ψσ

i (t)� =
�

�nσ|Nσ

Cσ�n(t).|�n
σ; t�, (S2)

Here, the vector �nσ = (nσ
1 , n

σ
2 , ...) denotes the occupa-

tions of the time-dependent single-particle functions of
the σ species. The notation �nσ|Nσ indicates that for each
|�nσ; t� we require the condition

�

i n
σ
i = Nσ. The time

propagation of the MB wave function is achieved by em-
ploying the Dirac-Frenkel variational principle �δΨ|(i∂t−
H)|Ψ� [S11–S13] with the variation δΨ. ML-MCTDHX
provides access to the complete MB wave function of the
triple mixture which consequently allows us to derive all
relevant characteristics of the underlying system. As such
we are able, among others, to characterize the system by
projecting onto number states with respect to an appro-
priate single-particle basis [S14, S15]. Besides investi-
gating the quantum dynamics it allows us to determine
the ground (or excited) states by using either imaginary
time propagation or improved relaxation [S16], thereby
being able to uncover also possible degeneracies of the
involved MB states. We remark that in commonly used
approaches for solving the time-dependent Schrödinger
equation, one typically constructs the wave function as a
superposition of time-independent Fock states with time-
dependent coefficients. Instead, it is important to note
that the ML-MCTDHX approach considers a co-moving
time-dependent basis on different layers, meaning that in
addition to time-dependent coefficients the single parti-
cle functions spanning the number states are also time-
dependent. This leads to a significantly smaller num-
ber of basis states and configurations that are needed to

obtain an accurate description of the system under con-
sideration and thus renders the treatment of mesoscopic
systems feasible [S17].
The degree of truncation of the underlying Hilbert

space is given by the orbital configuration C =
(MA,MB ,MC , dA, dB , dC). Here, Mσ refers to the num-
ber of species functions in Eq. S1, while dσ with
σ ∈ {A,B,C} denote the number of single-particle
functions spanning the time-dependent number states
|�nσ; t� (cf. equation S2). The orbital configuration
C = (6, 6, 6, 4, 4, 6) has been employed for all MB calcu-
lations presented in the main text, yielding a converged
behavior of our observables.

CORRELATIONS OF THE TRIPLE MIXTURE

AND EMERGENT PHASE-SEPARATION IN

THE SPATIAL DISTRIBUTIONS

Further insight into the underlying processes related
to the polaron properties can be gained by analyzing the
spatial distribution of the three species in terms of the
one-body density of the ground state |Ψ� of the species
σ = A,B,C, which is defined as

ρ(1)σ (x) = �Ψ|Ψ̂†
σ(x)Ψ̂σ(x)|Ψ�. (S3)

The spectral decomposition of the one-body density of
species σ reads

ρ(1)σ (x) =
�

j

nσjΦ
∗

σj(x)Φσj(x), (S4)

where nσj(t) in decreasing order, obeying
�

j nσj = 1,
are the so-called natural populations and Φσj(x, t) the
corresponding natural orbitals. In this sense, the σ-
species natural orbitals are the eigenstates, while the nat-
ural populations are the corresponding eigenvalues [S16],
which are determined by diagonalizing the σ-species one-
body reduced density matrix. The natural populations
serve as a measure for the correlations in a subsystem.
Accordingly, in order to quantify the degree of correla-
tions or fragmentation we resort to the σ-species entropy
[S7, S8, S18] defined as

Sσ(t) = −
�

j

nσj(t) ln(nσj(t)). (S5)

Here, the case of Sσ = 0 indicates that the subsystem σ is
not depleted, implying that all particles occupy the same
single particle state, i.e. nσ1 = 1. Fig. S1 (a)-(c) shows
the fragmentation Sσ for the respective species in the case
of NC = 1 and NA = NB = 10. For gBC > 0 we observe
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FIG. S1. (a) - (c) Entropy Sσ for varying gAC and gBC

quantifying the degree of intraspecies correlations. (d)-(f)

One body density ρ
(1)
σ (x) for gBC = −1 (middle row) and

gBC = 2 (lower row) for different impurity-bath couplings
gAC , showcasing that e.g. for gAC = −3, gBC = −1 the
impurity lies in their hosts, while for gAC = 3, gBC = −1 a
phase-separation occurs. Here gAA = gBB = 0.2, gAB = 0.1,
mA = mB = mC , NA = NB = 10 and NC = 1 .

a minor increase (decrease) of SA (SB) towards repulsive
and attractive values of gAC , whereas the impact on SC

is more pronounced. Attractive impurity-host couplings
gBC lead to a drastic increase of all Sσ for repulsive gAC .
This behavior of the fragmentation can also be observed
in the context of the occupation of the states |Φi� in the
effective potential Veff [see Fig. 2]. Due to the emergent
strong correlations a correlated approach, such as ML-
MCTDHX, is needed in order to properly describe the
system.

Moreover, the existence of correlations is imprinted in
the spatial distribution of the mixture and the impurity.
Recall that for a single impurity interspecies correlations
(entanglement) between the impurity and the cumula-
tive bath (Bose-Bose mixture) are accounted for by SC .
For strongly repulsive gAC the impurity forms a shell
structure [Fig. S1 (f),(i)] and a phase-separation can be
observed. The separation of the shell is smaller for at-
tractive gBC as compared to repulsive ones due to the
attraction to the B species. This attraction also leads to
the formation of a less pronounced shell structure in the
B species and thereby enhances the overlap with the im-
purity. We can interpret this as a weak phase-separation
between the A species and the B species as well as the
impurity species with both hosts [Fig. S1 (d)-(f)]. As a
result the fragmentation is significantly increased. How-
ever, for gBC > 0 and large repulsive gAC the phase-
separation takes place between the impurity and the cu-
mulative bath, while the two hosts remain miscible [Fig.
S1 (g)-(i)], a process that leads to a smaller fragmen-

FIG. S2. Polaron (a) residue Z, (d) binding energy ∆E
for different impurity-bath couplings gAC and gBC employ-
ing a mean-field ansatz. Absolute difference for (b), (c) the
residue |Z − ZMF | and (e) the deviation of the binding en-
ergy |∆E−∆EMF | between employing the MF ansatz and the
MB treatment for varying gAC and gBC . The same system
parameters as in Fig. S1 are used.

tation in all cases. The peak in the relevant entropic
measures for gBC = 2 and weakly attractive gAC is due
to the formation of a shell structure in the A species and
the impurity species, similar to the case of gBC < 0 and
strongly repulsive gAC .

POLARON PROPERTIES IN THE MEAN-FIELD

FRAMEWORK

As it becomes evident from Eqs. S1, S2, ML-
MCTDHX is able to operate within different approxi-
mation orders. For instance, it reduces to the set of
coupled mean-field (MF) Gross-Pitaevskii equations of
motion when C = (1, 1, 1, 1, 1, 1). Moreover, in case
that A111 = 1 the species A, B and C are not en-
tangled [S10] but intraspecies correlations can be taken
into account. As a result the system is described within
a species mean-field approximation (SMF) correspond-
ing to a single product state ansatz, characterized by
MA = MB = MC = 1 [S19]. In the following we aim
to reveal the necessity of a fully correlated approach, i.e.
accounting for all the emergent intra- and interspecies
correlations, for determining the ground state of the po-
laron. In this sense, as we shall demonstrate a standard
MF ansatz is not sufficient for describing the polaronic
properties e.g. discussed in Fig 1. To validate this as-
sumption, we subsequently determine the ground state
employing a MF ansatz, C = (1, 1, 1, 1, 1, 1), and cal-
culate the polaron residue as well as its binding energy
[Fig. S2]. Qualitatively we find a similar behavior of
the residue distribution ZMF [Fig. S2 (a)], using a MF
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FIG. S3. Polaron (a) residue Z for mA/mC = 87/174 and
NA = NB = 10, (b) binding energy ∆E for mA/mC = 1 and
NA = NB = 50 upon varying the impurity-bath couplings
gAC and gBC . The other system parameters are the same as
in Fig. S1.

ansatz, for the different impurity-medium couplings gAC

and gBC as compared to the residue where the underly-
ing MB wavefunction, taking correlations into account,
has been considered [see Fig. 1 (a)]. Hence, the broad-
ening of the residue distribution for gBC < 0 which ef-
fectively leads to a stabilization of the polaronic char-
acter for larger interactions can also be predicted us-
ing a MF ansatz. However, upon investigating the ab-
solute difference |Z − ZMF | we quantitatively identify
strong deviations between the two distributions for var-
ious gAC and gBC [Fig. S2 (b),(c)]. Consequently, the
MF ansatz over- or underestimates the residue distribu-
tion at specific interaction intervals. For strong repul-
sive or attractive impurity-host couplings gAC a compar-
ison is not adequate since in both cases, i.e. MF and
MB, there is a phase-separation of the impurity with
their hosts. Turning now to the polaron binding en-
ergy, employing a MF ansatz [Fig. S2 (d)] we find a
clear hierarchy of the polaronic resonances as already dis-
cussed in Fig. 1 (c). Considering the absolute difference
|∆E−∆EMF | with respect to the MB treatment we cap-
ture also here a quantitative deviation between the two
approaches [Fig. S2 (e)]. In particular, for gAC < 0
the deviation |∆E − ∆EMF | increases with decreasing
gAC , while for repulsive gAC it saturates towards a finite
value with increasing gAC . Only for weak impurity-bath
couplings the MF approach is able to reproduce bind-
ing energies which are close to the ones using a full MB
treatment. In case of a SMF approximation we find de-
viations |Z −ZSMF | and |∆E−∆ESMF | which are very
similar to the ones observed for a MF ansatz (not shown
here for brevity). This evinces that indeed interspecies
correlations play a crucial role in the polaron formation.

HEAVY IMPURITIES AND LARGER HOSTS

Our findings regarding e.g. the polaron residue are not
limited to the case of a mass-balanced triple mixture, i.e.
mA = mB = mC [Fig. 1 (a)], but can also be general-
ized for heavier impurities, namely 133Cs or 174Yb such

FIG. S4. Polaron residue Z for (a) NC = 1, (b) NC =
2 and (c) impurity distance r12 for NC = 2 upon varying
the impurity-bath couplings gAC and gBC . All species solely
experience a box potential. The other system parameters are
the same as in Fig. S1.

that m/mC = 87/133 and m/mC = 87/174, respectively.
As an example we will discuss the case of 174Yb and de-
termine the residue according to Eq. 2. Fig. S3 (a)
presents Z upon variation of the impurity-medium cou-
pling strengths gAC and gBC . Qualitatively, the residue
distribution is similar to the case of equal masses, while
exhibiting slightly larger (smaller) widths for gBC < 0
(gBC > 0). We solely find minor quantitative deviations
between a 174Yb and a 87Rb impurity. Importantly, this
implies that also for heavier impurities the quasiparti-
cle character can be maintained for larger couplings gAC

when gBC < 0, while for gBC > 0 the width of the residue
distribution with respect to gAC is smaller as compared
to gBC = 0.
State-of-the-art ultracold atom experiments are often

of mesoscopic character and consist of � 100 particles.
For this reason, we compute the polaron binding en-
ergy for a larger cumulative bath with NA = NB = 50
bosons [Fig. S3 (b)]. Similar to the case of NA = NB =
10 [Fig. 1 (c)], ∆E decreases towards attractive gAC

and saturates for repulsive ones. The latter can again
be attributed to the phase-separation of the impurity
with respect to its hosts, where the impurity forms a
shell-structure. The clear hierarchy of ∆E in terms of
gAC , gBC can be retrieved for larger hosts, such that the
polaronic resonances are well distinguishable from each
other e.g. using radiofrequency schemes. Note that the
polaron binding energies are strongly reduced, suggesting
an increased effective mass, for a large range of impurity-
medium couplings gAC as compared to NA = NB = 10.

POLARONS IN HOMOGENEOUS SETTINGS

In our work we demonstrate the Bose polaron proper-
ties in a cumulative bath by explicitly accounting for trap
effects in terms of a harmonic confinement. These are
almost inevitable in contemporary experiments of cold
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atomic settings. To underline the importance of includ-
ing an external trapping potential we examine its impact
on the polaronic properties when considering solely a
box potential. Specifically, we omit the terms 1

2mσω
2
σx

2,
σ ∈ {A,B,C}, in the Hamiltonian [Eq. 1], while keep-
ing the hard wall boundary conditions. The other system
parameters remain the same to those utilized in the main
text.

As a first step, we determine the polaron residue
for a single impurity immersed in a Bose-Bose mixture
upon varying the involved impurity-medium coupling
strengths [Fig. S4 (a)]. It can be readily seen that the
distribution of Z with respect to gAC is significantly re-
duced as compared to the trap scenario depicted in Fig.
1 (a). Indeed, for all gBC the peak height as well as the
width of the residue distribution are strongly reduced.
E.g. while in the trapped case [Fig. 1 (a)] for gBC = 1
the peak of the Z-distribution is rather pronounced, ne-
glecting the harmonic confinement leads to a drastic de-
crease such that the peak is barely visible. Moreover, the
increased width of the residue distribution for gBC < 0
as compared to gBC = 0 cannot be recovered. Hence, the
polaron state cannot be maintained for larger impurity-
medium couplings when considering solely a box poten-
tial. The effect on Z is even more dramatic for NC = 2
impurities [Fig. 3 (b)]. Here, only for gBC = 0 and
gBC = −0.5 a polaron state exists when considering weak
impurity-bath couplings gAC [Fig. S4 (b)]. Interestingly,
the impurity distance r12 is less affected by the presence
of the external potential [Fig. S4 (c)]. Here, we qualita-
tively find a similar behavior to the case of a harmonic
confinement [Fig. 3 (c)]. Namely, r12 features a decreas-
ing trend towards zero for gAC < 0, while for gAC > 0 it
saturates to a finite value for all gBC . For gAC < 0 again

a shrinking along the anti-diagonal of ρ
(2)
CC appears, be-

ing indicative of bipolaron formation, while for gAC > 0

the impurities form a shell structure, indicating a phase-
separation with their hosts (not shown here for brevity).
Nevertheless, we observe a quantitative change of the val-
ues of r12 when neglecting the harmonic confinement, re-
sulting e.g. in an increase of the impurity distance for
large gAC in the case of gBC = −0.5.
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4
Conclusions and Outlook

In this cumulative dissertation we have investigated the stationary and dynamical properties
of one-dimensional ultracold atomic mixtures at zero temperature. We have focused on highly
imbalanced bosonic mixtures and exploited the possibility of choosing different trapping geome-
tries in order to induce a specific response in the system. In particular, we aimed at studying the
role of intra- and interspecies correlations for engineering ground states and the non-equilibrium
dynamics after performing a corresponding quench. In this sense, we characterized the micro-
scopic origin of the underlying processes and linked this to the respective correlations present
in the system. In the following final chapter, we provide the highlights of the projects on which
the current thesis is based on and motivate further research directions.

Lattice trapped impurities immersed in a Bose gas

As a starting point we explored the ground state properties of lattice trapped impurities inter-
acting repulsively with a Bose gas. Under variation of the lattice depth and the interspecies
interaction strength we found a transition from an uncorrelated to a strongly correlated regime
in [[1]]. By projecting the variationally optimized many-body wave function onto number states
spanned by either Bloch or Wannier states we were able to relate the formation of correlations
to specific structural changes of the wave function. As such, for small lattice depths and inter-
species interaction strengths all impurities essentially occupied the energetically lowest Bloch
band, while in the correlated regime all particles clustered in a single lattice site. In the latter
case, the ground state is given by a superposition of all possibilities to accumulate the im-
purities in a single site due to the translational symmetry. For weak coupling strengths we
provided an energetic argument for the transition to the correlated state. Hence, we attributed
the clustering of the impurities to excitations referring to an occupation of the excited states
in the lowest band induced by the interspecies energy per particle. Finally, we introduced an
effective Hamiltonian to further understand the clustering of the impurities, thereby identifying
an induced hopping and an induced attractive on-site interaction which are responsible for the
impurity localization [321].

A natural extension of this study involves impurities trapped in a two-dimensional finite
lattice and immersed in a Bose gas. Such a change of dimensionality is likely to alter the
transition region as well as the resulting induced interaction thereby favoring localization pro-
cesses of next-neighbor kind [182]. Moreover, it would be interesting to generate excitations
of the impurities into higher bands in order to study the impact on the induced interaction
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and resultingly on the clustering process. This could be achieved for example by increasing the
number of impurities as well as the intraspecies interaction strength. For a specific filling and
interaction among the impurities it might thus be favorable to additionally cluster in excited
Wannier states. Beyond that, it is of particular interest to study the dynamical response of
such correlated states, e.g. by quenching across the crossover diagram. Moreover, dynamically
driven setups offer a lot of potential with respect to the transport of the impurities, for example
in terms of persistent currents [329].

A first step towards the control of the clustering process has been made in [[2]]. Here, we added
an additional impurity and exploited the intraspecies interaction strength among the impurities
as a control parameter. Due to the presence of the impurities’ coupling a far richer crossover
diagram for the ground state could be recovered as a function of the interspecies interaction
strength and the lattice depth. In particular, two additional configurations as compared to the
case of non-interacting impurities were found, namely a localization of all impurities in separate
wells with the extra particle being delocalized over the lattice geometry as well as a pairwise
localization of the impurities in adjacent sites. The latter can be attributed to the interplay
between the repulsive intraspecies impurity coupling of contact type and the attractive induced
interaction of long-range character [165, 166] emerging due to the coupling to the medium.
Fixing the lattice depth as well as the interspecies coupling, it is possible to traverse different
ground state impurity configurations by varying solely the intraspecies coupling among the
impurities. The intraspecies coupling strength serves as an additional knob to control the range
of existence for the pairwise accumulation scenario of the impurities. By varying the boundary
conditions of the system we identified yet another steering mechanism for the ground state
configurations. Changing these from periodic to hard-wall boundary conditions [322], the initial
threefold degeneracy turned into a twofold one or was even completely lifted depending on the
impurity configuration. In order to invert the degeneracies with respect to the configurations,
a Gaussian barrier has to be implemented in the center of the trap.

Further research directions of this kind involve the investigation of cluster formation for larger
lattices and even different lattice geometries which allow for more exotic impurity configura-
tions. As ML-MCTDHX also allows for a treatment of triple mixture setups it would be of
immediate interest to consider a binary impurity species in the lattice immersed in a Bose gas,
allowing for the formation of multi-atom clusters of different species and even induced interac-
tions of different nature [182]. In case these multi-atom clusters are not of binary type, they
could serve as an effective potential for a further investigation of Anderson localization utilizing
ultracold atoms as suggested in [330–332]. Lastly, it is an interesting perspective to use the
engineered ground states as a starting point for dynamical particle transfer scenarios, employing
for example quench protocols relying on optimal control theory [333]. As a showcase this could
involve the preparation of the impurities in a state where they accumulate in a single well and
dynamically transferring it to a pairwise localized state, and thereby transporting two particles.

In [[3]] we set ourselves on this route by exploring the dynamical response upon a quench of
the interspecies interaction strength. For the dynamics we prepare the system such that the
ground state exhibits a pairwise accumulation of impurities in a five well lattice. By lowering the
interspecies interaction strength we aimed at inducing a tunneling of the impurity species. For
small quench amplitudes the impurities remain localized in their initial configuration. The same
happens for a quench to zero interaction such that the Bose gas is transparent to the impurities,
thus, being reminiscent of repulsively bound pairs [61]. Indeed, it turns out to be crucial to
allow for a finite coupling between the impurities and the Bose gas in order for the impurities
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to tunnel to adjacent sites. For sufficiently strong quenches a single impurity tunnels to the
neighboring site which we uncovered by performing an analysis of the participating number
states during the dynamics. Further increasing the quench amplitude it is possible to extend
the tunneling of the single impurity to the next-neighboring unpopulated well. The tunneling
of the impurity species is accompanied by strong entanglement between the species as well as
intraspecies correlations. Finally, we identified the appearing frequencies in the oscillations of
the respective one-body densities and related them to excitation processes by constructing an
effective Hamiltonian picture.

A natural next step would be to consider a time-dependent quench protocol, e.g. a linear
decrease of the interspecies interaction strength or a driving, to further control the transport
of the single impurity or even initiate a tunneling of larger impurity clusters. This systematic
ejection of impurities may play an important role in the context of atomtronics. As such, we
would explicitly exploit the coupling to an environment for the transport process, in the spirit
of quantum-reservoir engineering [197–199]. Another interesting approach involves the imple-
mentation of a spin degree in the impurity species, such that the impurities would not only
be characterized by their localization, but also by the distribution of their spins. During the
dynamics the question arises whether it is possible to separately control the distribution of the
impurities as well as the spin configuration.

In the previous works we have considered the Bose gas not to be trapped in the lattice
potential. In [[4]] both the impurity and the majority species are subject to the lattice geometry.
For an increasing strength of the interspecies coupling the entanglement between the species
first gradually increases until it suddenly reduces close to zero. For a single impurity this
corresponds to an initial delocalization followed by a sudden localization on either outermost
lattice site. Simultaneously, the majority species atoms distribute in the remaining unoccupied
wells, thereby leading to an interspecies phase separation [261, 277, 323]. Further inspecting the
distribution of the majority species, it is found that the atoms form a Mott insulator-like state.
This particle-hole pair [324] undergoes transport when subjected to a sudden reduction of the
interspecies coupling strength. Its stability, i.e. the probability of measuring the particle-hole
pair, strongly depends on the post-quench interspecies interaction strength. It has been shown
that the stability during the transport is maximized for sufficiently small quench amplitudes,
while for two impurities the stability is strongly reduced.

This work serves as an ideal starting point for more complex scenarios by increasing the
number of lattice atoms and sites. A further interesting perspective involves the investigation
of the impact of dipolar interactions within and between the species on the ground state phase
diagram. Due to the long-range character of such an interaction more phases are expected to
appear. Also the notion of an internal degree of freedom, e.g. a spin, is appealing for future
studies, allowing for an effective spin transport or the redistribution of the spins in addition to
the particle-hole pair dynamics. Another important question arising in this context is whether
it is possible to create next-neighbor pairs or even clusters of particle-hole pairs. This might
be achieved due to the appearance of an induced interaction by coupling the impurities to the
majority species. Based on the potential formation of such clusters one would investigate the
transport properties and the stability of the particle-hole pair clusters.
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Collisional dynamics of impurities with a lattice trapped bath

In [[5,6]] we have focused on the collisional dynamics of an impurity species with a lattice
trapped medium, examining different quench protocols, respectively. In [[5]] the collision was
induced by preparing impurities in a tilted double well potential which are interacting repul-
sively with a majority species in a lattice potential. Quenching the tilt to zero the transport of
the impurities to the opposite site of the double well is initiated. We have found qualitatively
different dynamical response regimes depending on the interspecies coupling strength. In par-
ticular, for moderate coupling strengths a material barrier tunneling [325, 326] of the impurity
was identified, where the impurity has to overcome the density maxima of the majority species
in addition to the double well barrier. For increasing coupling strengths it was shown that the
material barrier tunneling to the opposite site of the double well could be delayed in time, while
very large couplings even completely prohibit the transport to the other well [292, 327]. We
characterized the underlying microscopic processes employing a time-averaged effective poten-
tial, whose associated Wannier states adequately described the material barrier tunneling. We
further revealed the necessity of interspecies entanglement for the appearance of the dynamical
response regimes and recovered the material barrier tunneling also for the case of two impurities,
where the associated transport exhibits single particle as well as pair tunneling processes.

A fruitful direction for further investigations is given by the consideration of quench protocols
which additionally include a variation of the interspecies coupling strength. As such it might be
possible that a subsequent interaction quench after the transport of the impurity to the opposite
site of the double well would allow for a storage of the impurity in that very site. Moreover, it
might be of use to employ a dynamical driving of the system parameters in order to enhance
the controlled transfer of the impurity species. So far the possible paths of exploration were
related to the quench protocol, in particular focusing on the impurity species. On the other
hand, it would be intriguing to study the impact of the manipulation of the medium on the
transport properties. As such varying the intraspecies coupling strength among the medium
atoms will influence the compressibility, leading in the extreme case to the formation of a Mott
insulator-like state. Taking this even further, states of the excited band might be occupied by
the majority species atoms, which will definitely alter the transport behavior of the impurity
species.

The quench protocol has been changed in [[6]] such that impurities are initialized in a dis-
placed harmonic oscillator and are forced to collide with a medium trapped in a double well by
quenching the harmonic confinement to the center of the double well [168]. We have recovered
a diverse collection of dynamical response regimes depending on the interspecies coupling rang-
ing from strongly attractive to strongly repulsive, namely the steady bound state regime, the
tunneling region, the dissipative oscillation motion, the pinning and the total reflection regime.
The robustness of the results was explicated by varying the intraspecies interaction strength
of the bath and the initial displacement of the impurity’s harmonic trap. We have further
constructed a time-averaged effective potential in order to gain a better understanding of the
microscopic mechanisms, allowing for unraveling the excitation processes which might be hid-
den when solely monitoring the one-body density. The extension to the case of two impurities
exhibits similar dynamical response regimes, while the intraspecies coupling strength among the
medium atoms was identified as an additional control parameter influencing the compressibility
of the latter and thereby its penetrability. This work is of immediate interest to the ultracold
atom community for future investigations of collisional channels solely induced by the presence
of impurity-medium interactions.
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For future research we see several promising directions. In [[6]] we have considered the
unidirectional collisions of impurities with the medium. The study of a bidirectional collisional
process is therefore a natural extension and of immediate interest. For this purpose, one would
prepare the impurities such that they are displaced separately on either side of the medium.
In this context, one might ask how the coupling to the medium influences the collision of
the impurities. A further manipulation of the dynamical response could be achieved by the
variation of the intraspecies coupling among the impurities. For example, it could be possible
to dynamically generate bound impurity clusters through the bidirectional collision and the
additional coupling to the medium. Also the implementation of a spin degree of freedom for
weakly interacting impurities is indeed an interesting route to consider for future studies as it
allows for the identification of individual spin configurations, related spin-mixing processes and
the possible formation of Cooper pairs [131] as a function of the impurity-medium coupling.
Extending this setup to higher dimensions is certainly of interest, allowing for more complex
scattering scenarios and, hence, offering a richer phenomenology.

Highly imbalanced triple mixtures

In [[7]] we have provided the first detailed study of the polaron problem when considering a
bath consisting of two hosts. Thus, we have allowed the impurities to couple either attractively
or repulsively to the individual components, thus offering an efficient platform for manipulating
the polaronic properties. A key result of this study is the possibility to flexibly control the
impurity residue [122] and thereby also the polaronic character. In particular, the quasiparticle
character can be maintained for larger interactions in case the impurity couples attractively
to one medium and repulsively to the other one. This behavior could also be recovered for
heavier impurities. Regarding the polaronic resonances we extracted a clear hierarchy of the
binding energy due to the immersion of the polaron, a feature that is also present for a larger
cumulative bath. Thus, utilizing radiofrequency schemes the respective resonances are well
distinguishable from each other. In order to describe the processes which underlie the behavior
of the residue we have constructed an effective potential picture which takes into account the
density distributions of both hosts. With its aid we were able to get an intuitive understanding
of the impurity distribution as well as its motional excitations. Considering an additional
impurity led to a strong reduction of the width as well as the height of the associated impurity
residue. The presence of two impurities naturally inspires the notion of induced interactions
whose impact could be analyzed by invoking the impurities two-body densities. For sufficiently
attractive couplings to one of the hosts the formation of a bipolaron was captured [301, 328],
while for strongly repulsive couplings the impurity forms a shell structure whose width can be
controlled by the coupling strength to the other medium. The results of this work pave the
way for steering the quasiparticle character and induced interactions in a systematic manner,
thereby also exposing the role of correlations for such triple mixture setups.

In [[7]] the two species in the bath are weakly interacting among each other such that they
are in the miscible regime. In the future it is intriguing to exploit the phase of the cumulative
bath in order to manipulate the polaronic properties of the impurities. As such the bath can be
prepared in any combination of Tonks-Girardeau gases, fermionization, miscible phase as well
as in an immiscible phase. Naturally, this has an impact on the impurity species and thereby
on the associated quasiparticle character. This will shed light on the polaron problem from a
very different perspective and may even lead to fundamentally new concepts. Extending this to
higher dimensional settings it is to be expected that topological effects will play a crucial role.
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Chapter 4 Conclusions and Outlook

The natural next step would be to investigate the sudden injection of the impurity species
into the cumulative bath in order to simulate the respective spectroscopic techniques [184, 185].
Here, the spectral response would provide information about the impurity residue and the
involved excited states, consequently, being an immediate realization of our findings. Moreover,
this work also serves as a perfect starting point for further investigations of triple mixtures in
general [334, 335], which promise to offer a much richer phenomenology as compared to binary
mixture settings.

Closing remarks

This cumulative thesis has shown that the field of ultracold atomic mixtures is far from ex-
hausted. Indeed, it offers a lot of potential for future investigations, in particular since the
experimental possibilities for the creation and systematic controlled investigations of such sys-
tems are growing rapidly. Apart from the well-established in-situ imaging of atomic clouds
[336], time-of-flight images [337] and density-density fluctuation measurements [338–341] a new
class of experimental advances has been triggered by the quantum gas microscope [342–344]
as well as the measurement of dynamical response functions by employing Bragg spectroscopy
[345, 346] or radio-frequency protocols [347]. Moreover, the momentum to experimentally re-
alize few-body systems [86–91] will require theoretical descriptions which are able to take into
account all necessary inter- and intraspecies correlations, such as ML-MCTDHX. Consequently,
it is to be expected that more focus will be placed on the development of such ab-initio meth-
ods. A particularly interesting route is given by the possible experimental implementation of
triple mixture settings [348–353] which are anticipated to make the relevant phenomenology
even more interesting. In this context, highly imbalanced triple mixtures offer the most direct
realization of this kind, e.g. in the framework of the polaron problem. As such we believe that
[[7]] has opened the door to a significant new research direction which is relevant for the cold
atom community.
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